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ABSTRACT

Coagulation and flocculation are commummcessef conventionalwatertreatmentand
theresultingfloc size distributions, mean size, and fractal dimension are impacted by operational
parametersincluding mixing and coagulant dosing method. In this stigation, anovel non
intrusive methodology combining image analysis and particle image velocimasgmployed
to characterize flocculation and reactor mixing frdme same datdmage processing techniques
were used to characterize flocculatiohowing conventional FeGlchemicalcoagulatiorandiron
electrocoagulation whilparticle image velocimetnyas used to characterize reactor mixing using
flocs as tracking particles. Local velocity gradients were compared titlglobal velocity
gradient, G. Results suggest electrocoagulation produced langeémore compadiocs than flocs
formed byconventionakoagulationUseof flocs as tracking particles wasorereliableprior to
steadystate conditions, when flocs wesmaller and moraumerousCompared to local velocity

gradients, Qunderestimatedctual mixing near the mixing impeller by 40%.
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1. INTRODUCTION

Coagulation andldcculation are key processs in various water treatment applications
including treatment of municipal, industrial, and produced wgLe3]. In untreated waters,
electrostatic repulsion of particles causes particles to resegisrated ansuspendd in solution
instead of agglomeratingnd settling out of solutionTo eliminate electrostatic repulsion and
facilitate particle agglomeratiproagulants, such as aluminumiron saltsare added in a process
known ascoagulationAfter coagulant additiorthe suspendeplarticlesagglomerate intflocsin
a process known as flocculation. These flaos then removeffom the waterin subsequent
treatment steps such as gravity separafian, sedimentation or dissolved air flotafidd].
Flocculation characteristics of interest due to their impact on the efficacy of subsegatenéent
steps include the steady state floc size distribution and the floc fractal dimgn€bmhe steady
state floc size distribution for a set of given conditions (e.g., mixing speed, impeller shape,
coaguation method, and coaguladbsage), reveals if the conditions induce the desired changes
in floc size, with the ultimate goal of producing floc sizes ideal for gravity sepaifdfiomhe
average steadstate floc size provides key insights into floc strength, which relates to how flocs
will respond tomixing shear stressdg, 8]. The floc fractal dimension reveals if the flocs are
highly branchedstructures,which are slower to settle than dense, spherical flbEsThese
characteristics are commonly evaluated usimgltscale testing (e.gar testing)to determinghe

optimal operational considerations for fattaletreatment facilities

Two key operational considerations that influence these flocculation characteristics include the
coagulation method and mixing characteristi@sagulants are typically introducedthre system
by directly adding coagulants from a stock soluticeferred to hereinsaconventionakhemical

coagulationCC), or throughn-situ coagulangeneratiorvia electrolytic oxidation of a sacrificial



anodeof a selected metal, known as electrocoagulation.(EC)is acommon coagulant dosing
method and extensive work has focusedflocculation characteristics using & 8-11]. In
contrast, EC is less widetyudied12-16] buthas particular advantages over CC that may increase
its adoption and acceptance. AdvantagesEC include reductions of hazardous chemical
transportation and handling, due to thesitu coagulant generation,hich also lends itself to use

of renewable energy sourcgs]. Further, EC haa decreased impact on influent water quality
parameters such as pH and alkalifity, 18] and increased pollutant removal efficiencies in
certain applicationflL2]. In contrast to CC, EC generates coagulating metal ions by the application
of a current to an electrochemical cell equipped with a cathode and a sacrificial anode of a
particular metal19]. These coagulating metal ions operate similarly to coagulants added via CC
and facilitateaggregation duringlocculation Although CC and EC operate similarly, the two
coagulation methods are knowm generate flocs with differerstructuralcharacteristicge.g.,
compactness, size, strengtijduce different changes in water chemistry (e.g., pH, dissolved
oxygen concentration, alkalinity), and can result in different coagulating metal ions, ithgp@md

water chemistry18-20].

Another important operational consideration is mixing, wHatilitates particle collisions
resulting in floc growth butan also result in floc breakagepending on mixing speed and floc
strengti7]. Beyond flocculation impacts, iging alsohas important energy implicatiorasrapid
mixing during coagulant addition was found d¢onstitute the second highest energy user in a
typical municipal water treatment pla&l]. In practice,water treatment facilities often employ
turbulent flocculation, which is marked by a wide spectrum of velocity gragdmotading means
for particle collision and floc growtl]. The global velocity gradient, Gtroduced byCamp and

Stein [22]is used as a simple characterizatiomezfctormixing and representsspatiataverage



of the local velocity gradienfgesent within the reamt Despite significant criticism of @cused

on both itsaccuracy as a mixing characterization and relevance to turbulent floccyiatia®,

24), it awidely usedwater treatmendesign parametefeveras t udi es have eval uat
on flocculation efficag [9, 25, 26] but these invegations do not consider deviations between G

and the local velocity gradients, which can be substdgtial7]. As reactor mixing has significant

impacts on flocculation efficiency, impacting a variety of flocculation characterizations of interest
(e.g.,growth rate, steadgtate size distributiorfloc strength and fractadimension)[28-30], a

detailed understanding of reactor mixing is keyd@velopingmixing operationsthat optimize

flocculation.

To develop a comprehensive understanding of how ttesgulant dosing and reactor mixing
impact flocculation,simultaneousobservationsof floccuation and reactor mixing using non
intrusive, in-situ techniqgues & needed However, past investigationgnto flocculation
characterizations ofteutilize a microscope or particle counter aeduire transporting the flsc
from the reactofor analysis which can impact thdloc structure[2, 5, 6, 30] Further, reactor
mixing characterization using intrusive measurement technologies, such as hot wire anemometry,
can alter the surroundingoflv field, and suffer from limited spatial resoluti®l]. To avoid
altering the experimental environment and to accurately characterismtiheesystem,in-situ,

nortintrusive measuremetgchniques areritical.

Despite thempact of reactor mixing on flocculatiafficiency, studiesombining flocculation
and mixing characterizationsing in-situ techniquesare lacking, resulting in a knowledge gap
when consideringhe fundamental impacts of mixing @acculation. Newmethodology is needed
that enablesimultaneous evaluatisrof these characteristiassing nonrintrusive techniqueso

ultimately inform flocculation reactor design and operatibnresponse to this need, tberrent



investigationimplemenéd a novel medtodologywhich combinesmage analysis techniquasd
particle image velocimetry (PIMo collectively characteriz8occulation and reactor mixing
providing a framework to enabke wide variety oicomprehensive coagulation and flocculation
investigations This methodology re#s solely on crossectional reactor imagingduring
flocculation, facilitatingspatiotemporal evaluations fdécculation and reactor mixing using the
same data&ollection instance and methodolggyhich enablesundametal comparisonswhile
traditional PIV analyses rely on water artificially seeded with tracer parti@2f this
investigation leveragkflocs generated during the experiment to track fluid motion and inform
turbulent mixing analyses. Because floagere used to track the fluid motion, flocculation
characterizationgereuninfluenced byartificial tracer particlgoresencend both flocculation and
reactor mixing were evaluated using the same datd@lsisinovelmethodologywasapplied in the
current inveatigation toevaluate botlCC andthe lessestudiedEC in terms oflocculation and
reactor mixing. Further, this methodologgsused to develop pertinent turbuleniting analyses

required to evaluate the accuracy of G throughout the reactor crosssecti

The major research objectives of this investigatisare to (1) evaluate flocculation
characteristics using nentrusive in-situ techniques to observe floc growth, steatigte size
distribution, and fractal geometry for bd@iC and EQusing iron as the metadn coagulant(2)
evaluate reactor mixing characteristics using -mdrusive in-situ techniques to measure the
velocity field over a verticateactorcross sectioandto developpertinent turbulent flow analyses
(e.g.,turbulence intensityturbulent kinetic energy dissipation rag@dturbulentlength and time
scales)using flocs as tracking particles for A/ analyss; and3) compare Gwith local velocity

gradiens to evaluate how well Gharacterizeactual reactor mixing.



1.1. Theoretical Background

1.1.1. Fractal Dimension

Although flocs are frequently considered as Euclidian shapes in flocculation modeling,
their shape is better characterized asiraggular, fractal formmarked byself-similarity (i.e.,
morphological characteristics are uniform across all s[Be8B-35]. This fractal form arises from
the floc agglomeration into increasingly larger flocs, which produces an irregulaguatidian
shaped flode.g., Figure 1) that does notfollow the coalesced sphere assumption employed in
fundamental flocculation modelingnd has different hydrodynamic interactiotige to floc
porosity[4, 36]. A primary way to characterizbese irregulafractal forms is through the fractal
dimension, which relates the size properties of the floc to a particular length33€8&. This
fractal dimension provides important insights into properties that impact accuracy of flocculation
modeling and settling ratsuch as porosity and densi34, 36, 40] Flocculation models
i ncorpor at i ndnature eedutelthe ecnedélingf erraa assoaiated with the coalesced

sphere assumption and more accurately predict flocculation belféwvidr].

Figure 1: Microscopic image offerric hydroxide flos produced by conventional chemical
coagulation (left) and by electrocoagulation (right). Note, these images are presented as

representative images for visual purposes only.
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Three commonly used fractal dimenssdnclude the thredimensional fractal dimension
(D3), which relates the floc volume to a characteristic floc leftt85], the twedimensional
fractal dimension (B), which relates the projected floc area to a characteristic floc |¢Ag8b,
37, 38} and the boundary fractal dimension,(Dwvhich relates the projected floc area to the floc
perimetef35, 37, 38] Various length properties have been used as the characteristic length in the
derivation of @ and D including the major axis length, diameter, and rafBas 42, 43] For the
purposes of this investigatiol, is usedt o c har act e radtat maturé threughf theo c s 0

following relationship:
09 a (@)

whereo is the projected surface areamddis the major axis length. Based on this relationship, the
f | opcofected surface area grows according to a power relationshiptsuittajor axis length

For Euclidean shapes, the area is always related to the square of the characteristiceleBygth (

= 2). For fractal flocs, bvaries from 2 for densely packed, spherical flocs, indicating a lower floc
porosity and higher floc density and to lower\lues for large, highly porous flocs with open
structures, indicating a high watmntentandsubseguently dow floc density[1, 6, 37] Thus,the

floc fractal dimension provides insights into floc characteristicat impact operational

performance such as density and waterentthat further impact floc settling velocity
1.1.2. Turbulent Flow Characterization

Prior to characterizing turbulent flocculation, turbulent flow fundamentals must be
establishedAt a fundamental level, turbulent flovisr a particular point in spa@an be viewed
as the summation of the mean and fluctuating velocity component, resultinghigoReynolds

decompositioras shown irfEquation 2 in tensor notation



Y OY 0 ()

where Urepresents the total instanémus velocity “Yrepresents the mean velooityer time and

u represerst the fluctuating velocity component at @articular time The fluctuating velocity
componenhasa zero mearut largely dictates the turbulent kinetic energy dissipafitRED)
rate,0, whi ch i s us e d, ardis usedhoedeterrsirte thentarbuience intenfdy, G
For twodimensional(2D) flow measurements, the 2D turbulence intenst®y (uses only two

velocity components and calculated as:
‘O 0 0 (3)

The TKED rateU represents the rate at which energy is transferred from the large-energy
containing scales of turbulent motion to the small eneliggipating scales of turbulent motion
[44]. Between these two scales of turbulent motion lies the inertial subrange, within which motions
are completely deped ent on the inertial effects rather
second hypothes[g4]. The rate at which energy is transferred from the ereogyaining to the
energydissipating range is equivalent to the dissipation and production rate. Thus, the TKED rate
provides insightinto theenergy productionate within the system, whicin the case of turbulent
flocculation, is a result of reactor mixin§ihe TKED rate is found through the turbulent energy

budget as:
- Qi (4)

where 3 represents t he kirapeeseats themnsomataton ofshe t y o f

fluctuatingstrainrate This fluctuatingstrainratecan be expanded §4]:

i - — ®)



Thus, the TKED ratérom Equatior4 canbe revritten as:

- = = ©®)

which contains a total of 12 terrfr 3-dimensional (3DJlow, including nine velocity gradients

and three cross products. 2D PIV velocity measurements permitrdeasuremerfor five terms

(four velocity gradients and one cross product) and one term can easily be obtained by the
continuity equation for incompressée flow. Theremaining six terms (four velocity gradients and
two cross products) must be estimated based on assumptions about the nature of turbutent flow
guestion{45]. TKED rateestimatiorusing 2D PIV methodologies commorand there are several
existing methods to estimatke missing terms in Equatidh George and Hussein [}@erived a
TKED rateestimationbasedon the assumption that the turbuléiow waslocally axisymmetric,
meaning that turbulence does not change around the preferrd@Eauéation7). Kimmoun and
Branger [47]assumed that ta of change of velocity owdf-plane was small compared to the rate

of change of velocity #plane, and approxintedout-of-plane velocity gradients using theptane
velocity gradientgEquation8). Luznik et al., [48]applieda modified version of th& KED rate
estimatedeveloped byDoron et al., [49]vho appliedhe continuity equation and assediateral
fluctuations are of similar magnitudéequation 9), with modifications correcting for the
appropriate iswopic limits.Cowen et al., [5Chpplied a central differentechnique to the product

of fluctuation strain rate and added an empirical coeffidientto account fothe missingterms
(Equation D), while Sharp and Adrian [51assumed statistically isotropic turbulence for
unmeasured velocity componer({squation 1). For the purposes of this experiment, TKEDe

was evaluated by eadi the aforementionedstimation methasland the average is reported to

provide ageneralTKED rateestimation
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When evaluatinghe TKED rate, the velocity resolution has a significant impact on the
accuracy of the results[52, 53] Given the PIV methodology, the information obtained
experimentallyrepresents the average velocity of all the particles within the smallest interrogation
window, resultingn a spatiafiltering within eachinterrogationwindow [11, 51, 53] For large
interrogation window sizeshe PIV methodology isnable to provide information on tremall,
energy dissipating scales, which are critical for accuf&ED rate estimation[31, 53] The
impact oft he v el oci trgsoldienonah® IKED mie isninanizedwhen the spatial
resolution is within a few multiples of the Kolmogorov length s¢2i1¢. The Kolmogorov length

scal e, dq i s defined as:

- = (12)



and represents the length scale of the endiggipating eddies. If the spatial resolution is higher

t han a f ew theufrequengels ef she \elbcitydspectra responsible for dissipating the
energy areotfully captured by the methodologynd sbbsequent calculationmoorly represent the
turbulent flow [31]. An additional characteristic scale of turbulent flow is known as the

Kolmogorov time scale définedas

T - (13)

which represents the highest frequency of the velocity time series spettthe Nyquist criteria,
the sampling frequency should be at least double the highest frequency of the data signal.

Thereforethe sampling frequency should be at least doublentlezse Kolmogorov time scale.

Il n additi on t dengthhaed tirKecalestbegspect@hadalysis tdrbulent
motion also exhibits a characteristrend known as th&olmogorov-5/3 spectrum[44]. This
spectrum characterizé®w the energy is distributed among variousieslidnd for turbulent
flows, exhibits a characteristi&/3 slope in the inertial subrangehe energy spectruriYifor a
velocity signal can be evaluated by converting the velocity signal into the freqdentgin

through dast Fourier transformHFT) and then calculating the energy spectrum per Equation 1
Y —"00 (14)

whereF represents the FFT of the velocity signal, * denotes the complex conjagdseQs the
frequency scale which is found by dividing the sampling frequency by the total number of samples
The presence of a turbulent flow regime can thus be verifiegl/alpating the energy spectrum

andidentifying if the Kolmogorow5/3 spectrum is present.
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1.1.3. Global Velocity Gradient, G

The global velocity gradient, G, also known as the average velocity grtdntoot
meansquared velocity gradiefi22, 23] or the average characteristic velocity gradi@f is a
commonly usedparameterin coagulation andlocculation design intended to characterize the
degree of mixing intensity in turbulent flocculation. their originalintroductionof G, Camp and

Stein [22]definedG as:

5K ‘0 — — - — - — (15)

wherel3 represents the total work done per unit volume for a unit time' arepresents the
dynamic viscosityThey indicated this representation of G was valid in both laminar and turbulent
flows and was a useful methodrefating particle aggregation rate to energy dissipatiamhcould

be used to represent the velocity gradients responsible for particleotoitighe Smoluchowski
equation54, 55] The double equality in Equatiorb has been challengeaihcelz is not equal to

the right hand terrib4] due to the missing diagonal terms in the 3Distrate tensof23]. While
Camp and Stein [23ustified the omission of the diagonal terms by asserting that the maximum
shear in the system could be determined by adjusting the frame of refexerit that these
diagonal terms vanish to zewtensorial approach b@lark [23]found this to be incorrect in 3D
flows. Additionally, Cleasby [55]guesti oned GO&6s applicabielity
Kolmogorov length scalevhile Han and Lawler [24fundamentally questioned the role of G in
flocculation modeling when considering heigisperse and curvilinear flocculatio@. was also
evaluated experimentally liyheng et al., [27andPark and Park [56hmong other€Cheng et al.,

[27] used PIV methodologies to evaluate the spatial variation of the TKEamdtéundthe

TKED rate to behighly variable and thus G would poortharacterizeéhe mixing in different
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reactor regiong-urther,Park and Park [56]sed PIV to evaluate tAH&ED rate for various shaped
reactors and determined that G was unable to accurately represent the range of mixing velocities

presentithin the reactor.

Despite these criticisms remains a prevalent design parameted can bealculated

using mean flow characteristics by the following

0 - - (16)

wherel3 represents the mean value of total work done per unit volume for a unit timg and
represents thgpatiallyaveragd TKED rate. Additionally, following the assumption that the rate

of energy dissipation equals the power supply, G can also be calcutated as

o R (17)

where P represents the power input into the reactor and V represents the liquid volume of the
reactor. While the determination-dfequires knowledge of the local velocity gradients throughout

the reactorthat are not easily determined without detailecasoging equipmentmacroscopic
parameters P and V are easily determined, and are used to déevaloypesthat relateG to the

mixing speed for a particular reactor, impeller, and water tempefaftjre

Although G is commonly used in turbulent reactor design as a substitute for the velocity
gradientrange it oversimplifies the actual velocity gradients in reactor mixang in so doing,
providespoor flocculation efficiencyestimates Improved understanding of how the velocity
gradients vary spatiotemporally within the reactor in question, and if these séesrapare

observed for different sized reactar® critical toeffective turbulent flocculation reactor design.

12



2. METHODS

2.1. Experimental Setup

Experiments were performed asquare diter Phipps and Bird BKER2® Laboratory Jar
reactor guipped with &-bladepaddle mixer. The paddle mixer shaft was centrally located in the
reactor, and the paddle was situated close to the bottom of thastahlown irFigure2. Mixing
was supplied by a DC gear box motor and mixing speed was controlled through an Astron DC
power supply with digital readout of amperage and voltage. system wagapid-mixed at 100
rpm for approximately 2.6 minuteduring the coagularaddition (CC) or generation(EC) and

initial mixing and therslow-mixed flocculated at 15 rpm for approximately 40 minutes

The reactors were filled to thelifer mark with distilled water5mM of salium chloride was
added, and the solution whaffered with 20mM of sodium bicarbonate (NaHGJDto maintain
an approximate pH of 8.3 throughout the experinmaaintainng conditions suitable fadFe(OH)}
floc precipitation.Thereactorsolutions were oxygegsaturated to approximately 8.3 mg/L prior to
coagulant additionA target coagulant dosage of 10 fRgL was selected based on iteration to
provide an optimal floc concentratioDosagesarger than 10 m§e/L resulted in theexcesslbc
formation which clouded the imagataand made floc border detection difficult. In contrast,
dosages less than 10 nkg/L resulted in an insufficient floc precipitation for subsequent
flocculation characterizatiororCC experiments, a stock solution2#24 mM ofFewas prepared
by dissolving4.4 grams of FeGI6H-O into 50 mL of ultrapure wateApproximately 1.1 mL of
this stock solution was addéal the reactor, resulting ithhe target concentratiasf 10 mg Fe/L.
For the EC experiments, the coagulant was produced through an annular electrode configuration
comprised of aylindrical sacrificial iron anode within a perforated cathode operated in constant

current modeandlocated in the corner of the square reactor awsho Figure2. The anodevas
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Fe() with a 99.95% metal basis purity and an initial effective area of@89The perforated
cathode was dimensionally stable 316 stainless steel and the gap betwarsrdtzand cathode

was 2mm. TheEC system was operated at a constant currelbdA, resulting in a current density

of 14 mA/cn?. The current was chosen to minimize electrolysis duradiom avoidoxygen
depletion andgreen rustformation [15]. The EC system was operated for approximately 138
seconds to produdd mgFeL, matching th&€€C coagulant concentratioBubbles were observed

during the EC system operation but appeared to rise and leave the system during the rapid mixing

periad. The EC apparatus was removed from the reactor #fieicoagulangeneration

For both the CC and E€xperimentsavertical cross section of the reactor was illuminated
using a Millenia eV CW diodpumped soliestate (DPSS) laser operated atMLl@ombined with
optics to convert the concentrated laser beam into a light sheet approximately 2.3 memdhick
situated approximately 8m from the reactor walas shown irFigure 2. Images were captured
using a Phantom Miro M340 charged couple de{®®€D) camera with a 25.6 mm by 16.0 mm
12-bit complementary metal oxide semiconductor (CMOS) sensor with a maximum resolution of
2,560 horizontal pixels by,®00 vertical pixels. For this experiment, the output image size was
selected as,&00horizontalpixelsby 1,600vertical pixels to capture a square cross section of the
reactor. The camera was equipped with a 60 mm Nikon AF NIKKOR lens at an effective lens focal
plane distance of 40mm, resulting in 108 mm by 108 mm field of view, a resolution of
approxmat ely 67.6 em per pixel and a 4 mm depth
confirmedby imaging a rulelocated within the focal plarend verifying the pixel resolution. The
camera aperture was set to /2.8 to enable maximum light capturewvégpasure time of 200 s
set to freeze particle motion and reduce blurriness. The experiment was performed in a dark room

to reduce background noise and enable sHarpimages illuminated by the laser sheet. The
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experiment was performed on an opticaleao eliminate vibrations that might interfere with the

positioning of the laser light sheet and focal plane.

(@) (b)

A .
Sheet* )
£ Outlet v
2L Square
DPSS A o B-KER?
Laser
Field of View
—‘—T N R N
Paddle
Mixer ™ z
|_> @ L X
EC Apparatus Paddle )
(for EC setup only) Mixer
CCD
Camera
& Lens

Figure2: Schematic of experimental setup including (a) plan view and (b) profile ¥idote:

light sheet optics not shown

The camera was operated an image capture rate db400bhis rate was selected to provide
sufficient images for flocculation and reactor mixing characterization while minimizing the total
data quantity at each data collection instance. For larger data sets the data transfer duration is
increased and is a litmg factor for the data collectioate However arobustdata set is desired
to obtain ageneral characterization of flocculation. Furtlmegctor mixing characterization is best
informed by dengthydata set that allows averaging of any periodicotéfand fully characterizes
the flow profile whilealso providing sufficiently hightemporal resolution to maintain adequate

correlation in the PIV analysis. Therefore, thiage data set size was selede@rovide enough

15



data for analysisvhile maintairng thedesired data collection intervals. To enable synchronized
data collectiorand comply with limited camera storage memory, the-8jgged image recording
was triggered by programmed analog signals sent fronNtH8SB-6259 device managed by
LabVIEW programming Images for flocculation characterization were collected -atirlute
intervals for 1 second, with an image capture rate00ffps resulting in 100 images collected at
each data collection instance. Images for reactor mixing characterizatiencaliected at 3
minute intervals for 30 seconds, with an image capture rat®®fps resulting in 3000 images

collected at each data collection instance.
2.2.Image Processing ardocculation Characterization

Images collected for flocculatiarharacterization were first imported into MATLABersion
R2020b)and then processed using standard image processing techniques including background
removal, contrast enhancement, binarization, and basic morphological corrections prior to floc
identificatio n . | mage processing steps were conduct e
Toolbox. Although the camera used in this experiment is equipped wittbé 4&nsor, capable
of capturing grayscale intensity values from 0 (black) f@0@ (white), MATLAB softwae
operates in ®it or 16bit dataformats. Therefore, to avoid resolution loss, images were first
imported into MATLAB and then converted into a-tié format through linear pixel intensity
rescaling. The result is a bt image where the maximum intetysof the original image (4,096)
is scaled to the maximum intensity of aldi6format (65,535)An example of the original image

qualityimported into MATLAB is providedn Figure4(a).

A primary step in the image processing is backgrowmseremoval from the raw image which
is present despite best laboratory practices due tatfaecollectiormethod[58, 59] If the noise

is not removed in the early stages of image processing, subsequent steps can magnify this noise,
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resulting in erroneous floc identification or sizifag. Backgroundemoval is typically performed

via one of two methods. One method designates the background noise the @&}ragmodal

[60] intensityof a series of images in an image capture sequence. A second method for background
noise removal is to remove the lowest intensity found in eaa pwer all images in the image
capture sequence, effectively treating the lowest intensity dsattigrounchoise[61]. For this
experiment, the average intensity for each pixel, averaged over the specific data collection instance
of 100 imagegapturedover 1 second, was designated as th&dracind noise and was removed

from each imageas shownn Figure4(b).

After background removal, the image contrast was enhanced to further distinguish the
illuminated flocs from the background and reduce the fuzziness around the flocs which can result
in anoverestimation of floc sizgg]. The lighting setup clearly illuminates the portion of the floc
in the laser sheet, but the floc borders are often lessvelear flocs are transitioning througjie
focal plane andaser sheetnecessitating contrast enhancemekithough the imagestores
intensity datain a 16bit format, the actual captured intensities do not occupy the full intensity
spectrum; thus, therekae fiwast ed6 i nt e nllsminatgd flocsaappea dright Si nc e
against the dark background, pixel intensity rescaling within a targetedwasgé&etched to the
maximum intensity values, making full use of the available intensity scales armrfurt
distinguishing the bright floc from the dark background. Further, sincewlasgeclear anticipated
intensity difference between the bright white floc and the dark black background;liaeen
intensity rescalingvasappliedusing a gamma correctigs]. MA T L A Br@adjustfunction, used
for contrast enhancement provides this gamma correction using a ntinear mapping
parameter, ganman\galug(gregter thah @, ipixel intensity remapping is weighted

towards darker intensitie$he resulivasa contrasenhaned image that still displays theight
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white floc, but with a darkebackground. Based on a tr@hderror approaclsimilar to that of
Shen and Maa [5three was selected as the gamma vah thebottom 25% of all intensities
were selected to be rescaleing the noflinear intensity rescalto further reveal the illuminated

flocs. An example of the impact of contrast enhancememtasided inFigure4(c).

In the next image processing step, the congabinced greyscale image is converted into a
binary image for more effective image processing and floc identific#@®h Binarization is
accomplished by establishing a threshold above which a pixel will map to 65,535 (white) and
below which gixel will map to 0 (black)The result is binary imageseful forfloc identification.

The selection of thibinarizationthreshold is highly subjective and dependenth@®xperimental

setup in questiof60, 62] In an experiment with multiple data collection instances, the likelihood

of a single global threshold value being suitable for all imagenlikely and thus an adaptive
thresholding method igypically employed[5]. Three threshold settings (twoagdive and one
global) for this experiment were evaluated by the-arakerror approach and the resultifigc
numbersize distributionsvere compared to evaluate the thresbodd i mp aftod geametryt h e
results. Although the different thresholds s in slightly differentfloc distributions and total
number the normalized distribution was relatively similar among all the ttresholds(see
FigureA-25 andFigure A-26). Since this investigation compares flocculatissing both CC and

EC and the raw imagery revealed significant differences itethporal floc evolutionan adaptive
threshold was employed to eliminate differences in the analysis that might arise solely from the
use of different global threshold¥his adaptive threshold incorporated both the average and
standard deviation of the averaged image and was applied to each image during the binarization

process. Pixels intensities above this value were mapped to white (65,535) and pixels intensities
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below ths value were mapped to black (0), rendering a fully binary inegshowrin the example

in Figure4(d).

After image binarization, the imagegerefurther processed to clearly distinguish floc edges
and correcfloc morphology.In the binary imagefocs appear as cluster of white pixels, bordered
by a mix of white and black pixels at the floc edgeghlaborder region, the mix of white and
black pixels represent the transition from floc ttee background. To establish a clear floc
boundary, the exact transition from floc to background must be determined. To facilitate this, the
gradient magnitudim the bader region of each flowas evaluated using the Sobel method, which
highlights the region of gradient chanfgem white pixels to black pixeland effectivelyoutlines
t he f Il oco6s .eAfar thenflad berder i® autlingce the interior is fillagsulting in a
new floc thatencompasses the border region and the originaldimtensures that anyoids
resulting from flocs aethereal nature are fillé¢hile this step is necessary to clearly identify the
transition from floc to background ksliminate stray white pixels at the floc edge, the process
results in an overall increase in floc area that must be paired with a subsegaelecrease to
ensure a good fit with the observable floc bor@@osion is commonly applied in binary image
processing to remove white pixels along the edge of an identified object based on the shape of a
structuring element. The structuring element should be of similar shape and size as the identified
objects, to result inmorphological correctiothat aligns bst with the original shape of the object
During erosion, thestructuring element is iteratively applied owatire image For a pixel to
remain white, the structuring element must contain only white pixels. If any black pixels are
contained within the aicturing elementthe border pixels within the structuring element are
designated as black as shownhe example ifrigure3. Erosionis applied hereinsing a4-pixel

diamondas the structuring elemetd eliminate straywhite pixels along the floc border, thus
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facilitating a closer fit with thelluminatedfloc border as shown in the examplekingure4(e)f).
Thesize and shapaf the structuring elememtereselectedased orthe anticipated size and shape

of the smallest flocs during the experiment.

X% XXX
X

Figure3: Erosion of a 9 x 9 object with apixel diamond structuring elemefi¢ft). Note, not all

iterations of the erosion are shown to obtain the final eroded figgte).

Following the image processing steps, individual floesidentified and labeled and then
focgeometri c properties are det erToolboxé&domatsci ng MA
properties utilized in this investigation include the floc area, equivalent diameter, and major and
minor axesFloc area is detarined bythe number of pixels identifieals part of eacfloc. Based
on this areathe floc equivalent diameter is calculated by assuming the floc shape is a perfect
circle. I nf or mat i on ammindrdxidendthdismlotadned bynceterminirtge length
of majorand minoraxes of ellipse withanequivalent normalized second central moment of inertia

as the identified floc.

After all flocs were identifiedand geometric properties were determinadilter was

applied to remove flocs togmall for accurate size determination and to eliminate fiotsully
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captured by the field of viewlong the image border. Past investigatibave taken several
approaches to determine the smallest minimum floc size suitable for size and shape Shalysis.
and Maa [5]only considered objecisith areas of at least four pixels and minor axis lengths at
least two pixels whilMikkelsen et al., [63ltilized nine coherent pixelss the minimum criteria
For this study, a floc isonsideredeliablefor subsequent analysisthe floc has a total area of at
least four pixels and minor axis length of at least two pixels. Once the filtered floc data sets were
available for each data collection instance, the data sets were averggedde a general floc
geometric characterization to be used in subsequent anai@asulation characterizations were
not anticipatedsignificantly change between the consecutive imagas tb the low time
differential (0.01 seconds)Trhus, to minimizedatastorage angbrocessing timepnly alternating
images were analyzed and averaged, resulting flocaulation characterization based on 50

imagescollectedover 1 second.
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Figure4: Summary of image processing stg@ raw image; (b) image with background removed,;
(c) contrastenhanced image; (d) binary image; (e) image with morphological corrections; (f) raw

image with floc border

2.2.1. Two-Dimensional Fractal Dimension

The lengthbased fractal dimensipm, for the CC and EC floc distributiongas obtained
through a linear regression of tflec area againgts major axis length on a lelpg plot for the
total number of flocs identified over the entire data colledtistance and did not retize data set
average By evaluating the fractal dimensiovith the complete data sehelinear regressiois
informed by a larger number of flocs to more accurately captureeheé between floc area and
equivalent diameter. For each data collection instddges determinedas the slope of the linear

regressionper Equatiori and shown in the exampdot in Figureb.
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Figure 5. Example derivation of Pfor a hypothetical floc data set witknown area and

characteristic lengths

2.2.2. Flocculation Characterization Validation

Although thein-situ image analysis methodology used herein is beneficial as it is-a non
disruptive measurement technique, several factors, including the position of the floc within the
light sheet or focal plan, ®election of different image processing parameters can tntipac
accuracy of floc size determination. If a floc is partially within the light sheet or focal plane, part
of the floc will appear clear and illuminated, whitee otherpart will appear blurryand dark
impacting the measured floc size which is based on the illuminadetbon only In this
investigation, thalepth of field (4 mm)s larger than the light sheet thickng8s3 mm) so the
fl ocds po s ilightsbeetiswhe limitingractor.nf@aluate the impact of floc position
within the light sheet, a simple Monte Carlo simulation was perforpyechndomly jacing a
hypothetical, spherical floc at various locations within the light sheet and determining the
frequency at which the floc sizeaw accurately measuredsed on the illuminated portion of the

sphereFor each hypothetical flagize the distribution of measured floc sizes was compared with
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the actual size and plottéal terms of its probability of occurrencEigure6(a)). The probability

of the measured to actual floc diameter ratio @xaduatedor floc sizes ranging from.2to 7 mm

based on the expecteduivalent floc diameteangein this investigation. To providegeneralized

estimate of howrequentlymeasuredloc diameters would beear their actual diametdfigure

6(b) displays the measured floc diameter range for 75% of all random floc placeimeats
particular floc diameteimwo laser light sheet thicknesses were evaluated to determine the impact

of the laser light sheet thickness on accurate floc size measurement. The laser light sheet thickness
of 2.3 mm represents tHaser light sheet used in thixperiment, whilethe laser light sheet

thickness of 4.0 mm is a hypothetical thickness used for aasopagpurposes.

Based on the Monte Carlo simulation, larger particles had a higher probability of being
incorrectly measuredhen compared to smaller particl®ghile this Monte Carlo simulation is
performed assuming perfectly spherical flolecs are best described as fractal shaypses
discussed in Section. However, regardless of floc shapeeasurement error due to location
within the laser light sheet is expected to only underestimate floéofliaeing the trends of this
Monte Carlo simulatiodue to the nature of the floc illumination and measurement of the projected
illuminated areaParticularly, floc size underestimation is expected to be more pronoweszd
smaller laser light sheet thicknessaee employedFigure6(b)). This Monte Carlo simulation is
useful to generalize measurement error in due to the methodology but is not intended to provide a
method for measurement error correction. Rattesylts é this Monte Carlo simulation provide
insights intomethods to reducanticipated measurement erreuch asncreasing thdaserlight
sheet thickness, which results in a closer adherence of the measured to actual floc dameter

shown inFigure®6.
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Figure6: Monte Carlo simulatioto determine the probabiliggspherical floc will be accurately
measuredbased on location within the laser light she#h two different light sheet thicknesses,
w (w=2.3 mm and w = 4.0 mm{a) probabilitydistribution of measuretb actualfloc sizesfor

an example 4 mm spherical fld®) range of75% of allmeasured diameters for a given actual

floc diameter

2.3. Particle Image Velocimetry and Reactor MixiGfaractezation

2.3.1. Particle Image Velocimetry Analysis

Velocity field estimation usin@lV is typically accomplished bgaddingartificial particles
to the fluid and thentracking their displacement. The particle characteristics (e.g., diameter,
reflectancedensity are selected based on the experimental conditions (e.g.yéladity, field
of view, lighting conditions, fluid properties) such that the particles followfldve streamines

without impacting the flow itself32, 56, 64] To enable the simultaneogbkaracterization of
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flocculation and reactor mixingg PIV analyss usingartificial particlesis impractical as the
particles would obscure cletioc imaging andneasurement and would become enveloped in the
floc throughow the experiment, ultimately impacting flocculaticharacterizationTherefore,
flocs generated by CC and EC are used as tracking particles in this investgat®ithey are
critical in theflocculation characterization and are expected to follow lind motion without
impacting the flowconsidering theidensity and porositylo ensure quality correlatisfetween
image pairs, a minimurof 10 tracking particles is suggestfgl] and a homogenous piaie
distribution is key to reduce bias in velocity res{4]. During flocculation, the floegenerated

by CC and EQhange in size distribution and number and tses offlocs as tracking particles

for PIV analysesnay be more optimal at different stages in flocculation.

The reactor mixing data sets were analyzed using a combination of twesaee
particle image velocimetry softwafelly within the MATLAB platform PIVLab[65] and MPIV
[66]. By combiningthese two softwarédooth the strong FFT cros®rrelation core of PIVLab and
the robust posprocessing schemes of MPIWWereleveraged in this analysis. The PIVLab FFT
crosscorrelation core is equipped with autocorrelation suppression, which suppresses the impact
of image background noise on the cressrrelation processThe autocorrelatiorsuppression
facilitatesdetection of the correlation peak representing the actual particle displacement instead of
background noise, which would have a zero displacerf@sjt In preliminary trials, pre-
processingf the reactor mixing image data setsre determined to be unnecesganipr to PIV
analysisand autocorrelabn suppression was ustxreduce impacts of background noise on the

results

PIV analysis was performedsing an iterative multipass algorithm for linear window

deformation, starting with an interrogation window size of 64 by 64 pixels and ending with a
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window size of 32 by 32 pixels in the second pass with a 50% overlapth passesThelarger
initial interrogation window was selecteddapture large particle displacementse$mallerfinal
interrogation window size was selected to maximize theltiag velocity grid resolution and thus
capturethe dissipative scales of turbulenttion while also maintaining an adequate number of
particlesfor correlation between image paifdthough asmaller final interrogation window size
would increase the velocity field resolution, heightened spatial resolution wihswfficient
number oftracking particles would result in high ersahat would compound in subsequent
turbulent analysegielding questionable resul{27, 31, 45, 67]Additionally, the averagdloc
equivalent diameter was expected to be in the range of 5 to 7, pwtissome flocs reaching
much greater sizethus, the interrogation window size was selected to ensure stwesalould

be viewed within the final interrogation window.

3000 images were obtained during each velocity data collection instance (3000 images over
30 seconds every three minutesyuléng in a time step of 0.01 seconds between each image pair.
The mixing speed was such that the floc displacement calculated using the PIV analysis above was
relatively small (< 3 pixels) for a majority of the vectdesen with ideal experimental coridins,
the total error cannot be fully eliminated and contribafgsroximately0.1 pixels to the calculated
particle displacemeri64, 68] For small displacementshis totalerror constitute a significant
portion of the displacementector, leading to erroneous velocity estimates. Therefore, to reduce
the influence of error on the final results, image pairs withigefit time differentials to induce
larger displacements should be analyzed. At the same timé&atlkeng particledisplacement
should be small enough that the PIV processing algorithm can effectively track the particle. If
particles move too much between in an image paigst particles could escape the current

interrogation window andhe PIV program will poorly correlate the particle displacement,
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resulting in erroneous velocigstimates The result is that image pairs should bkested such
that there is sufficient time for the particles to travebdequatelistance to minimize the impact
of total error on overall results but not so much time such that particles travel mor2stoaof

the smallest interrogation window siggl, 69] For the present study, image pairs were selected
with a time differential of 0.02 secondhy trial-anderror, resulting in a sample size o600 image

pairs over the data collection period of 30 seconds.

Spurious vectors were removed through standard deviation and median fittedrige
resulting displacemerdata was converted into velocity data using the known time differential
(0.02 seconds) and the pi xelThé resulting veloaityognds er s i o
contained 9,8Dhorizontal and velocity vectors (99 by 99 grid), a&fpatial resolutiof 1.1 mm
(16 pixels), each element containingd0 data points documenting the velocity variation over the
30 second data collection peridde center regiorof each image and corresponding vector field
was omitted from subsequent analyses due to the mixingbshaft i nt er f er ence
measurementAdditionally, noisy edge regions at the image border were not considered in

subsequent analyses
2.3.2. Particle Image Velocimetrgontrol

Reactor mixing characteation analyses were performed in duplicate for both CC and EC.
In addition, a separateeactor mixinganalysis using distilled wateartificially seeded with
polyamide particles (Danteck Dy nf)wasperfameds 0 & m
a controland was not performed in duplicalehese polyamide particles are comnyoansedin
PIV measurement for determining fluid kinematics.a&er mixing conditions and water

temperatures were the saaethe analysis performed using CC and EC flbos theartificially
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seeded analysis, laser power was lowered to 5W as less light was required for clear illumination

of the seeding patrticlesith their relatively high reflecting nature
2.3.3. Turbulent FlowDetection

The presence of turbulent flow was evaluated thraugpectral analysis of themporal
velocity signalEachvelocity gridelementontains a time series d500velocity data points\er
the 30 second data collection period, corresponding to the number of image pairs evaluated in the
PIV analysis. Due to the removal of spurious vectors, certain velocitelgmadentsio not have
velocity information for all 500 velocity data point#\ spectral analysis was performiead grid
elementcontainingvelocity informationfor at least 90% of the time series (i.e., velocity grid
elementswith 150 or more spurious vectoosit of 1,500were not evaluated). If at leasd% of
the time series was available for analysis, missing velocity information was replaced using linear
interpolationbased on surroundingime series dataAfter mixing velocity information was
replaced, the velocity signal for each grid element was ertew into the frequency domain
through theFFT and then the energy spectrum was calculategeasEquation 4. The energy
spectrum was evaluated at ta# top, left middle, andeft bottom regions of the cross section for
a 9 x 9 subset of velocity grielements, which were then averagedoroduce a characteristic

spectrum for each data collection instaregion
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3. RESULTS

Based on the methodology described in Sectionfl&culation and reactor mixing
characterization experiments wgrerformedfor CC and EC experiments, along with a control
experiment for reactor mixing usiragtificial beads as tracking particle& summary of the data
sets and their roles are describedablel. Data sett1l.bwas used as both the data set for reactor
mixing characterization and control as well as the duplicate test for flocculation characterization,
highlighting the unique aspect of this methodology where both flocculation and reactor mixing can

be charactered using the same data set.

Tablel: Summary of Data Sets and Roles

Data Set (DS) Role
DS#l.a Flocculation Characterizatiqineported herein)

Reactor Mixing Characterizatidneported herein)
DS#1.b Reactor Mixing Contro{reported herein)
Flocculation Characterization Duplicgteported in Appendix B)

DS#2 Reactor Mixing Characterization Duplicgteported in Appendix C

3.1.Flocculation Characterizations

Flocculation characteristics of interest in thigestigation include the temporal evolution of
the floc size distribution, the maximum floc size produced, and the fractal dimension. Each of
these characterizations is informed by the image processing steps, floc identification, and filtering

outlined inSection 2

3.1.1. Floc Size Distribution
FI oc size is characterized Wasedaithe prajegtedt h e
floc area which is a commonly usezharacterization of floc siZ@5, 26, 70] Although flocs are

irregularly shaped and the floc equivalent diameter is unlikely to represent an actual floc length,
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this method provides a mesato quantify andobservetemporalchangs in floc size facilitating

comparisons amonigdependent investigans. Floc size distributions presented herein represent

the size distribution captured in the single cross se¢fior8 cm by 10.8 cmyvith a depth of
approximately 2.3 mm based on the laser light sheet thickmssdting in a total analyzed volume

of approximately 26.8 mLTherefore, thesdistributionsrevealhow floc sizedistributionand
numberevolve with the understanding that the total flgoantity within the reactor is much
greater. Additionall vy, based d)randthk size crikaag e r e
established for minimum detectable flocs (area greater than 4 pixels), the midetectabldloc

equi valent diameter in this investigation i s &
areundoubtedlypresent espedlg during early flocculatiorstages the actual floc quantity is likely

higher than represented in these results

Floc cumulative counts ansize distributions are presentedFigure7 at differenttimes
duringflocculationfor CC and ECFloc generation exhibits a more rapid initial growth phase for
CC, as shown by a higher cumulative particle count early during flocauléigure 7(a)),
reaching approximately,400 flocs(~52 flocs/mL)at 2 minutes compared to 22bcs (8.4
flocs/mL) for EC at the same timé-igure 7(b)). This rapid initial growth phase for CC is also
observed in the floc size distributioadure7(c)), which exhibit an earlier transition to lager floc
sizes than ECHigure 7(d)). In contrast to CC, flocs generated using EC exhibit a slower initial
growth phase, but ultimately reach a highetal floc count later in flocculation, with a maximum
floc count of 1,750locs (65 flocs/mL)at23 minutes. The floc count for CC reaches its maximum
value much earlier, with approximately 1,400 flge®2 flocs/mL)present at 2 minute3his
slower initial growth phase is observed in i€ Glac size distributiorevolution which depicts

a slower transition from smaller to larger floc sizes.
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Although theCC floc size distributioninitially exhibits a more rapid shift to larger floc
sizes, as flocculation proceeds, the floc size distribution ghifsshigher frequency ohsaller
flocs paired with a increase in flocdarger than2 , 4 00 & m. During this
cumulative count decreases from its maximum vdikely due to the flocculation of smaller flocs
into larger flocsDuring the latter half of flocculation, the tofdc count oscillates between 600
(22 flocs/mL)and 1000 (37 flocs/mL)and the maximum floc size fluctuates betwed®@ and
4,0 0 0 Im this stage, the floc size distribution remains relatively stabti¢cating the CC
experimentreached gpseudosteadystate conditionSuch oscillations were not observed in the
temporal evolution of the floc size distribution fBC. Rather,as flocculation proceeded, EC
exhibited a gradual shift towards larger flassshown irFigure7(d) with the cumulative particle
count increasing up to approximately 24 minutes of flocculation and then steadily decreasing to
the end of dataollection (Figure 7(b)). In contrast to CC, EC producéelwer flocs larger than
2 , 4 0 @ndénstead maintained a larger frequency of mediined flocs between 1,000
2 , 0 0 @owards the end of the experiment. The floc size distribution for EC exhibits a slight
shift to larger particle sizes between 27 and 37 minaelsalthough the rate of change in size
distribution and cumulative particle count appears to stwatds the end of data collection, the
EC experimentdoes not appear to reach the same pseudo sstateyconditioras CC. Similar
trends are observed in the duplicate test for CC and EC and the results are presaegtedBa
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3.1.2. Mean Floc Size

While the floc size distributions reveal shifts in the entire floc size range over time,
examination of the trends and maximum and mean floc size also pma&ahts into the different
flocculation characteristics of CC and EC. Tap 10% meaffioc size is determined as the mean
of the top 10% of flocs ranked by their equivalent diameter tdtaémean floc size is determined
as the mean of all floadentified in the cross sectiofigure8 displays the temporal evolution of

these mean valuder both CC and EC flocahile CC exhibits an initial increasm the mean
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floc size during the first 11 minutes, afterwards decreasing slowly and reaching a pseudo steady
state at around 20 minutes, the mean floc siz&@exhibits a monotonically increasing trend

after 2 minutesind does not obtain a steastate duringhe experimentThetop 10%mean floc

size follows a similar trendsthe mean floc size for both CC and BH®e top 10% mean floc size

for CC increases until approximately 15 minutes, after whiclluctuates butaverages to
approximately /7 50 em f or t he r elmeontnad, theop 1®% mdah flocszar | at i
for ECincreases througtut flocculation, increasingapidly after approximately 10 minuteshd

until 31 minutes, wheré increases at a slower ratgiven the resolution mitations, the mean

total floc size presented here likely overestimates the atbtal mean floc size as flocs with

equi valent diameters | ess than 153 em are not
expected to be more pronounced earheflocculationwheresmaller flocsgenerallyconstitute a

larger portion of the total floaumber.Similar trends are observed in the duplicate test for CC and

EC (FigureB-40) as shown in the parity plots for both the top 10% mean and the totalimean

Figure9 andFigurel0.
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3.1.3. Two-Dimensional Fractal Dimension

The 2D fractal dimension, B) is presented irFigure 11 for CC and EC The fractal
dimension for flocs produced usit®C exhibited an initiakrapid increase until approximately 4
minutes followed by slight decrease before achieving steady state at approximately 20 minutes.
Flocs producedsing ECexhibit a loweinitial fractal dimension than CC which increasésnly
until 11 minutes, after which the fractal dimension rises rapidly until 20 minutes. After this period
of rapid increasehe fractal dimension rises slowlitimatelyreaching a higher fractal dimension
than CC by the end of flocculatiohhesetemporal patterns are consistent wibloththe floc size
distributions and mean size characterizations. Temporal fractal dimension variations f6Cboth
and ECexhibit a trend towards a higher 2D fractal dimension, indicating a shift towards a more
sphericaland compact, and less porous floc throughout flocculftid 35] Similar trends were
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observed in the duplicate tesisults, ncluded as-igureB-41 and as shown in the parity plot in

Figurel2.
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3.2.Reactor Mixing Characterizations

In this sectionyeactor mixing is characterized using the velocity information obtained using
PIV. First, the velocity field is evaluated to determine its suitability for turbulent flow analyses by
evaluating the@ercentagef rejected, spurious vectoasd through a spectral analysis of the time
series velocity data. Secondly, @ turbulence intensity,d, is evaluated as a basic indicator of
the turbulence level within the reactor. The IGEEED rates within the reaatr are therevaluated
and compared with the average TKED ratethe entire cross section. As a final reactor mixing
characterization, the time and length scales of turbulent motion are determined based on the
averageand range of th@KED rate. Comparate results are presented for a subset of data
comparing reactor mixing characterizations from velocity information obtained using both flocs
generatedn-situ (CC and EC) andrtificial beadsas tracking particlesThe reactor mixing
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experiments were penfimed in duplicate and comparisons between the data reported herein
(DS#1.h and the duplicate test (DS#2, reported in Appendix C), are provided both herein and in

Appendix D.

3.2.1. Flow Field Evaluation

Each data sewas first evaluated to determine the percentage of spurious vectors. Vector
fields with higher tha®% rejection were not evaluated. Secondly, each datesthenevaluated
to determine if itexhibits the Kolmogorov5/3 spectrum when viewed in tfiequencydomain
indicating turbulent flow[44]. The flow fields measured using CC flocs exhibited a low vector
rejection rate throughout the entire duration, never exceeding the 5% vector rejection tlagshold
shown inFigure13. Additionally, thespectralanalysisof the flow fields measured using CC flocs
exhibiteda clear adherence tile Kolmogorov-5/3 spectrunfrom the first data collection instance
(2 minutes)until approximately 23 minutes, after which threergy spectrurdeviated from the
Kolmogorov-5/3 spectrumln contrastthe flow fields measured using EC floegere marked by
insufficient correlationand poor adherence to the Kolmogor&3 earlyin flocculation(prior to
14 minute}¥ with vector rejection rates exceeding the 5% vector rejection threséimeen 5 and
11 minutes(Figure 13), indicating the velocity data was unreliable during this peridbd 14
minutes, thelow field measured using EC floachieved sufficient correlatiorend exhibited
close adherence the Kdmogorov-5/3 spectrum until approximately 29 minut&€ke artificially
seededxperimenexhibited a low vector rejection rage1%) and adherence to the Kolmogorov
-5/3 spectrumResultgeported herein are basgolelyon data sets that maintaunhless thara 36
vector rejection rate and exhibit the Kolmogor®3 spectrunwhen viewed in thdrequency

domain.
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Figurel3: Vector rejection percentage fGIC andEC experiment®f DS#1b.

Thespectral analysigesultsfor the left center of the cross sectiare presented iRigure
14 for both CC and ECrespectively Analysis was performedf both the horizontal (U) and
vertical (W) component of the velocity time series d8ignificant differences were not observed
between the results for horizontal and vertical time series @ataplete results documenting the
horizontal (U) and verticgdWW) components of the velocity time sersgshe beginning (2 minutes),
middle (17 minutes), and end (38 minutes) of flocculagi@provided inFigureA-27 andFigure
A-28for CC and EC, respectivelyheartificially seeded system was not impacted by flocculation

time thus a single time instance is repoiteBigureA-29.
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Figurel4: Energy spectrum for the: (a) horizontal (U) velocity components and (b) vertical (W)
velocity components for CC at 11 minutes and E€Qaminutes of DS#b for the left center of

the field of view (x = 2.7 cm, z =5.4 cm).

The duplicate test results (Appendix C) indicate a wider range of data suitable for turbulent
analyses, but also exhibit similar trends in terms of vector rejectian(Fageire C-42), where the
EC experiment has a high vector rejection rate early in flocculation The spectral amslykss
for the left center of the cross secteme presented iRigureC-43 andFigure G44. Based on the
vector rejection ratesnd the spectral analysis results, data sets from 14 minutes to 38 minutes for
the EC experiment and from 2 minutes to 38 minutes for CC were suitable for turbulent flow

analyses.

The Reyno Isfordhe expenmebiMas evaluated based on the readtameter as
the characteristic length and a characteristic velocity derived using the mixing speed and diameter
of the mixing impeller. Based on this evaluat:i

phases are 6,030 and 40,200, respectivelf, dfothich are in the turbulent flow regimidthough
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some data sets were rejected for not meeting the vector rejection criteria or the Kolmb{rov
spectrum criteria, these rejected data sets were setjedhe same mixing conditions and likely
were within the turbulent flow regimes the data sets deemed suitable for further turbulent
analysesTherefore, hese data sets were rejected, not because theycageged notturbulent
flow, but rather because the velocity information obtained was iogrffi or too noisy to

accurately portray the turbulent flanithin in the reactor.

3.2.2. Turbulence Intensity

The averageD turbulence intensitylop) for the turbulent flows othe CC, EC, and
artificially seeded experimengse presented iRigurel5, Figure16, andFigurel7 respectively.
For eactexperimentthelop is highest at the bottom die cross section directly above the paddle
mixer. Additionally, for each experimentthe lp exhibits an asymmetry in the horizontal
distribution, skewing to highégp values in the direction of the mean velogly. A similar trend
of horizontal asymntees in the mean flow directiomas observed ithe duplicate tegFigureC-

45 andFigureC-46) which had anean velocityn the oppositelirection
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Figure 15: Average?2D turbulenceintensityfor the CCexperimentof DS#1b. Average mean

velocities in the horizontal and vertical directions aré @r8/sec an@.02cm/sec, where positive

values velocities in the positive x (horizontal) and z (vertical) direction as shown.
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Figure 17: Average 2Dturbulence intensity for the artificigl seeded experimerdf DS#1b.
Average mean velocities in the horizontal and vertical directions @$e®/sec and 0Dcm/sec,

where positive values velocities in the positive x (horizontal) and z (verticaljidives shown.

In addition to thevisualcomparison between the CC, EC, and artificially seeded systems,
and between the two duplicate tesiswas also compared among each of the different valid flow
data sets, as shownTmable2. As each of the individual experiments were performed at the sam
mixing speed, b was expected to be similar. To quantitively evaluate difference between the

individual data sets, the ratios of the meaw were compared amongtte two floeseeded
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experiments (C@ndEC) for both of the duplicate tests (DS#and D5#2) as shown irFigure
A-30andFigure G47 and across the duplicate te@tsy., DS#1.b vs. DS#23s shown irFigure
D-54 andFigure D-55. Comparisons within each of the duplicate test data sets indicatelar
result for reactor mixing characterization by flec-seeded experiments, as shown by a mean
ratio value ofapproximatelyone inTable2. When the two duplicate tests were compared, O5#1
had a higher:bon average than DS#2 for both the CC and EC experimentshown by a mean

ratio value greater than oneTable2.

Table2: 2D turbulencentensitydatacomparison between CC, EC, DS#and DS#2

Data Source| DS#1lb DS#2 CC EC

Comparison| CC:EC CC:EC | DS#1h:DS#2 | DS#1h:DS#2

Mean Ratio | 1.0 1.00 1.14 1.13
Standard 0.07 0.07 0.16 0.17
Deviation

Additionally, the relative difference was evaluated between theseded experiment for
DS#1.band the artificiallyseeded experiment, which acts as the comtndl is assumed as the
more accurate experimeniResults frontherelative comparison between indicate @@ andeC
floc-seeded experiments had an average percent relative difference compareaktificiady -
seededexperimentof approximately7.7% and 8.0% respectively.The absolute values of the

relative difference are provided visuallykigureA-31 andFigureA-32.

3.2.3. Turbulent Kinetic Energpissipation Rate
The TKED rate was evaluated using tinee equationspresented in Section 2 for all
velocity data setsuitable for turbulent flow analysias shown by the vertical TKED rate

distributions at various horizontal locations includedriggire A-33, FigureA-34, andFigureA-
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35. The resulting TKED ratdata maintainghe same resolution as the velocity grid, resulting in a
99 by 99 grid of TKED rate information, representing ThdED rateat various points in the cross
section Similarto the velocity grid data, the centegion of the data grid influenced by the pladd
mixer shaftand the noisy edge areas aw included in this analysiduring flocculation, the
mixing speed was constaartdsignificanttemporal variations the spatially averaged TKED rate
are not observed, as showrHigure18 andin FigureD-53. Thespatially average@KED results

for the CC and E@xperimentsre similar, but together, they alghtly higher than thepatially

averaged TKED ratef 0.169cn? sec?for theartificially seeded experimefiTable4).
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Figure18: Mean TKED rate over time for CC and E& DS#1b.

Representativiocal TKED rates for the CC, EC, and artificially seededxperimentsvere
obtained byaveragng the spatially distributed TKED ratever time, incorporating the data from
eachturbulent flow data set® produce a representatigpatially-distributedTKED rateand are
provided in Figure 19, Figure 20, and Figure 21 for the CC, EC, and artificially seeded

experimentsrespectively Similar to thel2p, the TKED rate igyreater at the bottom of the cross
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sectionwhich is closest to the paddle mix@rdincreases radially outward from the mixing shaft,
with the greateglissipation rates near the edges of the crososethie TKED rate isasymmetric

in the horizontal directiorskewing tohigher TKED rates in the direction of the mean velocity
The average TKED rate for CC, EC, antificially seeded experiments are 28zn¥ sec?, 0.214
c? sec?, and 0.16n? sec®as shown irmable4. The duplicate test showed similar trends and

results are included iRigureC-48 andFigureC-49.
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Figure19: Average local TKED ratéor the CC experimenbf DS#1b.
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Figure20: Average local TKED rate for theC experimenbf DS#1b.
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Figure21: Average local TKED rate fartificially seeded experimeifor DS#1b

The local TKED rates for thisvo floc-seededxperiment§CC andEC) for bothduplicate
tests (DS#Db andDS#2) were compared with each othes,shown irFigureA-36 andFigure G
50 and across the duplicate tests (e.g., DS#1.b vs DS#2), as shbignri@D-56 andFigureD-
57. Again, as each of the individual experiments were perforatéde samenixing speed, the
local TKED rates were expected to be simiaross all experiment€omparisonsvithin each of
the duplicate test data sets indicate a similar result for k€D rates derived using CC and EC

flocs, as marked by a mean ratio closerte and a small standard deviatiomable3. When the
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two duplicate tests were compared, DS#1.b yielded higher TKED rateB8#mas shown by a

mean ratio greater thanahd a large standard deviation, as showhable3.

Table3: TKED rate data comparison between CC, EC, Seeded,.Da#d DS#2

Data Source| DS#1.b DS#2 CcC EC

Comparison| CC:EC CC.EC | DS#1.hDS#2 | DS#1.b:DS#2

Mean Ratio |  1.00 0.85 1.5 1.34
Standard | ) 0.14 0.3 0.38
Deviation

Additionally, the relative difference was evaluated between the TKED rate derived from
the flocseeded experiments and the artificially seeded experiment fdr.BS#hich acts as the
control and is assumed as the more accurate experiment. Results from the relative comparison of
the TKED rate between indicate the CC and EC-fleeded experiments had arerage percent
relative difference in TKED rate comparedhe artificially-seededxperimenbf approximately
45% and40% respectively. Absolute relative difference values are provided visudtigumeA-
37 andFigureA-38, which displaya variability between the local TKED rates derived fréncs

vs. artificial beads as tracking particles.

3.2.4. Kolmogorov Lengtland TimeScales
Based orthemean TKEDrates and the associated range for the flow fields measured with
the CC and EC flocs, the Kolmogorbve n g tahdtinjed )s¢ales are presented Trable 4.
Given the spatial resolution is approximately 1.1 mm, the velocity resolution is approximately two
times the average Kolmogorov length scale, indicating the smallest scales of turbulent motion will
not befully captured; however, the velocity resolutiomis t hi n a few mul ti pl es

likely provide useful result88ased on the Nyquist criteria, the sampling frequency of 100 images
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per second isnany multiples more thahe inverse of the Kolmogorov time scale, indicating the

image capture rats sufficient.

Table4: Summary othe average TKED rate and tdelmogorov length and time scales for CC

EC, andseeded watezxperimentand based on the-Gurveproduced byCornwell and Bishop

[57] for DS#1.b.

Parameter CC Flocs EC Flocs Seeded G-Curve
Water

T oty | SIS o ooy

- N (mm) (0.3%33).7639) (0.3(;5%)6.36%) (0.485?).3700) 0.377

(t A (sec) (0.1%;(2)259) (0.1%3(3)?356) (0.1?1%2-3313)) 0.125

*- [determined using Equatidib and the value of G from the-Glibrationcurve.

3.3.Global Velocity GradienEvaluation
As discussed in Section the global velocity gradient, G, is evaluated by different methods
depending on the available data. In this section, G is evaluated through the spatiatyed
TKED rate ¢], and througlan established alibrationcurve relating mixing speed to 16r a
square diter jar test reactor equipped with a Phipps and Bird paddle f&iXgrAdditionally, this
section provides a comparison between the local and global velocity gradients to identify regions

where G accuratelgharacterizefocal velocity gradients.

3.3.1. Global Velocity Gradient Estimations

Based on the turbulent flow analysestfue flow fields evaluated usingC and EC flocs,
- [is approximately0.219 cn? sec® for all turbulent data setgorresponding to an average G of
4.38 sec! per Equation @ and asshown inTable5. In comparison, the[determined usingra
artificially seeded water is approximately 8cn? sec, corresponding to an average G @&3.
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secl. Per theestablished @urve, a mixing speed of 15 rpm and a water temperature of 15°C, G
is determined as approximate 8 $ethe three estimations of G are all within the same order of

magnitudeandthe G value determined from thed@rveis the highest estimation.

Table5: Spatiallyaveraged TKED rate- [J and the tpbal velocity gradient (G), for flow field

measurements using flocs, seeded water, and-thev@from DS#1b.

Floc Average Seeded Water G-Curve
- [(cn?sec®) 0.219 0.169 0.729*
G (sed) 4.38 3.85 8

*- [determined using Equatid and the value of G from the-Glibrationcurve.

3.3.2. Local Velocity Gradients vs. G

While G is determined using the spatial average of the local TKED rate, the local velocity
gradients are also evaluated herein to identify regions where G accurately characterizes the local
velocity gradientsin Figure22, Figure23, andFigure 24 the average ratio of the local velocity
gradientto G is displayed spatially across the reactor cross seftifo@C, EC, and seeded
experiments, respectivelyror all experimentsG underesthated the velocity gradients near the
paddle mixemat the bottom of the cross section and overestimated the velocity gradients near the
water surface at the top of the cross secthaiditionally, similar to the trends observed in the
TKED rate and thép, the ratio of the local velocity gradient to G is asymmetric in the horizontal
direction, skewing to higher TKED rates in the direction of the mean veld@uifylicateresults

(FigureC-51 andFigureC-52) showed similar trends but the asymmetry was not as pronounced.
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Figure 22 Contours of the \zerage atio of the local velocity gradients the global velocity

gradientG, as determined by the spatially averaged TKEDfmatthe CC experimenbf DS#1b.
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Figure 23: Contours of the average ratud the local velocity gradients to the global velocity

gradient, G, as determined by the spatially averaged TKEDoratee EC experimenbf DS#1b.

55



o —_ —
o N D

Vertical Position, z (cm)

o
~
Ratio of Local Velocity Gradient to G

5 6
Horizontal Position, x (cm)

Figure 24: Contours of the average ratio of the local velocity gradients to the global velocity
gradient, G, as determined by the spatially averaged TKED rate foartifieially seeded

experiment of DS#b.
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4. DISCUSSION

4.1.Flocculation Characterization

Temporal trends during flocculatidar CC and EGexperiment®xhibited distinct differences
including the rapidity with which smaller flocs agglomerated into larger fleigai(e 7(c)(d)), the
maximum floc size and floc number attained through flocculaiayu¢e7(a)(b)) andin the trends
of maximum floc size and fractal dimensiffigure8 andFigure11). These differencesay be
due to fundamental differences between CC apdiicluding the speciation of the iron coagulant.
Iron electrolysidirst produces soluble Fe(ll) that oxidizes to insoluble Fe(thg kinetics of
which dependon thedissolved oxygen concentration and idcontrastFeCk salts areadded in
the CC experimentslirectly resulting in Fe(lll) in the solutiomlthough both CC and EC
experimental systems wesaturated with dissolved oxygend buffered to maintain a pH of 8.3
resulting in rapid oxidation d¥e(ll) to Fe(lll) for the EC &periment the initial difference in the

coagulant form remairs fundamental difference betwettie CC and EGexperiments

While some othe temporal trendifferences may be due to fundamental differences between
CC and ECthe coagulant dosing timeline is also an important consider&ti@C,thecoagulant
isintroduced into the system in a discrete method, with all the chemical added at one time, similar
to full-scale water treatment plants. In contrast, for EC, theutaaipis generated within the
system over the electrocoagulation duratiorthis investigation, the coagulant addition began at
the same time for both CC and EC. Given that EC required approximately 138 seconds to reach
the target concentratignthe targt concentration was presetitiring the CC experimentfor
approximately 138 seconds before the target concentration was present in ¢xpdeithent
Therefore, while conditions fo€C flocculation were present immediatelypon coagulant

addition, the EC experiment reached flocculation conditions only at the end of the
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electrocoagulation proces3nce eaclexperimenteachedlocculationconditions, miniscule flocs

form first, which arenot detectable given the image resoluti®7 . 6 € m ).pleese pi X e |
miniscule flocs then flocculate and begin to grown in size, ultimagglghing detectableizes.

Since CCflocculationbegan earlier, flocs had a longer time to grow into detectable sizes before

data collection began during the slavixing flocculation phase. This difference is evident in the
cumulative floc count for CC and EC Hgure 7(a)(b). The maximum cumulative couris

observed fathe first data collection instances (2 minutes) for the &x@eriment with no
observabldransition from a few detectable flocs to many detectable flocs as observed for the EC
experiment By the start of the slow mixing flocculation phdseCC, the flocs had likely grown

to detectable sizes, whereas that transition likely occurred throughout the beginning of the slow

mixing flocculation phase for EC.

The impact of the different timelines fdlocculation conditions between CC and EC is
compounded by the fact that the coagulants were agleleerated during the rapid mixing phase
of the experiment, which lasted approximately 2.6 minutes. During rapid mixing, the increased
energy input into the system likely resdin higherfloc collision frequencies, which increase
theinitial floc growthrate. Given that the C€xperimenthad approximately138 seconds more
thanthe EC experimentat flocculation conditionsduring the rapid mixing phasthe initial CC
floc growthrate isdifferentthan that oE£C, resuling in differentinitial trendsthat persisteduring
the slow mixing flocculation phase. These differing trendpargcularly evidenin Figure8 and
Figurell, which depict trends in mean floc size and floc fractal dimenbidhese figuregnitial
ECmean floc size and fractal dimensidiffer from CC but reach similar values towards the end
of data collectionSince the initial growth phase is different and initiates different trends for floc

growth during flocculation, results cannotdmply shifted by 138 seconds correct for the extra
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flocculation time and enable a temporal comparison of the dgtowth profiles. Instead, for
comparative characterizations of flocculation between CC and EC, coagulant addition for CC
should be added over a sinnitane span as the EC generation to ensure similar initial precipitation

and flocculation conditions.

While comparative conclusions between CC and EC flocs are limited by the different initial
conditions, the trends observed for eacbagulant dosing medd allow for individual
observationsThe oscillations observed in both the floc size distributions and th&08dpmean
floc size for CC suggest floc breakagand regrowth, reaching a pseudo steatiyte at
approximately 15 minuted.he top 10% mean floc size f@C was largerthan EC during the
flocculation time measured, consistent with work producetldeyand Gagnon [18however, a
clear steadystate forEC flocs is not observednd thus EC may eventually produce flocs with a
top 10% measize equal to or greater than the &perimentWhile the absence of a steady state
condition for ECis in contrast tahe work ofLee and Gagnon [18Wherein both EC and CC
experiments obtained steady state conditions by 10 minutes of flocculation at a pH of 8.3 at a
mixing speed of 200 rpm, the flocculation mixing speed employed for this investigatiorbwas 1
rom and thus results are not directly conajpée. A steady state fractal dimension is attained
earlier in theCC experiment, similar to resultf Zhu et al., [35] who found that flocs exposed to

a higher shear rate reached steady state earlier.

As an additionabbservationthe reversion back to a high&mnall floc frequency over time
observed fothe CCexperimentis coupled with an increase in the large floc frequemgth flocs
larger than 200em constituting approximately 3.2% &f minutesigure7(c)). This increased
large floc frequencynd the decreasededium floc frequencis explainedoy the agglomeration

of these medium sized flocs into larger flocs. The relatively sigall (<400>m) floc frequency
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throughout flocculatiorior both EC and C@s similarto that ofKilander et al., [2]Jwho used a
similar flocculation characterization methatlhile small flocs may actually be present within the
system throughoutflocculation, these small flocs are expected to agglomerate iger Iocs.
Therefore, lheir continued presence in the floc size distribution throughout the experiment may
possibly be due to the floc imaging and identification methodalegy hereinThis methodology

is based on 2D floc imagaebuminated by a 2.3 mm light sheet, which results in limitations
surrounding3D characterizations of floc size and geomgay discussed in SectionRuring the

data collection,lbcsmay not benot completely within the laser light sheet, either beedhe floc
sizeexceeds théght sheethicknessor because th#ioc is moving into or out of the light sheet

In these cases, thduminatedfloc portionrepresentgrosssectional view of the floc within the

light sheet and constitutes an aless tlan or equal to the largest cross section oftttaalfloc.

Given the irregular floc shape, there isigher probability that equivalent diameter for dwtual

floc is undersizethecause as the floc passes into and out of the light sheet, smallevectomss

are more frequently represent@&tie result is that the measured floc sizes tend to produce a greater
frequency of small flocs, which may inaccurately characterize the actual floc size distribution. For
this reason, changes in the frequency ofiomacand large floc sizes are more reliable as a means

of describing changes in the floc size evolution.

4.2.Reactor Mixing Characterization

Reactor mixing characterization results agree qualitatively with results from past mixing
analyses, with higher dissifi@n rates occurring near the paddle mjxghere the shear rate is
stronger[27, 71] Additionally, similar to results found bgheng et al., [27]the TKED rate is
higher near the edges of the cross section, likely due to interaction between the turbulent flow and

the wall Based on the estimated TKED rate for both CC an@¥p€rimentsthe velocity spatial
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resolution is withina few multiples of thekolmogorov length scale, and thus the velocity

information is sufficiently resolved to inform turbulent flow analyses.

The use of flocs as tracking particles yieldegher TKEDrates tharthat of the artificially
seeded analys particularly in regions far from the mixing impellethen comparing valid
turbulent data set$igure A-37 andFigureA-38). Visually, the flocs appear to faithfully follow
the fluid motion without impacting the motion itself; however, a quantitative evaluatitre of
presence of floon fluid motion is nowithin the scope of this investigation and is not apparent
based on thdata colected hereinGiven the physical characteristics of flocs (e.g., high porosity,
low density), flocs are not expected to impact the flow motion and the resulting discrepancy in the
TKED results are more likely due to application of the PIV methodology Uisiog as tracking
particles.The region far from the impeller is marked &yallervelocity gradients and smaller
particle displacements. Therefore, reactor mixing characterization in this region may be more
impacted by the total error in the PIV methampl. Further, even in the most optimal data
collection instancedloc number density wasignificantlyless than that of the artificially seeded
water, likely resulting in poorer correlations in the PIV analysis than for a traditional artificially
seededPIV analysis.The compound effect of both the smaller displacenaavay from the
impellerregion and the lowetracking particledensity tharthat of theartificially seeded water,
likely results in this discrepancy between the feeded and artificiallgeeded reactor mixing

characterization.

Due to high vector rejection rates and/or poor adherence to the Kolmo&dBospectrum,
several data collection instanagsing CC and EC flocs as tracking particke=re unsuitable for
turbulent flow mixing anayses. Since the same mixing rate was applied through the entire

flocculation period in this investigation, a characteristic reactor mixing profile was developed by
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selecting the most optimal data sets. However, for investigations where a variable niiisg ra
applied and several characteristic reactor mixing profiles are needed throughout flocculation, floc
size and number should be carefully evaluated to determine if the flocculation conditions are
suitable to inform the PIV analysis. Otherwise, a tradl PIV analysis using artificially seeded

water may be required.

A notable asymmetry was observédoughout the turbulent analyses, with highey TKED
rates, and local velocity gradients observed in the direction of the mean floyo8sibility for
this asymmetry is a slight offset of the paddle mixer. If the paddle mixer was located slightly off
center within the reactor, the turbulent flow properties would be expected to be asymmetric as the
energy is introduced to the system undyem future experiments, restricting the paddle mixer
and shaft oscillatioand ensuring the paddle mixer is located in the exact center of the reactor will
be crucial to eliminate the uneven energy distribution in the system and the resulting impacts on
turbulent flow analyses The fact that the asymmetry was significantly less in the duplicate

experiment, may be due to repositioning of the paddle mixer shaft between experiments.

4.3.Global Velocity Gradient Evaluation

The global velocity gradient informday the spatially averaged TKED rate calculated from
the flow fields from CC and EC flocs as well as that of the seeded water are of the same order of
magnitude as the G determined from theu®ve.However, when the local velocity gradients were
compared wh G, G was found to deviatey more40% from the actual local velocity gradient
Given the spatial dependency of certain flocculatiottomes, particularly in regions close to the
impeller, @ s tacharacterize reactor mixing will not provide theitheof information required
to understand and predict flocculation. While G is generally within the same order of magnitude

as the local velocity gradients, similar to the result€loéng et al., [27]differences in reactor
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shape and size, the presences of baffles, and use of different mixing impellers caevereate
greater variations in the local velocity gradients that can impact flocculation efficiency. Thus,
while G is useful as a general estiratbdf the degree of reactor mixing, its use should be limited

and closer attention should be paid to local velocity gradj28is
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5. CONCLUSIONS

The combined use of image processing techniques and PIV analysis is a usefuhtwel to
intrusively evaluate the impact of different operating parameters (e.g., coagulant dosing method,
mixing intensity) on the resulting flocculatiperformance (e.g., steadyate floc size distribution,
mean floc size, floc fractal dimensionJThis methodology isfundamentalfor evaluating
spatbtemporaldifferences in flocculation performance and relating these differences to the local
reactor mixirg conditions both of which are useful inputtsr modelng full-scale water treatment
plant reactorsThese relations are enabled by evaluating flocculation and reactor mixing through
the same datset which is made possible by using flocs generatesitu as the tracking particles
for the PIV analysis. Through this novekthodologythis investigation characterized flocculation
and reactor mixing for two coagulant dosing methods (CC anaitCjesulting in the following

general conclusiorthat are sictly applicable to our experimental conditions

1 Flocculation for the C@xperimentreached a steady state at approximately 20 minutes
into flocculation and reached a relatively high fractal dimension, indicating a more
compact spherical floc shape. Flagation for the EGexperimentdid not reach steady
state during the experiment, Hldcculationchanges were observably smaller at the end
of the experiment. The EExperimentreached a higher total mean floc size and fractal
dimension than CC at the enfiflocculation.

1 The turbulence intensity og) theturbulentk i net i ¢ ener gy di ssi pat.
global velocity gradient (G) were all higher in regions closest to the paddle mixer and

increased radially outward from the mixing shatft.
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1 Global velocity gradient (G) estimations using the spatially averagalkinetic energy
dissipation rate-(f and the Gcurve informed by the input power yield similar results of
the same order of magnitude.

1 The spatiallyaveragedylobal velocity gradient (Gjnischaracterizes the local velocity
gradientwithin the reactoand underestimates the actual velocity gradibptsiore than
40% near the paddle mixer.

1 The use of flocs as seeding particles for the PIV analysisneassuitable during select
stages oflocculation, where a sufficient number of smaller floesre detectable by the
PIV crosscorrelation core. In early and later stages of flocculatisa,of flocs as seeding
particles for the PIV analysis was less reliallileely due to an insufficient number of
small detectable flocs

1 TKED rates determinedsing CC and EC flocs were similar to TKED rates determined
using artificial beads for regions close to the mixing impeller. However, as the vertical
distance from the mixing impeller increased, the TKED rates determined using CC and
EC flocs was higher timethat of the TKED rate determined using artificial beads, reaching

almost double the value in some regions.

Based on tis initial methodology implementation described herein, the combined usage of
image analysis and PIV can be leveraged to explore isphetvariety of operational parameters
in terms of flocculation and reactor mixing characterizatpovided experimental conditions are
suitable For example, a single impeller was used to provide mixing in an unbaffled square mixing
reactor. Comparate studies of different impeller shapes, sizes, and speeds, of various baffle
configurations, and of different reactor shapes and sizes can quantitively reveal how these different

characteristics impact reactor mixing and in so doing, how they impaatidion. Additionally,
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further studies are necessary to evaluate the impact of coagulant addition timeline on flocculation
characterization to determine if the dosing timeline differences between CC (discrete) EC (over

time) impacts the ability for tempdreomparisons of flocculation characterizations.

This methodology provides opportunity for modification based on the particular experimental
conditions, which make this methodology useful to study a wide range of operational conditions.
For different mixng speeds, the field of view (i.e., the crgsstional area imaged in the study)
can be adjusted to optimize floc clarity whale@vidingsufficient PIV conditions. In slower mixing
conditions, particle displacement is smaller and a large field of viamniscessary to capture floc
movement In this scenario, the field of view could be decreased without hindering the PIV
analysis, resulting in a higher pixel resolution (i.e., a smaller area per pixel) and a more detailed
flocculation characterization siacsmaller particles could be capturddiditionally, the laser
slight sheet thicknesand camera apertutan be adjusted toptimize the illuminated region of
the focal plane based on the anticipated maximum floc size, reducing floc size bias assdbiated w
flocs traveling into and out of the laser light sheet and focal plane. Finally, measurement conditions
can betailored to the specific flocculation period in question, to obtain the most useful results.
Future investigations should carefully considée ttarget flocculation and reactor mixing
characteristics and tailor the methodology described herein to the specific experimental conditions,
taking into account the impact of image resolution and light sheet thickness on flocculation
characterization anithe impact of floc density and movement on reactor mixing characterizations

using PIV.
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APPENDIX A

Auxiliary information for experimental analysis and results for the results reported in the

manuscript (DS#1a and DS#1.).
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FigureA-27: Energy spectrum at the left upper, left middle, and left bottom regidmfazontal
(V) and vertical(W) velocity components for C@t (a) 2 mirutes (b) 17 minutes andc) 38
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FigureA-28 Energy spectrum at the left upper, left middle, and left bottom regidmofazontal
(V) and vertical(W) velocity components foEC at (a) 2 mirutes (b) 17 minutes and(c) 38
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FigureA-29: Energy spectrum at the left upper, left middle, and left bottom regidmofarontal
(V) and verticalW) velocity components fahe artificially seeded systefar DS#1.b Note, the
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FigureA-31: Relativeturbulence intensity deviation when comparing the turbulence intensity

measurements between the CC and Seeded experiimeDS#1.b
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FigureA-32 Relativeturbulencentensitydeviation when comparing the turbulence intensity

measurements between tB€ and Seeded experimefas DS#1.b
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Figure A-33: Vertical variation of the TKED rate at 1 cr®,7 cm, 7 cm, and 9 cm along the

horizontal axis by method and method average foCtbexperimenfor DS#1.b
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Figure A-34: Vertical variation of the TKED rate at 1 cr®,7 cm, 7 cm, and 9 cm along the

horizontal axis by method amdethod average for the EC experimiEmtDS#1.b
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Figure A-35: Vertical variation of theTKED rate atl cm, 27 cm, 3 cm, and 3.9 cm along the

horizontal axis by method and method average for the artificially seeded expdaniest1.b
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FigureA-36: Ratio of TKED rate from the CC and EC experimdatDS#1.b
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FigureA-37: RelativeTKED ratedeviation when comparing the TKED rate data fromGlae

and Seeded experimerits DS#1.b
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