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ABSTRACT

Investigation of the Dynamical, Macrophysical and Radiative Properties of High Clouds
Combining Satellite Observations and Climate Model Simulations. (December 2011)

Yue Li, B.S., Nanjing University; M.S., Stony Brook University

Co-Chairs of Advisory Committee: Dr. Ping Yang
Dr. Gerald R. North

This dissertation investigates three topics concerning high clouds: 1) convectively coupled equatorial wave (CCEW) signals derived from cloud top temperature (CTT) and cirrus optical thickness retrieved from satellite observations; 2) investigation of the physical mechanism governing the fixed anvil temperature (FAT) hypothesis and test of FAT hypothesis with CTT measurements; and 3) the intercomparison of cloud fraction and radiative effects between satellite-based observations and reanalysis product and simulations from general circulation models (GCMs).

A wealth of information on CCEWs is derived from Aqua/MODIS cloud-top properties. We apply space-time spectral analysis on more than 6 years of CTT and isolate various modes of CCEWs including Kelvin, $n = 1$ equatorial Rossby, mixed Rossby-gravity, $n = 0$ eastward inertio-gravity waves, and the Madden-Julian oscillation. The successful application of the same method to cirrus cloud optical thickness confirms robust convective signals at upper troposphere.

Consistent with the physical governing mechanism of the FAT hypothesis, the peak clear-sky diabatic subsidence, convergence and cloud fraction are located at roughly the
same level (200 hPa), which is fundamentally determined by the rapid decrease of water vapor concentration above this level. The geographical maxima of cloud fraction agree well with that of water vapor, clear-sky cooling rates, diabatic subsidence and convergence at 200 hPa. An analysis of the response of the tropical mean CTT anomaly time series to sea surface temperature indicates that a possible negative relationship is present. In addition, we suggest interpreting the FAT hypothesis, and the more recent proportionately higher anvil temperature (PHAT) hypothesis, by using the temperature at the maximum cloud detrainment level instead of the CTT.

Simulations of cloud fraction and radiative properties using two versions of the NCAR CAM models indicate that an overall improvement is observed in CAM5 compared to CAM3. However, an apparent bias in CAM5 shortwave (SW) cloud radiative forcing (CRF) simulation is shown in boreal winter southern midlatitude. This bias is primarily due to the underestimation of fraction-weighted SW CRF related to both high and middle top clouds. Additionally, apparent compensation errors are observed in models.
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CHAPTER I
INTRODUCTION

Cloud systems constitute one of the greatest uncertainties in projecting climate changes. Clouds vary in their macrophysical, microphysical, optical, and radiative properties, primarily due to varying altitudes, compositions, areal coverages and thicknesses, hence exerting various impacts on the weather and climate systems. For instance, although both classified as high clouds (ice clouds) in the International Satellite Cloud Climatology Project (ISCCP; Schiffer and Rossow 1983; Rossow and Schiffer 1991, 1999), deep convective clouds and thin cirrus clouds exhibit apparently different properties. In the tropics, deep convective clouds account for the majority of rainfall. By contrast, thin cirrus is generally non-precipitating. In terms of energy budget, deep convective clouds strongly reduce incoming shortwave (SW) radiation and simultaneously block outgoing longwave (LW) radiation (OLR), and the net radiative effect at the top of the atmosphere (TOA) is not significant (Ramanathan et al. 1989; Harrison et al. 1990). For cirrus, the LW trapping effect can overwhelm the SW cooling effect due to its thin optical property, which induces net warming to the earth-atmosphere system (Minnis et al. 1999; Ponater et al. 2002; Meyer et al. 2002). Moreover, these two types of clouds are usually not independent from each other, since convective blowoff forms one of the major sources for generating cirrus.

This dissertation follows the style of *Journal of the Atmospheric Sciences*. 
Even though it has been long realized the important roles of high clouds, due to their high altitude and complex structures, there still exist great uncertainties with our understanding of these clouds. High clouds are frequently located in the upper troposphere (above 10 km), and cirrus originating from convective blowoff in the tropics can go up into the lower stratosphere. The high altitude made observations before the satellite era difficult and unreliable. Additionally, due to extremely low temperatures, the particles inside high clouds are generally in the form of ice crystals, which are normally irregular in shape (Heymsfield et al. 1990; Heymsfield et al. 2002; Nasiri et al. 2002; Chepfer et al. 2005). This variability brings great complexities in the computation of ice crystal single scattering properties and introduces additional uncertainties to the radiative transfer calculations involving high clouds (Takano and Liou 1995; Wendisch et al. 2007; Yang and Liou 1998; Yang and Fu 2009).

To facilitate the study of high clouds, ISCCP classifies high clouds based on cloud top height and optical properties:

\[
High \ Clouds = Clouds (P_c < 440 \ hPa) \begin{cases} 
\text{Cirrus} \ (\tau < 3.6) \\
\text{Cirrostratus} \ (3.6 < \tau < 23), \\
\text{Deep Convection} \ (\tau > 23)
\end{cases}
\]

where \( P_c \) is cloud top pressure, and \( \tau \) is optical thickness. This definition has been widely used and in the following context, we will adopt this definition as well.

1.1 Convectively coupled equatorial waves (CCEWs)

Deep convections occur frequently in the tropics. Tropical convection systems are often observed to be coupled with propagating disturbances that move eastward or
westward parallel to the equator. These disturbances, known as the equatorially trapped
waves, are usually along the equator or within the intertropical convergence zone
(ITCZ). Rigorous mathematical solutions for the equatorially trapped waves first
published in the classic paper by Matsuno (1966), who derived the shallow water
equations on an equatorial $\beta$-plane from the primitive dynamic equations. The solutions
to the shallow water equations correspond to dispersion relations of various modes of
equatorially trapped wave. However, observational evidence can be traced back to the
identification of easterly waves by Dunn (1940) and Riehl (1948). Also in the 1960s,
studies conducted using balloon-measured winds uncovered dry (free) wave modes in
the lower stratosphere (Yanai and Maruyama 1966; Wallace and Kousky 1968). Subsequent studies using global satellite measurements detected both westward and
eastward propagating disturbances along the equator in cloudiness (e.g., Chang 1970;
(MJO; Madden and Julian 1971, 1972) was revealed at about the same time, which was
found to consist of an envelop of deep convections and move eastward with periods of
30-90 days. Spectral analysis was then widely used in studies of these waves (Zangvil
and Yanai 1980; Takayabu 1994). Wheeler and Kiladis (1999) built on the work of
Takayabu (1994) and applied space-time spectral analysis on about 18 years of twice
daily satellite-observed OLR data and successfully isolated various components of the
equatorially trapped wave modes, including the Kelvin, $n = 1$ equatorial Rossby, mixed
Rossby-gravity (MRG), $n = 0$ eastward inertio-gravity (IG), $n = 1$ westward inertio-
gravity (WIG), and $n = 2$ WIG waves. These modes are consistent with the dispersion
relations derived from shallow water theory. In addition, the MJO and tropical-depression type disturbances were identified in the spectrum. They also found that equivalent depths of these waves are in the range of 12-50m, shallower than those of dry equatorial waves. Wheeler and Kiladis (1999) explained this with the interaction between convection and dynamics, and named them convectively coupled equatorial waves (CCEWs), to be distinguished from dry waves which move much faster. Similar results were obtained using satellite measured tropical rainfall (Cho et al. 2004). A more recent study conducted by Lin et al. (2006) using eight years of daily precipitation simulated by 14 climate models reported half of the models have robust CCEWs. For a detailed description of the history on the study of equatorially trapped waves and characteristics of various CCEWs, refer to Kiladis et al. (2009).

It is advantageous to use current satellite observations, such as the Moderate Resolution Imaging Spectroradiometer (MODIS), to study CCEWs. Modern satellite retrieval products provide both high-resolution temporal and spatial observations, which enable detailed study on the initiation, development, and decay of CCEWs. And, a wealth of information derived from satellite observations, such as temperature, water vapor, cloud and aerosol properties makes in-depth research on the interactions between CCEWs and other important meteorological parameters possible.

1.2 Cloud feedback and the Fixed Anvil Temperature (FAT) hypothesis

The energy of sunlight concentrates in the SW bands between 0.4 \(\mu m\) and 0.7 \(\mu m\), which warms the earth surface and the atmosphere. Conversely, the earth surface
radiates away energy primarily in the LW bands. The incoming solar radiation and outgoing infrared radiation are approximately in balance at the TOA. The earth energy budget is altered by the presence of clouds, and the change due to clouds is known as the cloud radiative forcing (CRF). The magnitude of CRF depends on various parameters, such as cloud optical thickness, water path and effective particle size. Clouds change the earth energy budget in different manners in the SW and LW spectrum. The SW CRF is dominated by the reflection of sunlight, which introduces a cooling effect. Conversely, clouds block LW radiation emitted by the earth surface from escaping to space, hence exerting a warming impact (LW CRF). Since the late 1980’s, that global averaged CRF has been known to be negative from the Earth Radiation Budget Experiment (ERBE) observations (Ramanathan et al. 1989; Harrison et al. 1990). The mathematical form of CRF is defined as:

\[ \text{LW CRF} = OLR_{clr} - OLR_{cloudy} \]
\[ \text{SW CRF} = NetSW_{cloudy} - NetSW_{clr} \]  

where subscripts \( clr \) stands for clear-sky, \( cloudy \) denotes the condition when cloud is present, and \( NetSW \) is the net incoming SW radiation. The sign convention is that fluxes are positive pointing upward and downward for OLR and \( NetSW \), respectively.

Compared to the increase of global radiative forcing with a doubling of CO\(_2\) (about 4 W m\(^{-2}\)), much of warming is due to the feedback processes (Randall et al. 2007; Dessler 2010), among which cloud feedback is the most uncertain. The cloud feedback is defined as the change of cloud radiative effect as climate warms. Numerous studies have been done to narrow the uncertainty of cloud feedback (Cess et al. 1990, 1996; Bony et
al. 2004). Soden and Held (2006) estimated cloud feedback in Intergovernmental Panel on Climate Change (IPCC) Fourth Assessment Report (AR4) models and reported a large spread between 0.14 and 1.18 W m\(^{-2}\) K\(^{-1}\), caused primarily by the uncertainty of both sign and magnitude of the SW component. Comparatively, the LW cloud feedback across models appears to be systematically positive with smaller spread. Dessler (2010) investigated short-term cloud feedback with satellite observed broadband fluxes at TOA from year 2000 to 2010 and concluded that both LW and SW components are likely to be positive. However, considering the relative short time that satellite observations have been available, there still exist great uncertainties in quantifying cloud feedback. Moreover, observed climate variations in the past decades, primarily controlled by the El Niño-Southern Oscillation (ENSO), are not analogous to a warming climate due to increase of greenhouse gases.

One of the uncertainties in the LW cloud feedback is the variation of cloud temperature as climate warms, which is closely associated with the energy radiating away from the earth-atmosphere system. Hartmann and Larson (2002) proposed the fixed anvil temperature (FAT) hypothesis, which states that, as the climate warms, the tropical convective anvil cloud temperature should remain fixed. Observational evidence to support the FAT hypothesis are found in Xu et al. (2005, 2007) and Eitzen et al. (2009), who analyzed cloud top temperature (CTT) variations related to tropical convective cloud objects with various sizes from the Tropical Rainfall Measuring Mission (TRMM) /Clouds and the Earth’s Radiant Energy Systems (CERES) data during the 1998 El Niño event, and concluded that the CTT variations were small as the
sea surface temperature (SST) changes. They also emphasized that large-scale dynamics plays a more important role when cloud objects are grouped as a function of SST. Conversely, Chae and Sherwood (2010) examined the heights of deep convection systems over the West Pacific regions using the Multiangle Imaging Spectroradiometer (MISR) observations and found variations between boreal summer and winter seasons, which indicated a seasonal variation of 5 K in CTT. In contrast to early numerical studies conducted by Tompkins and Craig (1999), who suggested an increase of tropical anvil cloud temperature with SST, simulations conducted by Kuang and Hartmann (2007) utilized a cloud-resolving model (CRM) to test the hypothesis and demonstrated lack of sensitivity of tropical CTT to increase of SST and greenhouse gas concentrations. Kuang and Hartmann (2007) also pointed out that the resolution of the 3D CRM in Tompkins and Craig (1999) was very coarse (~1 km) in the upper troposphere, which may have significant impact on accurately quantifying anvil temperature changes. Taking into account both the important implications and uncertainties related to the hypothesis, observational tests of the FAT hypothesis using high-resolution satellite observations are highly desirable.

1.3 Clouds in satellite observations and GCM simulations

To better quantify the cloud feedback, it is necessary to have a better understanding of cloud properties, including macrophysical, microphysical, optical, and radiative properties. Satellite observations provide an unprecedented opportunity to investigate cloud properties from a global scale. Intercomparison between satellite observations and
GCM estimates is needed to assess the capability of current GCMs on simulating clouds so that predictions for future climate can be made more objectively (Del Genio et al. 1996; Kiehl et al. 1998; Klein and Jakob 1999; Norris and Weaver 2001; Webb et al. 2001; Randall et al. 2003). Additionally, it is known that compensation errors are common in simulating clouds by models (Lin and Zhang 2004; Zhang et al. 2005). Therefore, to extend the comparison to various types of clouds can advance the parameterization of cloud processes and reduce biases in GCMs. Weare et al. (1996) reported that global averages of model high cloudiness in the Atmospheric Model Intercomparison Projects (AMIP I) were twice more than satellite measurements. They attributed the differences to excessive high thin clouds in the models. Weare (2004) evaluated low, middle and high clouds in AMIP II models against satellite observations and showed that most models simulated moderately well the spatial, seasonal and interannual variability of cloud albedo.

The attempt to compare different cloud types is facilitated by the development of cloud simulators, for instance, the ISCCP simulator (Klein and Jakob 1999; Webb et al. 2001). Lin and Zhang (2004) compared ERBE, ISCCP observations and the Community Atmosphere Model, version 2 (CAM2) simulations utilizing the ISCCP simulator and concluded that the model overestimated high thin, high thick, and low thick clouds while it underestimated middle and low clouds. Their study showed that multiple cloud biases compensate to produce reasonable cloud forcing. Zhang et al. (2005) compared simulations from 10 GCMs with satellite observations and reported that the majority of models overestimated high clouds.
1.4 Descriptions of chapters of the dissertation

This dissertation is organized into three major chapters, each devoted to address a particular issue that has been briefly introduced above.

In Chapter II, we present our results identifying CCEWs in MODIS observed cloud top properties. In Chapter III, we will first explore vertical profiles and spatial distributions of clear-sky diabatic heating, convergence, subsidence, and cloud fraction, and then test the FAT hypothesis by investigating the relationship between CTT variations and SST. In Chapter IV, we compare cloud fraction and radiative effects in two generations of the CAM models and evaluate them against MODIS and a reanalysis product. Different types of clouds, in particular high clouds, are studied separately. Potential factors causing the differences will be discussed.
CHAPTER II

EXPLORATION OF THE MODIS CLOUD-TOP PROPERTY PRODUCTS FOR THE INVESTIGATION OF EQUATORIAL WAVE SYSTEM*

2.1 Background

The Moderate Resolution Imaging Spectroradiometer (MODIS) sensors (King et al. 1992, 2003; Platnick et al. 2003) onboard the National Aeronautics and Space Administration (NASA) Earth Observing System (EOS) Terra and Aqua platforms began to collect data in February 2000 and July 2002, respectively. The MODIS instrument has 36 spectral bands with nadir spatial resolutions of 250 m (two bands), 500 m (five bands) and 1000 m (29 bands). MODIS observes the entire earth within approximately two days at a scan rate of 20.3 rpm in the cross-track direction. Several algorithms have been developed to infer cloud properties from MODIS observations (King et al. 1992; Platnick et al. 2003; Minnis et al. 1995, 1998). The recently released MODIS collection 5 (King et al. 2006) level-3 data provide gridded cloud properties on a daily, 8-day and monthly basis at a global 1° longitude by 1° latitude resolution. The intent of this chapter is to illustrate that the MODIS cloud-top retrieval products can be used to detect various equatorial wave signals.

Tropical convection (TC) systems play an important role in regulating the global hydrological cycle and energy budget. These TC systems are often organized in terms of equatorial waves (Takayabu 1994; Wheeler and Kiladis 1999, hereafter quoted as WK99). Equatorial wave theory begins with separation of the primitive dynamic equations into horizontal shallow water equations and the vertical propagation equation (Matsuno 1966). On an equatorial beta plane, different solutions to the linearized shallow water equations, for a resting basic state, correspond to the dispersion relations for a variety of equatorial waves. Satellite observations provide an unprecedented opportunity to study equatorial waves from a global perspective. Chang (1970) identified westward moving equatorial wave disturbances over tropical oceans from satellite images. Other observational studies reported both westward and eastward propagating disturbances (Yanai and Murakami 1970; Reed and Recker 1971; Wallace and Chang 1972). WK99 conducted space-time spectral analysis on nearly 18 years of outgoing longwave radiation (OLR) data observed by the National Oceanic and Atmospheric Administration (NOAA) polar orbiting satellites and isolated various equatorial wave modes, including the Madden-Julian oscillation (MJO), Kelvin, $n = 1$ equatorial Rossby (ER), mixed Rossby-Gravity (MRG), and inertio-gravity (IG) waves. It should be emphasized that the MJO mode is not in agreement with any dispersion relation. Cho et al. (2004) applied spectral analysis to the Tropical Rainfall Measuring Mission satellite (TRMM) measured precipitation data and reported similar results. The focus of this chapter is on the analysis of TC systems from cloud-top properties rather than from OLR, which WK99 used as a proxy for clouds. Under clear or partially cloudy
conditions, underlying surfaces may contaminate the cloud signal in OLR. From a remote sensing perspective when clouds are present, the magnitude of OLR is closely related to cloud-top temperature.

By using cloud products from a polar-orbiting imager such as MODIS to investigate various tropical waves, this work can be extended easily to cloud products based on heritage sensors such as the Advanced Very High Resolution Imager (AVHRR; Heidinger and Pavolonis 2009) and the High Resolution Radiometer Sounder (HIRS; Wylie et al. 2005). Cloud products from these two sensors would extend the cloud product series back in time to about 1980.

2.2 Data and methodology

The MODIS-Aqua daily cloud-top temperature (CTT) gridded product is analyzed from mid-July 2002 to early January 2009 between 15°N and 15°S. The CTT is retrieved both day and night, and combined to get a daily average. Low values of CTT usually denote high clouds, which are prevalent over the tropics (Liou 1986; Rossow and Schiffer 1999; Wylie et al. 2005; Dessler and Yang 2003), and the fraction of deep convective clouds is about 15% of the total tropical high clouds (Hong et al. 2007). Cloud-top pressure (CTP) is inferred by the CO₂ slicing technique for clouds at pressures below about 700 hPa (Menzel et al. 2008; Wylie and Menzel 1999), and the CTT is determined subsequently through comparison with gridded profiles from the National Centers for Environmental Prediction (NCEP) Global Data Assimilation System (GDAS) meteorological product (Derber et al. 1991). For low-level clouds, the infrared
window 11-μm channel temperature is used to infer the CTT (Platnick et al. 2003). From the MODIS data, the CTT is not provided under clear-sky conditions, or under conditions when a cloud is below a detectable limit (visible optical thickness of approximately 0.3). However, the spectral analysis requires data continuity with no gaps. One solution is to average over a large area, but spatial resolution would be reduced and averaging cannot eliminate all missing data. In this study, a neighbor filling method is used to estimate the missing data. Measurements within 1° latitude/longitude in each direction from the missing data points are examined and the available data averaged to fill the gaps. This process is repeated until all missing points have been filled. As missing data account for only about 2 percent of the selected spatial range and period, this filling procedure is not expected to introduce significant biases in the subsequent studies. We note that the OLR data used in WK99 were also interpolated to remove missing values (Liebmann and Smith 1996).

In addition, the MODIS-Aqua gridded daily cirrus cloud optical thickness is investigated from September 2002 to September 2008. The cirrus clouds are generally located at the top of cloud layers at altitudes above 10 km. The dissipation of tropical deep convective cloud constitutes an important source for thin cirrus (Jensen et al. 1996). The cirrus optical thickness used in this study is inferred from operational MODIS cirrus reflectance based on MODIS band 26 at 1.38-mm (Gao et al. 2004; Meyer et al. 2007). This band is located near a strong water vapor absorption line; the signal tends to attenuate well above the surface in the tropics so that there is no contribution from low-
level water clouds or aerosols. Thus the cirrus optical thickness inferred from this band is useful for spectral analysis of the high clouds.

The WK99 spectral analysis methodology is followed herein with a brief summary of the procedure. The data are divided into successive 96-day segments with 50 overlapping days. Equatorial waves are either symmetric or antisymmetric about the equator. Hence, for each segment, symmetric and antisymmetric components are separately computed with respect to the equator as defined below:

\[
CTT^S(\Phi) = \frac{CTT(\Phi) + CTT(-\Phi)}{2}
\]
\[
CTT^A(\Phi) = \frac{CTT(\Phi) - CTT(-\Phi)}{2}
\]

where superscript \( S \) stands for symmetric component, \( A \) denotes antisymmetric component, and \( \Phi \) is latitude. Note that the original value is equal to the sum of both components.

Complex Fourier transform is performed in longitude and in time to obtain the wavenumber-frequency spectra of both the components, and the power is averaged over all segments. A background spectrum is computed by averaging the mean symmetric and antisymmetric components, and then by smoothing many times. The spectral peaks are isolated by dividing each raw spectrum with the smoothed background spectrum.

2.3 Results

Fig. 2.1 shows the Hovmöller diagram for the 2005 raw daily CTT averaged between 15°N and 15°S. Cold anomalies are observed in three distinct regions: central Africa (10°E-40°E); the Indian Ocean and the warm pool western Pacific through central
Fig. 2.1 Hovmöller Diagram of raw CTT averaged between 15°N and 15°S of year 2005 from MODIS Aqua data. The thick line corresponds to phase speed 15 m s\(^{-1}\).
Pacific (80°E to 200°E); and South America (280°E to 320°E). High clouds are dominant over these regions (Hong et al. 2007). Cold anomalies over the Indian-Pacific region are stronger during the boreal winter than during the boreal summer. A cluster of convectively coupled Kelvin pulses propagates eastward around the tropics at a speed approximately 15 m s\(^{-1}\), as illustrated by the thick line in Fig. 2.1. Westward moving wave features are also evident, particularly in the Indian-Pacific region. For instance, a cold anomaly originates around 180°E in early January and propagates westward to 140°E. Several oscillating eastward-westward propagating disturbances, indicating a mixture of different types of waves, are observed in this region from January to May.

Further insight is gained through the use of empirical orthogonal function (EOF) analysis, as shown in Fig. 2.2, which decomposes the space-time field into a space component and a time component. Since the extended EOF (EEOF) analysis incorporates time-lagged information, it is useful for studying wave generation and propagation (Weare and Nasstrom 1982; Hannachi et al. 2007; Roundy and Schreck 2009). A longitude-lag-day cross section of EEOF 5 of the CTT averaged between 5°N and 5°S is presented in Fig. 2.2(a). Except EEOF 1, other leading EEOFs have similar patterns, but we chose EEOF 5 because it has the most pronounced trend. Seasonal cycles are first calculated by averaging over the years. Subsequently, anomalies are obtained by subtracting the seasonal cycle, and the EEOF is applied. A clear eastward moving disturbance originates in the Indian Ocean and decays at the dateline with an average phase speed of approximately 7 m s\(^{-1}\). This indicates a MJO signal (Knutson and Weickmann 1987; Madden and Julian 1994). There is also an implication that the MJO
Fig. 2.2 (a) Longitude-lagday cross section of EEOF 5 of CTT averaged between 5°N and 5°S. Units are arbitrary. (b) Lag correlation of the CTT anomaly averaged between 5°N and 5°S with respect to itself at 85°E. Shading starts at 0 and increases an interval of 0.1. The thick line corresponds to phase speed 7 m s\(^{-1}\) in each figure.
breaks into two weak waves that continue to propagate eastward after passing the dateline. Lin et al. (2006) used the time lag correlation to track MJO propagation and compared the observations with climate model simulations. Fig. 2.2(b) shows the lag correlation of CTT anomaly averaged between 5°N and 5°S with respect to itself at 85°E. The observation indicates a distinct eastward propagating MJO signal.

Fig. 2.3(a) shows the autocorrelation for CTT averaged over a western Pacific warm pool region (155°E to 165°E, and 15°N to 15°S) as a function of time lag. Autocorrelation for 1200 lag days (approximately half of the data time series) is computed and the values for the first 500 lag days are plotted. A 1-2-1 filter is smoothed 20 times to remove noise, and the value at 0 lag is fixed at 1. In the first few lag days, the autocorrelation decreases quickly to zero due to the weakening of the self-memory effect. A further increase in the lag days increases the autocorrelation, exhibiting an oscillating pattern. This can be explained by the passage of various equatorial waves that cause the fluctuation of cloudiness, inducing the oscillation. The power spectrum of the autocorrelation series reveals many distinct peaks (Fig. 2.3(b)). The most prominent peak corresponds to a period around 360 days and is associated with the annual cycle. The second and third peaks are both located in the 40-80 day period range, consistent with the period of the MJO. The equatorial wave activity is weaker in the eastern Pacific (240°E to 250°E, 15°N to 15°S), Fig. 2.3(c), than in the western Pacific region. The oscillation period is longer and the oscillation magnitudes are smaller than their counterparts in Fig. 2.3(a). The first peak in the power spectrum in Fig. 2.3(d) suggests the annual variation. The most distinct peak corresponds to a period of 125 days and is
Fig. 2.3 (a) Autocorrelation of CTT averaged over the region 155°E to 165°E, 15°N to 15°S. 1-2-1 smoothing is applied 20 times. The first value is not smoothed. (b) Power spectrum of autocorrelation in (a). Units are arbitrary. (c) Same as (a) but averaged over 240°E to 250°E, 15°N to 15°S. (d) Power spectrum of (c).
likely due to aliases. The spectral peak corresponding to the MJO is not as prominent as in Fig. 2.3(b), indicating the weakening of the MJO signal in the eastern Pacific over the time period of the MODIS data set.

Fig. 2.4 shows the space-time power spectrum of the symmetric and antisymmetric components. The contours are the logarithm of the power summed over 15°N to 15°S. Since each data length for spectral analysis is 96 days, frequencies less than 1/96 cycles per day (cpd) are not plotted. An erroneous peak is detected around negative wavenumber 14, a period of 2.3 days in both the components. This may be associated with the number of swaths that MODIS-Aqua observes each day, similar to the erroneous peaks pointed out in WK99. Successive peaks along the belt of about a 2.3-day period are also spurious and possibly related to the satellite orbit. In the computation of the background spectrum and isolation of spectral peaks discussed later, the negative wavenumber 14 peak will be removed but the remaining 2.3-day belt will be kept. Some prominent features can be identified, especially for the symmetric component. One distinct feature is the dominance of a spectral peak in eastward wavenumber 1-4 at low frequencies over the westward component that is related to the strong eastward propagating MJO (Zhang 2005; Lin et al. 2006). Other strong spectral peaks, namely the “ridges” of individual curves, can be identified visually, particularly Kelvin, $n = 1$ ER, MRG, and $n = 0$ eastward IG (EIG) wave dispersion curves, and are more clearly shown in Fig. 2.5.

Various equatorial wave modes are obtained by dividing the mean symmetric and antisymmetric components to the background spectrum, respectively (Fig. 2.5). The
Fig. 2.4 Zonal wavenumber-frequency power spectrums of the (a) symmetric and (b) antisymmetric components of MODIS Aqua CTT. For each component, the power is summed over 15°N-15°S, and the base-10 logarithm is taken.
Fig. 2.5 (a) The mean symmetric and (b) antisymmetric component power spectrum divided by the background spectrum. The background power is smoothed by a 1-2-1 filter many times. An erroneous peak near negative wavenumber 14 is not plotted.
background spectrum is obtained by averaging the mean symmetric and antisymmetric parts and both wavenumber and frequency are smoothed numerous times with a 1-2-1 filter. The number of smoothing times in wavenumber is 5 at frequencies less than 0.1 and 40 at frequencies larger than 0.4 increasing in two different steps, whereas it is applied 10 times throughout in the frequency spectrum. Superimposed curves correspond to dispersion relations of various equatorial waves with motionless basic state and three equivalent thicknesses 12 m, 25 m and 50 m. In WK99, ratios larger than 1.1 are considered statistically significant. As the span of data in this study is shorter, 1.2 is adopted as the significance threshold. Consistent with WK99, 25 m is the optimal equivalent thickness. The phase speed of this equivalent depth is slower than that of the free waves in the equatorial stratosphere, and WK99 explained this in terms of the interaction between convection and dynamics. The exception is the equatorial Kelvin wave, where the spectral peaks are seen along the equivalent depth of 50 m for wavenumber 1-4. However, with increasing wavenumber, the equivalent depth of 25 m appears to be a better match. This phenomenon is also observed in WK99. Kelvin, \( n = 1 \) ER, MRG, and \( n = 0 \) EIG waves clearly stand out above the background. The MJO signal of eastward wavenumber 1-4, period 30-100 days, is well separated from the Kelvin wave in the symmetric component.

Also of interest is a wave associated with tropical depressions (TD) that may be observed in the westward wavenumber of the symmetric component. The TD-type waves, also known as easterly waves, are important in the genesis and formation of tropical cyclones (Dunn 1940; Riehl 1948). Weak \( n = 1 \) IG waves are present in the
symmetric component. However, it should be emphasized that the signals along the 2.3-day belt may be contaminated by the satellite orbit instead of indicating the IG signal. This will be explored further in future research with a longer time series of cloud products.

Overshooting tropical convection systems can penetrate to very high altitudes, even above the tropopause, generating cirrus clouds through convective blowoff and indirectly altering the upper-level temperature and moisture fields. This dynamic process links the equatorial waves and high cirrus clouds. Fig. 2.6 shows the power spectrum for various equatorial waves after applying spectral analysis to cirrus optical thickness. Since missing data occupy a much larger portion than in the CTT (about 27.8%), some noise may be expected to be introduced after filling the gaps. Accordingly, the significance threshold is reduced to 1.1. Fig. 2.6 indicates that equatorial wave modes clearly stand out from the background, confirming that convective signals in equatorial regions are pronounced in high cirrus. However, all wave signals, except MJO in the symmetric component, are weaker with respect to the background compared to those in Fig. 2.5. The MJO signal is also observed in the antisymmetric part. Eguchi and Shiotani (2004) examined the tropical upper tropospheric water vapor and cirrus clouds associated with MJO and reported that cirrus clouds are closely related to high humidity and cold anomaly due to the convective center. Fujiwara et al. (2009) investigated the cirrus variations over tropical western Pacific in the tropical tropopause layer using lidar radiosonde data and revealed that equatorial waves play a major role in generating and dissipating cirrus clouds. Our results are consistent with these studies. The relatively
Fig. 2.6 Same as Fig. 2.5 except using cirrus optical depth.
weak signal in the power spectrum suggests that a portion of cirrus may be formed in situ, but this may be due in part to the large portion of missing data.

### 2.4 Summary and discussion

To illustrate the wealth of information that the MODIS cloud retrieval products provide about atmospheric dynamical phenomena, more than six years of MODIS cloud-top properties from the Aqua platform, specifically cloud-top temperature and cirrus optical thickness, are used to study equatorial wave properties. A space-time spectral analysis is conducted based on the Level 3 daily product. Various equatorial wave modes are identified, such as Kelvin wave, $n = 1$ equatorial Rossby and MRG waves, $n = 0$ EIG and $n = 1$ IG waves, and the MJO waves. Also found are waves associated with tropical depressions. A cluster of convectively coupled Kelvin wave pulses is found to move at a phase speed of approximately 15 m s$^{-1}$ around the globe, whereas the MJO is slower (about 7 m s$^{-1}$) and more confined to the Indian-Pacific region. Consistent with previous findings, an equivalent depth of 25 m is optimal for these convectively coupled equatorial waves. Perhaps because of spatial gaps in MODIS coverage in the tropics for a single day, some spurious peaks are present, raising the issue that interpretation must be carefully made. Further studies using other MODIS gridded products will be necessary to answer the question. Roundy and Frank (2004) analyzed the daily total column precipitable water (PW) datasets from the NASA Water Vapor Project and demonstrated that a zonal phase shift between the OLR and PW anomalies is related to equatorial waves. The answer to whether or not the equatorial wave signals can be
detected in the MODIS water vapor product may contribute to a better understanding of the interaction of different phenomena inherent in the development and propagation of various equatorial waves. More continuous MODIS observations are needed to study interannual to decadal oscillations of the atmosphere, such as the quasi-biennial oscillation (QBO) (Baldwin et al. 2001). It would also be useful to extend the MODIS analysis to the longer-term decadal cloud products available from the Advanced Very High Resolution Radiometer (AVHRR) (Heidinger and Pavolonis 2009). Our effort demonstrates that MODIS cloud products are valuable in the study of the tropical dynamics of the atmosphere. The use of cloud products rather than OLR as a proxy for cloud cover suggests that more detailed analyses can be explored to take advantage of vertical cloud structures. The study on the relationship between cirrus clouds and equatorial waves is important to understand upper-level cloud behaviors and provides insights to better represent cirrus clouds in climate models. Furthermore, the cloud and water vapor products from MODIS can be used to improve the understanding of the phenomena associated with atmospheric dynamics, with no regional limits, due the high spatial resolution and global coverage provided by various polar-orbiting satellite imagers.
CHAPTER III
TEST OF THE FIXED ANVIL TEMPERATURE HYPOTHESIS

3.1 Background

Deep convection systems occur frequently in tropics. These systems strongly reflect solar radiation, which can induce a cooling effect on the earth; but, on the other hand, the systems can impose a warming effect on the atmosphere by trapping infrared radiation from the earth’s surface and emitting to space at the very low temperatures of the high, cold cloud tops. Satellite observations indicate that the signs of these two effects are opposite and strongly cancel each other at the top of the atmosphere (Ramanathan et al. 1989; Harrison et al. 1990). The overall effect on the earth-atmosphere system is that tropical convective systems tend to cool the earth surface and heat the atmosphere.

Hartmann and Larson (2002) proposed that the tropical convective anvil cloud temperature should remain stable during climate change, and the proposal is known as the fixed anvil temperature (FAT) hypothesis. The hypothesis is based on the fact that the clear-sky radiative cooling rate decreases significantly above 200 hPa (Hartmann et al. 2001a) primarily due to a rapid reduction in water vapor, which is the major emitter in the upper troposphere. Since saturation vapor pressure depends only on temperature, known from the Clausius-Clapeyron equation, the decrease of the clear-sky radiative cooling rate is closely associated with air temperature. Mass conservation requires that the rapid decrease in cooling in clear skies must be balanced by subsidence warming through a strong convergence, which implies a strong divergence from nearby cloudy
regions (Folkins and Weinstock 2002; Minschwaner and Dessler 2004). Hence, the suggestion is that the temperature at the detrainment level of tropical convection is fixed.

The FAT hypothesis is interpreted to mean the tropical convective cloud top temperature (CTT) should remain approximately constant as the climate warms (Xu et al. 2005, 2007; Eitzen et al. 2009; Zelinka and Hartmann 2010, hereafter ZH10). The FAT hypothesis has important implications for cloud-climate interactions, in particular, the longwave cloud feedback process (ZH10). However, the hypothesis is still under debate, even though various studies have been conducted by using both satellite observations and numerical simulations (Xu et al. 2005, 2007; Eitzen et al. 2009; Kuang and Hartmann 2007; Chae and Sherwood 2010).

More recently, ZH10 modified the FAT hypothesis and proposed the proportionately higher anvil temperature (PHAT) hypothesis, which takes into account the slight increase of static stability in a warming climate, by analyzing the Intergovernmental Panel on Climate Change Fourth Assessment Report (AR4) model output. PHAT assumes that high cloud temperature follows upper tropospheric convergence-weighted temperature, which best explains the slight increase of high cloud temperature in climate simulations of 21st-century warming.

In this chapter, we show that the FAT hypothesis provides a solid theoretical background to diagnose the peak convective cloud detrainment level using clear-sky energy and mass budget. The maxima in the spatial distributions of upper tropospheric water vapor agree well with that of clear-sky radiative cooling rates, diabatic subsidence, convergence, and cloud fraction at the peak cloud level (roughly 200 hPa). Additionally,
CTT retrievals from the Moderate Resolution Imaging Spectroradiometer (MODIS) are used to investigate the response of convective CTT to SST variations.

3.2. Data

3.2.1. Moderate Resolution Imaging Spectroradiometer (MODIS)

The MODIS-Aqua Collection 5 (King et al. 2006) Level 3 gridded data binned with a resolution of 1° longitude by 1° latitude are used in this study. We use six years of tropical (30°N-30°S) daily mean cloud fraction, cloud optical thickness (τ), cloud top pressure (Pc), and CTT from September 2002 to August 2008. Cloud fraction is derived as the ratio of the number of pixels flagged as cloudy to the total number, and τ is retrieved using a bispectral technique (Nakajima and King, 1990). Pre-computed static lookup libraries (King et al. 1997) are used in conjunction with observations to simultaneously infer τ and cloud effective particle size. As τ is retrieved using reflected solar radiation, only daytime cloud properties are used. Pc is retrieved from a CO2 slicing technique (Menzel et al. 2008; Wylie and Menzel 1999) utilizing the strong CO2 absorption features centered at wavelengths near 15 μm. The MODIS instrument observes radiance from spectral bands around 13.3 μm, 13.6 μm, 13.9 μm, and 14.2 μm and the ratios between the different pairs are used to retrieve Pc. CTTs for upper-level clouds are derived by comparing the Pc with meteorological profiles from the National Centers for Environmental Prediction (NCEP) Global Data Assimilation System (GDAS) (Derber et al. 1991). When the Pc is larger than 700 hPa, the brightness temperature at the 11 μm infrared band is used to infer CTT (Platnick et al. 2003).
3.2.2 ECMWF interim reanalysis

The SST data from the European Center for Medium-Range Weather Forecasts (ECMWF) interim reanalysis are available for public use at a 1.5° by 1.5° horizontal resolution and a 6-h interval. We derive daily averages for the same period as the MODIS cloud product, and adopt monthly mean atmospheric profiles of temperature (T), specific humidity (R), and ozone mixing ratio at 37 pressure levels from 1000 hPa to 1 hPa for each horizontal grid including 15 levels at the upper atmosphere between 1 hPa and 200 hPa. For better comparison purposes, MODIS cloud data are interpolated to the same horizontal resolution as data from the ECMWF interim reanalysis.

3.3 Methodology

We follow the same approach as ZH10 and compute vertical profiles and geographical distributions of clear-sky radiative cooling rates ($Q_R$), diabatic subsidence ($\omega$), and diabatic convergence ($\text{conv}$). The clear-sky $Q_R$ is calculated using the Fu-Liou radiative transfer model (Fu and Liou 1992, 1993) with monthly mean atmospheric profiles from December 2002 to August 2008 as input. The same parameters (M. D. Zelinka, personal communication) are used as in ZH10 except we use here a fixed solar zenith angle of 60° to approximate a diurnal mean value for a 12 hour solar day (Liou and Gebhart 1982; Yang et al. 2007).

By assuming that clear-sky diabatic warming is exactly balanced by radiative cooling, one can calculate diabatic subsidence

$$\omega = \frac{Q_R}{\lambda}.$$  (3.1)
\( \lambda \) is the static stability and defined as

\[
\lambda = \frac{kT}{p} - \frac{\partial T}{\partial p},
\]

(3.2)

where \( k = R_d/C_p \), \( R_d \) is dry air gas constant, \( C_p \) is specific heat of air at constant pressure, and \( p \) is atmospheric pressure.

According to the mass continuity equation, horizontal convergence \( \text{conv} \) is computed by

\[
\text{conv} = -\nabla_h \cdot \mathbf{U} = \frac{\partial \omega}{\partial p}.
\]

(3.3)

In addition, CTT variations related to individual high cloud types for boreal winter and summer are analyzed. Here, boreal winter denotes December from the previous year and January and February (DJF) from the current year, and summer includes June, July, and August (JJA). We separately study the CTT variations for deep convection, thin cirrus, cirrostratus, and all high clouds. Tropical convection is one of the major sources for generating upper-level thin cirrus (Jensen et al. 1996; Li et al. 2010); however, we do not attempt to distinguish cirrus generated by convection from those formed in-situ.

Kubar et al. (2007) and Zelinka and Hartmann (2009) suggested that thick anvil clouds detrain from deep convection and have optical thicknesses between 4 and 32. The ISCCP cirrostratus and deep convection categories can reasonably represent thick anvil clouds with the latter cloud type tending to be more associated with convective cores.

To assess the quantitative relationship between convective CTT and SST, a linear regression analysis is performed on the time series of anomalies for all months between September 2002 and August 2008. The standard error \( \sigma \) for the regression slope is used to estimate the uncertainty.
3.4. Results

3.4.1 Clear-sky cooling rates, diabatic subsidence, convergence, and cloud fraction

Fig. 3.1 shows the tropical mean temperature and specific humidity profiles. Tropical temperatures decrease monotonically as pressure decreases up to 100 hPa, but above this altitude an inversion is observed. Specific humidity decreases exponentially with altitude to the cold-point tropopause and stays approximately constant in the displayed pressure range.

Tropical mean profiles of clear-sky shortwave (SW), longwave (LW), and net radiative cooling rates $Q_R$, calculated by the Fu-Liou model, are shown in Fig. 3.2. The SW warming effect is more robust at low levels, but the magnitude gradually declines with altitude below 100 hPa and then exhibits a sharp increase. Similar to the results reported by Kubar et al. (2007) for individual Pacific basins, the LW $Q_R$ is roughly constant at 2 K day$^{-1}$ up to a pressure of 300 hPa, after which it drops off dramatically and reaches a minimum around 100 hPa, above which carbon dioxide is the predominant emitter. Both SW and LW $Q_R$ between 200 hPa and 700 hPa are dominated by water vapor, but above 200 hPa the water vapor concentration decreases rapidly.

The net $Q_R$ is the combined effect of SW and LW cooling rates and a rapid decrease is seen above 250 hPa. Unlike ZH10, the net clear-sky $Q_R$ at pressure ranges between 700 hPa and 300 hPa are not constant, mainly due to the varying magnitude of SW $Q_R$ with altitude. The lack of agreement is probably caused by using different approaches of treating the solar zenith angle in the radiative transfer calculation.
Fig. 3.1 Tropical mean (30°N-30°S) (a) temperature and (b) specific humidity profiles from ECMWF interim reanalysis averaged between December 2002 and August 2008.
Fig. 3.2 Tropical mean profiles for (a) shortwave (SW), (b) longwave (LW), and (c) net clear-sky radiative cooling rates.
Fig. 3.3a demonstrates that the static stability $\lambda$ is roughly constant below 300 hPa and increases rapidly above, determined by the competition between the ratio of temperature to pressure and the lapse rate. The diabatic subsidence $\omega$ (Fig. 3.3b) computed by equation (3.1) gradually increases with altitude from 600 to 200 hPa. Above ~200 hPa, $\omega$ decreases sharply to 0. Overall, downward motion dominates between 700 hPa and 150 hPa. Diabatic convergence $\text{conv}$ (Fig. 3.3c) exhibits a positive peak slightly above the diabatic $\omega$ peak, where the derivative of $\omega$ with respect to pressure is greatest. Notice that the varying magnitudes of $\omega$ and $\text{conv}$ at altitudes below 300 hPa are primarily caused by variations in the net $Q_R$.

In Fig. 3.4 we plot the temporal mean spatial distributions of specific humidity and clear-sky $Q_R$ at 200 hPa, where sharp transitions of physical properties between nearby layers occur. A considerable amount of water vapor (Fig. 3.4a) is observed over central Africa, the tropical Indian and western Pacific Oceans, and tropical South America. The upper troposphere over the tropical eastern Pacific is significantly drier compared to the western Pacific. The geographical distributions of SW, LW, and net $Q_R$ (Fig. 3.4 b-d) agree well with that of specific humidity. Note in Fig. 3.4b, the values are negative, which corresponds to warming.

The distribution of static stability $\lambda$ (Fig. 3.5a) is roughly zonally homogeneous and fundamentally determined by the temperature distribution. It is observed that $\lambda$ tends to decrease toward the equator, showing that the tropical atmosphere is less stable compared to higher latitudes at this level. The peaks for clear-sky diabatic $\omega$ and $\text{conv}$ are located around the same regions as specific humidity and $Q_R$ (Fig. 3.5b and c).
Fig. 3.3 Tropical mean profiles for clear-sky (a) static stability, (b) diabatic subsidence, and (c) diabatic convergence.
Fig. 3.4 Temporal mean spatial distributions of (a) specific humidity, (b) clear-sky SW, (c) LW, and (d) net cooling rates at 200 hPa. Specific humidity and temperature profiles used in the calculation for cooling rates are from ECMWF interim reanalysis. Units for specific humidity and cooling rates are kg/kg and K/day, respectively. Note the values for specific humidity have been multiplied by $10^5$ for better plotting.
Fig. 3.5 Temporal mean spatial distributions of clear-sky (a) static stability, (b) diabatic subsidence, and (c) convergence at 200 hPa. Units are K/hPa, hPa, and 1/day, separately.
According to the physical mechanism of the FAT hypothesis, the level at which clear-sky diabatic $conv$ is greatest is the convective anvil cloud detrainment level. Fig. 3.6a demonstrates the tropical mean vertical cloud fraction profile binned into each cloud top pressure range, with 50 hPa spacing between 1000 hPa and 200 hPa, and 25 hPa above. The sum of all observations from the surface to the top of the atmosphere is divided to obtain the cloud fraction in each bin. Consistent with Kubar et al. (2007) and ZH10, the peak level agrees well with that of the vertical maximum diabatic $conv$ at around 200 hPa. The spatial distributions of cloud fractions from two nearby pressure bins are averaged to obtain the result for 200 hPa shown in Fig. 3.6b. The large values concentrate over the intertropical convergence zone (ITCZ), Africa, tropical Indian Ocean, western Pacific, the South Pacific convergence zone (SPCZ), and southern America. The overall patterns are similar at 300 hPa except with generally smaller magnitude. The consistency of the spatial patterns illustrates the fact that in different tropical regions, both cloudy (convective) and clear (subsidence) domains are present in different proportions. A region that shows the strongest radiative cooling in the clear-sky domain has to be accompanied by the greatest diabatic subsidence warming, which is compensated by convergence, thus being associated with the highest cloud fractions in the cloudy domain.

### 3.4.2 Convective CTT variations in response to SST

The sensitivity of direct CTT measurements to SST variations is a useful test of the FAT and PHAT hypotheses. To be comparable with previous studies (Xu et al. 2005,
Fig. 3.6 Tropical mean (a) vertical cloud profiles averaged based on cloud top pressure bins, (b) spatial distributions of cloud fraction at 200 hPa, and (c) spatial distributions of cloud fraction at 300 hPa.
we will investigate the SST and CTT variations with seasons for individual tropical regions and for the tropics as a whole. Fig. 3.7 shows the frequency distributions of SST for the entire tropics (30ºN-30ºS), the tropical eastern Pacific (EP; 0-20ºN, 150º-100ºW), the southern Pacific (SP; 0-20ºS, 120ºE-100ºW), and the western Pacific (WP; 0-20ºN, 120º-160ºE). The bin size for the SST frequency distributions is 1 K. The shapes are negatively skewed in both seasons for the whole tropics, and the peak is shifted toward warmer SST by about 1 K in boreal summer compared to winter (Fig. 3.7a).

The interannual variations are small for the tropical average, but can be substantial for the individual regions (Fig. 3.7b-d). The differences in SST distributions on the north and south sides of the equator are consistent with the seasonal cycle. The seasonal variations are more uniform in the warm pool WP. An apparent shift of peak SST of approximately 1 K from boreal winter to summer is observed. Note a strong La Niña signal is observed for the year of 2008, particularly for the EP and the SP.

The CTT distribution histogram for deep convection with a bin size of 2 K is displayed in Fig. 3.8. The same bin size resolution is used in the following analyses for other clouds. We have conducted sensitivity tests using bin sizes from 1-6 K, and the resultant patterns are generally unchanged except that high frequency noise is introduced for the smallest bin size. The histograms for the whole tropics indicate the proportions of lower and higher CTTs are slightly lower in boreal summer and are compensated by larger frequencies in the middle, around 210 K. The patterns for the EP and SP in Fig. 3.8b and 3.8c are in contrast to the results in Fig. 3.7b and 3.7c, with lower CTT peaks in
Fig. 3.7 Distributions of relative occurrence frequencies of DJF (solid) and JJA (dash) SST for (a) the entire tropics (30ºN-30ºS); (b) the EP (0-20ºN, 150º-100ºW); (c) the SP (0-20ºS, 120ºE-100ºW); and, (d) the WP (0-20ºN, 120º-160ºE).
Fig. 3.8 Same as Fig. 3.7 except for the CTT associated with deep convection.
boreal summer and winter. The seasonal shift for the WP is similar to the SP; however, the distributions for the WP are not well separated with respect to seasons, as is seen in the EP and SP. The modes show pronounced peaks between 200 and 210 K, which are significantly colder than in the EP.

Fig. 3.9 shows the statistical variations of the CTT distributions for upper-level cirrus, are not as large as those for deep convection, particularly in the EP, but compared to Fig. 3.8, the fluctuations are more pronounced. The CTT in the EP are skewed toward lower values, whereas multi-modal distributions are seen in the SP and WP. A larger proportion of colder thin cirrus is observed in the WP compared to the EP due to stronger deep convections in the WP, which can penetrate into higher altitudes and generate cold cirrus through convective blow off.

Fig. 3.10 shows the distribution patterns of cirrostratus, and the overall patterns are similar to Fig. 3.9 except with smoother fluctuations. The similarities between the distributions of high clouds (Fig. 3.11), which include deep convection, cirrostratus, and thin cirrus, and that of cirrostratus indicate the high clouds contain a large proportion of cirrostratus. The CTT variations demonstrated in Figs. 3.8-3.11 are generally consistent, and the CTT response to El Niño – Southern Oscillation (ENSO), especially the 2008 La Niña, can be clearly identified.

We have calculated anomalies by subtracting the average seasonal cycle from the CTT and SST data. A least-squares linear regression is then used to determine the response of CTT anomalies to SST anomalies for the regions discussed above as well as the central Pacific (CP; 0-20ºN, 120ºE-150ºW). Fig. 3.12 shows the slopes for different
Fig. 3.9 Same as Fig. 3.7 except for the CTT associated with cirrus.
Fig. 3.10 Same as Fig. 3.7 except for the CTT associated with cirrostratus.
Fig. 3.11 Same as Fig. 3.7 except for the CTT associated with high clouds, which include cirrus, cirrostratus, and deep convective clouds.
regions and cloud types. The total number of degrees of freedom is 70; hence, we choose the statistical uncertainty to be $2\sigma$, which approximately corresponds to the 95% confidence level. The slopes are all negative, although in 4 of the 16 cases we cannot rule out a positive slope at the 2s level. Overall, our results suggest a decrease of CTT with an increase in SST.

Fig. 3.13 is analogous to Fig. 3.12 except that the linear regression is performed over the tropical mean SST anomaly. The major differences are found in the WP, where the values all tend to be above 0 (Fig. 3.13c). A similar approach is performed to obtain the slopes when both CTT and SST anomalies are averaged over the entire tropics (Fig. 3.13e). In general the values are negative except for cirrus, whose slope is approximately 0. However, the uncertainties are roughly the same magnitude as the slopes, resulting in the upper ranges close to or slightly above 0.

To explore the reason that accounts for the differences for the WP between Fig. 3.12 and Fig. 3.13, we plot time series of SST anomalies over different regions (Fig. 3.14). Apparent differences are observed for the WP compared to other regions. While similarities of patterns are observed in other regions from neutral oscillations before 2007 to a strong La Niña in 2008, the oscillations in the WP are in greater magnitude, which masks the La Nina signal.

Fig. 3.15 shows the spatial distributions of the same quantity by regressing a monthly mean CTT anomaly at an individual location over the tropical mean SST. Only values greater than $\sigma/2$ are plotted taking into account significantly less pairs of values for each individual grid. We would like to emphasize the choice of this uncertainty is not
Fig. 3.12 Slopes for regional averaged monthly CTT anomalies linearly regressed over regional mean SST anomalies with uncertainties for (a) the EP, (b) the SP, (c) the WP, and (d) the CP. De, Ci, Cs, and Hi represent deep convection, high thin cirrus, cirrostratus and high cloud. The uncertainties are computed as $2\sigma$, where $\sigma$ is the standard error.
Fig. 3.13 Similar to Fig. 3.12 except for regional mean CTT anomaly linearly regressed over tropical mean SST anomalies for (a) the EP, (b) the SP, (c) the WP, (d) the CP, and (e) the entire tropics.
Fig. 3.14 Tropical SST monthly anomalies derived by subtracting seasonal mean for (a) the EP, (b) the SP, (c) the WP, (d) the CP, and (e) the entire tropics. Units are in K.
Fig. 3.15 Spatial distributions of slopes for CTT anomaly at individual location linearly regressed over tropical mean SST for (a) deep convection, (b) thin cirrus, (c) cirrostratus, and (d) high cloud. Only values with magnitudes greater than $\sigma/2$ are plotted. Each figure is smoothed by a 1-2-1 filter 10 times in both longitude and latitude.
meant to be used as a statistical constraint; rather, we attempt to show the spatial patterns of the correlation. Two robust features observed are a positive peak located at the tropical west Pacific through the Indian Ocean and a negative peak in the central Pacific. Few values are observed over the eastern Pacific due to relatively weak convective activity (Hartmann et al. 2001b). This appears to be consistent with a dominant ENSO response: as the tropics warm during ENSO, high clouds move eastward into the central and eastern Pacific. This produces the dipole pattern.

3.5 Summary and discussion

The present study suggests that clear-sky diabatic convergence peaks are well correlated with peak cloud fraction profiles at around 200 hPa. The geographical maximum regions for water vapor concentration agree well with clear-sky cooling rates, diabatic subsidence, diabatic convergence, and cloud fraction in tropical Africa, tropical western Pacific and Indian Oceans, and southern America.

We show variations of CTT in boreal summer and winter for individual ocean basins. The peaks of CTT shift to lower values as SST increases in the EP and SP. Conversely, the WP region indicates a uniform shift of SST toward higher values in boreal summer with a small increase of CTT. When considering the tropics as a whole, variations in both the SST and CTT are small, primarily due to the fluctuations from individual regions cancelling each other.

Analysis of the response of regionally averaged monthly CTT anomalies to the SST reveals the relationship to be misleading when not properly accounting for the effects of
ENSO. The FAT hypothesis is based on radiative-convective equilibrium; hence, is more applicable to the tropics as a whole because the entire regional dynamic effects can be substantial. Unlike the finding, reported by ZH10, of a modest increase in the temperature at the peak cloud detrainment level as the climate warms, our analysis indicates the likelihood that a negative relationship exists between the CTT and the SST. We speculate the reason is that the FAT hypothesis is commonly misinterpreted using the cloud top temperature; it should, rather, reflect the temperature at the peak cloud detrainment level. Bear in mind that a non-negligible amount of cloud exists above the peak detrainment level, and the satellite sensor may recognize this as the cloud top. Our findings are not meant to suggest that the FAT hypothesis is wrong. Rather, we have demonstrated the difficulty of testing and interpreting the FAT hypothesis using satellite-retrieved CTT. Instead, it is more appropriate to denote the temperature at the peak cloud detrainment level, which can be obtained by aligning vertical cloud profile against atmospheric temperature.

The negative relationship indicates a stronger positive longwave cloud feedback in comparison to the FAT and PHAT hypotheses. However, we wish to stress that a long-term global warming is unlike the SST variations caused by seasonal shifts and the ENSO. Further investigation using more accurate observations of cloud top properties, such as those measured by the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO), is necessary to better quantify the SST-CTT relationship.
CHAPTER IV
INTERCOMPARISON OF HIGH CLOUDS AND THEIR
RADIATIVE PROPERTIES BETWEEN THE NCAR CAM MODELS
AND SATELLITE OBSERVATIONS

4.1 Background

Despite advances in satellite remote sensing techniques and climate model development, large uncertainties exist in accurately describing high cloud radiative, optical, macrophysical and microphysical properties (Liou 1986; Minnis et al. 1993; Liu and Curry 1999; Dessler and Yang 2003; Zhang et al. 2005). Depending on the optical properties, high clouds exert significantly different radiative impacts on the earth-atmosphere system (Yang et al. 2007). For instance, even though clouds generally cool the earth, thin contrails demonstrate a net warming effect (Minnis et al. 1999; Ponater et al. 2002; Meyer et al, 2002). Therefore, a pressing need is to quantify the radiative effect of high clouds, i.e., the global distribution of cloud radiative forcing (CRF) related to cirrus, cirrostratus, and deep convection, and to improve the parameterization scheme in climate models. The total cloud radiative effect can be attributed to CRF and cloud fraction related to individual cloud types. Hence, it is crucial to investigate the geographical distribution and seasonal variation of these clouds.

Validation studies of cloud fraction and CRFs simulated by global circulation models (GCMs) are numerous. Examples include the studies of Kiehl et al. (1998), Lin and Zhang (2004), and the 10-model intercomparison of Zhang et al. (2005), which
examined the simulation of clouds with different top heights and optical properties. Despite reasonable agreement on total cloud properties, the basic high cloud climatologies simulated by GCMs are substantially different from those inferred from satellite observations. Moreover, variations of simulated high clouds across models are pronounced.

The MODIS instrument utilizes 36 spectral bands ranging from visible to infrared bands and provides unprecedented high-resolution cloud property retrievals, including cloud fraction, cloud top information and optical properties. The availability of these retrievals makes it possible to establish a reliable high cloud climatology. Evaluation of the capability of current GCMs in simulating high clouds using MODIS is necessary. The purpose of this chapter is to compare cloud fraction and CRF simulated by two versions of the National Center for Atmospheric Research (NCAR) community atmosphere model (CAM) with MODIS and a reanalysis dataset. We also attempt to identify biases related to various types of high clouds.

4.2 Data

4.2.1 MODIS

Cloud fraction data from daily Aqua MODIS Collection 5 gridded Level 3 product are used. The time span is from January 2003 to December 2006. Addition, cloud optical thickness (τ) and cloud top pressure (Pc) are also utilized to specify each cloud type according to the ISCCP classification scheme.
4.2.2. MERRA

The radiation fields from the latest NASA reanalysis, the Modern Era Retrospective-analysis for Research and Applications (MERRA), are used as observational constraint for the CRFs. The Goddard Earth Observing System, version 5 (GEOS-5) data assimilation system is used in MERRA. A detailed description of MERRA/GEOS-5 numerical model is in Rienecker et al. (2010). The radiation fields have a spatial resolution of 2/3° longitude by 1/2° latitude with 1-hour interval. We utilize both clear and cloudy-sky flux data at the top of the atmosphere (TOA) between January 2003 and December 2004. Daily average is first obtained at the original spatial resolution, and SW CRF and LW CRF are computed. Then CRFs binned at a reduced horizontal resolution same as MODIS cloud data (1° × 1°) are obtained.

4.3 Models

4.3.1 The CAM models

The first model involved is the NCAR CAM Model, version 3 (CAM3) (Collins et al. 2004). In CAM3, the parameterization scheme for deep convection follows Zhang and McFarlane (1995). Shallow convection scheme is described by Hack (1994). The cloud fractions for three cloud types corresponding to layered cloud, low-level marine stratus and convective cloud and are determined diagnostically based on relative humidity, static stability, and convective properties. A prognostic scheme to predict cloud water was introduced in the microphysical package by Rasch and Kristjansson (1998) and revised with the macrophysical formulation of Zhang et al. (2003). For SW
radiation, the water cloud optical properties follow Slingo (1989). The parameterization scheme for ice cloud radiative properties is based on Ebert and Curry (1992), who parameterized the broadband optical properties as a function of both effective particle size and cloud water path. The cloud droplet effective radii for water clouds are specified to be 14 \( \mu m \) over both ocean and sea ice surface. Over land, the values are parameterized as a function of temperature. For ice clouds, the effective radius is a function of temperature only.

The CAM5 model used here forms the atmospheric component of the Community Earth System Model (CESM), version 1.0.2. CAM5 is the latest version of CAM series. Major changes include enhancements to the Zhang and McFarlane (1995) deep convection parameterization, a new shallow convection scheme (Park and Bretherton 2009) and cloud microphysical scheme (Morrison and Gettelman 2008, Gettelman et al. 2008), a revised cloud macrophysical scheme, and an updated radiative transfer model. Computation of cloud fraction is treated separately as cumulus and stratus. The treatment of deep cumulus fraction uses the empirical formula similar as in CAM3, while shallow cumulus convection is directly computed using the convective updraft mass flux following Park and Bretherton (2009). In addition, CAM5 diagnoses separate liquid and ice stratus fractions as a function of relative humidity (Gettelman et al. 2010), respectively. Ice cloud optics is updated to a lookup table linking optical properties to effective diameter calculated based on the modified anomalous diffraction approximation (MADA; Mitchell 2000, 2002; Mitchell et al. 2006). The liquid cloud optical properties are stored in a lookup table computed by the Mie code (Wiscombe
4.3.2 RRTMG

RRTMG (Iacono et al. 2008, Mlawer et al. 1997), which uses the correlated k-distribution method and a two-stream approximation, is incorporated to CAM5 as the radiative transfer solver for both longwave (LW) and shortwave (SW) radiation. RRTMG is a reformatted version of RRTM to enhance the calculation efficiency in climate models. Solar spectrum is divided into 14 SW bands from 0.2 \( \mu m \) to 12.2 \( \mu m \), and the infrared spectrum has 16 LW bands from 3.1 \( \mu m \) to 1000 \( \mu m \). The Monte-Carlo Independent Column Approximation (McICA; Pincus et al. 2003) is used in both LW and SW spectrum to represent sub-grid scale cloud variability. RRTMG utilizes gas absorption coefficient data for the k-distributions from the line-by-line radiation model.

4.3.3 The ISCCP simulator

To facilitate the comparison between observations and model results, the ISCCP simulator (Klein and Jacob 1999; Webb et al. 2001) embedded to CAM models is turned on. Version 3.4 of the ISCCP simulator is adopted in the CAM3 run, whereas an updated version (3.8) is used in the CAM5 run.

The ISCCP simulator attempts to emulate the ISCCP algorithm by downscaling the clouds at each layer to top-viewed cloud-free and cloudy subcolumns, as well as cloud water contents. \( \tau \) of each subcolumn is computed. Cloud overlapping assumptions are utilized to align the subcolumns vertically. Then the cloud top at each subcolumn is
adjusted using emissivity to mimic satellite observations. The clouds of the thinnest optical interval may be below the minimum range detectable by satellite sensors. Therefore, a major issue related to the simulator is the cutoff value of $\tau$ (Jin et al. 1996; Zhang et al. 2005). In this study, the default cut-off value of 0.3 is adopted.

Some major changes in version 3.8 are noted, including new diagnostic cloud top variables, improved consistency between output variables, replacement of the albedo-$\tau$ conversion tables with analytic functions, and the “lightweight diagnostics” — restriction of calculation to clouds in subcolumns with $\tau$ greater than the cutoff value. The lightweight diagnostics tend to increase grid mean optical thickness if a grid column has large number of subcolumns with $\tau$ less than the cutoff value.

In this study, CAM3 was configured to run at T85 spectral resolution ($1.4^\circ \times 1.4^\circ$ grid) using 26 vertical levels. The CAM5 run is performed using the finite volume dynamical scheme with a spatial resolution of $2.5^\circ$ longitude by $1.875^\circ$ latitude and 30 levels in the vertical. Observed monthly mean sea surface temperature (Hurrell et al. 2008) is used as external forcing for both model runs.

4.4 Methodology

To make comparisons for specific cloud types, in particular high clouds, the ISCCP cloud classification schemes are used. $P_c$ and $\tau$ are used as constraints to obtain monthly mean cloud fraction and CRFs for each cloud type. Monthly mean cloud fraction at a grid is calculated by the sum of fraction for each specific cloud type divided by the total number of observations in a month. Daily mean CRF at reduced resolution are
collocated with MODIS to compute CRFs for individual cloud types. Additionally, cloud fraction and CRFs for total cloud are calculated. The retrieval of $P_c$ and $\tau$ are not required for the computation of total cloud properties.

Similarly, monthly mean cloud fraction and CRFs for CAM3 and CAM5 simulations are computed. Because satellite retrievals of cloud properties in high latitudes are more uncertain, we focus on latitude ranges between $60^\circ$N and $60^\circ$S.

Note that our method of computing fractional coverages of each specific cloud differs from that of Zhang et al. (2005), who obtained cloud fraction for each type in a grid column. However, the statistical mean should be approximately the same. Our method ensures that the computation is consistent across models and observations, since no subcolumn information can be derived from MODIS gridded data. In the following context, we use DJF and JJA to refer boreal winter and summer, respectively.

4.5 Results

4.5.1 Zonal variations

Fig. 4.1 shows the annual zonal mean cloud fraction and CRFs for total clouds at boreal summer and winter seasons, separately. Overall, both models are capable of capturing major zonal variations, such as the tropical peak and subtropical minima. However, some apparent differences are noted. CAM3 in general underestimates cloud fraction, while overestimates the magnitudes of CRFs. Simulated subtropical minima in cloud fraction are more poleward. Compared to CAM3, consistency in cloud fraction between CAM5 and MODIS improves considerably. CAM5 also tends to simulate better
Fig. 4.1 (a), (b) Zonally averaged total cloud fraction in MODIS, CAM3 and CAM5 for JJA and DJF; (c), (d) Zonally averaged total cloud LW CRF in MERRA, CAM3 and CAM5 for JJA and DJF; (e), (f) Zonally averaged total cloud SW CRF in MERRA, CAM3 and CAM5 for JJA and DJF. CRF units are W m$^{-2}$. 
CRFs, especially in the subtropics. However, a bias poleward of 40ºS in DJF is apparent in CRFs, in particular for SW CRF by as much 50 W m\(^2\).

Fig. 4.2 shows cloud fraction and CRFs for high cloud. Midlatitude peaks in cloud fraction diminish, suggesting that more middle and low top clouds dominate in these regions. In contrast to total cloud, CAM series generally overestimate high cloud. Although the same cutoff values of \(\tau\) (0.3) are used, CAM5 estimates considerably larger values than CAM3, especially in the tropics. Conversely, CAM5 demonstrates an appreciable underestimation of LW CRF, whereas CAM3 agrees better with MERRA. Both models do well in the SW CRF between 20ºS and 20ºN. Further poleward, CAM5 is biased high (less negative). In particular, the difference with MERRA is by as much 130 W m\(^2\) in southern hemisphere DJF, which partially accounts for the SW CRF bias in Fig. 4.1(f).

We have also computed the zonal means for middle and low top clouds to explore potential compensation errors (Fig. 4.3 and 4.4). Fig. 4.3 shows that for middle cloud (440 hPa < \(\text{Pc}\) < 680 hPa), there is no systematic model error in estimating cloud fraction as seen for high cloud. Fractional coverage shows a small bump in the tropics and reaches maxima in the midlatitude. Whereas both models slightly underestimate fraction in the tropics, CAM3 and CAM5 tend to underestimate and overestimate values poleward, respectively. The exception is observed in JJA when each model shows very good agreement with MODIS for one branch. Simulation of LW CRF is reasonably well poleward of 20º and 40º in local hemisphere winter and summer, respectively. The values in the tropics, however, differ greatly that MERRA is twice more than
Fig. 4.2 Same as Fig. 4.1 except for high cloud only.
Fig. 4.3 Same as Fig. 4.1 except for middle cloud only.
Fig. 4.4 Same as Fig. 4.1 except for low cloud only.
simulations. Systematic overestimations of the SW CRF magnitude are observed for both models, but CAM5 transitions from the largest to smallest magnitude sharply poleward of southern 40º in DJF. Taking into account larger cloud fraction in middle clouds, the contribution to the southern midlatitude SW CRF bias in DJF is comparable to that of high cloud.

Compensations of cloud fraction are seen in low cloud (Fig. 4.4). While CAM5 simulates the largest amount of high cloud, it shows the smallest amount of low clouds. The grand mean of JJA low clouds is 18% and 14% in CAM3 and CAM5, respectively, and the MODIS measurement is 36%. The underestimation of low cloud fraction may either due to shielding of excessive high clouds, or due to intrinsic model biases. The zonally averaged patterns of CRFs are analogous to that of middle clouds. Again a sharp decrease in SW magnitude is observed in CAM5 DJF simulation for southern midlatitude, but apparently it is not responsible for the total error.

We next examine the cloud fraction and CRFs for each individual high cloud type stratified against \( \tau \). Cirrus fraction in MODIS shows a bell shape with peak in northern tropics, and decreases poleward gradually (Fig. 4.5 (a), (b)). Cirrus fraction poleward of 40º is very small. CAM3 demonstrates a similar pattern but with nearly twice magnitude in the tropics. The overestimation by CAM5 is more obvious. Anomalous midlatitude maxima are observed in local winter accompanied by exaggerated fluctuations. Both models are able to represent the variations of CRFs, but tend to underestimate the magnitudes, except at the northern tropics in DJF. SW CRF in MERRA shows abnormally strong minima at southern midlatitude in DJF. This is very likely to be
Fig. 4.5 Same as Fig. 4.1 except for cirrus cloud only.
biased due to both collocation problems between the two datasets and low occurrence of cirrus clouds, though we do not expect significant inherited bias to that of high cloud.

Cirrus frequently lies above lower clouds, and thin cirrus with $\tau$ less than 1 are often not detectable by MODIS instruments (Dessler and Yang 2003). Therefore, we perform a sensitivity study with cutoff value of 0.9 in the ISCCP simulator. Fig. 4.6 indicates that with a larger cutoff value, a general decrease of cirrus fraction is observed, as large as 11.9% around northern subtropics in DJF. However, visual inspection indicates that changing this factor alone is not sufficient to account for differences compared to MODIS. Zhang et al. (2005) investigated the frequency differences of high thin clouds with varying cutoff values and reported that the sensitivity is large when the value is below 0.1. An examination of total cloud properties indicates negligible impact with the variations of the cutoff value.

Fig. 4.7 compares model cirrostratus with satellite observations. In the tropics from 20ºS to 20ºN, CAM3 agrees well with MODIS. Poleward of 20º, CAM3 tends to underestimate cirrostratus fraction. CAM5 indicates an overestimation in the tropics and underestimation poleward of 20º. LW CRF in CAM3 and CAM5 indicates an overestimation and underestimation with respect to reanalysis by about 10 Wm$^{-2}$ on averaged, respectively.

Fraction of deep convective clouds in CAM3 corresponds well with MODIS, but it is poorly simulated by CAM5 (Fig. 4.8). Poleward of 40º, fractional coverage in CAM5 is extremely small except in JJA northern midlatitude. While overall both models overestimate the magnitudes of CRFs, CAM5 tends to show a better agreement in LW
Fig. 4.6 Zonal mean of cirrus cloud fraction and CRFs computed from one year (2003) CAM5 run with two different cutoff values of optical thickness in the ISCCP simulator. Solid line corresponds to value of 0.3, and dash line corresponds to 0.9.
Fig. 4.7 Same as Fig. 4.1 except for cirrostratus only.
Fig. 4.8 Same as Fig. 4.1 except for deep convective cloud only.
CRF. Note that due to extremely rare occurrence, SW CRF magnitude poleward of 40°S in CAM5 is significantly biased.

In summary, models simulate excessive high clouds, primarily due to overestimation of cirrus clouds. Although CAM5 shows a better agreement in total cloud properties, except the SW CRF bias in DJF, the compensation error are more pronounced. In general, CAM3 does better for subtype clouds. CAM5 predicts the greatest amount of high thin clouds, which contributes a proportion of SW CRF related to high clouds. However, the significant southern midlatitude SW bias in DJF essentially due to underestimation of the magnitudes of both cirrostratus and deep convective cloud fraction-weighted SW CRFs.

4.5.2 Spatial distributions

We next examine the spatial distributions of cloud properties to investigate whether biases in models are caused by a widespread poor estimation or biases in specific regions. Fig. 4.9 shows the observed and simulated total cloud fraction and CRFs in DJF. While both models capture the maximum cloud bands in the tropics and in the midlatitude storm tracks, CAM3 differs substantially in the total amount from MODIS. Simulation by CAM5 indicates a general improvement in estimating the magnitude of cloud fraction. The features of the LW CRF distribution in MERRA are closely represented by both models (Fig. 4.9(d)-(f)). However, the tropical Indian-west Pacific peak is exaggerated in CAM3. Fig. 4.9(i) shows that the SW CRF bias in CAM5 is due to a widespread underestimation of the magnitude in the southern midlatitude.
Fig. 4.9 Geographical distributions of cloud fraction and CRFs for total cloud in DJF.
Additional feature include overestimation of the magnitude over the tropical South Africa and South America.

Some major discrepancies noted for high cloud (Fig. 4.10) include overestimation of cloud fraction over Africa and South America by CAM5, an overall exaggeration of LW CRF and sporadic magnification of southern midlatitude SW CRF minima in CAM3. CAM5 are nearly unable to capture midlatitude LW CRF maxima and southern midlatitude SW CRF minima.

The differences observed for high cloud are amplified for individual subtypes, in particular cirrus and deep convective clouds (Fig. 4.11-4.13). Whereas cirrus in MODIS concentrates over the north Africa, the western Pacific and tropical North America, a broader distribution of larger values is seen from CAM3 (Fig. 4.11(a) and (b)). A worse estimation is observed in CAM5, where significant biases are observed over the north Africa, southeast China, North America and east of South America (Fig. 4.11(c)). Apparent compensation errors are seen for deep convective clouds (Fig. 4.13 (a)-(c)). CAM5 is unable to capture midlatitude maxima and peaks over the tropical oceans, while CAM3 does well with the distribution but an overall overestimation in magnitude. Comparatively, a better simulation in both spatial distribution and magnitude is shown for cirrostratus (Fig. 4.12).

In JJA season, tropical cloud systems shift northward (Fig. 4.14(a)-(c)). Unlike widespread minima in DJF SW CRF over southern midlatitude (Fig. 4.9(g)), minima in JJA are concentrated in the north Pacific and north Atlantic (Fig. 4.14(g)). It also appears that an exaggerated spatial coverage of minima by CAM5 compensates for the
Fig. 4.10 Same as Fig. 4.9 except for high cloud only.
Fig. 4.11 Same as Fig. 4.9 except for cirrus cloud only.
Fig. 4.12 Same as Fig. 4.9 except for cirrostratus only.
Fig. 4.13 Same as Fig. 4.9 except for deep convective cloud only.
Fig. 4.14 Geographical distributions of total cloud fraction and CRFs in JJA.
Fig. 4.15 Same as Fig. 4.14 except for high cloud only.
Fig. 4.16 Same as Fig. 4.14 except for cirrus only.
Fig. 4.17 Same as Fig. 4.14 except for cirrostratus only.
Fig. 4.18 Same as Fig. 4.14 except for deep convective cloud only.
underestimation of SW CRF magnitude (Fig. 4.14(i)). CAM5 captures the general distribution of northern midlatitude LW CRF associated with high cloud but not the southern counterpart (Fig. 4.15(f)). Analogous to DJF, major discrepancies and compensations errors are observed for cirrus and deep convective clouds (Fig. 4.16, 4.18), whereas the model estimated cirrostratus is apparently better (Fig. 4.17).

4.6 Summary and discussion

This study highlights that despite the decades-long research after the AMIP I project, great uncertainties still exist in the parameterization of clouds in GCMs. In this chapter, we compared cloud fraction and radiative properties from two versions of the NCAR CAM models against MODIS cloud observations and MERRA radiation budget. CAM5 in general demonstrates better consistency in estimating total cloud fraction and CRFs than CAM3. However, a significant underestimation of DJF SW CRF poleward of 40°S is observed in CAM5 by as much 50 W m⁻², whereas CAM3 simulation agrees well with MERRA. Investigation of three types of clouds with different top heights indicates that high and middle top clouds are nearly equally responsible for the bias. Further separation of high clouds into optically thin, intermediate and thick clouds shows that the underestimation of the magnitude of fraction-weighted SW CRF associated with cirrostratus and deep convective clouds primarily accounts for the DJF SW bias in CAM5. Examination of the spatial distribution shows that the DJF SW bias poleward of 40°S is caused by a widespread underestimation of the magnitude.
Various compensation errors are found in both models, which appear to be more pronounced in CAM5. High cloud related compensation errors are more apparent in thin and thick clouds than medium thick clouds. CAM5 overestimates cirrus fraction, but significantly underestimate deep convective clouds, especially in midlatitudes. CAM3 does better in estimating cirrus and deep convective cloud fraction, in particular the latter.

We wish to raise several uncertainties in the interpretation of the results. First, it is a known problem for satellite observations to retrieve cloud tops when a thin high cloud is overlapped with thicker lower clouds. Therefore we have less confidence in optically thin high clouds in inferring models biases. Second, the collocation between MODIS and MERRA may affect the results in the classification of individual cloud types, since these two are essentially independent products in terms of clouds. Third, models runs with different resolutions, and changes to the ISCCP simulator may also cause changes in the simulations. However, we believe that none of these alters the nature of the model biases relative to MODIS and MERRA. In particular, we speculate that the overall improvement in estimating total cloud properties, SW bias in DJF over southern midlatitude, and more pronounced compensation errors by CAM5 are primarily due to the changes to the model, including but not limited to the cloud-related physical schemes, compared to the aforementioned uncertainties.

While it is beyond the scope of this study to investigate the fundamental reasons accounting for model biases, we will pursue it in further studies. For example, we will compare absorbed solar radiation in both clear and cloud-sky conditions between
observations and simulations. We will also investigate the deep and shallow convection schemes in CAM3 and CAM5 to explore the mechanism that accounts for the significant reduction of deep convective clouds in the latter.
CHAPTER V
SUMMARY

Representation of high clouds in climate models is subject to substantial uncertainties associated with both lack of accurate observational constraints and primitive parameterization schemes. A proper understanding of high clouds requires understanding of their dynamical, optical, radiative, macrophysical and microphysical properties. This dissertation utilizes satellite observed cloud properties to investigate equatorial wave signals, examine the fixed anvil temperature (FAT) hypothesis, and evaluate the capability of two climate models in simulating high clouds.

In Chapter II, we have attempted to isolate convectively coupled equatorial wave (CCEW) signals from MODIS cloud-top properties. Unlike previous studies (Wheeler and Kiladis 1999; Cho et al. 2002), which used OLR or precipitation to indirectly approximate tropical convection, we utilize more than six years of cloud top temperature (CTT) retrievals from the MODIS instrument onboard EOS Aqua satellite. Consistent with previous studies, various equatorial wave modes are identified, such as Kelvin wave, \( n = 1 \) equatorial Rossby and MRG waves, \( n = 0 \) EIG and \( n = 1 \) IG waves, and the MJO. Signals related to tropical depressions (easterly waves), which play an important role in the genesis and formation of tropical cyclones, are also uncovered. Additionally, the successful isolation of equatorial wave modes from cirrus optical thickness, retrieved from cirrus reflectance, indicates that robust convection signals exist in cirrus clouds. This confirms previous studies showing that convective blowoff is one of the major
generating mechanisms for cirrus clouds in the upper troposphere. Hence, the study on
the interactions between cirrus clouds and CCEWs provides insights to better represent
upper thin clouds in climate models.

To test the FAT hypothesis, we have examined the vertical profiles and spatial
distributions of water vapor, clear-sky cooling rates, static stability and diabatic
subsidence and convergence in Chapter III. The peak clear-sky diabatic subsidence,
convergence and cloud fraction profiles are located at roughly the same level (200 hPa).
We also show that the maxima in the geographical distributions of tropospheric water
vapor agree well with that of clear-sky radiative cooling rates, diabatic subsidence,
convergence, and cloud fraction at 200 hPa, consistent with the physical mechanism of
the FAT hypothesis.

A common interpretation of this hypothesis is that tropical convective CTT should
remain approximately constant as climate warms (Xu et al. 2005, 2007; Eitzen et al.
2009; Zelinka and Hartmann 2010). To compare with previous studies, we utilize CTT
retrievals related to high cloud to investigate the variations of CTT in response to ENSO
in different regions. Linear square regression is also employed to test the sensitivity of
CTT to sea surface temperature (SST). The relationship varies with regions, primarily
due to the dynamic effect. Over tropical Indian ocean and west Pacific, the relationship
is positive, whereas over other regions it is primarily negative. Averaged over the entire
tropics, an overall negative relationship is discovered. We conclude that the FAT
hypothesis is more applicable to the tropics as a whole so that the dynamic effects can be
suppressed. We suggest interpreting the FAT hypothesis, and the more recent
proportionately higher anvil temperature (PHAT) hypothesis proposed by Zelinka and Hartmann (2010), by using the temperature at the maximum cloud detrainment level instead of the CTT, because satellite sensors attempt to locate the cloud top, which may be higher and colder due to a non-negligible amount of clouds above the maximum detrainment level.

In Chapter IV, we have evaluated cloud fraction and radiative properties from two versions of the NCAR CAM models against MODIS cloud properties and MERRA reanalysis product. An overall improvement in total cloud properties is observed in CAM5 compared to CAM3. However, an apparent underestimation of the magnitude of shortwave (SW) cloud radiative forcing (CRF) in CAM5 is observed in boreal winter southern midlatitude, which is captured well by CAM3. Examination of clouds with different top heights indicates that both high and middle-top clouds account for the bias. Further investigation of three types of high clouds stratified against cloud optical thickness demonstrates that fraction-weighted SW CRFs related to both intermediate and thick high clouds are responsible for the bias. Additionally, appreciable compensation errors are observed in both models, particularly in CAM5. Both models overestimate high cloud fraction, primarily due to overestimation of high thin cloud. While CAM3 agrees well with satellite observations in deep convective cloud fraction, underestimation in CAM5 is significant. To understand the fundamental reasons that account for the biases and compensation errors, further studies are needed to investigate the cloud convection and radiative parameterization schemes in models.
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