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ABSTRACT

A Contribution to the Modeling of Metal Plasticity and Fracture:

From Continuum to Discrete Descriptions. (December 2011)

Shyam Mohan Keralavarma, B.Tech., University of Kerala;

M.S., Texas A&M University

Chair of Advisory Committee: Dr. A. Amine Benzerga

The objective of this dissertation is to further the understanding of inelastic

behavior in metallic materials. Despite the increasing use of polymeric composites in

aircraft structures, high specific strength metals continue to be used in key compo-

nents such as airframe, fuselage, wings, landing gear and hot engine parts. Design of

metallic structures subjected to thermomechanical extremes in aerospace, automotive

and nuclear applications requires consideration of the plasticity, creep and fracture

behavior of these materials. Consideration of inelasticity and damage processes is

also important in the design of metallic components used in functional applications

such as thin films, flexible electronics and micro electro mechanical systems.

Fracture mechanics has been largely successful in modeling damage and failure

phenomena in a host of engineering materials. In the context of ductile metals, the

Gurson void growth model remains one of the most successful and widely used models.

However, some well documented limitations of the model in quantitative prediction

of the fracture strains and failure modes at low triaxialities may be traceable to the

limited representation of the damage microstructure in the model. In the first part

of this dissertation, we develop an extended continuum model of void growth that

takes into account details of the material microstructure such as the texture of the

plastically deforming matrix and the evolution of the void shape. The need for such
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an extension is motivated by a detailed investigation of the effects of the two types

of anisotropy on the materials’ effective response using finite element analysis. The

model is derived using the Hill–Mandel homogenization theory and an approximate

limit analysis of a porous representative volume element. Comparisons with several

numerical studies are presented towards a partial validation of the analytical model.

Inelastic phenomena such as plasticity and creep result from the collective behav-

ior of a large number of nano and micro scale defects such as dislocations, vacancies

and grain boundaries. Continuum models relate macroscopically observable quanti-

ties such as stress and strain by coarse graining the discrete defect microstructure.

While continuum models provide a good approximation for the effective behavior of

bulk materials, several deviations have been observed in experiments at small scales

such as an intrinsic size dependence of the material strength. Discrete dislocation

dynamics (DD) is a mesoscale method for obtaining the mechanical response of a ma-

terial by direct simulation of the motion and interactions of dislocations. The model

incorporates an intrinsic length scale in the dislocation Burgers vector and potentially

allows for size dependent mechanical behavior to emerge naturally from the dynamics

of the dislocation ensemble. In the second part of this dissertation, a simplified two-

dimensional DD model is employed to study several phenomena of practical interest

such as strain hardening under homogeneous deformation, growth of microvoids in a

crystalline matrix and creep of single crystals at elevated temperatures. These studies

have been enabled by several recent enhancements to the existing two-dimensional

DD framework described in Chapter V.

The main contributions from this research are: (i) development of a fully anisotropic

continuum model of void growth for use in ductile fracture simulations and (ii) en-

hancing the capabilities of an existing two-dimensional DD framework for large scale

simulations in complex domains and at elevated temperatures.
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CHAPTER I

INTRODUCTION

Technologically important materials used in aircraft and spacecraft structures include

a host of metallic materials. Examples include Al alloys which are used in most struc-

tural components like airframe, fuselage and wings, steel for landing gears and alloys

of Ti and Ni for hot engine parts. Since metallic components are being designed to

withstand increasingly severe thermal and mechanical loads, while using less material

to keep weight and cost down, specific strength is an important requirement for effi-

cient design. Ensuring reliability and safety over the operational life of the aircraft

requires a sound design approach that takes into account the plasticity, creep and

fatigue characteristics of the materials. Such an approach is also relevant in other

fields of engineering where materials are subjected to extreme environments, e.g. de-

sign of nuclear reactors against high thermal loads and radiation dosages that lead

to high defect concentrations in the material, crashworthy automobile parts, naval

vessels that are exposed to corrosive environments and in manufacturing processes

like cutting and forming. Besides structural applications, consideration of plasticity

and creep are also important for metallic materials used in functional components.

Examples include thin films used in a variety of applications such as thermal barrier

coatings, flexible electronics and other micro and nano electro-mechanical systems

(MEMS/NEMS) [1]. Plasticity and creep are important reliability issues in MEMS

devices [2, 3] and metallic components used in electronic applications such as inter-

connects and packaging [4].

Modeling of inelastic deformation and fracture processes in structural and func-

This dissertation follows the style of Philosophical Magazine.
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tional materials is a long standing problem in solid mechanics. Most models are

phenomenological and there is an increasing effort towards embedding more physics

into these models. Some limitations of phenomenological modeling approaches have

been exposed by the recent trend towards using novel nanostructured materials, and

miniaturization of components. It has long been appreciated that mechanical prop-

erties such as strength and hardness depend on internal material length scales such

as grain size. Empirical models such as the Hall-Petch relation are widely used to

model the observed strengthening. On the other hand, there is mounting experimen-

tal evidence in recent literature that indicates that material strength and hardening

rates also depend on structural length scales such as the specimen size [5–8]. Tra-

ditional continuum models, being size independent, can not naturally account for

such effects observed in small scale experiments. The present trend towards micro

and nano engineering and use of advanced materials with tailored microstructures in

several engineering applications necessitates a new and more fundamental approach

to the constitutive modeling of materials taking into account the multi scale nature

of the failure processes that operate. Unlike in structural applications, such an ap-

proach may even be critical for the successful use of metallic materials in small scale

functional components such as in MEMS devices [2].

Ductile materials such as metals are characterized by their ability to dissipate

large amounts of mechanical energy before fracture. Material defects across differ-

ent length scales play a central role in determining key material properties such as

strength and toughness. At the nano scale, the nucleation and glide of crystal dislo-

cations on well defined slip systems is a primary toughening mechanism that accounts

for the macroscopic plastic flow and energy dissipation. The short range interaction

of dislocations such as mutual cutting and pinning at grain boundaries, precipitates

and other inhomogeneities leads to strain hardening. On the other hand, crack prop-
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Plastic Zone

Micro-voids

Dislocations

Crack Tip

Fig. 1. Schematic diagram of a crack in a ductile material showing the interactions

between defects at multiple scales that determine the overall toughness.

agation due to material separation occurs due to the influence of meso-scale defects

such as voids which grow and coalesce due to the plastic deformation of the surround-

ing matrix aided by highly triaxial stress state in the fracture process zone. Hence,

fracture in ductile materials is essentially a multi-scale phenomenon involving the

generation and interaction of defects across several length scales (see Fig. 1).

Unlike the case of brittle fracture, conventional continuum models have been

less successful in modeling fracture in ductile materials due to the fact that plas-

tic dissipation occurs across a multiplicity of length scales during ductile failure as

pointed out earlier. This is illustrated in Fig. 2, which shows the results from fi-

nite element investigations of Tvergaard and Hutchinson [9] for crack growth under

mode I loading in an elastoplastic power law hardening solid. Material separation

along the crack plane is modeled using a cohesive zone approach [10]. The figure

shows the steady state fracture toughness, Γf , as a function of the maximum sup-

portable interface traction, σ̂. These quantities are normalized by the interface work

of separation calculated from the cohesive zone model, Γ0, and the yield stress of

the material, σy, respectively. The different curves correspond to different values of

the power law hardening exponent N . The results show that the toughness goes to
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Fig. 2. Predictions from continuum finite element computations for the steady state

fracture toughness, Γf , normalized by the interface work of separation, Γ0,

as a function of the maximum supportable interface traction, σ̂, normalized

by the material yield stress, σy. The material is assumed to be an isotropic

elastoplastic power law hardening solid with a hardening exponent, N , and

material separation is modeled using a cohesive zone model.
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infinity asymptotically as σ̂ approaches a value of 2.97σy for a non-hardening material

(N = 0). I.e. crack propagation does not take place for values of σ̂ larger than about

three. Another observation is that increasing the hardening exponent has the effect

of reducing the fracture toughness for a given σ̂, which implies that the plasticity of

the material ahead of the crack tip plays an important role in determining the ma-

terials’ crack growth resistance. Nevertheless, the main message from these results

is that, for realistic values of the hardening exponent, continuum plasticity coupled

with a cohesive zone fracture model does not predict crack growth for σ̂/σy > 4–5,

while realistic values for σ̂ are 10σy or larger. This result illustrates two important

points that serve as the motivation for the research undertaken in this dissertation:

(i) continuum approaches to fracture mechanics, such as the cohesive zone model, are

inadequate to model ductile crack growth and (ii) fracture toughness is sensitive to

the plasticity and hardening characteristics of the material. Consequently, there is

a need to (i) improve existing ductile fracture models, for example, by incorporat-

ing more microstructure information and (ii) develop better approaches to modeling

plastic deformation in confined volumes. These issues are addressed respectively in

the first and second parts of this dissertation, as detailed below.

Traditional models of ductile fracture have followed a “top-down” approach where

continuum mechanics based models containing internal damage variables are used to

predict the evolution of damage, while experiments are used to calibrate the deforma-

tion characteristics of the material and the statistics of damage initiating sites. The

void growth models of Rice and Tracey [11] and Gurson [12] and later extensions of

the same fall into the above class of models. The Gurson model in particular [12] has

been highly successful in modeling several experimentally observed aspects of ductile

fracture such as the cup-cone fracture of a uniaxial tensile specimen [13] and the

formation of shear bands under plane-strain conditions [14]. Despite these successes,
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the Gurson model suffers from certain well known limitations that stem from the

underlying assumptions in the model [15]. First, the model predicts unrealistically

high fracture strains in general compared to experiments. Second, the model does not

account for plastic strain localization within the elementary volume, which partially

explains the high fracture strains due to the fact that coalescence can only take place

by mutual impingement of the voids. Third, predictions for plastic flow localization

preceding macroscopic crack growth using the Gurson model are inherently mesh de-

pendent due to the lack of an internal length scale in the model [15, 16]. Finally,

many of the commonly used models of void nucleation such as [17, 18] are empiri-

cally based. Micromechanics–based models of void nucleation such as [19] have not

not been developed to the level of sophistication as the void growth models. Some

of the above limitations stem from the assumption of isotropy in the Gurson model

both in the plastic flow of the matrix and spherically symmetric void growth, which

may be violated under low triaxiality loading conditions. At low stress triaxiality

with no major shear component, void growth rates are predicted to be faster than

obtained through direct micromechanical finite element calculation (which represents

the ‘exact’ reference solution). Under shear dominated loadings, the Gurson model

predicts no or little damage growth whereas materials apparently do fail in shear. In

the first half of this dissertation, we seek to address the first of the above mentioned

limitations by developing a micromechanics based model for void growth that takes

into account the anisotropy of the material microstructure due to the texture of the

plastically deforming matrix and the evolving shape and orientation of the voids.

Large strain finite-element computations on micromechanical unit cells are presented

in Chapter II to motivate the need for a fundamental coupling between the two types

of material anisotropy, namely the void shape and material texture. In Chapter III,

a homogenized constitutive model of anisotropic void growth is developed using non-
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linear homogenization theory and limit analysis within a finite strain setting. The

model is validated by comparisons with numerically derived upper-bound yield loci

for anisotropic materials and with finite-element simulations in Chapter IV.

The other major ingredient required for modeling the mechanical response of

ductile metals are theories of plastic deformation and hardening. Several experi-

ments have demonstrated that material properties like flow strength and hardening

become size dependent at micron scales and below [5, 6, 20–22]. These results have

exposed one of the fundamental limitations of continuum crystal plasticity models,

namely the absence of an internal length scale. While several extensions to classical

continuum plasticity using constitutive formulations involving strain gradients and

higher order stresses have been used to explain some of the observed size effects un-

der imposed macroscopic strain gradients [23, 24], these can not provide adequate

rationale for the size effects observed in the absence of specimen level strain gradi-

ents. Moreover, the internal length scale used in the gradient formulations remains a

heuristic parameter that needs to be fitted with experiment for a given class of prob-

lems. On the other hand, the recent availability of powerful computer hardware have

enabled the development of “bottom up” modeling frameworks for plasticity by direct

simulation of the motion and interaction of discrete dislocations, which are the carri-

ers of plastic deformation at the smallest scale. At the cost of added computational

complexity, these dislocation dynamics (DD) frameworks enable the prediction of the

material response from constitutive assumptions regarding the motion and interaction

of dislocations. More significantly, DD models enable the modeling of size-dependent

material response without the need for a heuristic length scale parameter, since the

model embeds a physically meaningful length scale in the dislocation Burgers vector.

In the second half of this dissertation, a two-dimensional DD model originally devel-

oped by Van der Giessen and Needleman [25] and extended by Benzerga et al. [26] is
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reviewed. In this model, the long range interactions between the discrete dislocations

and specimen boundaries are computed using small strain elasticity theory while their

short range interactions are approximated using a set of constitutive rules. Several

enhancements to this DD framework are developed in Chapter V that fall into two

broad categories: (i) enhancements to the algorithms that allow for efficient treat-

ment of very large dynamical systems, arbitrary multiply connected computational

domains and periodic microstructures and (ii) incorporation of dislocation climb aided

by bulk vacancy diffusion into the constitutive formulation that enables DD simula-

tions at elevated homologous temperatures. The following applications are chosen to

illustrate the above enhancements through the solution of a variety of boundary value

problems:

1. Investigation of strain hardening in large dislocation systems with focus on the

transition to bulk behavior (Chapter VI).

2. Investigation of void growth in a periodic single crystalline matrix with hard-

ening (Chapter VII).

3. Creep of single crystalline Al specimens at high temperatures under plane strain

tension (Chapter VIII).
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CHAPTER II

VOID GROWTH AND COALESCENCE IN ANISOTROPIC PLASTIC SOLIDS∗

A. Introduction

Ductile fracture in structural materials results from the nucleation, growth and coales-

cence of micro-voids that initiate from second phase particles and inclusions. Accurate

modeling of void growth and coalescence under arbitrary imposed loading conditions

is critical to the predictive modeling of ductile fracture. Gurson [12] derived an ana-

lytical model of void growth in an isotropic medium based on analysis of a spherical

representative volume element (RVE) made of an ideal plastic von Mises material and

containing a concentric spherical void. The somewhat idealized choice of the RVE

geometry was dictated by the complexity of the analytical approach. Alternatively, fi-

nite element (FE) calculations of appropriately chosen unit cells subjected to a remote

triaxial loading have been used to simulate periodic arrays of voids. Needleman [27]

performed a two-dimensional plane-strain analysis of a periodic array of cylindrical

voids in an isotropic matrix, while a transverse isotropic distribution of spherical

voids in an isotropic matrix was analyzed by Tvergaard [28] and later by Koplik and

Needleman [29]. The finite element results were used as benchmarks to calibrate the

Gurson model and heuristic corrections were suggested to enhance the quantitative

agreement between the model and the cell calculations [13, 28]. Subsequently, three-

dimensional investigations of cubic patterns of spherical voids [30, 31] under triaxial

loadings have evidenced good agreement with the axisymmetric calculations. In par-

ticular, these unit cell computations identified the porosity and the loading triaxiality

∗Reprinted with permission from “Void growth and coalescence in anisotropic
plastic solids” by Keralavarma, S. M., Hoelscher, S. and Benzerga, A. A., 2011. Int
J Solids Struct 48, 1696–1710, Copyright [2011] Elsevier Ltd.
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(the ratio of the mean to the von Mises effective stress) as key parameters affecting

void growth and coalescence. More recent unit cell analyses of initially spherical voids

have also shown some influence of the third invariant of the stress tensor, through the

Lode parameter, on void growth and coalescence [32–36]. FE Cell model studies have

de facto become a major tool in understanding material behavior at intermediate

scales and were recently reviewed by Benzerga and Leblond [15], including aspects

pertaining to the void nucleation stage.

In recent years, various extensions of the Gurson model have been proposed which

account for initial or deformation-induced anisotropies [32, 37–41]. The commonal-

ity among these models is that they are based on micromechanical treatments, with

homogenization and limit analysis being the theoretical foundation [15]. The perfor-

mance of the model of Gologanu et al. [38] in predicting void shape effects has been

assessed by Sovik and Thaulow [42], and more thoroughly by Pardoen and Hutchin-

son [43], who used the unit cell model considering initially spheroidal voids in an

isotropic matrix. Similarly, Benzerga and Besson [32] carried out a series of unit cell

calculations for initially spherical voids embedded in a transversely isotropic matrix.

They have shown that their extension of the Gurson model to orthotropic matrices

provided a good quantitative prediction of the voided cell results for sufficiently high

stress triaxialities.

However, the more general models that combine effects of void shape and plastic

anisotropy have not yet been assessed against the voided cell model. Keralavarma

and Benzerga [41] presented some preliminary results to motivate their development

of a new porous metal plasticity model. Also, their set of calculations focussed on

pre-localization void growth. The objective in this chapter is to report on a large

set of such calculations, probing the parameter space much beyond the report of

Keralavarma and Benzerga [41]. While we offer new findings by means of the voided
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cell model, the present results can also serve as reference to calibrate advanced models

of ductile fracture. General conditions of transverse isotropy are discussed and used,

thus enabling a two-dimensional axisymmetric analysis. Emphasis is laid on the

combined effects of void shape and matrix anisotropy on void growth and micro-scale

flow localization, the latter setting the stage for void coalescence.

B. Problem Formulation

The void distribution in the plane of transverse isotropy of the matrix is an approxi-

mation of a hexagonal arrangement. Such a microstructure may be constructed from

an infinite repetition of the unit cell sketched in Fig. 3a. The hatched bands in the

figure schematically represent the texture of the matrix. Fig. 3b shows a planar cross

section of the unit cell in Fig. 3a. A cylindrical unit cell is taken to approximate

this hexagonal arrangement and is sketched in Fig. 3c (front view) and Fig. 3d (top

view). The boundaries of the unit cell are constrained to remain straight from con-

siderations of periodicity, in the absence of shear loading, so that the RVE retains its

cylindrical shape during the deformation. Exploiting the symmetry of the problem,

one only needs to mesh the shaded region in Fig. 3b. Let (eL, eT, eS) denote the triad

associated with the orthotropy of the matrix. We also define a Cartesian coordinate

system (e1, e2, e3) as shown in Fig. 3d where e3 is aligned with the common axis of

the voids. The latter is itself identified with the axis of transverse isotropy of the

matrix, i.e. e3 ≡ eS, so that the effective behavior of the unit cell is transversely

isotropic, and one may perform axisymmetric calculations.

Our finite element implementation of the voided cell model follows that of Ben-

zerga and Besson [32] using the object oriented code ZeBuLoN [44]. The weak form

of the momentum balance for a body undergoing finite deformations in the absence
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Fig. 3. Idealized representation of microstructure in the voided cell model: (a) hexag-

onal periodic unit and (b) cross-section in the plane of the paper. Cylindrical

unit cell used in the axisymmetric calculations: (c) front view and (d) top view.
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of body forces is generally written as∫
V

S : δE dV =

∫
S

T · δu dS (2.1)

with

S = JF−1 · σ · F−T, E =
1

2
(FT · F− I) (2.2)

where S is the symmetric second Piola-Kirchoff stress tensor, E is the Green-Lagrange

strain, F is the deformation gradient, J = det(F), I is the second-order identity tensor,

σ is the Cauchy stress, T is the surface traction in the reference configuration, u is the

displacement vector and V and S are respectively the volume and surface of the body

in the reference configuration. An updated Lagrangian formulation is used [45, 46]

which employs objective space frames with the reference configuration being chosen

at the end of the increment so that the stress measure S reduces to the Cauchy stress.

The material constitutive model is assumed to be that of a rate-independent

elastically isotropic and plastically anisotropic solid. In the objective frame, the

deformation rate tensor is written as the sum of an elastic part, de, and a plastic

part, dp. Assuming small elastic strains and isotropic elasticity, a hypo-elastic law is

expressed in terms of the rotated stress P

de = C−1 : Ṗ, P = JRT · σ ·R (2.3)

where C is the rotated tensor of elastic modulii and R is the skew-symmetric tensor

obtained from the polar decomposition of the deformation gradient, so that the Green-

Naghdi rate of σ is used. The plastic part of the deformation rate dp is obtained by

normality from an orthotropic yield function of the Hill type [47], F(σ).

dp = Λ
∂F
∂σ

, F(σ) =
3

2
σ : p : σ − σ̄ =

3

2
σ
′
: h : σ

′ − σ̄ (2.4)



14

where Λ is the plastic multiplier, σ
′
= σ− 1

3
tr(σ)I is the stress deviator, p is the Hill

anisotropy tensor [47], h is the anisotropy tensor in the space of deviatoric stresses

(related to p through p = J : h : J where J = I− 1
3
I⊗ I is the deviatoric projector, I

being the 4th order identity tensor; see [32]). Also, σ̄ is the flow stress in an arbitrarily

chosen reference direction. An isotropic power law hardening model is assumed, of

the form

σ̄(p) = σS

(
p

ε0
+ 1

)n
, ε0 =

σS

E
(2.5)

where p is an effective measure of plastic strain defined to be work conjugate to σ̄. p

is obtained through p =
∫ t

0
ṗ dt with

ṗ =

√
2

3
dp : p̂ : dp (2.6)

where p̂ is a formal inverse of Hill’s tensor p defined through p : p̂ = p̂ : p = J.

In (2.5) σS is the initial matrix yield stress in the axial direction eS, n is the hardening

exponent and E is Young’s modulus. A fully implicit time integration procedure was

used, based on an iterative Newton-Raphson method, and the consistent tangent

matrix was obtained following [48].

Traction-free boundary conditions are imposed on the surface of the void while

symmetry conditions are imposed on the bottom and left boundaries of the cell quad-

rant (Fig. 3b). Special boundary conditions are formulated whereby the displacement

of the top surface is incremented at a constant rate while the displacements of the

lateral boundary are iteratively adjusted to maintain a constant stress triaxiality ratio

at every step of the deformation. The principal components of the macroscopic stress

tensor, Σ, are obtained by integrating the surface tractions along the external cell

boundary such that

Σ11 = Σ22 =
R0

RH

∫ H0

0

[T1]X2
1+X2

2=R0
dX3, Σ33 =

2

R2

∫ R0

0

[T3]X3=H0
X1dX1 (2.7)
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where Xi are the components of the position vector X in the initial configuration, R

and H are respectively the radius and half the height of the unit cell in the current

configuration and R0 and H0 are the corresponding quantities in the reference con-

figuration (see Fig. 3c). The principal components of the macroscopic strain tensor,

E, for the unit cell are written as

E11 = E22 = log
R

R0

, E33 = log
H

H0

(2.8)

We consider remote axisymmetric loadings of the type Σ = Σ11(e1 ⊗ e1 + e2 ⊗ e2) +

Σ33e3 ⊗ e3. The stress triaxiality ratio, T , is related to the ratio of radial to axial

stresses, θ, through

T ≡ Σm

Σe

=
1

3

2θ + 1

|1− θ| , θ ≡ Σ11

Σ33

(2.9)

where Σm and Σe denote the mean and von Mises effective macroscopic stresses,

respectively given by

Σm =
1

3
tr(Σ) =

2Σ11 + Σ33

3
, Σe =

√
3

2
Σ′ : Σ′ = |Σ33 − Σ11| (2.10)

Each value of T is generally associated with two distinct values of θ corresponding to

a major axial stress (θ < 1) and a major radial stress (θ > 1). In this study we restrict

our attention to cases of major axial stress (θ < 1). Each calculation is carried out

under conditions of a constant imposed triaxiality (proportional loading path). We

investigate the material response under moderate (T = 1) to high (T = 2, 3) values

of the stress triaxiality as are prevalent in notched bars or in the plastic zone ahead

of a blunted crack tip. An effective strain measure work conjugate to Σe is given by

Ee =
2

3
|E33 − E11| (2.11)

The effective stress and strain measures defined above are used to compare the stress–

strain responses of the unit cells in all the results presented here.
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In the frame of material orthotropy, the anisotropy tensor h in (2.4) is represented

thanks to Voigt’s reduction by a diagonal 6×6 matrix whose diagonal elements, desig-

nated hL, hT, hS, hTS, hSL, hLT, completely characterize the orthotropy of the matrix.

An extensive tabulation of the available experimental data on the Hill coefficients of

structural metals was provided in [49]. Here, we restrict our attention to transversely

isotropic materials subjected to axisymmetric loading aligned with the axis of ma-

terial symmetry, taken to be eS. The requirement of transverse isotropy about eS

further entails that hL = hT = hLT and hTS = hSL since the directions eL and eT are

equivalent.

In this chapter we investigate five different material categories, including the

isotropic case, Table I. The Hill coefficients in Table I are chosen to span the experi-

mental ranges of values tabulated in [49] (see Annexe-A-V). Materials (ib) and (iib)

are variants of material categories (i) and (ii) previously employed by [32] with lower

values of the out-of-plane “shear” Hill coefficients hTS = hSL. Material categories (i)

and (ii) have relatively high values of the shear Hill coefficients hTS(= hSL) compared

to the isotropic case making them weaker under shear than under tensile loading in

the principal directions. The opposite is true for material categories (iii) and (iv). In

addition, materials (ib) and (iii) have equal yield strengths in tension (EYT) along

the principal directions. This is not the case for the other materials, which are as-

sumed to have the same yield stresses as the isotropic material along eL and eT while

being softer (material (iib)) or harder (material (iv)) in tension along eS. Material

categories (ii) and (iv) are closer to realistic material parameters as tabulated in [49].

However, categories (i) and (iii) were chosen for ease of interpretation of the results,

as will be shown below. In another set of calculations, the coefficient hTS(= hSL) is

systematically varied in the case of material category (iii).

Besides the Hill anisotropy factors for the matrix, the microstructure in the cell
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Table I. The five matrix material categories and corresponding anisotropy parameters

used in the unit cell calculations. Coefficients hi (i = L,T, S,TS, SL,LT) rep-

resent the diagonal elements of the Voigt representation of anisotropy tensor

h, expressed in the frame of material orthotropy, and h is a scalar invariant

of h defined in equation (2.14). Wider ranges of variation of hTS were also

reported.
Material hL hT hS hTS hSL hLT Notes h

Isotropic 1.000 1.000 1.000 1.000 1.000 1.000 reference EYT 2.000

(ib) 1.000 1.000 1.000 2.333 2.333 1.000 weak in shear EYT 1.757

(iib) 0.667 0.667 1.167 1.750 1.750 0.667 weak in shear S-soft 2.028

(iii) 1.000 1.000 1.000 0.500 0.500 1.000 shear resistant EYT 2.366

(iv) 2.333 2.333 0.333 1.000 1.000 2.333 shear resistant S-hard 1.757

model is completely specified by three dimensionless parameters: the void volume

fraction, f , the void aspect ratio, w, representing the average void shape and the cell

aspect ratio, λ, representing the anisotropy in void distribution. These are defined

by

f =
2r2h

3R2H
, w =

h

r
, λ =

H

R
(2.12)

where r and h respectively denote the radial and axial semi-axes of the void in the

current configuration (Fig. 3c). The ranges of all the parameters being explored in

this study are tabulated in Table II. Unlike the Hill coefficients, the values of these

microstructural variables evolve during deformation. A subscript 0 is used in the

remainder of this chapter to indicate values in the undeformed configuration. The

case w0 = 1/30 corresponds to a penny-shaped crack and other values of 1/10 and

1/20 were used in probing limit behavior. The value of the strain hardening exponent

n is taken to be 0.1 in all calculations.

Typical meshes employed in this study are shown in Fig. 4. Since the meshes
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Table II. Ranges of initial microstructural and loading parameters considered in the

unit cell calculations. ∗ Requires special choice of porosity as discussed in

Section 4.

Parameter Values Used

f0 0.0001, 0.001

w0 1/30∗, 1/6, 1/2, 1, 2, 6

λ0 1

T 1, 2, 3

(a) (b) (c)

Fig. 4. FE meshes used in some calculations corresponding to f0 = 0.0001, λ0 = 1 and

(a) w0 = 2, (b) w0 = 1, (c) w0 = 1/2.
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undergo significant elongation in the axial direction due to the influence of the major

axial stress, initially flat elements are used in the expected necking zone (the ligament

separating the voids in the radial direction) using appropriate grading of the edge

nodes. In most calculations void coalescence took place by strain localization along

the radial ligament, for which meshes of the type shown in Fig. 4 were used. However,

certain types of material anisotropy were observed to promote strain localization

away from the radial direction. For materials that exhibited this trend, we have used

alternate (finer) meshes with a uniform element density throughout the domain so as

to capture better the details of the localization band.

C. Results

1. Basic Phenomenology

The deformation of the unit cell under axisymmetric loading exhibits two distinct

stages: (i) void growth aided by diffuse plastic deformation in the matrix and (ii)

void growth through localization of plastic deformation in the inter-void ligament,

leading to void coalescence. These stages are illustrated in Fig. 5. The transition

between them, which is indicated with the × mark, is referred to as the onset of void

coalescence. The latter is a continuous process occurring over a narrow strain window

but rather large windows of stress and porosity. Fig. 5a shows the effective stress–

strain response for a unit cell containing an initially spherical void in an isotropic

matrix, subjected to a stress triaxiality ratio T = 2. Here, and in all subsequent

stress–strain plots, the effective stress is normalized by σS; see equation (2.5). The

onset of coalescence is accompanied by a rapid drop in the stress carrying capacity

of the unit cell. As discussed by Koplik and Needleman [29], the transition from the

void growth to the coalescence stage may be discerned by a transition from a triaxial
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Fig. 5. A typical emergent behavior in a cell model calculation for an initially spherical

void in an isotropic matrix using f0 = 0.0001, λ0 = 1 and T = 2. (a) Effective

stress–strain response. (b) Evolution of porosity. (c) Evolution of void aspect

ratio. (d) Radial strain E11 versus axial strain E33. The × mark on each curve

indicates the onset of coalescence.
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to a uniaxial mode of deformation for the cell, i.e. the cell deforms uniaxially in

the e3 direction while plasticity localizes to the intervoid ligament along the radial

direction. This behavior is clearly seen in Fig. 5d. The stage of micro-scale localiza-

tion (past the the × mark) is also accompanied by an accelerated growth of porosity

(Fig. 5b) and a rapid drop in the void aspect ratio (Fig. 5c) due to the lateral void

expansion during ligament necking. The void volume fraction (or porosity f) is ac-

curately estimated from the overall volumetric expansion of the cell using the plastic

incompressibility property of the matrix. However, the void aspect ratio w, as defined

in (2.12) and shown in Fig. 5c and subsequent figures, describes the actual void shape

only approximately. Under certain circumstances, such as in the post-localization

stage, the void shape may substantially deviate from a spheroid so that w alone no

longer characterizes the true void shape accurately.

In what follows, the effective strain to coalescence, E(c), and the void volume

fraction at the onset of coalescence, f (c), are defined as the values taken by Ee and f

at the onset of micro-scale localization. These measures will be used to compare the

various cases as we explore the parameter space.

2. Regime of High Triaxiality

We first consider the high triaxiality case due to its importance in crack growth stud-

ies. The stress triaxiality prevailing in the crack tip plastic zones of thick specimens is

typically in the range 2− 3. A highly triaxial stress state significantly enhances void

growth since the rate of porosity growth has a well known exponential dependence on

the mean normal stress prior to localization. Fig. 6 shows results for T = 2 and three

EYT matrix materials: isotropic, material (ib) and material (iii) from Table I. EYT

materials have equal yield stresses in the three principal directions of orthotropy, and

this leads to roughly similar values for the effective yield stresses (see Fig. 6a). This is
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Fig. 6. Effect of matrix material anisotropy on the cell model response for f0 = 0.0001,

λ0 = 1, T = 2 and three values of w0. Case of EYT (equal yield in tension)

materials (Table I). (a) Effective stress–strain response, (b) evolution of poros-

ity, (c) evolution of the void aspect ratio and (d) radial strain E11 vs. axial

strain E33.
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desirable in drawing comparisons, since the porosity rate has an exponential depen-

dence on the mean stress. In particular, any differences in the porosity rates between

the three materials (at least in the initial hardening regime) would result from differ-

ences in void shapes and Hill anisotropy parameters and not from the different stress

levels. Materials (ib) and (iii) are differentiated only by the values of the “shear”

Hill coefficients hTS = hSL with material (ib) having a lower yield stress under shear

in the T-S plane than the isotropic material and material (iii) having a higher shear

yield stress than the isotropic material. For each material, three different initial void

shapes, w0 = 2 (prolate), w0 = 1 (spherical) and w0 = 1/2 (oblate) are compared.

The stress–strain response of the dense matrix (f ≡ 0) is also shown as a reference.

All calculations were continued beyond the onset of coalescence (Fig. 6d).

The results in Fig. 6 clearly indicate a strong effect of matrix material anisotropy

on void growth and coalescence thus affecting the gradual loss of stress bearing ca-

pacity of the porous material. On the other hand, the initial void shape has a minor

effect at the triaxiality level considered here. Further, unit cells made of material (ib)

are seen to have the highest rates of void growth and lowest ductility (Fig. 6b) along

with an accelerated void growth in the lateral direction (note the faster drop in w

with increasing Ee in Fig. 6c) On the other hand, material (iii) exhibits the slowest

rate of void growth and the highest ductility.

Similar trends are shown in Fig. 7 for a loading triaxiality T = 3 with the effect

of void shape becoming even less noticeable, especially for materials (ib) and the

isotropic matrix. Notice that the effective strain to coalescence is much lower at T = 3

as compared to T = 2 for each material, due to the accelerated void growth resulting

from the higher mean normal stresses. Figs. 8a-c show the contours of the matrix

effective plastic strain, p, for the three materials at the same unit cell effective strain.

Material (ib) shows the maximum void enlargement, consistent with the results in
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Fig. 7. Effect of matrix material anisotropy on the cell model response for f0 = 0.0001,

λ0 = 1, T = 3 and three values of w0. Case of EYT (equal yield in tension)

materials (Table I). (a) Effective stress–strain response, (b) evolution of poros-

ity.

(a) (b) (c)

Fig. 8. Contours of effective plastic strain p in the current configuration at a unit cell

effective strain Ee = 0.07 for initially spherical voids with f0 = 0.0001, λ0 = 1

and T = 3: (a) material (ib), (b) isotropic material and (c) material (iii).
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Fig. 9. Variation of (a) the effective strain to coalescence, E(c), for spherical voids and

(b) the void shape sensitivity parameter ∆E(c) as a function of triaxiality T .

Fig. 7b. Note that the voids develop into oblate shapes although the major load is

axial. This typically nonlinear effect is visible for the isotropic material and is more

clear for material (ib). In fact the void configuration in the case of material (ib) is

very close to the critical configuration for the onset of coalescence while material (iii)

shows the least void growth. Finally, we note that in all the calculations at high

T (T ≥ 2) coalescence occurred by necking of the inter-void ligament in the radial

direction.

Fig. 9 summarizes our results for EYT materials in the range of triaxiality T = 1

to T = 3 and for an initial porosity f0 = 0.0001. Fig. 9a shows the effective strain

to coalescence, E(c), for initially spherical voids as a function of the loading triaxial-

ity. Material (iii) systematically exhibits higher coalescence strains as compared to

an isotropic material while material (ib) exhibits lower ductility than the isotropic

material for all values of T considered. While there is an apparent reduction in the

ductility difference between the three materials at higher triaxialities, the relative
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differences are nevertheless significant, as already shown in Figs. 6 and 7.

To quantify the effect of the initial void shape for a given matrix material, we

define an ad hoc void shape sensitivity parameter, ∆E(c), by

∆E(c) ≡ E
(c)
w0=2 − E(c)

w0=1/2 (2.13)

i.e. the difference in the void coalescence strains between the initially prolate and

oblate voids with aspect ratios 2 and 1/2 respectively. Fig. 9b shows the variation

of ∆E(c) as a function of T for each EYT material considered. In all cases, ∆E(c)

approaches zero at T ≥ 2 indicating a reduced sensitivity for the ductility to the initial

void shape at high triaxialities. On the other hand, at T = 1, the isotropic material

and material (ib) show a high sensitivity to the initial void shape while material (iii)

shows a low void shape sensitivity.

One conclusion that already emerges from this work is that while the effect of

void shape vanishes at high stress triaxiality, that of material anisotropy persists. An-

other emergent behavior is that certain forms of matrix material anisotropy (namely

shear-resistant materials of category (iii)) seem to render the effect of void shape less

relevant, even at moderate triaxiality. This indicates a strong coupling between void

shape effects and material anisotropy. This issue is examined in greater detail in the

following section.

3. Regime of Moderate Triaxiality

The effect of void shape on the unit cell response at T = 1 and in the case of an

isotropic matrix is illustrated in Fig. 10. In this section, λ0 = 1 as above and, unless

otherwise noted, the initial porosity is f0 = 0.001. Unlike at high triaxialities, the

initial void shape has a clear effect on both the evolution of porosity and the strains to

coalescence. This is in keeping with the trends seen in previous investigations focused
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Fig. 10. Effect of initial void aspect ratio on the effective response of porous unit

cells for an isotropic matrix, f0 = 0.001, λ0 = 1 and T = 1: (a) effective

stress–strain response, (b) evolution of porosity.

on isotropic materials [43].

At the same moderate triaxiality (T = 1), the effect of matrix material anisotropy

is illustrated in Fig. 11 for initially spherical voids. As above, focus is restricted to

EYT materials, Table I. The conditions are identical to those previously analyzed by

Benzerga and Besson [32] except that the present calculations were pursued beyond

the onset of void coalescence. Just like at high triaxialities, material anisotropy

significantly affects both the flow stress and the strains to coalescence. Comparison

of the two sets of results above shows that, in an isotropic matrix, the effective

strains to coalescence range from 0.7 to 0.9 for initially oblate and prolate voids,

respectively, (Fig. 10) while the range is from 0.6 to 1.2 for the three anisotropic

materials considered in Fig. 11. This indicates that at moderate triaxialities both

void shape effects and material anisotropy can significantly influence the material

response.

In the above analyses, either the initial void shape or the matrix was isotropic.

Interestingly, analysis of the combined effect of void shape and material anisotropy



28

 0

 0.5

 1

 1.5

 2

 0  0.2  0.4  0.6  0.8  1  1.2  1.4

Σe/σS

Ee

Material (ib)
Isotropic

Material (iii)

 0.02

 0.04

 0.06

 0.08

 0  0.2  0.4  0.6  0.8  1  1.2  1.4

f

Ee

Material (ib)

Isotropic

Material (iii)

(a) (b)

Fig. 11. Effect of matrix plastic anisotropy on the effective response of porous unit

cells for EYT materials and spherical voids with f0 = 0.001, λ0 = 1 and

T = 1: (a) effective stress–strain response, (b) evolution of porosity.

at T = 1 yields the results depicted in Fig. 12. Four sets of curves are shown which

correspond to the cases of initially prolate (w0 = 2) and oblate (w0 = 1/2) voids in

unit cells made of EYT materials (ib) and (iii). In the case of material (ib), material

anisotropy appears to enhance the effect of initial void shape, while the effect of void

shape is completely masked in the case of material (iii) (at least in the range of void

shapes considered here). This result is not intuitive from inspection of the individual

effects of void shape and material anisotropy in Figs. 10 and 11, respectively, and

indicates a non-trivial coupling between the two. This effect is obviously not restricted

to the particular conditions chosen here. A similar trend was reported in Fig. 9b for

a much lower initial porosity f0 = 0.0001.

In order to further illustrate the subtle coupling between void shape and plastic

anisotropy, we examined contours of effective plastic strain in the matrix at a unit

cell effective strain Ee = 0.5 for initially prolate voids (w0 = 2) in all three EYT

materials, Fig. 13. Conclusions from previous investigations of void shape effects [43]

had indicated that materials with more elongated voids consistently show higher duc-
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Fig. 12. Combined effect of void shape and matrix plastic anisotropy on the effective

response of porous unit cells for EYT materials with f0 = 0.001, λ0 = 1, T = 1

and two values of the void aspect ratio: (a) effective stress–strain response,

(b) evolution of porosity.

(a) (b) (c)

Fig. 13. Contours of effective plastic strain p at Ee = 0.5 for initially prolate voids

with f = 0.001, w0 = 2 and T = 1: (a) material (ib), (b) isotropic matrix and

(c) material (iii).
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Fig. 14. An elaboration on the results of Fig. 12 for material (iii) over a wider window

of initial void aspect ratio w0 for two values of initial porosity, λ0 = 1 and

T = 1: (a) effective stress–strain response, (b) evolution of porosity.

tility (slower growth of porosity with effective strain). However, further investigation

reveals that the evolution of the void aspect ratio for the three unit cells in Fig. 13

(not shown) is roughly similar up to Ee = 0.5, as can be seen from the void shapes in

Fig. 13. Despite this fact, material (ib) shows greater void growth than the isotropic

matrix while material (iii) shows the least void growth at equal macroscopic strain

levels. Also, the distribution of plastic strains in the matrix is different for the three

materials with material (ib) showing a greater tendency for shear localization along an

inclined band, due to its lower yield stresses in shear compared to the other materials.

In materials with enhanced shear-resistance (category (iii)), the effect of initial

void shape is found to be negligible within the range w0 = 1/2 to 2 (see Fig. 12

above). We have conducted additional calculations to explore a broader range of void

shapes from w0 = 1/6 to 6. The corresponding results are shown in Fig. 14 for two

values of the initial porosity. The results show that the strains to coalescence E(c) are

not significantly changed for larger values of w0 (> 2), while flatter voids (w0 = 1/6)

lead to a reduction in ductility, although not to the extent expected for isotropic
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Fig. 15. Transition from a material (i) type behavior to a material (iii) type behavior.

Effect of varying the out-of-plane “shear” Hill coefficient, hTS, on the effective

response of porous unit cells with f0 = 0.001, λ0 = 1 and T = 1: (a) effective

stress–strain response, (b) evolution of porosity.

materials.

Next, for the same category of materials (iii) with enhanced shear resistance,

we examine the conditions on the anisotropy parameters that lead to the non-trivial

coupling between void shape and matrix flow anisotropy. The difference between an

isotropic matrix and material (iii) lies in the values of the shear Hill coefficients, with

hTS = hSL = 0.5 for material (iii) as opposed to unity for the isotropic material (see

Table I). In Fig. 15, we continuously vary the values of hTS between 0.25 and 1 to

observe the effect on the void shape sensitivity for the coalescence strains and the

growth rate of porosity. Two values of initial void shapes, w0 = 1 and w0 = 1/2, are

compared. One can see that a transition occurs approximately at hTS = 0.5 below

which the difference between the curves corresponding to the two initial void shapes is

negligible. Fig. 16 shows the variation of the void shape sensitivity parameter ∆E(c),

defined in equation (2.13), as a function of the Hill coefficients hTS. The void shape

sensitivity is seen to increase with increasing hTS with an inflexion point around the

isotropic value of hTS = 1. The void shape sensitivity approaches zero for hTS < 0.5
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(materials of type (iii)) whereas the void shape sensitivity is seen to be high for

hTS > 2 (materials of type (i)).

4. Case of Penny Shaped Cracks

The limiting case of highly oblate voids or penny shaped cracks is an important one

in practice. Such cracks were observed to initiate in brittle phases in multi-phase

materials [50, 51] or simply due to cracking of second phase particles; see the review

by Benzerga and Leblond [15]. Lassance et al. [52] carried out a series of cell model

studies of penny shaped voids embedded in an isotropic matrix. In this section,

we explore amendments to their conclusions when matrix anisotropy is taken into

account. Attention is restricted to the same EYT materials investigated above. One

issue with using the cell model of Fig. 3 for particle–matrix systems is that it ignores

the effect of particles. A useful result in this respect from Lassance et al.’s [52]

investigation is that particle shielding is weak for particle volume fractions below 1%

or so. We shall rely on this finding to justify the relevance of the voided cell model

to particle–matrix material systems, in addition to multi-phase ones.

Three realizations of the penny-shaped crack were investigated using w0 = 1/30,

w0 = 1/20 and w0 = 1/10 keeping the same radial void size to void spacing ratio

(χ0 = 0.247). Such initial configurations correspond to different values of the initial

porosity but share the same value of the equivalent porosity f e0 = 0.01. Here, f e0 is

defined as the volume fraction of a spherical void having a radius equal to that of the

“crack”. The actual porosity f0 = w0f
e
0 is therefore much smaller. It was found that

the response of the unit cell is weakly dependent upon the specific choice of w0 in the

range considered, irrespective of the type of material anisotropy. Thus, we will only

present results for w0 = 1/20 focussing on the effect of matrix anisotropy.

Fig. 17 shows the results obtained for a loading triaxiality of T = 1 (solid lines).
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Fig. 17. Effect of matrix plastic anisotropy on the effective response of porous unit

cells containing initially penny shaped cracks (w0 = 1/20) with and effective

porosity f e0 = 0.01 (solid lines) and spherical voids with f0 = 0.01 (dashed

lines), under axisymmetric loading with T = 1: (a) effective stress–strain

response, (b) evolution of porosity.

These results clearly indicate that the effect of matrix anisotropy is as significant in

this limit case of penny shaped cracks as it is for other void shapes. For instance the

effective strain to coalescence for material (iii) is about twice as much as for material

(ib). This effect was qualitatively expected because the crack quickly blunts in the

matrix and opens up into a void with a roughly equiaxed shape.

To interpret further these results, a set of reference calculations were carried

out for the equivalent microstructure, i.e., for spherical voids with f0 = 0.01 = f e0 .

The corresponding results are also included in Fig. 17 (dashed lines). An interesting

finding in the case of material (iii) is that the response for penny shaped cracks is very

different from that obtained for the equivalent spherical voids. This puts into question

the very notion of “equivalence”. On the other hand, it is noted that the responses for

the equivalent and actual microstructures are indeed close to each other in the case of

the isotropic matrix and material (ib). It is possible to explain why this equivalence

works well for isotropic matrices. In fact, it results from the competing effects of



35

extremely oblate shape (negative for ductility) and low initial porosity (positive).

When the two effects cancel out “equivalence” works. However, deviations from that

behavior are conceivable in the presence of large deformation induced microstructure

evolution. Such deviations are realized in materials of type (iii) as shown in Fig. 17.

5. Materials with Unequal Principal Yield Strengths

The material anisotropy parameters used in the set of results presented thus far were

chosen such that the materials have the same nominal yield stresses in the three

principal directions of orthotropy (hL = hT = hS = 1). As a consequence, for all such

EYT materials the unit cell effective and mean normal stresses are initially equal.

Since the evolution of porosity has an exponential dependence on the mean stress,

the choice of EYT materials enabled us to apportion the effects of material anisotropy

and void shape. However, the case of hL, hT, hS 6= 1 is more general and commonly

observed experimentally [53]. In this section, we present a set of results for categories

of materials with hL = hT 6= 1 and hS 6= 1.

Fig. 18a shows the comparison of stress–strain responses for unit cells made of

an isotropic matrix, material (iib) and material (iv) from Table I. Material (iib) is

similar to material (ib) from the previous set of calculations in the sense that they

both have relatively high values of the shear Hill coefficients hTS(= hSL) compared

to the isotropic case making them weaker under shear loading. On the other hand,

material (iv) is weaker under tension along the principal directions similar to material

(iii) used previously. Three different values of w0 (= 1/2, 1 and 2) are compared and

all the unit cells had f0 = 0.001 and λ0 = 1. Each of these materials has the same yield

strengths σL = σT in the radial direction but the axial yield strength σS varies for each

material. For comparison purposes, the effective stresses in Fig. 18a are normalized

by the initial yield stress, σiso, of the isotropic matrix. This avoids normalization by
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Fig. 18. Effect of matrix material anisotropy on the cell model response for f0 = 0.001,

λ0 = 1, T = 1 and three values of w0. Case of non EYT materials (Table I).

(a) Effective stress–strain response, (b) evolution of porosity, (c) evolution of

the void aspect ratio w; and (d) evolution of w for initially prolate cavities

with w0 = 2. The anisotropic materials being compared have different yield

stresses in uniaxial tension along eS.
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(a) (b) (c)

Fig. 19. Contours of effective plastic strain p at Ee = 0.45 for non EYT materials and

initially spherical voids with f = 0.001 and T = 1: (a) material (iib), (b)

isotropic matrix and (c) material (iv).

a variable quantity.

One can see from Fig. 18a that material (iv) has the highest effective strength

while material (iib) has the lowest strength. Clearly, the effect of the overall stress

level reflects in the evolution of the porosity shown in Fig. 18b, where material (iv)

consistently shows faster void growth compared to material (iib). Nevertheless, some

qualitative features of the effect of the shear Hill coefficients hTS = hSL observed in the

previous calculations are retained. For instance, the effect of the initial void shape is

seen to be negligible for material (iv) while the effect is magnified for material (iib) (in

comparison to the case of the isotropic matrix). These trends are identical to those

observed for material (iii) and material (ib), respectively, in the previous sections.

One common feature of these results is that orthotropic materials that are weaker
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under shear in one of their principal planes compared to an isotropic material (i.e.

hTS = hSL > 1 in the transverse isotropic case) appears to exhibit higher sensitivity

to the initial void shape, while materials that have a high resistance to yielding under

shear exhibit lower void shape sensitivity.

Fig. 18c shows the evolution of the void aspect ratio w and Fig. 18d shows

the evolution of w in the w0 = 2 case with an expanded range for the ordinate.

The interesting observation from Fig. 18d is that the mode of coalescence in the

case of material (iib) appears to be different from the case of the other materials.

Although the cell exhibits a transition to the uniaxial straining mode, this is not

accompanied by a corresponding drop in w associated with the rapid lateral expansion

of the voids. In fact, examination of the contours of effective plastic strain in the

deformed configuration of the unit cell (Fig. 19) reveals that significant plastic strain

has accumulated along an inclined band in the case of material (iib). This eventually

leads to significant deviations from a spheroidal shape for the cavity. As a result,

coalescence takes place in a plane parallel to the equatorial plane, by necking of the

smallest deformed ligament. A more through investigation of the conditions under

which these alternate modes of coalescence are favored under axisymmetric loading

will be provided in a forthcoming paper.

D. Discussion

The primary motivation for pursuing cell model studies of the type presented in this

chapter is to analyze the influence of matrix material anisotropy on void growth and

coalescence. Previous finite element cell studies have focussed on the separate ef-

fects of void shape [35, 42, 43] and plastic flow anisotropy in single crystals [54] or

textured polycrystals [32]. Here, the aim has been to assess the relative importance



39

of void shape and plastic anisotropy effects on ductile fracture under a variety of

triaxial proportional loading conditions. The results of the present study also pro-

vide benchmarks for calibrating continuum models of ductile fracture in anisotropic

materials. These include extensions of the Gurson model to incorporate additional

microstructural information, such as void shape and material texture [32, 38–41], as

well as alternative porous metal plasticity models accounting for texture effects in

polycrystalline materials [55]. Furthermore, once appropriately extended to account

for plastic anisotropy, the void coalescence models that were independently developed

by Gologanu et al. [56], Pardoen and Hutchinson [43] and Benzerga [57] can also be

assessed using the present findings from cell model calculations.

The voided cell model is a powerful tool for investigating ductile failure mecha-

nisms at intermediate scales. Three kinds of parameters enter the model, which relate

to the applied loading, the microstructure (i.e., void population attributes) and the

plastic flow in the matrix. When the present results are added to the rich literature

on this subject [15], it becomes evident that the effect of matrix anisotropy is most

important among all matrix related parameters, including strain hardening. To il-

lustrate this, the E(c) measure of failure strain decreases by more than 0.7 when Hill

coefficient hTS varies between 0.5 and 2.33 for an initial porosity of f0 = 0.001. For

reference, the relative change in failure strain is about 0.7 for the same f0 when the

stress triaxiality ratio varies between 1 and 3. The effect of matrix anisotropy is thus

comparable to the exponential effect of triaxiality.

To understand the effect of matrix anisotropy, consider the following combination

of Hill’s coefficients

h = 2

[
2

5

hL + hT + hS

hLhT + hThS + hShL

+
1

5

(
1

hTS

+
1

hSL

+
1

hLT

)] 1
2

(2.14)

For an isotropic material h = 2. This scalar is an invariant of the fourth order tensor
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h, expressed in axes pointing toward the principal directions of matrix orthotropy. It

has emerged in all previous analytical treatments of the problem at hand, or variants

thereof, by means of homogenization theory [32,39,41]. According to these theoretical

models, the growth rate of porosity may be written as

ḟ ∝ sinh

(
κ

Σh

σ̄

)
(2.15)

where Σh is a weighted mean of the normal stresses, σ̄ is the matrix flow stress and κ

is a factor that depends on both void shape and matrix anisotropy. Interestingly, κ

has a 1/h dependence and is exactly 3/h for spherical voids. The essence of the effect

of matrix anisotropy on void growth is rooted in the way invariant h changes from one

material category to another. The values taken by h, as reported in Table I, correlate

with the trends observed for all EYT materials investigated. In particular, the expo-

nential dependence of void growth upon stress triaxiality (through Σh) and matrix

anisotropy (through h) clarifies the comparable effects of T and anisotropy pointed

out above. Yerra et al. [54] have also pointed out the usefulness of equation (2.14) as

a rationale of their results on void growth in single crystals.

Our results show that the effect of matrix anisotropy is both persistent and

subtle. The persistent effect, including at extreme stress triaxialities or void shapes, is

essentially explained by an average resistance to void growth represented by invariant

h. On the other hand, the effect can be subtle due to varying stress levels (such as in

materials with unequal yield strengths) or to strong coupling with void shape effects.

In fact, the factor κ in (4.10) may depend on other transversely isotropic invariants of

tensor h, as inferred from the theoretical analysis of Keralavarma and Benzerga [41].

Such subtleties may also explain some trends discussed by Yerra et al. [54].

We emphasize that the average resistance introduced through h arises irrespec-

tive of the major load direction. Evidently, some additional dependence upon load
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direction will manifest in any anisotropic material. The analysis of any such depen-

dence would require fully 3D calculations. The key finding is that any given material

is characterized by a factor h, which sets its average resistance to void growth.

Among the obtained trends some findings merit further discussion. At high

levels of remote load triaxiality (T ≥ 2), the effect of material plastic anisotropy is

a predominant factor affecting the overall ductility, unlike the effect of void shape

(Figs. 6–8). A continuum model for plastically orthotropic porous materials has

previously been developed by Benzerga and Besson [32] following a micromechanics

based approach similar to that of Gurson [12]. It was demonstrated that this model

captured the effect of material anisotropy on the effective response of the porous

medium well, as evidenced by comparisons of the model with unit cell calculations of

the type presented here using initially spherical voids. Since at high T , void shape

evolution has a negligible effect for initially spherical cavities, the model of Benzerga

and Besson [32] neglecting void shape effects is an adequate extension of the Gurson

model to plastically anisotropic materials.

The behavior at moderate stress triaxialities (2/3 ≤ T ≤ 1.5) prevailing in

notched bars can be quite different. As is now widely documented in the literature,

void shape effects are important in this regime. This effect is best quantified using

a void shape sensitivity parameter, ∆E(c), defined as the difference between strains

to coalescence for initially prolate and oblate voids1. At high triaxiality, ∆E(c) ≈ 0

whereas at T = 1 the difference in ductilities is already above 0.25. This figure

increases further upon decreasing the triaxiality down to T > 1/3. For T = 1/3,

void coalescence does not take place for f0 ≤ 0.001, irrespective of the initial void

1The values chosen in the text for w0, i.e., 1/2 and 2, are arbitrary. However,
∆E(c) can be defined more objectively as the difference between infinitely long voids
(cylinders) and infinitely flat voids (penny-shaped cracks).
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shape [43]. In the regime of moderate triaxialities, the cell model studies reported on

here show that the sensitivity to initial void shape is influenced by matrix material

anisotropy. This influence is so strong that it may either nullify the effect of void

shape (e.g. material (iii) in Fig. 12) or exacerbate it, as is the case of materials (ib)

and (iib) in Figs. 12 and 18, respectively. Typical trends can be summarized using the

above notion of void shape sensitivity parameter ∆E(c), as shown in Fig. 9b. In this

regard, Benzerga et al. [58] used a heuristic combination of the models by Benzerga

and Besson [32] and Gologanu et al. [38] in their modeling of anisotropic fracture.

For weak coupling between void shape and matrix anisotropy effects, their heuristic

combination is acceptable but the present results indicate the extent to which such

heuristics is valid.

This study does not deal with the conditions under which voids nucleate in real

materials. Any predictions made on the basis of the results reported here would need

to be augmented with detailed nucleation analyses. Yet, voids are reported to nucleate

at rather low macroscopic strain levels in various material systems (e.g., sulfides in

steels and cracks in brittle phases). In addition, when void nucleation occurs due

to brittle particle cracking, penny-shaped cracks form and blunt into the plastically

flowing matrix.

Our findings for penny-shaped voids confirm that the influence of plastic anisotropy

in ductile fracture is paramount. This was illustrated for EYT materials at a mod-

erate triaxiality of 1 and the same behavior is expected at higher triaxialities which

promote faster evolution of voids into equiaxed shapes. For all EYT materials that

were considered, the cell model response was found to be independent of the specific

choice of the “crack” aspect ratio so long as w0 ≤ 1/10. This is in agreement with

the conclusions of Lassance et al. [52] who studied the case of isotropic matrices.

As noted there, the ductility of isotropic materials containing penny-shaped cracks
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is controlled by the relative void spacing. Since the latter was kept fixed in our

investigation, we conclude that matrix anisotropy is another important microstruc-

tural parameter along with the relative void spacing. With respect to approximating

penny-shaped cracks with equivalent spherical voids, our findings for some materials

support the proposition made long ago by Pineau and Joly [50] who introduced the

notion of an equivalent porosity f e0 . Lassance et al. [52] established one limitation of

such an approximation, namely the case of large particle/void volume fractions. The

present investigation establishes another limit for materials endowed with a higher

resistance in shear than their isotropic counterpart (Fig. 17). This limitation of the

equivalent microstructure applies at all porosity levels.

Part of the effect of plastic anisotropy is associated with void growth. The other

part can be associated with the way in which anisotropy affects the shift to the

uniaxial straining mode, i.e., the onset and progress of void coalescence. It is not

straightforward to apportion the two contributions from the cell model calculations

alone. In the absence of an analytical quantitative model of void coalescence in

anisotropic materials, one can document the values of the void volume fraction at

incipient coalescence, i.e., at the onset of micro-scale localization. Fig. 20 illustrates

the trends in terms of this “critical” porosity, designated f (c), versus stress triaxiality

for three EYT materials. In all the cases shown, void coalescence took place by

internal necking of the inter-void ligament. Fig. 20 illustrates that f (c) is significantly

affected by the plastic anisotropy of the material and may vary as a function of the

loading triaxiality even for an isotropic material. This finding emphasizes a point

already made in the literature, e.g., [35, 43, 59], in that the use of a constant f (c) in

the phenomenological approach to void coalescence is, in general, not adequate. At

the rates of void growth preceding localization, a difference of half a percent in f (c)

can lead to significant variations in the strain to coalescence E(c). What is important
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Fig. 20. Porosity at the onset of coalescence, f (c), versus stress triaxiality ratio, T , for

initially spherical voids with f0 = 0.0001 and three EYT matrix materials.



45

in Fig. 20 is that plastic anisotropy can lead to variations in f (c) that are stronger than

those caused by the triaxiality alone. Capturing these effects requires micromechanics

based models of void coalescence that take into account the cumulative effect of the

deformation history in determining the critical conditions for the onset of coalescence.

The computations presented here were limited to transversely isotropic materials.

Experimentally measured material anisotropies can be more general, and therefore

the material properties used in this study are approximate axisymmetric representa-

tions of the range of material anisotropies observed experimentally. Yet, the effects of

material anisotropy evidenced in this work are quite prominent. This suggests that

even stronger effects may be expected in more realistic cases. The analysis of the

latter would however require fully three-dimensional calculations. What is of particu-

lar practical importance is that plastic anisotropy effects are significant, unavoidable

(e.g., due to processing) and sometimes beneficial. As such, they may prompt ma-

terial designers to engineer anisotropy of certain types instead of limiting it. With

this prospect in mind, this and other concurrent modeling efforts may help lay the

theoretical foundations for such rational material design.

E. Conclusions

The effect of matrix material anisotropy on void growth and coalescence was inves-

tigated under a variety of axisymmetric loading conditions and for various initial

microstructures representative of periodic void aggregates. The plastic anisotropy

modeled here is a representation of material texture and grain elongation effects in

polycrystalline materials. It can also represent the anisotropy of plastic flow in single

crystals. The conclusions drawn from our results may be summarized as follows:

• The effect of plastic anisotropy of the matrix material appears to be a dominant
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factor in the mechanics of porous plastic solids, at all stress triaxiality levels.

Unlike the effect of void shape, its effect does not vanish at high levels of triax-

iality. In addition, at low stress triaxiality, plastic anisotropy sets the extent to

which the initial void shape affects the effective behavior of the porous material.

• The critical porosity for the onset of coalescence f (c), which generally depends on

the stress triaxiality ratio, is found to depend strongly on the plastic anisotropy

of the matrix.

• Since void growth and coalescence are but expressions of plastic distortion of

the matrix material, the above effects of plastic anisotropy are qualitatively

expected. However, the magnitude manifested by these effects is far more sig-

nificant than has been appreciated in the literature.

• The computational results clearly illustrate the need for a fundamental cou-

pling between plastic anisotropy and void shape effects for accurate modeling

of ductile fracture in structural materials. In this context, there is a need for

better experimental characterization of the plastic flow anisotropy of wrought

structural materials under fully three-dimensional conditions.
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CHAPTER III

A CONSTITUTIVE MODEL FOR PLASTICALLY ANISOTROPIC SOLIDS

WITH NON-SPHERICAL VOIDS. PART I: THEORY∗

A. Introduction

Failure in metallic structures at temperatures above the brittle-to-ductile transition

typically occurs by the nucleation, growth and coalescence of microvoids [60]. Un-

derstanding the material-specific processes of ductile fracture is central to structural

integrity assessment and to failure mitigation in various contexts, from metal forming

to high strain-rate penetration phenomena. A generally accepted model of ductile

fracture was developed in the 1980’s by Tvergaard and Needleman [13] based on

earlier developments in the micromechanics of void growth by McClintock [61], Rice

and Tracey [11] and most notably Gurson [12]; see [62] for a review. However, many

structural materials exhibit pronounced anisotropic deformation, damage and fracture

behavior, which cannot be captured using the above isotropic model (Fig. 21). Part

of this anisotropy is initial in that it is related to processing and fabrication routes.

The other part is induced: the basic microstructural unit evolves under the large plas-

tic deformations that precede fracture. The key microstructural features involved in

anisotropic ductile damage include material texture, grain elongation, deformability

of second-phase particles during processing and directionality in the spatial distribu-

tion of the latter. While damage initiation mainly occurs at second-phase particles,

subsequent accumulation of damage (void growth) is affected by plastic deformation

in the matrix.

∗Reprinted with permission from “A constitutive model for plastically anisotropic
solids with non-spherical voids” by Keralavarma, S. M. and Benzerga, A. A., 2010. J
Mech Phys Solids 58, 874–901, Copyright [2010] Elsevier Ltd.
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Fig. 21. Crack growth resistance curves of a tough pressure vessel C–Mn steel deter-

mined using compact-tension specimen testing for two loading orientations:

L–T (load along axial direction L with crack extension, ∆a, along trans-

verse direction T) and T–L (vice-versa). Values of toughness, JIc, accord-

ing to ASTM E-813-94 are 503kJ/m2 and 121kJ/m2, respectively. Adapted

from [49].

Gurson [12] treated the nonlinear homogenization problem of a representative

volume element (RVE) of a porous material subject to axisymmetric loading. His

RVE consisted of a hollow sphere made up of a rigid, perfectly plastic and isotropic

material containing a concentric spherical void. The outcome of his analysis was

an effective yield criterion for the porous material along with an evolution law for

the void volume fraction. His derivation was later shown to be amenable to Hill–

Mandel homogenization of the kinematic kind, combined with limit-analysis of the

chosen RVE subject to arbitrary loading conditions; (e.g. [16, 63]). A unique feature

of Gurson’s criterion is that it constitutes, for the chosen RVE, a rigorous upper

bound, which also happens to lie very close to the exact criterion [16]. To account

for initial and induced anisotropies, extensions of the Gurson model were developed

in the 1990’s to incorporate void shape effects [37,38,64,65] and plastic anisotropy of
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the matrix material [32]. Both have been shown to affect void growth to first order.

Incorporating void shape effects based on an alternative variational principle using

the concept of a linear comparison material [66] are also worthy of note [67, 68]. It

seems reasonable to expect that plastic anisotropy and void shape effects will manifest

themselves in the orientation dependence of toughness in some structural materials,

as illustrated in Fig. 21.

Micromechanical unit-cell calculations of the type pioneered by Koplik and Needle-

man [29] have also documented the effect of void shape on void coalescence [42, 43].

This has motivated the development of improved models of void coalescence [43, 49,

56, 57, 59, 69–71]. For further practical implications of using anisotropic models in

ductile fracture predictions, see the recent reviews by Pineau [72] and Pineau and

Pardoen [60].

Based on the above extensions of the Gurson model, Benzerga et al. [58, 73]

introduced a ductile fracture computational methodology, which accounts for all types

of initial and induced anisotropy listed above. In particular, they proposed a heuristic

combination of void shape and plastic anisotropy effects. Details may be found in [49].

More recently, Monchiet et al. [39] and Keralavarma and Benzerga [40] have tackled

a Gurson–like homogenization problem to obtain a new yield function that truly

couples plastic anisotropy and void shape effects. In both investigations, the RVE

consisted of a hollow spheroid made up of a rigid, perfectly plastic and orthotropic

material containing a confocal spheroidal void. The chief concern of both articles was

the derivation of a new effective yield function, not the evolution of microstructure.

While Monchiet et al. [39] derived an approximate yield criterion using a limited

description of the microscopic deformation fields, Keralavarma and Benzerga [40]

obtained more accurate results by considering a richer description of those fields.

However, in the latter work, the void axis was taken to be aligned with one direction
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of orthotropy of the matrix material and the loading was axially symmetric about the

void axis. In this chapter, we develop a more general approximate solution applicable

to (i) non-axisymmetric loadings; and (ii) under circumstances where the void axis is

no longer constrained to be aligned with a principal axis of matrix orthotropy. The

latter situation arises, for example, under off-axes loading of hot-rolled steels as a

consequence of induced anisotropy, Fig. 22. In addition, we derive micromechanics-

based evolution laws for the microstructure. We emphasize that while the remote

loading is non-axisymmetric the void is approximated by a spheroid throughout the

deformation. This approximation is of no consequence on the potential upper-bound

character of the effective yield locus; it may be likened to approximating a void by a

sphere in the Gurson model when deviatoric loadings are considered.

The chapter is organized as follows. In Section B we motivate further the need for

improved models of void growth and coalescence by a set of finite-element calculations

of voided unit-cells subject to imposed stress histories. Next, we recall the variational

formulation of the effective yield criterion in Section B. In Section D the microme-

chanics problem is posed by specifying geometry, microscopic plasticity model and

velocity fields. Section E is a self-contained derivation of the approximate effective

yield function with details deferred to four appendices. In the following section, salient

features of the derived yield surfaces are analyzed using data for three orthotropic

materials. We close the model equations by developing laws for microstructure evolu-

tion in Section G along with some preliminary, but discriminating, comparisons with

finite element calculations of voided cells.
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Fig. 22. (a) Sketch of porous material consisting of an aggregate of aligned spheroidal

voids embedded in a plastically orthotropic matrix. (b) Actual configuration

of void population in an initially dense steel after heavy deformation under

off-axes triaxial loading [49]. (c) Etched cross-section of same specimen reveal-

ing its two-phase microstructure, ferrite (bright phase) and banded pearlite

responsible for plastic anisotropy (dark phase). Orientation of void aggregate

in (b) is not that of pearlite bands in (c) because of deformation-induced

anisotropy.
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Fig. 23. Configuration of the cylindrical RVE considered in the finite element simu-

lations. (a) Front view. (b) Top view. Void axis e3 and axis of transverse

isotropy eS are the same.

B. Finite Element Simulations

We present a set of finite element calculations on porous representative volume ele-

ments (RVE) to demonstrate the subtle coupling between the effects of void shape and

material anisotropy and motivate the need for an improved model. In all simulations,

the principal axes of the void, the axes of material orthotropy and the principal axes

of the loading all coincide. Thus, the chosen configuration is considerably simplified

from the general case sketched in Fig. 22. Yet, it illustrates important points while

allowing for the analysis to be conducted under axisymmetric conditions.

The calculations are based on the concept of a unit-cell containing a void as

elaborated upon by Tvergaard [28] and further developed by Koplik and Needle-

man [29]. A spheroidal void is embedded in an elastoplastic cylindrical matrix, as

sketched in Fig. 23, with elastic constants E = 210 GPa and ν = 0.3. The geome-

try of the unit-cell is characterized by the initial porosity, f0, void aspect ratio, w0,

defined as the ratio of the axial to transverse semi-axes, and the cell aspect ratio,

H0/R0. Invariance of material plastic flow properties about an axis eS is assumed.
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The latter is identified with the axis of the spheroidal void e3. The hatched bands

in Fig. 23a schematically represent pearlite banding as in Fig. 22 and, more gener-

ally, any processing-induced texturing of the matrix material. More specifically, the

matrix is taken to be plastically anisotropic of the Hill type, with the associated flow

rule and power-law strain-hardening of the form σ̄ = σS(1 + ε̄/ε0)N , where σ̄ and ε̄

are work-conjugate measures of matrix effective stress and plastic strain, respectively.

To avoid confusion with the notion of effective properties, we will refer to ε̄ as the

cumulative plastic strain. Here, ε0 = 0.002 is a constant strain offset, N = 0.1 is

the hardening exponent and σS = 420 MPa is the initial yield stress of the matrix

material along eS. The applied loading is taken to be axially symmetric about e3.

The computations are carried out using the object-oriented finite-element (FE)

code ZeBuLoN [44] and a Lagrangian formulation of the field equations. The cell

boundaries are constrained to remain straight so that the unit cell is representative

of a periodic array of voids. Special boundary conditions are formulated such that,

in any given calculation, the ratio γ of net axial stress, Σ33, to net lateral stress, Σ11,

remains constant throughout. Stress triaxiality is measured by the ratio T of mean

normal stress, Σm, to the von Mises effective stress, Σe, given by:

Σe = |Σ33 − Σ11|, Σm =
1

3
(Σ33 + 2Σ11), T =

Σm

Σe

=
1

3

2γ + 1

|1− γ| (3.1)

A Riks algorithm [74] is used to integrate the nonlinear constitutive equations in

order to keep the stress ratio γ, and hence T , constant. T is taken to be unity in the

calculations presented here. The effective response of the unit cell is defined in terms

of the effective stress Σe above versus an effective strain, Ee, defined as follows:

Ee =
2

3
|E33 − E11|; E33 = ln

(
H

H0

)
, E11 = ln

(
R

R0

)
(3.2)

where H and R are the current height and radius of the cylindrical unit cell, respec-
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(a) (b)

Fig. 24. Finite element meshes used in the unit-cell calculations with initial porosity

f0 = 0.001, cell aspect ratio H0/R0 = 1, and void aspect ratio (a) w0 = 2,

and (b) w0 = 1/2.

tively, and H0 and R0 their initial values (Fig. 23).

In all calculations, H0/R0 = 1, the initial void volume fraction is fixed at

f0 = 0.001 while three values of the void aspect ratio are used: w0 = 1/2 (oblate

void), w0 = 1 (spherical void) and w0 = 2 (prolate void). Typical meshes are shown

in Fig. 24, which consist of sub-integrated quadratic quadrilateral elements. Exploit-

ing the symmetry of the problem, only one fourth of the domain is meshed. All

material parameters are kept fixed except w0 and the Hill anisotropy factors that

characterize plastic flow in the matrix. Two sets of Hill coefficients are used which

are representative of an aluminum alloy and a zirconium alloy and referred to as Ma-

terial 1 and Material 2, respectively (Table III). The third set of values (Material 3)

will be used later. In a reference calculation, the material is isotropic and the void

spherical (w0 = 1).

The effective responses of the anisotropic unit cells are compared in Fig. 25a with

that of an isotropic solid (i.e., isotropic matrix and w0 = 1). The effective stress is

normalized by the matrix yield stress σS. The corresponding porosity versus effective
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Fig. 25. Results of unit-cell calculations for two transversely isotropic matrix materials

(Table III) containing either oblate (w0 = 1/2) or prolate (w0 = 2) voids. (a)

Effective stress, Σe, normalized by the matrix yield stress in tension along

eS, versus effective strain, Ee. (b) void volume fraction versus Ee. Key data

include: initial porosity f0 = 0.001; matrix hardening exponent N = 0.1; and

stress triaxiality ratio T = 1. For comparison, results for initially spherical

void in an isotropic matrix are also shown.
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Table III. Matrix material anisotropy parameters, hi, used in the numerical compu-

tations. hi (i = L,T, S,TS, SL,LT) represent the diagonal elements of the

Voigt representation of Hill’s tensor in deviatoric stress space, h, expressed

in the frame of material orthotropy; see Section 2 for details.

hL hT hS hTS hSL hLT

Isotropic 1.000 1.000 1.000 1.000 1.000 1.000

Material 1 1.000 1.000 1.000 2.333 2.333 1.000

Material 2 1.000 1.000 1.000 0.500 0.500 1.000

Material 3 1.650 0.778 0.893 1.378 0.943 1.627

strain curves are shown in Fig. 25b. The calculations, which were terminated just

at the onset of void coalescence, illustrate three typical trends. First, the effect of

initial void aspect ratio w0 is generally significant: in Material 1 there is nearly a 0.25

difference in effective strain between the w0 = 1/2 and w0 = 2 cases at incipient void

coalescence. This result demonstrates the effect of initial void shape on void growth

rates, in keeping with previous studies [43]. Next, at fixed value of w0, changing

the matrix anisotropy properties from Material 1 to Material 2 drastically affects the

stress bearing capacity of the unit cell (Fig. 25a) as well as the rate of increase of

porosity (Fig. 25b) with the effect being more dramatic for the oblate void (w0 = 1/2).

Finally, the combined effect of plastic anisotropy and void shape can yield unexpected

trends as is the case for Material 2: the effect of initial void shape, which is invariably

present in isotropic matrices, simply disappears within the range of w0 considered

here (Fig. 25). For reference, the results corresponding to the isotropic matrix with

w0 = 1/2 and w0 = 2 fall in between the results for materials 1 and 2. They are not

shown in Fig. 25 for the sake of clarity.

None of the available porous plasticity models capture all aspects of the behavior

documented in Fig. 25. This includes the heuristic model of Benzerga et al. [58] who
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Fig. 26. Contours of cumulative plastic strain, ε̄, at a unit cell effective strain Ee = 0.45

and T = 1 using f0 = 0.001, w0 = 2, H0/R0 = 1, N = 0.1 and anisotropy

parameters for (a) Material 1; and (b) Material 2 from Table III. (c) Initial

state. (d) Evolution of void aspect ratio w. Nearly identical evolutions of void

aspect ratio do not necessarily imply the same amount of void enlargement.

conjectured that the combined effect of void shape and plastic anisotropy is a simple

superposition of separate effects. In fact, the effect of plastic anisotropy is more subtle

than discussed above. Examination of the deformed configurations for an initially

prolate cavity, Fig. 26a-c, shows that void growth depends on material anisotropy

even when the void aspect ratio evolves in a nearly identical fashion (Fig. 26d). As

previously shown in Fig. 25b, the porosity grows much faster in Material 1 than

in Material 2 leading to a much lower ductility for the former. This is in contrast

with existing void growth models [38, 43, 49], which would predict nearly identical

evolutions of the porosity in these two materials.

In fact, the strong coupling between plastic anisotropy and void shape effects is
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not surprising. Void growth is merely the expression of plastic deformation of the

surrounding matrix. Physically, it is therefore expected that the ease, or difficulty,

with which plastic flow takes place in the matrix will affect the rate of void growth.

While the results in Figs. 25–26 provide a quantification of this coupling, it remains

that such results hold for particular choices made for the initial microstructural pa-

rameters, loading history, etc. One can only carry out a finite number of such unit cell

calculations. A more challenging task is to derive a mathematical plasticity model

with an inherent predictive capability of coupled anisotropy effects as evidenced at the

mesoscopic, unit-cell level. In doing so, the ambition goes beyond the restrictive case

of transversely isotropic matrices and axisymmetric proportional loadings. On the

other hand, derivation of such a mathematical model from first principles is currently

not tractable without some basic restrictions. Chief among these are the neglect of

elasticity and work hardening in the matrix material. In return, the derivation can

be tackled using tools and concepts from limit analysis and nonlinear homogenization

theory.

C. Variational Formulation of the Yield Criterion

The effective yield criterion of a porous anisotropic material is determined through

homogenization of a representative volume element occupying domain Ω and contain-

ing voids that jointly occupy sub-domain ω. The kinematic approach of Hill–Mandel

homogenization theory [75, 76] is used, wherein the RVE is subjected to uniform

deformation-rate boundary conditions, i.e.,

vi = Dijxj on ∂Ω (3.3)
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where v is the microscopic velocity field and D is a second-rank symmetric tensor,

which specifies the loading. It is straightforward to show that the imposed boundary

rate of deformation, D, is equal to the volume average of the microscopic rate of

deformation, d, over the volume of the RVE. The corresponding macroscopic stress,

Σ, is defined in an analogous way as the volume average over Ω of the microscopic

Cauchy stress, σ. Hence,

Dij = 〈dij〉Ω, Σij ≡ 〈σij〉Ω, (3.4)

where the notation 〈·〉Ω is for volume averaging over Ω. For a porous material, (4.1)

remains valid regardless of the extensions chosen for the fields σ and d within the

void, provided that the boundary of the void remains traction free and the velocity

field is continuous across the boundary. The Hill–Mandel lemma [75,76] entails that

the above defined macroscopic measures of stress and rate of deformation are work

conjugate. It may be noted that in the lemma σ and d need not be related through

a constitutive relation. For a rigid perfectly plastic matrix material with normality

obeyed, the macroscopic, or effective, yield surface in stress space is determined using

the classical limit-analysis theorem identifying the sets of potentially and actually

sustainable loads [77], and is defined by

Σij =
∂Π

∂Dij

(D) (3.5)

Here, Π(D) is the macroscopic plastic dissipation defined as the infimum of the

volume-average of the microscopic plastic dissipation π(d), the infimum being cal-

culated over all admissible microscopic deformation fields. The above theorem and

equation (3.5) also apply when elasticity is included if transformations are small.

Physically, equation (3.5) means that among all microscopic diffuse modes of plastic

deformation, those that result in the smallest average dissipation over the cell will
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define “macroscopic” yielding. Formally,

Π(D) = inf
d∈K(D)

〈π(d)〉Ω (3.6)

where K(D) denotes the set of kinematically admissible microscopic deformations:

K(D) = {d|∃v,∀x ∈ Ω, dij =
1

2
(vi,j + vj,i) and∀x ∈ ∂Ω, vi = Dijxj} (3.7)

For a given deviator d, the microscopic plastic dissipation is defined as

π(d) = sup
σ∗∈C

σ∗ij dij (3.8)

the supremum being taken over all microscopic stresses that fall within the micro-

scopic convex C of elasticity.

Equations (3.5) through (4.15) represent a variational definition of the effective

yield criterion. Actual derivation of the latter requires that the following be specified:

(i) the geometry of the RVE; (ii) a micro-scale plasticity model, which enters through

the term π(d); and (iii) trial velocity fields defining the set K(D) for use in (4.13).

These tasks are undertaken in the following section.

D. Problem Definition

Using the variational approach above, an effective yield criterion is sought for anisotropic

porous materials subjected to arbitrary loadings. Aligned spheroidal voids are em-

bedded in a rigid, plastically orthotropic matrix. Elasticity is thus neglected in the

analysis so that (3.5) applies at finite strains. It will be included heuristically at the

end within a hypoelastic framework. The microstructure orientation is defined by two

triads: (i) (e1, e2, e3) associated with the aggregate of spheroidal voids with e3 being

their common axis and e1, e2 chosen arbitrarily; and (ii) (eL, eT, eS) associated with
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the directions of orthotropy of the matrix. The microstructural and matrix triads

are not necessarily tied to each other; see Fig. 22a. Under an arbitrary macroscopic

stress state with principal axes (eI, eII, eIII), initially spheroidal voids would develop

into three-dimensional voids. This evolution is neglected in the present treatment:

Approximation A1: We approximate the void shape to be spheroidal at every stage

of the deformation.

This approximation is similar to Gurson’s assumption of spherical voids in his

derivation of the isotropic criterion. It can be further justified on the basis that the

objective is to develop an accurate estimate of the macroscopic yield criterion, not to

determine the exact microscopic fields. Finding the latter is a challenging problem

because of their expected dependence upon specific matrix flow characteristics and

of other subtle nonlinear effects1. The microscopic velocity fields are important,

however, in determining the evolution laws for some microstructural variables. The

treatment of the evolution problem in Section G, therefore, will examine possible

strategies to correct for the inaccuracies in the assumed velocity fields.

It is worth noting that while the homogenization procedure outlined in Sec-

tion B is more easily tractable for spheroidal void shapes, alternative homogenization

approaches using non-linear extensions of the Hashin-Shtrikman theory [66] have

been effectively used for ellipsoidal void geometries. While earlier versions of such

models [67,68] did not provide good agreement with numerical estimates of the yield

criterion at high stress triaxialities, recent extensions based on a second order homog-

enization procedure [78] provide approximate, but more accurate results. However,

1A typical example is the counterintuitive flattening of cavities under axial loading
with sufficient amount of superposed hydrostatic stress.
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(a) (b)

Fig. 27. Porous representative volume elements used in the derivation of the analytical

yield criterion. The cases of prolate (a), and oblate (b) voids require separate

treatments.

these models have not yet been extended to treat the case of plastically anisotropic

matrices. In passing, we also note a recent formulation of admissible velocity fields

by Leblond and Gologanu [79] for ellipsoidal voids. It remains to be seen whether the

homogenization procedure of Section B is tractable in that case.

1. Geometry and Coordinates

Following previous works on void shape effects [37, 38, 64], we consider a spheroidal

RVE containing a confocal spheroidal void, as shown in Fig. 27. Let a and b represent

respectively the lengths of the axial and transverse semi-axes of the current confocal

spheroid, and let c =
√
|a2 − b2| represent the semi-focal length. Hereafter, the

subscripts 1 and 2 shall represent variable values at the void and RVE boundaries,

respectively. At fixed void orientation, the geometry is thus completely defined by

two dimensionless parameters; the porosity, f = |ω|/|Ω| = a1b
2
1/a2b

2
2, and the void

aspect ratio, w ≡ a1/b1. For given values of f and w, the eccentricities of the inner
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and outer spheroids may be uniquely determined from the relations

e2
1 =

 1− 1

w2
(p)

1− w2 (o)
,

(1− e2
2)n

e3
2

=
1

f

(1− e2
1)n

e3
1

, n =

 1 (p)

1/2 (o)
(3.9)

where the shorthand notations (p) and (o) stand for prolate and oblate, respectively.

Due to the chosen geometry of the RVEs, we shall mainly employ the spheroidal

coordinate system (λ, β, ϕ) for the subsequent analysis. The base vectors of the

spheroidal frame are defined by

eλ = {a sin β cosϕe1 + a sin β sinϕe2 + b cos βe3}/√gλλ
eβ = {b cos β cosϕe1 + b cos β sinϕe2 − a sin βe3}/√gλλ
eϕ = − sinϕe1 + cosϕe2

(3.10)

gλλ ≡ a2 sin2 β + b2 cos2 β,

 a = c coshλ, b = c sinhλ (p)

a = c sinhλ, b = c coshλ (o)
(3.11)

where (e1, e2, e3) is the Cartesian base associated with the voids introduced above

(also see Fig. 22c). With this choice of coordinates, the boundaries of the void and

the RVE correspond to constant values of λ, designated λ1 and λ2 respectively. The

eccentricity of the current confocal spheroid, e, is related to λ by the relation e =

1/ coshλ.

2. Microscale Plasticity Model

The RVE is assumed to be made of a rigid ideal plastic orthotropic and incompressible

material obeying the Hill quadratic yield criterion [47], which writes

σeq ≡
√

3

2
σ : p : σ =

√
3

2
σ′ : h : σ′ ≤ σ̄, p = J : h : J (3.12)
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where the prime denotes the deviatoric part of a second order tensor and σ̄ is the yield

stress of the material in a reference direction. The fourth order tensor p denotes the

Hill anisotropy tensor, h denotes the anisotropy tensor in the deviatoric stress space

and J denotes the deviatoric projection operator defined by J ≡ I− 1
3
I⊗ I, where I

and I are the fourth and second order identity tensors, respectively. The symbol ⊗

denotes the dyadic product, defined by (I ⊗ I)ijkl ≡ IijIkl. Typically, σ̄ is chosen as

the yield stress in one of the directions of orthotropy of the matrix material and the

components of the anisotropy tensors p and h in (3.12) are scaled accordingly. The

material obeys the associated flow rule, which may be written in the following form

d =
3

2

deq

σ̄
p : σ (3.13)

where deq is defined work-conjugate to σeq as the equivalent microscopic strain rate

deq =

√
2

3
d : ĥ : d (3.14)

Here, ĥ is a formal inverse of tensor h. It is defined as [32]

p̂ ≡ J : ĥ : J, p : p̂ = p̂ : p = J (3.15)

Both h and ĥ are symmetric positive definite tensors; i.e. hijkl = hjikl = hijlk = hklij

and ∀σ 6= 0, σ : h : σ > 0. In the frame of material orthotropy (Fig. 22), h and ĥ

may be expressed as diagonal 6× 6 matrices using Voigt’s condensation. The six Hill

coefficients are then denoted hL, hT, etc. (see Table III). For a Hill material with

associated flow rule, the microscopic plastic dissipation in (4.15) takes the form

π(d) =

 σ̄ deq (in the matrix)

0 (in the voids)
(3.16)
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3. Microscopic Velocity Fields

To describe plastic flow in the matrix, the velocity field is taken as a linear combination

of two incompressible trial velocity fields

∀x ∈ Ω\ω, vi(x) = AvAi (x) + βijxj, (3.17)

where scalar A and tensor β are parameters. Thus, v leads to an inhomogeneous

deformation field, dA, responsible for void expansion, and a homogeneous field β.

Matrix incompressibility requires that the latter be a pure deviator (βkk = 0). The

above decomposition was also used in previous works [12, 32, 38, 39]. Here, however,

the homogeneous part β is not required to be axisymmetric. The expansion velocity

field, vA, is taken to be axisymmetric about the void axis and constructed from

the family of incompressible velocity fields introduced by Lee and Mear [80]. Its

components in spheroidal coordinates are:

vλ(λ, β) = c2/
√
gλλ {B00/ sinh(λ)

+
+∞∑

k=2,4,..

+∞∑
m=0

k(k + 1)[BkmQ
1
m(ζ) + CkmP

1
m(ζ)]Pk(ξ)}

vβ(λ, β) = c2/
√
gλλ {

+∞∑
k=2,4,..

+∞∑
m=1

m(m+ 1)[BkmQm(ζ)

+CkmPm(ζ)]P 1
k (ξ)}

(p) (3.18)
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

vλ(λ, β) = c2/
√
gλλ {B00/ cosh(λ)

+
+∞∑

k=2,4,..

+∞∑
m=0

k(k + 1)im[i BkmQ
1
m(ζ) + CkmP

1
m(ζ)]Pk(ξ)}

vβ(λ, β) = c2/
√
gλλ {

+∞∑
k=2,4,..

+∞∑
m=1

m(m+ 1)im[i BkmQm(ζ)

+CkmPm(ζ)]P 1
k (ξ)}

(o) (3.19)

where

ζ ≡

 coshλ (p)

i sinhλ (o)
; ξ ≡ cos β (3.20)

In the above expressions, Pm
n and Qm

n represent associated Legendre functions of the

first and second kinds respectively, of order m and degree n [81], Bkm and Ckm are

arbitrary real constants and i2 = −1.

As discussed by Gologanu et al. [38], the condition of uniform boundary rate of

deformation (3.3) formally fixes parameters A and β in a two-field approach such as

(3.17). This may be seen by substituting the velocity field (3.17) into the macro-

homogeneity condition (4.1)1, which is itself a corollary of boundary condition (3.3);

this yields:

Dij = A〈dAij〉Ω + βij (3.21)

Denoting DA ≡ 〈dA〉Ω the contribution to D due to the expansion velocity field vA,

it thus follows that parameters A and β are given by:

A =
Dm

DA
m

, βij = Dij −
Dm

DA
m

DA
ij (3.22)

where the subscript ‘m’ denotes the mean part of a tensor (Dm = Dkk/3). Note

that DA is by definition axially symmetric about the void axis. In fact, the imposed

boundary conditions imply further restrictions on the velocity fields. Since the second
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deformation field in (3.17) is uniform by construction, equation (3.3) also requires

that:

vAi = DA
ij xj for λ = λ2 (3.23)

This condition implies that coefficients Bkm and Ckm of the Lee–Mear fields (4.28)–

(4.29) obey the following linear constraints (see [38])
e3

2B00/(3(1− e2
2)) + (3− e2

2)F2(λ2)/
√

1− e2
2 −G2(λ2) = 0 (p)

−e3
2B00/(3

√
1− e2

2) + (3− 2e2
2)F2(λ2)/

√
1− e2

2 −G2(λ2) = 0 (o)

(3.24)

Fk(λ2) = Gk(λ2) = 0, k = 4, 6, 8... (3.25)

where 
Fk(λ) ≡

+∞∑
m=0

[
BkmQ

1
m(ζ) + CkmP

1
m(ζ)

]
Gk(λ) ≡

+∞∑
m=1

m(m+ 1) [BkmQm(ζ) + CkmPm(ζ)]

(p)


Fk(λ) ≡

+∞∑
m=0

im
[
iBkmQ

1
m(ζ) + CkmP

1
m(ζ)

]
Gk(λ) ≡

+∞∑
m=1

m(m+ 1)im [iBkmQm(ζ) + CkmPm(ζ)]

(o)

(3.26)

In the derivation of the effective yield criterion in closed form, only four terms

in the Lee–Mear expansion are used. These correspond to factors B00, B20, B21 and

B22. Since the field vA is defined only up to a multiplicative constant, coefficient

B00 is taken as unity to normalize the field and the remaining factors are collectively

referred to as B2m (m = 0, 1, 2). In the case of a spherical cavity, the fields related to

the B2m factors vanish and that related to B00 becomes spherically symmetric. The

velocity fields corresponding to the coefficients Ckm are not used since these fields do
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not vanish at infinity as is required, so that one can recover the correct limit behavior

for a vanishingly small value of the porosity. The chosen velocity fields are in fact

identical to those used by Gologanu et al. [38] in their work on void shape effects and

is a generalization of the fields used in the earlier works of Gologanu et al. [37,64] (B00

and B22) and Garajeu [65] (B00 and B20). Recent work by Monchiet et al. [39] using

the Hill matrix also considered the fields B00 and B22 to describe the expansion field.

However, we have chosen to use the above four fields to describe cavity expansion

as this was found to yield a better correspondence with numerical estimates of the

true yield criterion [40, 82]. In the case of isotropic matrices, comparison between

the model developed by Gologanu et al. [38] using four fields and their earlier models

using two fields has evidenced superior predictive capability of the former regarding

the evolution of microstructure.

E. Approximate Analytical Yield Criterion

The macroscopic yield locus is given by the parametric equation (3.5) with the dissi-

pation function rewritten as:

Π(D) = inf
d∈K(D)

〈 sup
σ∗∈C

σ∗ij dij 〉Ω (3.27)

With the choice (3.12)–(3.13) made for the matrix plasticity model and the choice

(3.17)–(4.29) for the microscopic velocity fields, an estimate of Π(D) is, in view

of (3.16),

Π(D) = σ̄(1− f)〈deq〉Ω\ω =
σ̄

Ω

∫ λ2

λ1

∫ π

0

∫ 2π

0

deqb gλλ sin β dϕ dβ dλ (3.28)

In this expression, deq, which is defined by (3.14), is evaluated for the specific set of

chosen admissible velocity fields. Since a subset of K(D) is used, Eq. (3.28) delivers an
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upper bound for the true dissipation. For notational convenience, this upper-bound

value and other subsequent estimates are also designated Π(D). As noted above,

imposition of kinematic boundary conditions in terms of D formally determines the

velocity field through (3.22) thus eliminating the need for explicit minimization in

computing the macroscopic plastic dissipation, Eq. (3.27). However, the coefficients

Bkm appearing in the expression of vA are left undefined, to be fixed later indepen-

dently of the boundary conditions. Rewriting deq in terms of the fields dA and β, we

get

deq =

√
A2dA2

eq + βeq
2 +

4

3
AdA : ĥ : β (3.29)

Here and subsequently, the meaning of subscript “eq” is consistent with defini-

tion (3.14) for deformation related quantities. Now, let

〈deq〉(β,ϕ) ≡
∫ π

0

∫ 2π

0
deqgλλ sin β dϕ dβ∫ π

0

∫ 2π

0
gλλ sin β dϕ dβ

=
3

4π(2a2 + b2)

∫ π

0

∫ 2π

0

deqgλλ sin β dϕ dβ

(3.30)

be the average value of deq over coordinates β and ϕ. Then, using the change of

variable y = c3/ab2, (3.28) becomes:

Π(D) = σ̄y2

∫ y1

y2

〈deq〉(β,ϕ)
dy

y2
(3.31)

which can be rigorously bounded from above by

Π(D) = σ̄y2

∫ y1

y2

〈d2
eq〉1/2(β,ϕ)

dy

y2
(3.32)

using Hölder’s inequality. We recall that subscripts 1 and 2 in the bounds of the

integral refer to the inner void surface and outer surface of the RVE, respectively.

Note at this juncture that the above change of variable to y singles out the case of

a spherical cavity (for which c → 0). A special treatment in that case leads to the

criterion developed by Benzerga and Besson [32] since the velocity field vA reduces to
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a spherically symmetric field. We shall seek to recover this special case as the limit

of the final criterion when y2 → 0. Now, from (3.29) we have

〈d2
eq〉(β,ϕ) = A2〈dA2

eq 〉(β,ϕ) + βeq
2 +

4

3
A〈dA33〉(β,ϕ)Q : ĥ : β (3.33)

with

Q ≡ −1

2
(e1 ⊗ e1 + e2 ⊗ e2) + e3 ⊗ e3 (3.34)

Exact integration of (3.32) with the integrand specified through (3.33) and (4.5) is

ruled out due to the complexity of the expression for dAeq. Anticipating approximations

to come, in the spirit of [38], we define two new functions F (u) and G(u) through

〈dA2

eq 〉(β,ϕ) = F 2(u)u2, 〈dA33〉(β,ϕ) = F (u)G(u)u2, u ≡

 y (p)

y
y+1

(o)

(3.35)

thus operating a change of the spatial variable from y to u. This change of variable

leaves the form of the integral in (3.32) unchanged for both prolate and oblate cavities.

After rearranging, 〈d2
eq〉(β,ϕ) may be written as

〈d2
eq〉(β,ϕ) =

AF (u)√
ĥq

Q +

√
ĥqG(u)β

2

eq

u2 +H2(u)βeq
2, H2(u) ≡ 1− ĥqG2(u)u2

(3.36)

See above for the meaning of subscript “eq” and ĥq is defined by

ĥq ≡
2

3
Q : ĥ : Q =

ĥ11 + ĥ22 + 4ĥ33 − 4ĥ23 − 4ĥ31 + 2ĥ12

6
(3.37)

ĥij above denote the Voigt-condensed components of the fourth-order tensor ĥ, ex-

pressed in the basis associated with the void, hence the appearance of terms h23 etc.

Since Q is axially symmetric about e3, it is clear that ĥq is invariant with respect to

the choice of axes e1 and e2 in Fig. 22.
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Approximation A2: We simplify the spatial fluctuations of the microscopic rate of

deformation by replacing functions F (u), G(u) and H(u) in (3.36) by constants that

approximately realize the minimum overall dissipation under some particular loading

paths.

This permits evaluation of integral (3.32) in closed form. The accuracy of A2

can readily be assessed using numerical integration as illustrated in [40] for trans-

versely isotropic materials under axisymmetric loadings. In general, however, A2 is

an “uncontrolled” approximation in the sense that it does not necessarily preserve

the upper-bound character of Π(D) under all loading paths. In Appendix 1 we study

the spatial fluctuations of the deformation to justify replacing F (u), G(u) and H(u)

by constants designated F̄ , Ḡ and H̄, respectively. For a frozen microstructure, the

value of F̄ is chosen such that the analytical criterion yields a close approximation

to the true yield criterion for purely hydrostatic loading, while Ḡ and H̄ are chosen

such that the analytical criterion provides a close match to the true yield criterion

for purely deviatoric axisymmetric loading about the void axis. Here, by true yield

locus we mean the locus defined by equations (3.5) and (3.28) evaluated using the

four velocity fields chosen in Section 3 and determined numerically without approxi-

mations. The precise constants F̄ , Ḡ and H̄ and their dependence upon f and w will

be specified later.

Thus, substituting (3.36) in (3.32) in view of A2, we can write the plastic dissi-

pation in the Gurson-like form

Π(D) = σ̄y2

∫ u1

u2

√
Ã2

equ
2 + B̃2

eq

du

u2
(3.38)
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where Ã and B̃ are traceless tensors defined by

Ã ≡ A
F̄√
ĥq

Q +

√
ĥqḠβ, B̃ ≡ H̄β (3.39)

To obtain the closed form expression of the macroscopic yield locus, the components

of D are to be eliminated from the parametric equation (3.5). D enters implicitly the

equation above through A and β. In Appendix 2 we provide the key steps for partial

elimination of the parameters, leading to the following equation for the yield locus

q2C
3

2

Σ : H : Σ

σ̄2
+ 2(g+ 1)(g+ f) cosh

(
q1κ

Σ : X

σ̄

)
− (g+ 1)2− (g+ f)2 = 0 (3.40)

where

H ≡ (I + η(X⊗Q) : p̂) : p : (I + p̂ : (ηQ⊗X)), (3.41)

X ≡ α2(e1 ⊗ e1 + e2 ⊗ e2) + (1− 2α2)e3 ⊗ e3 (3.42)

and q1 and q2 are scalar-valued functions of β/A. For example,

q1 =
√

1 +R2
eq/ĥq; R ≡ (Q : p̂ : Q)β/A− (Q : p̂ : β/A)Q

3
2
F̄ /Ḡ+ Q : p̂ : β/A

(3.43)

Expressions of the criterion parameters C, g, κ, η and α2 are given in Appendix 3.

They are tied to the constants involved in approximation A2 above, i.e., F̄ , Ḡ and

H̄ whose derivation is also given in Appendix 3. Most parameters depend on the

anisotropy tensor h; all of them are implicit functions of microstructural variables f

and w. The effect of void orientation enters the criterion through tensors Q and X de-

fined by (4.5) and (4.4), respectively, while matrix anisotropy enters via tensors h and

ĥ. An important formal difference with the model of Benzerga and Besson [32] is that

the fourth order tensor H, which may be termed the macroscopic plastic anisotropy

tensor, is different from the microscopic anisotropy tensor h. This difference stems

from the fact that the expansion velocity field vA used in the previous work was
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spherically symmetric, whereas that used now is not. In the limit of a spherical cav-

ity, q1 → 1 and so does q2. We thus check that the criterion does not depend on the

void orientation (see Appendix 2).

Finally, since the plastic dissipation Π(D) is positively homogeneous of degree 1,

elimination of the ratio β/A, which appears through q1 and q2, from criterion (3.40) is

possible, at least in principle. However, the resulting criterion would be unnecessarily

complicated. For the sake of simplicity, therefore, we adopt the final approximation

as follows:

Approximation A3: The derived yield criterion is approximated by replacing the

coefficients q1 and q2 by unity in equation (3.40).

In Appendix 4 we provide some arguments pleading in favor of this approximation.

The final form of the derived anisotropic yield criterion is thus written as F(Σ) = 0

with

F(Σ) = C
3

2

Σ : H : Σ

σ̄2
+ 2(g+ 1)(g+ f) cosh

(
κ

Σ : X

σ̄

)
− (g+ 1)2− (g+ f)2 (3.44)

where, in view of approximation A3, H is given by

H ≡ p + η(X⊗Q + Q⊗X) (3.45)

Q by (4.5), X by (4.4) and the criterion parameters κ, α2, g, C and η are provided

in Appendix 3. Recall the definitions of the anisotropy tensors p and p̂ from (3.15).

In the special case of an isotropic Von Mises matrix (h = ĥ = I) equation (4.2)

reduces to the form proposed by Gologanu et al. [38]. However, Gologanu et al. had

proposed the above form as a heuristic generalization of an axisymmetric criterion

derived using a similar limit analysis. In the case of spherical voids in a Hill matrix,
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from (4.50) one obtains lim
w→1

α2 = 1/3 and from (4.51) C = 1 and η = 0. Also, (4.48)

reduces to

κBB =
3

2

√
5

(ĥq + 2ĥa + 2ĥt)
=

3

2

[
2

5

hL + hT + hS

hLhT + hThS + hShL

+
1

5

(
1

hTS

+
1

hSL

+
1

hLT

)]− 1
2

(3.46)

in terms of Hill’s coefficients from Section 2 and the upper-bound yield criterion of

Benzerga and Besson [32] is recovered. Note that κBB is an invariant of tensor h but

ĥ, ĥa and ĥt are only transversely isotropic invariants. In particular, the Gurson yield

function is obtained in the limit of spherical voids in an isotropic matrix since h = I

implies κBB = 3/2.

In the limit of cylindrical voids in a Hill matrix with eS = e3, we have lim
w→∞

α2 =

1/2 C = 1, η = 0 and (4.48) reduces to

κcyl =

√
3

ĥt
=
√

3

[
1

4

hL + hT + 4hS

hLhT + hThS + hShL

+
1

2hLT

]− 1
2

(3.47)

which is the result obtained by Benzerga and Besson [32]2. In particular, the Gurson

yield function for cylindrical cavities in a Von Mises matrix is recovered with κcyl =
√

3

in that case.

F. Example Yield Loci

The yield surface defined by equation (4.2) may be visualized as the boundary of a

convex region in the Haigh–Westergaard stress space (three-dimensional space with

the principal stresses ΣI,ΣII,ΣIII as the Cartesian coordinates). It is conventional

in plasticity theory to use cylindrical coordinates z = Σm, r =
√

Σ
′
: Σ

′
=
√

2/3Σe

and θ such that cos (3θ) = 27/2 det(Σ
′
/Σe). As in equation (3.1), Σe and Σm are

2There are two typographical errors in [32] (i) the exponent 1/2 was dropped in
print; and (ii) Σαα should read Σ11 + Σ22 after their equation (58).



75

the Von Mises effective stress and mean normal stress, respectively, and θ is the

Lode angle. Cross-sections of the yield surface corresponding to the family of planes

Σm = cste are called π-planes and the cross sections corresponding to θ = cste

are called meridional planes. It is emphasized that, the yield function (4.2) being

anisotropic, the shape of the yield surface in principal stress space will vary depending

on the relative orientations of the principal axes of loading, the axes of orthotropy of

the matrix and the axis of symmetry of the void.

In this section, we present cross-sections of the yield surface corresponding to

special cases of loading. The first cross-section corresponds to triaxial loadings sharing

a common value of Σm. This cross-section represents the trace of the yield surface

on a π-plane. The second cross-section corresponds to axisymmetric loading about

the eIII axis, Σ = ΣmI + Σ
′
/3(−eI ⊗ eI − eII ⊗ eII + 2eIII ⊗ eIII). The third cross-

section corresponds to in-plane shear loading with a superposed hydrostatic stress,

Σ = ΣmI+Σ
′
/
√

3(eI⊗eI−eII⊗eII). Note that for the latter types of loading, the Von

Mises effective stress Σe = |Σ′ |. Assuming that the Lode angle θ is measured with

respect to the Σ
′
III axis in the π-plane, the above two cross-sections correspond to the

traces of the yield surface on meridional planes defined by θ = nπ and θ = (n+1/2)π,

respectively, with n = 0, 1. In all cases, the values of the stresses are normalized by a

reference stress, σ̄ ≡ σS, which is identified with the yield stress of the matrix material

along direction of orthotropy eS. Also, all examples below are shown for a porosity

f = 0.1.

Four orthotropic materials are considered for the matrix. Their Hill coefficients

are listed in Table III (see Section B). We consider two configurations of the mi-

crostructure, characterized by the orientation of the void axis relative to the axes of

orthotropy of the matrix. In the first case, referred to as the “aligned” configura-

tion, the void axis e3 is taken to be aligned with the eS axis of orthotropy. In the
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Table IV. Orientations of the principal axes of loading relative to the microstructure,

corresponding to the yield loci of Figs. 28–31.

Label Loading orientation

L1 eI = eL, eII = eT, eIII = eS

L2 eI = eL, eII = eS, eIII = −eT

L3 eI = eL, eII = 1√
2
(eT + eS), eIII = 1√

2
(−eT + eS)

second case, referred to as the “misaligned” configuration, an arbitrary orientation

is chosen for the void axis relative to the matrix, e3 = 1/7(2eL + 3eT + 6eS). In

the case of the aligned configuration, the effective medium will be orthotropic with

the same triad of orthotropy as the matrix material (eL, eT, eS). In particular, when

the matrix material is transversely isotropic about the eS axis (materials 1 and 2

from Table III), the effective medium will exhibit transverse isotropy about the eS

axis. On the other hand, the misaligned configuration does not admit any orthotropic

symmetry. Three loading cases are considered depending on the orientation of the

principal axes of loading (eI, eII, eIII) relative to the material axes, Table IV. In cases

L1 and L2, the principal axes of loading are aligned with the axes of orthotropy of

the matrix, whereas L3 corresponds to off-axis loading.

We first start with the case of materials containing spherical voids embedded

in anisotropic matrices. In that case, the new criterion reduces to that of Benzerga

and Besson [32]. The yield loci corresponding to all four materials from Table III are

compared in Fig. 28 for various loading configurations. For loadings aligned with the

matrix (L1), Figs. 28(a) and (b) show the traces of the yield surfaces on the π-plane

Σm = 0 and the yield loci for axisymmetric loading about the eIII axis, respectively.

The yield loci in the π-plane for the isotropic matrix and materials 1–2 are perfect

circles. This is a consequence of Hill coefficients h1, h2 and h3 being equal in these
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Fig. 28. Cross-sections of the yield surface for a spherical cavity with f = 0.1 and the

four different anisotropic materials from Table III. The loading orientations

L1–L3 correspond to Table IV. Orientation L1 – (a) π-plane with Σm = 0

(b) axisymmetric loading with Σ
′
II = Σ

′
I. Orientation L3 – (c) π-plane with

Σm = 0 (d) axisymmetric loading with Σ
′
II = Σ

′
I. Stresses are normalized

by the yield stress of the matrix material under uniaxial tension in the eS

direction of orthotropy.
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materials. By way of contrast, the yield locus of Material 3 is an ellipse. In general,

the elliptical shape of the yield locus on the π-plane is a signature of the Hill criterion

assumed for the matrix and introduces a Lode angle dependence for the effective

yield criterion. For reference, the yield loci of the sound matrices (i.e. for f = 0) are

cylinders whose cross-sections are similar to the cross-sections in the π plane (shown

in parts (a) of Fig. 28 and subsequent figures), but are bigger by a factor 1/(1− f).

Since the yield function is indifferent to the sign of stress, the yield surface is

symmetric with respect to inversion about the origin (point symmetry). Hence only

the halves of the axisymmetric yield loci corresponding to Σm > 0 are shown in

Fig. 28b. For the spherical voids considered here, the axisymmetric yield loci are also

symmetric with respect to the Σm axis. The radial lines in Fig. 28(b) correspond

to proportional loading paths, i.e., with fixed stress triaxiality ratio T . In practice,

values of T greater than 4 are rarely attained. Notice that even though the yield

points themselves may be close to each other, the normals to the yield loci vary

considerably from one material to another, especially towards higher values of T .

Figs. 28(c)-(d) show the corresponding yield loci for the off-axis loading case L3.

Here, all the yield traces in the π-plane are ellipses centered at the origin. The appar-

ent Lode-angle dependence is thus exacerbated under off-axes loadings. Interestingly,

in Fig. 28(c), one may notice that the yield locus for Material 3 is nearly circular in

shape, indicating that the Lode angle dependence of the yield criterion may disappear

depending on the orientation of loading relative to the material.

Next, consider the case of materials containing oblate voids with w = 1/5 in an

isotropic matrix, Fig. 29. In this case, the new yield criterion coincides with that of

Gologanu et al. [38]. Results for all loading orientations L1–L3 are shown superposed

on each other. Figs. 29(a)-(b) show the π-plane cross-sections corresponding to Σm =

0 and Σm = 0.9Σh, respectively, where Σh designates the yield stress of the effective
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Fig. 29. Cross-sections of the yield surface for an oblate cavity with f = 0.1, w = 1/5

and an isotropic matrix. The loading orientations L1–L3 correspond to Ta-

ble IV. (a) π-plane with Σm = 0 (b) π-plane with Σm = 0.9Σh (c) axisym-

metric loading with Σ
′
II = Σ

′
I (d) in-plane shear with superposed hydrostatic

stress, Σ
′
II = −Σ

′
I. Stresses are normalized by the yield stress of the matrix

material under uniaxial tension in the eS direction of orthotropy.
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medium under pure hydrostatic loading. Although barely visible in Fig. 29(a), the

non-spherical void shape leads to a slightly oval shape for the yield locus in the π-

plane. However, the main effect of void shape is apparent for non-zero values of the

mean stress as in Fig. 29(b). Depending on the loading orientation, the centroid of

the yield locus moves away from the Σm = 0 axis. This effect is also manifest in

Figs. 29(c)-(d), which correspond to the cases of axisymmetric and transverse shear

loadings, respectively, with a superposed hydrostatic stress. Note that, unlike in the

case of spherical voids, these loci do not exhibit symmetry with respect to either

coordinate axis.

Consider now the case of oblate voids (again with w = 1/5) embedded in an

orthotropic matrix (Material 3) in an aligned configuration, i.e., e3 = eS. The results

summarized in Fig. 30 are the counterpart of the results in Fig. 29 when the isotropic

matrix is replaced by Material 3. Notice that these yield loci inherit some of the

characteristic features from both Figs. 28 and 29. The shape of the yield locus in the

π-plane is primarily determined by the anisotropy of the matrix while the location of

the centroid is primarily determined by the void shape. However, it is worth noting

that the combined effect is not a simple superposition of a shape change due to

material texture and a translation due to void shape. This is best seen from the fact

that, unlike in Figs. 28(a) and (c), the π-plane yield loci are not ellipses, but assume

a general oval shape. Also, the anisotropy of the matrix has a secondary influence on

the location of the centroid. Similar results for prolate cavities (not shown) exhibit

all the above characteristics, albeit to a lesser extent. The main difference between

prolate and oblate cavities is that, all other conditions being the same, oblate cavities

exhibit a greater sensitivity to the mean stress (i.e. lower yield stresses at larger

values of Σm).

Finally, Fig. 31 shows the yield loci for the most general case of oblate cavities
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Fig. 30. Cross-sections of the yield surface for an oblate cavity with f = 0.1, w = 1/5

and Material 3 from Table III. Aligned microstructure with the void axis

e3 = eS. The loading orientations L1–L3 correspond to Table IV. (a) π-plane

with Σm = 0 (b) π-plane with Σm = 0.9Σh (c) axisymmetric loading with

Σ
′
II = Σ

′
I (d) in-plane shear with superposed hydrostatic stress, Σ

′
II = −Σ

′
I.

Stresses are normalized by the yield stress of the matrix material under uni-

axial tension in the eS direction of orthotropy.
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(w = 1/5) dispersed in an orthotropic matrix (Material 3) in a misaligned configu-

ration (e3 = 1/7(2eL + 3eT + 6eS)). These results differ from those of Fig. 30 by

the orientation chosen for the void axis e3. The π-plane yield loci in Figs. 31(a)-(b)

reveal general oval shaped cross sections. Comparing Figs. 30(c)-(d) with Figs. 31(c)-

(d) shows that there is a drastic reduction in the yield stresses at higher triaxialities

in the case of the misaligned microstructure, indicating that the evolution of the mi-

crostructure due to sustained deformation can lead to significant weakening of the

material.

While the analytical yield criterion, equation (4.2), has been derived using a

rigorous variational approach, due to the approximations introduced in the deriva-

tions it is unclear whether the final result respects the upper-bound character of the

approach. We have developed a numerical method to derive rigorous upper-bound

yield loci for anisotropic materials containing spheroidal voids and subjected to ax-

isymmetric loading about the void axis. The method is based on limit-analysis using

a large number of velocity fields from the Lee-Mear decomposition [80], and has the

property that it yields nearly exact results for the yield criterion in the particular case

when the material exhibits transverse isotropy about the void axis. A more detailed

study aimed at validation of the analytical criterion by comparison to the numerical

upper-bound yield loci is presented in Chapter IV.

G. Microstructure Evolution

To close the constitutive formulation, evolution equations are needed for the mi-

crostructural variables that enter the criterion, i.e., void volume fraction, aspect ratio

and orientation. Once these are specified, the constitutive equations can be inte-

grated using a suitable scheme to obtain the stress-strain response of the material for
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Fig. 31. Cross-sections of the yield surface for an oblate cavity with f = 0.1, w = 1/5

and Material 3 from Table III. Misaligned microstructure with the void axis

e3 = 1/7(2eL + 3eT + 6eS). The loading orientations L1–L3 correspond to

Table IV. (a) π-plane with Σm = 0 (b) π-plane with Σm = 0.9Σh (c) axisym-

metric loading with Σ
′
II = Σ

′
I (d) in-plane shear with superposed hydrostatic

stress, Σ
′
II = −Σ

′
I. Stresses are normalized by the yield stress of the matrix

material under uniaxial tension in the eS direction of orthotropy.
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specified loading paths.

1. Evolution of Porosity

The evolution of void volume fraction, or porosity, follows directly from the assump-

tion of an incompressible matrix so that

ḟ

1− f = Dkk (3.48)

where D is entirely due to plastic deformation since elasticity is neglected. Given

that the matrix obeys the normality flow rule, so does the effective material [12,75]:

Dij = Λ
∂F
∂Σij

(Σ) (3.49)

where F(Σ) denotes the yield function (4.2) and Λ the plastic multiplier. Combining

(3.48) and the hydrostatic part of (4.9) we obtain the evolution equation for the

porosity

ḟ = (1− f)Λ
∂F
∂Σm

(3.50)

Thus, the evolution of porosity follows directly from the yield criterion. With

the results of Figs 28-31 in mind, the following is worth noting. While the loci appear

to be close to each other in the practical range of stress triaxialities the normal to

the loci can vary considerably, even at low T . This has important implications for

the evolution of the microstructure, as the evolution laws for the porosity and void

shape are formulated in terms of the macroscopic plastic rate of deformation, which

is normal to the yield locus. Hence, small differences in the yield loci can lead to

large differences in the evolution of microstructural variables.
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2. Evolution of Void Shape

a. Basic Form

Since the trial velocity field (3.17) contains a non-axisymmetric component, the model

can be used to deliver evolution laws of two independent aspect ratios3. However,

consistent with approximation A1, the void aspect ratio w is taken to represent the ef-

fective shape of the three-dimensional void, interpreting b1 as the transverse semi-axis

of an ‘equivalent spheroid’ whose volume equals that of the ellipsoid. For convenience,

we define a void shape parameter S ≡ lnw, so that S > 0 for prolate voids and S < 0

for oblate voids, Fig. 27. Thus,

Ṡ =
ẇ

w
=
ȧ1

a1

− ḃ1

b1

(3.51)

To evaluate the right-hand side term in (3.51), we assume that the void is deforming

homogeneously with rate of deformation Dv, naturally defined by

Dv
ij = 〈dij〉ω =

1

2ω

∫
∂ω

(vinj + vjni)dS (3.52)

where n is the unit normal to the boundary of the void. With the above interpretation

in mind, it follows from (3.51) that

Ṡ = Dv
33 −

1

2
(Dv

11 +Dv
22) (3.53)

with the components of Dv calculated based on (3.52) and the chosen microscopic

velocity fields in (3.17). Eliminating A and β using equations (3.69), we obtain

Dv = D + 3

(
1

f
Xv −X

)
Dm (3.54)

3Note that such laws would be crude, since the assumed velocity fields of Section E
do not depend on Hill’s anisotropy factors. In actuality, the exact velocity field must
be affected by the anisotropy.
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where tensor Xv is defined similar to X in (4.4) with α2 replaced by α1. Combining

(3.53) and (3.54) one gets

Ṡ =
3

2
D
′

33 + 3

[
1− 3α1

f
+ 3α2 − 1

]
Dm (3.55)

This equation constitutes the basic form for the evolution of void shape and does

include an implicit dependence upon matrix anisotropy through the macroscopic rate

of deformation, D, which derives from yield criterion (4.2) by normality.

b. Alternative Approach

An alternative expression for the average rate of deformation of the void Dv was

derived by Ponte Castañeda and Zaidman [67] using a micromechanical approach

extending the classical Eshelby analysis [83] to the case of finite porosities. Their

expression reads

Dv = A : D, A = [I− (1− f)S]−1 (3.56)

where A may be termed the strain concentration tensor and S is the Eshelby tensor

for a spheroidal inclusion in an incompressible linear elastic isotropic matrix. One

may use (3.56) in place of (3.54) in (3.53) to obtain an alternate estimate for the

evolution of the shape parameter. Since a simple closed form expression for Ṡ of

the type (3.55) can not be found in this case, implementing this approach involves

evaluation of the strain concentration tensor A, and hence Dv, based on the current

values of f and S and using (3.53) to evaluate Ṡ. In this stiffness-based approach,

the derived expression for Dv is independent of the microscopic velocity fields.

It must be emphasized, however, that neither the basic nor the alternate ex-

pression for Dv capture the complex effect of stress triaxiality that leads to cavity

flattening under a major axial stress evidenced in finite element simulations [29, 84].
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Fig. 32. Void rotation under off-axes triaxial loading of steel. (a) Initial configuration:

elongated sulfide inclusion oriented at ψ0 = 45◦ from the vertical loading

direction. (b) Deformed configuration: elongated cavities located in the neck

of a notched bar and oriented at ψ ≈ 15◦ from the vertical loading direction.

In addition, similar FE calculations have revealed an effect of porosity on the mag-

nitude of the deviatoric term in (3.55). This effect is implicitly contained in the

alternate form (3.56), but the dependence is weaker than in FE calculations. There-

fore, at present it does not seem to be possible to avoid completely all heuristics in

the evolution law of void shape. In Chapter IV, we analyze possible heuristic exten-

sions of (3.55). Here, it suffices to investigate the capability of this evolution law at

capturing the nontrivial coupling between void growth and plastic anisotropy.

3. Evolution of Void Orientation

Under general loading conditions, the orientation of the void axis e3 evolves as a

result of the macroscopic spin of the material in addition to the local plastic distortion.

While the simplest proposal would be to assume that the spin rate of the voids is equal

to the continuum spin, micrographic evidence of evolving material texture in notched

tensile specimens [49] suggests that this is not necessarily the case (see Figure 32).

Based on a non-linear homogenization analysis, Kailasam and Ponte Castañeda
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[68] have developed an expression for the void spin rate, which reads

Ωv = Ω− C : D (3.57)

where Ωv and Ω represent the void and continuum spin tensors respectively. C

represents the fourth order spin concentration tensor, which is given by

C = −(1− f)Π : A (3.58)

where Π is the Eshelby rotation tensor for a spheroidal inclusion in an incompressible

linear matrix [83]. Simplified expressions for S and Π for the cases of prolate and

oblate spheroidal inclusions are provided in [83]. The evolution of the void orientation

may then be obtained using the kinematical relationship

ė3 = ω · e3, ω = Ωv + Ωl (3.59)

where Ωl is an antisymmetric tensor given by

Ωl
12 = 0, Ωl

i3 =
w2 + 1

w2 − 1
Dv
i3 (i = 1, 2, w 6= 1) (3.60)

in the coordinate frame associated with the void (see [68]).

It may be remarked that the actual derivation of (3.57) assumes that the ma-

trix is isotropic, and hence is strictly not applicable to the case of an anisotropic

matrix like Hill’s. Nevertheless, one can see that, as in equation (3.55) for the void

shape evolution, equation (3.57) includes an implicit dependence of Ωv on material

anisotropy through the macroscopic rate of deformation, D. Hence, in the practical

range of material anisotropy parameters, we may consider equation (3.57) as the best

available estimate of the void spin rate.
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4. Example

In this section, we compare the predictions of the analytical model, consisting of the

yield function (4.2), flow rule (4.9) and the microstructure evolution laws (4.10) and

(3.55), with the finite-element results presented in Section B for axisymmetric pro-

portional loading at a moderate stress triaxiality ratio of T = 1. Since the materials

considered are transversely isotropic, the void orientation does not change during

loading (ω ≡ 0). For comparison, responses obtained using the alternative law for

void shape evolution, i.e., equations (3.53) and (3.56), are also investigated. The

constitutive equations are integrated using a backward Euler scheme. Strain harden-

ing in the matrix is incorporated using the energy balance approach of Gurson [12],

whereby the cumulative plastic strain ε̄ is evolved through

Σ : D = (1− f)σ̄ ˙̄ε (3.61)

The current yield stress in the matrix σ̄ is determined using the same power law

hardening model used in the FE calculations as described in Section B. Elasticity

is included in the analytical model results using a hypoelastic form for the elastic

constitutive law and assuming additive decomposition of the deformation rate tensor

into elastic and plastic parts.

Figs. 33(a) and (b) show the stress versus strain and porosity versus strain curves

predicted by the model. These results correspond to the unit-cell results of Figs. 25(a)

and (b), respectively. Recall that the unit-cell results had evidenced a non-trivial

coupling between the effects of void shape and plastic anisotropy of the matrix, the

effect of void shape on the porosity rate being enhanced in the case of Material 1 and

barely detectable in the case of Material 2. Comparison with the model predictions in

Fig. 33(a)-(b) shows that the qualitative features of the unit-cell results are very well
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reproduced by the model. In addition, the evolution of the void aspect ratio depicted

in Fig. 33(c) shows that the model predictions yield a reasonably good match with

the unit-cell results, which are summarized in Fig. 33(d). In the latter figure, the

symbol (x) indicates the onset of void coalescence, which is not accounted for by the

analytical model.

It is worth emphasizing that such qualitative behavior, notably the weak effect

of void shape on void growth for material 2, is predicted without any heuristics in the

evolution law (3.55). For better quantitative predictions, however, a heuristic “void

interaction” parameter q could be introduced in the spirit of Gologanu et al. [38].

Further discussion of these issues may be found in Chapter IV. For comparison

purposes, Fig. 34 shows the evolutions of porosity f and void aspect ratio w as

predicted by the alternate evolution law for w due to [67] (see Section b). Just

like the proposed model, the alternate model does a good a job at predicting the

qualitative trends at T = 1 for both materials.

H. Conclusion and Outlook

Using nonlinear homogenization theory, limit analysis and elements from Eshelby

micromechanics, a new model has been developed for plastically deforming solids

containing spheroidal voids. Motivated by the experimental evidence of fracture and

toughness anisotropy in a class of structural materials and by direct numerical simu-

lations of void growth to coalescence, emphasis was laid on coupled effects of matrix

material anisotropy and void shape. Notable among the model features are the fol-

lowing:

• A closed form expression for the effective yield locus was obtained which is ap-

plicable to arbitrary loadings, i.e, not necessarily aligned with the microstruc-
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Fig. 33. Model predictions for the effective material response under axisymmetric load-

ing, corresponding to the unit-cell results of Fig. 25, Section B: (a) Stress-s-

train response (b) Evolution of porosity (c) Evolution of void aspect ratio.

The unit-cell results for the evolution of the void aspect ratio (not shown in

Fig. 25) are shown in (d).
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Fig. 34. Model predictions for the porosity f and void aspect ratio w using the alter-

nate form (3.56) for void shape evolution in (3.53). Compare with Fig. 33(b)

and (c).

ture, and arbitrary microstructures, i.e., principal directions of orthotropy not

necessarily tied to the voids.

• The model has the capability to predict a much broader range of damage and

fracture behaviors than with currently available models. For example, it picks

up an apparent Lode-angle dependence as well as a shift of the yield surface in

the π-plane for non vanishing amounts of hydrostatic stress.

• In the case of transversely isotropic materials and axisymmetric loadings, the

model delivers quasi-exact results with any errors being associated with the

cutoff in the velocity fields. It is demonstrated that the new yield criterion

reduces to previously established results in the literature for the special cases

of spheroidal voids in an isotropic matrix and spherical voids in a Hill matrix.

The Gurson model is a special limit case of the model.

• Comparison with results of unit cell calculations using the finite element method

has demonstrated the potential capabilities of the model at predicting complex

microstructure evolution.



93

In addition, some of the model characteristics and limitations are common to other

porous plasticity models, namely:

• Most attributes of the anisotropic plasticity model assumed at the microscale

do not translate to the macroscale. In particular, the macroscopic behavior is

not ideally plastic, it is sensitive to pressure and leads to dilation. In addition,

macroscopic anisotropy evolves with deformation and carries the signature of

the microstructure.

• Among the things that the model does not deliver for arbitrary loadings or

general matrix anisotropies are the exact microscopic velocity fields. From the

outset, this has not been the objective. The model delivers approximate but

accurate macroscopic yield criteria.

• The closed form expression of the yield criterion was obtained using approxi-

mations that do not necessarily preserve the upper-bound character. For that

reason, we have devoted a thorough numerical study to assess the approxima-

tions made (see Chapter IV). Complete validation of the new model would also

require a critical assessment of microstructure evolution laws beyond the prelim-

inary comparisons offered in Fig. 33. This requires comparison and calibration

of the model against an extensive finite element investigation of anisotropic

porous unit cells under controlled loading conditions of the type presented in

Chapter II, which will be the subject of a forthcoming study.

I. Appendices

1. Rationale for Approximation A2

The microscopic deformation resulting from the trial expansion field vA fluctuates

within the RVE. Simplifying these fluctuations amounts to analyzing the variations
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of functions F (u) and G(u) introduced in (4.33). We first examine the limits of these

functions, aided by the Maple software. In the limit u → 0 (i.e., spherical void) we

get:

lim
u→0

F 2(u) = lim
y→0

1

y2
〈dA2

eq 〉(β,ϕ) =
4

5
(ĥq + 2ĥt + 2ĥa), (3.62)

and

lim
y→0
〈dA33〉(β,ϕ) = 0 (3.63)

whereas in the limit y →∞ (i.e., cylindrical void in the prolate case and a “sandwich”

in the oblate case) we obtain:
lim
u→∞

F 2(u) = lim
y→∞

1

y2
〈dA2

eq 〉(β,ϕ) = 3ĥt (p)

lim
u→1

F 2(u) = lim
y→∞
〈dA2

eq 〉(β,ϕ) = 9ĥq(3πB22 + 4B21)2 + 6ĥa(πB21 + 12B22)2 (o)

(3.64)

and 
lim
y→∞
〈dA33〉(β,ϕ) = 0 (p)

lim
y→∞
〈dA33〉(β,ϕ) = 12B21 + 9πB22 (o)

(3.65)

where B21 and B22 were introduced in (4.28), ĥq is defined by (3.37) and

ĥt ≡
ĥ11 + ĥ22 + 2ĥ66 − 2ĥ12

4
, ĥa ≡

ĥ44 + ĥ55

2
. (3.66)

Here, ĥij are the components of tensor ĥ expressed using Voigt’s condensation, with

respect to the basis (ei) associated with the voids4. The above limits call for some

observations: (i) in the prolate case, 〈dA2

eq 〉(β,ϕ) behaves asymptotically as y2, hence

the change of variable u(y) in (4.33); (ii) in the oblate case, the asymptotic behavior

at ∞ is different, hence the different mapping u(y); and (iii) most importantly, all

limits of F (u) are finite. The only singular behavior is in the neighborhood of 0

4The values of ĥt and ĥa are invariant with respect to the choice of axes e1 and e2

transverse to the symmetry axis of the void.
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for function G(u), which is tied to the term 〈dA33〉(β,ϕ) via (4.33). This behavior is

peculiar to the spherical void when considered in the limit u→ 0. Nevertheless, the

corresponding term in equation (3.33) drops out rigorously in the limit of a spherical

void due to the property (3.63), which is a consequence of the fact that the expansion

velocity field vA reduces to a spherically symmetric field in the limit of a spherical

void. Under such circumstances, the yield criterion can be derived without recourse

to approximation A2 but the final expression would be consistent with that obtained

in the general case using A2.

Next, we show that F (u) behaves well in between the above limits. In doing

so, we realize that the function to be studied is that for which the minimum over-

all dissipation is obtained when minimizing over the B2m factors of the velocity field

(m = 0, 1, 2). This function is denoted by Fmin(u) for the sake of clarity. Numerically,

Fmin(u) may be determined for given plastic anisotropy, microstructural parameters

f and w and for any loading path. The involved velocity fields do depend upon the

plastic anisotropy tensor h through factors B2m. For illustration, Figs. 35 and 36

(solid lines) show such functions Fmin(u) for the isotropic matrix and one anisotropic

material, for states of purely hydrostatic loading. Similar results were derived for the

other materials listed in Table III. In the prolate case (Fig. 35) Fmin is more conve-

niently plotted against the eccentricity e as the spatial variable within the RVE. The

bounds for e and u in these plots depend on the specific choices made for porosity f

and void aspect ratio w. The key point is that, despite their complicated expressions,

the functions Fmin(u) exhibit smooth variations between their finite limits. This is

the rationale for replacing F (u) with F̄ . The reasoning behind replacing G(u) and

H(u) with constants is similar and leads to the proposed simplification of fluctuating

deformation fields.
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Fig. 35. Numerically determined Fmin(e) minimizing the overall dissipation under hy-

drostatic loading, and its approximate closed form F app(e) in (3.87) for a

prolate void with f = 0.001 and w = 5: (a) Isotropic matrix; (b) Material 1

from Table III.

2. Derivation of Yield Criterion (3.40)

To obtain form (3.40) of the yield criterion, we first separate mean and deviatoric

parts of Σ in the parametric equation (3.5) such that

Σkk = 3
∂Π

∂Dkk

, Σ
′

ij =
∂Π

∂D
′
ij

(3.67)

Writing the axisymmetric tensor DA in the form DA
ij = DA

kkXij with tensor X given

by (4.4) and using the expressions for the expansion velocity field vA (4.28)–(4.29) in

the boundary condition (3.23), one can show that

DA
kk = 3y2, α2 ≡

DA
11

DA
kk

=
1

3
− b2

c
F2(λ2) (3.68)

where F2(λ) is defined by (3.26). Using (4.4) and (3.68) in (3.22), Dkk and D
′

are

related to A and β through

A =
1

3y2

Dkk, β = D
′
+

1

3
Dkk(I− 3X) (3.69)
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Fig. 36. Numerically determined Fmin(u) minimizing the overall dissipation under hy-

drostatic loading, and its approximate closed form F app(e) in (3.88) for an

oblate void with f = 0.001 and w = 1/5: (a) Isotropic matrix; (b) Material 1

from Table III.

Using the change of variables (Dkk,D
′
) → (A,β) equation (3.67) is rewritten in the

form

3y2ΣijXij =
∂Π

∂A
, Σ

′

ij =
∂Π

∂βij
(3.70)

Next, use of the chain rule in conjunction with equation (3.39) yields

∂Π

∂A
=

F̄√
ĥq

∂Π

∂Ã
: Q,

∂Π

∂β
=

√
ĥqḠ

∂Π

∂Ã
+ H̄

∂Π

∂B̃
(3.71)

where evaluation of the Jacobian must be carried out with care given that change of

variable (3.39) is not one to one5. From expression (3.38) for the plastic dissipation,

one formally gets

∂Π

∂Ã
= C1

2

3
p̂ : Ã,

∂Π

∂B̃
= C2

2

3
p̂ : B̃, p̂ = J : ĥ : J, (3.72)

where C1 and C2 are positive scalar-valued functions. One can solve for the unknown

C1 by substituting (3.72)1 in (3.71)1. Using the above derived expression for ∂Π/∂Ã

5We keep the notation Π(Ã, B̃) for what should be Π̃(Ã, B̃)
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in (3.71) and upon simplification using (3.70), one obtains

∂Π

∂Ã
=

(Σ : X)√
ĥq

2y2

F̄
p̂ : {Q + R} , ∂Π

∂B̃
=

1

H̄

[
Σ
′ − 2y2Ḡ

F̄
(Σ : X)p̂ : {Q + R}

]
(3.73)

where the tensor R is defined by

R ≡ [(Q : p̂ : Q)β/A− (Q : p̂ : β/A)Q][
3
2
F̄ /Ḡ+ (Q : p̂ : β/A)

] (3.74)

Notice that R ≡ 0 if β ∝ Q, i.e. for states of axisymmetric deformation about the

void axis. Also note that, since β/A = 3y2(D/Dkk −X) from (3.69) and y2 → 0 for

a spherical void, R ≡ 0 in the limit case of a spherical void.

From the chain rule and the definitions of Ãeq and B̃eq, we get(
∂Π

∂Ãeq

)2

=
3

2

∂Π

∂Ã
: p :

∂Π

∂Ã
,

(
∂Π

∂B̃eq

)2

=
3

2

∂Π

∂B̃
: p :

∂Π

∂B̃
, p = J : h : J (3.75)

Finally, evaluation of the integral in (3.38) and elimination of the ratio Ãeq/B̃eq

between the expressions for ∂Π/∂Ãeq and ∂Π/∂B̃eq leads to the following equation of

the macroscopic yield locus

1

σ̄2

(
∂Π

∂B̃eq

)2

+ 2(g + 1)(g + f) cosh

(
1

σ̄y2

∂Π

∂Ãeq

)
− (g + 1)2 − (g + f)2 = 0 (3.76)

Using (3.73)1 in (3.75)1 and the property that Q : p̂ : R = 0, we see that

∂Π

∂Ãeq

= q1
3y2

F̄
(Σ : X), q1 ≡

√
1 +

R2
eq

ĥq
≥ 1 (3.77)

Similarly, using (3.73)2 in (3.75)2, we obtain(
∂Π

∂B̃eq

)2

=
q2

H̄2

3

2
[Σ
′ − 2y2Ḡ

F̄
(Σ : X)p̂ : Q] : p : [Σ

′ − 2y2Ḡ

F̄
(Σ : X)p̂ : Q] (3.78)
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where the dependency on tensor R is lumped into a parameter q2

q2 ≡ 1 +
6y2

2Ḡ
2(Σ : X)2R2

eq − 4y2F̄ Ḡ(Σ : X)(Σ : R)

[F̄Σ
′ − 2y2Ḡ(Σ : X)p̂ : Q] : p : [F̄Σ

′ − 2y2Ḡ(Σ : X)p̂ : Q]
, q2 ≤ 1

(3.79)

The result that q2 ≤ 1 may be verified by evaluating (∂Π/∂B̃eq)2 by combining forms

(3.72)2 and (3.73)2 for ∂Π/∂B̃ in (3.75)2 and recalling that B̃ = H̄β. Also note

that in the special cases of spherical void shapes or non-spherical voids subjected to

axisymmetric deformation about the void axis e3, R ≡ 0 and q1 = q2 = 1.

Using (3.77) and (3.78) in (3.76) leads to the desired result (3.40). In the latter,

the criterion parameters are related to constants F̄ , Ḡ and H̄ (Approximation A2)

through

κ ≡ 3

F̄
, C ≡ 1

H̄2
, η ≡ −2y2Ḡ

F̄
, g ≡

 0 (p)

y2 (o)
(3.80)

while α2 is defined by (3.68) above.

3. Criterion Parameters

a. Expressions

There are six parameters which depend on the microstructural variables f and w

and on the anisotropy tensor h: C, g, κ, η and α2, listed by order of appearance in

criterion (3.40) or its final form (4.2), and α1, which mainly appears in the evolution

law of w. We first provide their expressions in closed form then present their derivation

in the following sections.

g = 0 (p); g =
e3

2√
1− e2

2

= f
e3

1√
1− e2

1

= f
(1− w2)

3
2

w
(o) (3.81)
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We recall that e1 and e2 are the eccentricities of the void and the outer boundary of

the RVE, respectively. Both are implicit functions of f and w.

κ =



√
3

{
1

ln f

[
2

3
ln

1− e2
2

1− e2
1

+
3 + e2

2

3 + e4
2

− 3 + e2
1

3 + e4
1

+
1√
3

(
tan−1 e2

2√
3
− tan−1 e2

1√
3

)
−1

2
ln

3 + e4
2

3 + e4
1

]
4ĥq + 8ĥa − 7ĥt

10
+

4(ĥq + 2ĥa + 2ĥt)

15

}−1/2 (p)

3

2

(
ĥq + 2ĥa + 2ĥt

5

)−1/2{
1 +

(gf − g1) + 4
5
(g

5/2
f − g

5/2
1 )− 3

5
(g5
f − g5

1)

ln
gf
g1

}−1

(o)

(3.82)

where ĥq, ĥt and ĥa are defined by (3.37) and (3.66), and

gf ≡
g

g + f
, g1 ≡

g

g + 1

α2 =


(1 + e2

2)

(1 + e2
2)2 + 2(1− e2

2)
(p)

(1− e2
2)(1− 2e2

2)

(1− 2e2
2)2 + 2(1− e2

2)
(o)

(3.83)

η = − 2

3ĥq

κQ∗(g + 1)(g + f)sh

(g + 1)2 + (g + f)2 + (g + 1)(g + f)[κH∗sh− 2ch]
,

C = −2

3

κ(g + 1)(g + f)sh

(Q∗ + 3
2
ĥqηH∗)η

, sh ≡ sinh (κH∗), ch ≡ cosh (κH∗)

(3.84)

where H∗ ≡ 2
√
ĥq(α1 − α2) and Q∗ ≡

√
ĥq(1− f).

α1 =


[
e1 − (1− e2

1) tanh−1 e1

]
/(2e3

1) (p)[
−e1(1− e2

1) +
√

1− e2
1 sin−1 e1

]
/(2e3

1) (o)
(3.85)

Note that the expressions of α2 and α1 are identical to those in [38] for isotropic

matrices. (3.81)2 derives directly from (3.80)4 and y2 = c3/a2b
2
2.
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b. Derivation of κ and α2

Most important among all criterion parameters are κ and α2 which enter the “cosh”

term in yield criterion (4.2). Both are affected by factors B2m (m = 0, 1, 2) of the

velocity field. Note that α2 enters the definition of the axisymmetric tensor X (4.4)

which depends on the void axis e3. For consistency, it is required that the criterion be

independent of the void orientation in the limit of a spherical void, which implies that

X must reduce to an isotropic tensor (i.e. α2 = 1/3). We satisfy this requirement

by constraining the parameters B2i to be independent of material anisotropy so that

α2 remains independent of h; see equation (3.68). To obtain κ, we start from (3.80)1

where F̄ is defined through

F̄ =

(
ln
u1

u2

)−1

inf
[B20,B21,B22]∈R3

∫ u1

u2

F (u)
du

u
(3.86)

by virtue of approximation A2. The true function that minimizes the above integral

and the overall dissipation under purely hydrostatic loading was plotted in Figs. 35

and 36 as special cases of the family of functions designated Fmin(u) in Appendix 1.

In seeking a closed form expression for F̄ and κ, we must approximate Fmin(u) by

a function F app(u) since the former can only be evaluated numerically6. This is

done in two steps, in the spirit of [38]. First, the specific values of B20, B21 and

B22 are obtained by minimizing the integrand F (u) in (3.86) and not the integral

itself (or equivalently Π(D)). The existence of the minimum is guaranteed by the

convexity of F (u) in the triplet B2m [82]. This yields expressions for B2m in terms

of e, the eccentricity of the current confocal spheroid7. The function F (u) that

6There is an abuse of language here since Fmin is in fact Fmin(u;h, B2m(u1, u2,h))
whereas the sought approximation F app(u;h) lives in a different functional space.

7The expressions of Gologanu et al. [38] for B2m also depended on e2, due to the
constraint (4.31). However, we choose to ignore this dependency, effectively con-
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results from using the above values of B2m has, however, a complicated expression

and the integral (3.86) cannot be evaluated in closed form to calculate F̄ . Hence, in

a second step, we recourse to heuristics. It is noted that this function has the form√
ĥqFq(e) + ĥtFt(e) + ĥaFa(e) where the eccentricity e is used as the independent

variable. Functions Fq, Ft and Fa are well approximated by functions of the form

C1
(1−e4)
(3+e4)2

+ C2, where C1 and C2 are determined by fitting the functions at the end

points of the domain of e.

In the prolate case, the above procedure leads to the following approximate

function F app(e)

F app(e) =

√
9

5
(4ĥq + 8ĥa − 7ĥt)

(1− e4)

(3 + e4)2
+ 3ĥt (p) (3.87)

This approximation gives a close agreement with Fmin(u), which minimizes the overall

dissipation, regardless of the values of u1 and u2. In particular, F app(e) matches

Fmin(e) exactly in the limit cases of spherical (e = 0) or cylindrical (e = 1) void

shapes. Fig. 35 compares the two functions for two different materials from Table III

and a given microstructure (f = 0.001 and w = 5). In the case of oblate voids,

however, the above procedure does not yield a satisfactory function F app(u) that

minimizes the integral in (3.86). This is probably due to the stronger variations

of Fmin in that case, as illustrated in Fig. 36. We therefore propose the following

heuristic function

F app(u) =

√
4

5
(ĥq + 2ĥa + 2ĥt)(1 + u+ 2u5/2 − 3u5) (o) (3.88)

which captures the asymptotic behavior studied in Appendix 1. The quality of this

approximation is illustrated in Fig. 36. It provides a reasonable approximation of

straining vA to be homogeneous on every confocal spheroid, which is possible since
B2m are treated as functions of e rather than constants.



103

Fmin(u).

Finally, parameter κ is obtained in either case by substituting F app given by (3.87)

or (3.88) into (3.86) then using equation (3.80)1. For the prolate case, since the in-

tegral can still not be evaluated in closed form, the mean of F app2(e) is evaluated

using equation (3.86) and the square root of this value is assigned to F̄ . It is verified

numerically that for all values of e1 and e2, the two values are close to each other. The

final expressions are given by (4.48). The determination of α2 is based on the factors

B2m determined after step 1 of the above procedure. Based on definition (3.68), this

leads to the expressions (4.50), which are identical to those obtained by Gologanu et

al. [38] although the B2m(e) expressions used are not the same.

c. Parameters C and η

The parameters C and η are tied to the constants Ḡ and H̄ by equations (3.80)2,3.

These are determined by forcing the approximate analytical yield locus to pass through

and be tangent to known points on the exact two field yield locus (i.e. the yield lo-

cus defined by equations (3.5) and (3.28) without the approximations A2 and A3).

Specifically, we seek to identify exact points on the yield locus for states of purely

axisymmetric deformation for which β ∝ Q. As can be inferred from (3.69)2, this cor-

responds to stress states of the form Σ = ΣmI + Σ
′
p̂ : Q. In this case, the derivatives

of the plastic dissipation, ∂Π/∂A and ∂Π/∂βij can be evaluated exactly for the points

corresponding to A = 0, i.e., purely deviatoric loadings. Using equations (3.70), we

obtain

Σ : X = ±2σ̄

√
ĥq(α1 − α2)

Σ
′
= ±2

3

σ̄√
ĥq

(1− f)p̂ : Q
(3.89)
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In equation (3.89)1, the parameter α1 is defined in a manner similar to α2 in (3.68),

i.e., by

α1 ≡
DvA

11

2DvA
11 +DvA

33

(3.90)

where DvA is the contribution to the average deformation rate of the void due to the

velocity field vA, defined as in equation (3.52) with the components of v replaced by

those of vA. The two algebraic equations that result from (i) substituting the above

exact points in the equation of the analytical yield locus (4.2); and (ii) equating the

slopes of the analytical and exact two-field yield loci at these points, can be solved

for the values of the two unknown parameters Ḡ and H̄, or equivalently C and η.

This results in the expressions (4.51) given above.

Parameter α1, which enters in both η and C through the term H∗, also enters

the evolution law (3.55) of the void aspect ratio. Its expression is determined in a

manner identical to that in [38]. Similar to the case of α2, which was found to be

closely approximated by a function of e2 alone, it is assumed that α1 depends only on

e1 (or S) and is independent of f . Then α1 can be evaluated by letting the boundary

of the RVE tend to infinity (i.e. a2, b2 → ∞ or f → 0). Under these circumstances,

one must take B20 = B21 = 0 for the velocity fields to be bounded. The remaining

parameter B22 is then fixed by the boundary conditions and the components of DvA

can be evaluated in closed form, thus leading to the final expression (4.52) using

(3.90). In the limit of a spherical void lim
w→1

α1 = 1/3.

4. Rationale for Approximation A3

Since the first two terms in yield criterion (3.40) are non-negative quantities, it is clear

that replacing q1 and q2 by lower bound estimates will lead to an upper bound to the

yield criterion. However, as was shown in Appendix 2, q2 ≤ 1 and hence, in general,
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approximation A3 does not preserve the upper bound character. In order to estimate

the error entailed by A3, consider the case of small porosities, say f < 0.1. Tensor

R is evaluated from its definition (3.74) using A and β from (3.69). A and β are

determined by D, which is evaluated from the yield function (3.40) using the normality

rule and neglecting the derivatives of q1 and q2 with respect to Σ. Expanding the

resulting expression for R in a power series in the porosity f and keeping only the

leading term, one may verify that A3 preserves the upper bound character for special

loadings of the type Σ
′

= 0 (hydrostatic loading) and Σ : X = 0 (equivalent of

deviatoric loading for non-spherical voids). Also, we remark that approximation A3

is exact in certain special cases such as spherical voids or non-spherical voids subjected

to axisymmetric deformation about the void axis, as shown in Appendix 2. For general

loadings, one can show that the errors in the value of the yield function due to A3

are at least an order of magnitude smaller than f , which should be negligible for

all practical purposes. Hence A3 is expected to be a good approximation at small

porosities.
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CHAPTER IV

A CONSTITUTIVE MODEL FOR PLASTICALLY ANISOTROPIC SOLIDS

WITH NON-SPHERICAL VOIDS. PART II: NUMERICAL ASSESSMENT

A. Introduction

The basic phenomenology of ductile fracture involve the nucleation, growth and coa-

lescence of micro-voids from inclusions and second phase particles. Continuum ductile

fracture models based on the Gurson void growth model [12] have been very successful

in modeling several macroscopic aspects of ductile fracture. Together with appropri-

ate models of void nucleation and void coalescence, the Gurson model has been used

to predict macroscopic aspects of ductile failure such as cup–cone fracture in round

tensile bars [13] and the slant fracture in plane strain specimens [85]. The success of

the Gurson model is partially due to the fact that the model is based on a rigorous mi-

cromechanical foundation and can be derived from homogenization and limit-analysis

of a hollow ideal plastic spherical shell [86]. Detailed reviews of ductile fracture frame-

works based on the Gurson model may be found in [15, 62]. However, the Gurson

model predicts unrealistically high ductilities under low triaxiality conditions such

as shear dominated loadings [15, 87]. Also, obtaining good quantitative predictions

for material ductility and fracture strains using the Gurson model requires use of

additional parameters, such as those introduced by Tvergaard and Needleman [13],

whose physical significance is unclear.

The origins of some of these well documented limitations of the Gurson model

are partially traceable to the fact that anisotropy, both due to texture development

is wrought metals and due to the evolution of the void shape, are neglected. Accord-

ingly, several investigators have developed extensions of the Gurson model to account
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for the separate effects of void shape [37,38] and material texture [32]. Finite element

studies by Benzerga [57] have shown that these microstruture-based enhancements

are important in predicting some macroscopic aspects of ductile fracture. However,

only recently have micromechanics-based models been developed that account for the

combined effect of both forms of material anisotropy on the macroscopic response,

including a model developed by the authors [39, 41]. Both the above models were

developed based on the Hill-Mandel [75, 76] homogenization theory and an approxi-

mate limit-analysis of a spheroidal representative volume element (RVE), containing

confocal spheroidal voids embedded in a Hill–type orthotropic matrix [47]. The main

difference between the two recent models is that the authors used a larger set of trial

velocity fields in the limit analysis, potentially yielding a more accurate estimate of

the effective yield potential. The objective of the present chapter is to perform a

detailed numerical assessment of the approximate analytical model of Keralavarma

and Benzerga [41]. A brief summary of the analytical model is presented in section B

for ease of reference. The performance of the model is assessed using two differ-

ent approaches. In section C, a numerical method is developed to derive rigorous

upper bounds to the yield loci for anisotropic materials subjected to axisymmetric

stress states following a limit analysis procedure using a large number of trial velocity

fields. The analytical yield criterion is validated by comparison with these numeri-

cally derived upper bound yield loci in section D. In section E, the analytical model is

integrated for specified loading paths and the evolution equations for the microstruc-

tural variables are validated by comparing the model predictions with finite-element

predictions for the same using micromechanical unit-cells.
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(a) (b)

Fig. 37. Porous representative volume elements (a) prolate (b) oblate

B. Model Synopsis

1. Yield Criterion

The effective or average constitutive response of an anisotropic porous material is

derived by homogenization of the spheroidal RVE containing a confocal spheroidal

void shown in Fig. 37. Following the Hill-Mandel homogenization approach, the

macroscopic or ‘average’ stress, Σ, and deformation rate, D, for the RVE are given

by

Σ = 〈σ〉Ω, D = 〈d〉Ω (4.1)

where σ and d are the corresponding microscopic fields, Ω represents the volume of

the RVE and the notation 〈·〉Ω represents the volume average over Ω. Following an ap-

proximate limit-analysis using a restricted set of trial velocity fields, the macroscopic
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yield surface in stress-space was obtained as

F(Σ) = C
3

2

Σ : H : Σ

σ̄2
+2(g+1)(g+f) cosh

(
κ

Σ : X

σ̄

)
−(g+1)2−(g+f)2 = 0 (4.2)

where σ̄ denotes the yield stress of the matrix in a reference direction and the fourth

order tensor, H, denotes the macroscopic plastic anisotropy tensor, defined by

H ≡ p + η(X⊗Q + Q⊗X) (4.3)

Plastic anisotropy of the matrix enters the criterion above via the Hill anisotropy

tensor, p. The tensors X and Q are functions of the void orientation, given by

X ≡ α2(e1 ⊗ e1 + e2 ⊗ e2) + (1− 2α2)e3 ⊗ e3 (4.4)

Q ≡ −1

2
(e1 ⊗ e1 + e2 ⊗ e2) + e3 ⊗ e3 (4.5)

where (e1, e2, e3) is a Cartesian frame introduced in Fig. 37 with e3 aligned with the

void axis and the directions of e1, e2 chosen arbitrarily. Since the fourth order tensor

p has a zero eigenvalue along the hydrostatic axis in stress space, it is convenient

to define a variant of the Hill tensor in deviatoric stress space, h, using the relation

p = J : h : J. Here, J is the deviatoric projection operator given by J = I − 1
3
I ⊗ I,

where I and I are the fourth and second order identity tensors respectively.

In addition to the anisotropy tensor, p, and the void orientation, the criterion

depends on two non-dimensional variables that characterize the microstructure, the

porosity, f , and the void shape parameter, S. The latter is defined by S ≡ lnw,

where w denotes the aspect ratio of the void. The variables f and S are related to
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the eccentricities of the void, e1, and the RVE, e2, by

1

1− e2
1

= e2|S|

(1− e2
2)n

e3
2

=
1

f

(1− e2
1)n

e3
1

, n =

 1 (p)

1/2 (o)

(4.6)

where the abbreviations (p) and (o) stand for prolate and oblate respectively. The

parameter g that appears in (4.2) may be interpreted as a ‘porosity-like’ quantity

that takes non-zero values only for oblate void shapes, given by

g ≡


0 (p)

e3
2√

1− e2
2

(o)
(4.7)

In particular, a non-zero value of g for penny-shaped cracks, which is a limiting

configuration of an oblate void as the porosity tends to zero, allows for predictions

of porosity growth corresponding to the opening of the crack under certain types of

loading. In contrast, the Gurson model does not predict damage growth in a material

containing initial penny shaped cracks with a vanishing porosity.

The parameters C, η, κ and α2 that appear in the yield criterion (4.2) are

functions of the microstructural variables, f and S, defined above. In addition, these

depend on material anisotropy via three scalar anisotropy factors, h, ht and ha, defined

in term of the components of a tensor ĥ which is a formal inverse of the Hill tensor

in deviatoric stress space h via the relation J : h : J : ĥ : J = J. The expressions for
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the anisotropy factors read

h =
ĥ11 + ĥ22 + 4ĥ33 − 4ĥ23 − 4ĥ31 + 2ĥ12

6

ht ≡
ĥ11 + ĥ22 + 2ĥ66 − 2ĥ12

4
, ha ≡

ĥ44 + ĥ55

2

(4.8)

where ĥij denote the components of the fourth order tensor ĥ, expressed in Voigt

notation, in the frame (e1, e2, e3) of Fig. 37. It may be demonstrated that h is an

invariant of the tensor ĥ while ht and ha are invariant with respect to the orientations

of the axes e1 and e2. The expressions for the model parameters as functions of f, S

and the anisotropy factors are provided in Appendix 1.

2. Microstructure Evolution Laws

The macroscopic plastic strain rate may be derived from the yield potential using the

normality flow rule [12, 75], i.e.

Dp
ij = Λ

∂F
∂Σij

(Σ) (4.9)

where F denotes the yield function of equation (4.2) and Λ denotes the plastic mul-

tiplier. The evolution law for the porosity follows from the property of plastic incom-

pressibility of the matrix

ḟ = (1− f)Λ
∂F
∂Σm

(4.10)

where Σm = 1
3
Σkk denotes the hydrostatic component of the stress.

The evolution law for the shape parameter is determined using an approximate

method by assuming that the void shape remains spheroidal upon deformation. The

proposed evolution law for the void shape is given by

Ṡ = φDp
′

33 + 3

(
1− 3α1

f
+ 3α2 − 1

)
Dm (4.11)
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where Dm = 1
3
Dkk, Dp

′

denotes the deviatoric part of the plastic deformation rate and

φ is a heuristic parameter introduced to correct for certain non-linear effects evidenced

by finite-element calculations on porous unit-cells. The analytical expression for φ,

which depends on the stress triaxiality T and the microstructure variables f and S,

is provided in Appendix 1.

Apart from the evolution laws for f and S, an equation for the spin of the void

axis, e3, was proposed in [41]. This is omitted here, since all the numerical results

presented in this chapter correspond to special cases of loading where the rotation of

the void axis is prevented.

C. Numerical Upper-Bound Yield Criterion

In this section, we present a numerical scheme for computing rigorous upper-bounds

to the macroscopic yield loci for RVEs of the type illustrated in Fig. 37, i.e. thick

spheroidal shells made of a Hill material and containing a confocal spheroidal void.

We generalize the numerical method developed by Gologanu et al. [38] for spheroidal

voids in a Von Mises matrix to the more general case of Hill orthotropic matrices. As

in [38], we employ a large number of velocity fields derived from the family of axisym-

metric incompressible velocity fields proposed by Lee and Mear [80] to describe the

microscopic velocity field in the RVE. In addition, a homogeneous non-axisymmetric

deformation field is incorporated so that the method can be applied to the case of or-

thotropic materials that do not respect transverse isotropy about the void axis. While

rigorous upper-bound yield loci are obtained in all cases, the method has the property

that the loci will be quasi-exact in the special case of materials that are transversely
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isotropic about the void axis 1. Moreover, since the velocity fields employed are a

superset of the velocity fields used in the analytical derivations in [41], the numerical

loci serve as a reference for validation of the choice of the trial velocity fields and the

approximations used in the derivation of the closed form yield criterion. The formu-

lation here is restricted to the case of axi-symmetric loading about the void axis, i.e.

stress states of the form Σ = Σ11(e1⊗e1 +e2⊗e2) + Σ33e3⊗e3, so that the resulting

yield locus represents the intersection in stress space of the yield surface with the

hyperplane of axisymmetric loading. For simplicity, we further restrict the analysis

to the case where the void axis coincides with one of the axes of material orthotropy,

although more general cases can be considered by a straightforward extension of the

present formulation. In the following derivations, the Cartesian frame (e1, e2, e3) of

Fig. 37 is taken to coincide with the axes of orthotropy of the matrix.

1. Variational Definition of the Yield Locus

Limit-analysis yields the result that the macroscopic yield surface corresponds to the

envelope of the hyper-planes in stress space, given by the parametric equation

Σ : D = Π(D) (4.12)

where Π(D) is homogeneous function of degree one in the components of D denoted

the macroscopic plastic dissipation [77]. In (4.12), the components of D act as pa-

rameters. Π(D) is given by

Π(D) = inf
d∈K(D)

〈π(d)〉Ω (4.13)

K(D) = {d|∃v,∀x ∈ Ω, dij =
1

2
(vi,j + vj,i) and∀x ∈ ∂Ω, v = D.x} (4.14)

1We assume that the velocity fields of Lee and Mear [80] represent the complete
family of incompressible axisymmetric velocity fields.
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where v is the trial velocity field, d denotes the microscopic deformation rate tensor

and π(d) is the microscopic plastic dissipation, which evaluates to

π(d) = σ̄deq, deq ≡
√

2

3
d : ĥ : d (4.15)

for a Hill material (see [41]). Considering the special case of axisymmetric loading

about the void axis, one can see that the macroscopic stress and rate of deformation

tensors must be of the form

Σ = Σ11(e1 ⊗ e1 + e2 ⊗ e2) + Σ33e3 ⊗ e3, (4.16)

D = D11e1 ⊗ e1 +D22e2 ⊗ e2 +D33e3 ⊗ e3 (4.17)

Using (4.16) and (4.17) in (4.12), the yield point for an axisymmetric radial loading

path may be written as

Σ11 =
Π(D11, D22, D33)

D11 +D22 +XD33

, X ≡ Σ33

Σ11

(4.18)

where X is the ratio of the principal stresses. For axisymmetric loading, X is related

to the stress triaxiality, T , by

X =
9T

3T − 1
− 2 (4.19)

Noting that since Π(D) is homogeneous of degree one in the components of D the

right-hand side of (4.18) is homogeneous of degree zero, one may scale the components

of D arbitrarily. For convenience we impose the constraint

D11 +D22 +XD33 = 1 (4.20)

so that equation (4.18) becomes

Σ11 = Π(D11, D22, D33) (4.21)
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Π(D11, D22, D33) is calculated by evaluation of the infimum in equation (4.13) using

a finite set of kinematically admissible trial velocity fields as defined by (4.14).

2. Trial Velocity Fields

The macroscopic deformation tensor in (4.17) may be written as a linear combina-

tion of an axisymmetric deformation rate, Da, and a pure shear deformation in the

transverse plane of the RVE, Ds, as

D = Da + Ds

Da = Da
11(e1 ⊗ e1 + e2 ⊗ e2) +Da

33e3 ⊗ e3, Ds = Ds
11(e1 ⊗ e1 − e2 ⊗ e2)

(4.22)

where

Da
11 =

D11 +D22

2
, Da

33 = D33, Ds
11 =

D11 −D22

2
(4.23)

For the numerical evaluation of Π(D11, D22, D33) in (4.21), using (4.13), we consider

trial velocity fields of the form

v = va + Ds · x ⇒ d =
1

2

(
∇v + (∇v)T

)
= da + Ds (4.24)

where the first component, va, is an axisymmetric velocity field and the second veloc-

ity field corresponds to a homogeneous pure shear deformation, Ds, in the transverse

plane of the RVE. From the kinematic boundary conditions, equation (4.14), we ob-

tain

v = D · x ⇒ va = Da · x on ∂Ω (4.25)

We choose the field va from the family of incompressible axisymmetric velocity fields

proposed by Lee and Mear [80], which is assumed to represent the complete set of

such velocity fields. Due to the spheroidal geometry of the problem, we choose to

work with the spheroidal coordinate system (λ, β, ϕ), whose base vectors are defined
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in the Cartesian frame of Fig. 37 as

eλ = {a sin β cosϕe1 + a sin β sinϕe2 + b cos βe3}/√gλλ
eβ = {b cos β cosϕe1 + b cos β sinϕe2 − a sin βe3}/√gλλ
eϕ = − sinϕe1 + cosϕe2

(4.26)

gλλ ≡ a2 sin2 β + b2 cos2 β,

 a = c coshλ, b = c sinhλ (p)

a = c sinhλ, b = c coshλ (o)
(4.27)

In the spheroidal system, iso-λ surfaces are confocal spheroids with focal length,

2c, so that the surfaces of the void and the RVE correspond to constant values of

λ, designated λ1 and λ2 respectively. The eccentricity, e, of the current confocal

spheroid is related to λ as e = 1/ coshλ, with e1 and e2 denoting the eccentricities

of the void and the RVE respectively. The components of the Lee-Mear velocity

fields [80], expressed in spheroidal coordinates, are

vaλ(λ, β) = c2/
√
gλλ {B00/ sinh(λ)

+
+∞∑

k=2,4,..

+∞∑
m=0

k(k + 1)[BkmQ
1
m(w) + CkmP

1
m(w)]Pk(u)}

vaβ(λ, β) = c2/
√
gλλ {

+∞∑
k=2,4,..

+∞∑
m=1

m(m+ 1)[BkmQm(w)

+CkmPm(w)]P 1
k (u)}

(p) (4.28)
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

vaλ(λ, β) = c2/
√
gλλ {B00/ cosh(λ)

+
+∞∑

k=2,4,..

+∞∑
m=0

k(k + 1)im[i BkmQ
1
m(w) + CkmP

1
m(w)]Pk(u)}

vaβ(λ, β) = c2/
√
gλλ {

+∞∑
k=2,4,..

+∞∑
m=1

m(m+ 1)im[i BkmQm(w)

+CkmPm(w)]P 1
k (u)}

(o) (4.29)

where

w ≡

 coshλ (p)

i sinhλ (o)
; u ≡ cos β (4.30)

In the above expressions, Pm
n and Qm

n represent associated Legendre functions of the

first and second kinds respectively, of order m and degree n [81], and Bkm and Ckm

are arbitrary real constants. The requirement of homogeneous boundary strain rate,

equation (4.25), leads to linear constraints on the values of coefficients Bkm and Ckm.

These are given by [38] e3
2B00/(3(1− e2

2)) + (3− e2
2)F2(λ2)/

√
1− e2

2 −G2(λ2) = 0 (p)

−e3
2B00/(3

√
1− e2

2) + (3− 2e2
2)F2(λ2)/

√
1− e2

2 −G2(λ2) = 0 (o)
(4.31)

Fk(λ2) = Gk(λ2) = 0, k = 4, 6, 8... (4.32)

where  Fk(λ) ≡∑+∞
m=0 [BkmQ

1
m(w) + CkmP

1
m(w)]

Gk(λ) ≡∑+∞
m=1 m(m+ 1) [BkmQm(w) + CkmPm(w)]

(p)

 Fk(λ) ≡∑+∞
m=0 i

m [iBkmQ
1
m(w) + CkmP

1
m(w)]

Gk(λ) ≡∑+∞
m=1 m(m+ 1)im [iBkmQm(w) + CkmPm(w)]

(o)

(4.33)
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From (4.25), we can show that the components of Da are related to Bkm and Ckm by

Da
11 =

3c2

a2
2 − b2

2

[
G2(λ2)− 3a2

b2

F2(λ2)

]
, Da

33 =
3c2

a2
2 − b2

2

[
G2(λ2)− 3b2

a2

F2(λ2)

]
(4.34)

Using (4.34) and (4.23), the additional constraint (4.20) may be written as

3c2

a2
2 − b2

2

[
(2 +X)G2(λ2)− 3

(
2
a2

b2

+X
b2

a2

)
F2(λ2)

]
= 1 (4.35)

Thus, the numerical evaluation of the yield point under axisymmetric loading, equa-

tion (4.21), corresponds to minimization of the plastic dissipation in (4.13) using trial

velocity fields of the form (4.24), subject to linear constraints on the values of the

multiplicative factors of the velocity fields Bkm and Ckm, given by equations (4.31),

(4.32) and (4.35).

3. Numerical Minimization of the Plastic Dissipation

For given values of the microstructural parameters f and S, the eccentricities of the

void and RVE may be obtained from equation (4.6). The semi-focal length, c, may be

chosen arbitrarily since the problem is scale invariant. Combining (4.13) and (4.15),

we may write the macroscopic plastic dissipation as

Π(D) = inf
d∈K(D)

σ̄〈deq〉Ω, deq =

√
2

3
d : h : d (4.36)

d is computed using the decomposition of the microscopic velocity field v, in (4.24),

where va is chosen to be a finite sub-set of the infinite double-series of the Lee-Mear

fields in equations (4.28)-(4.29). Let us adopt the velocity fields corresponding to the

coefficients B00, Bkm and Ckm, where k = 2, 4, 6, .., K and m = 0, 1, 2, ..,M , which

corresponds to a total of N = K(M + 1) + 2 trial velocity fields. It is clear that d

is a homogeneous linear function of the coefficients B00, Bkm, Ckm and the in-plane
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shear strain rate Ds
11. Let [d] stand for the Voigt representation of d in the frame

(e1, e2, e3). We may write

[d] = [L(λ, β, ϕ)][A] (4.37)

where [L(λ, β, ϕ)] is a 6×N matrix whose components are functions of the coordinates

(λ, β, ϕ), and [A] is a N × 1 column vector defined as

[A] ≡ [B00 [Bkm]T [Ckm]T Ds
11]T (4.38)

In (4.38), [Bkm] and [Ckm] denote column vectors of the corresponding Lee-Mear

coefficients. The expression for deq may be written as

deq =

√
2

3
[A]T [L]T [ĥ][L][A] =

√
[A]T [M][A], [M] ≡ 2

3
[L]T [ĥ][L] (4.39)

where [ĥ] is the 6×6 Voigt matrix of the anisotropy tensor ĥ in the frame (e1, e2, e3).

Since (e1, e2, e3) is taken to be the frame of material orthotropy, [ĥ] will a diagonal

matrix. The problem is now reduced to determination of the coefficients [A] that

minimize the plastic dissipation in (4.36). However, the components of [A] are subject

to the constraints given by equations (4.31), (4.32) and (4.35). These make a total of

K linear equality constraints, which may be used to eliminate K of the N unknowns

as

[A] = [C][B] + [A0] (4.40)

where [B] is an (N − K) × 1 vector of the remaining unknowns, [C] is a constraint

matrix and [A0] is a constant vector. Using (4.40) along with (4.39) in (4.36), we can

write Π(D) as

Π(D) = inf
[B]∈RN−K

Π([B]) = inf
[B]∈RN−K

σ̄
〈√

([C][B] + [A0])T [M]([C][B] + [A0])
〉

Ω

(4.41)
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The above represents an unconstrained minimization problem where Π([B]) is the

objective function in N −K variables, [B], and the space of admissible values of [B]

is RN−K . Note that the existence and uniqueness of the minimum is guaranteed by

the fact that [ĥ] is a positive definite matrix, which implies that [M] is positive semi-

definite and hence the objective function is convex. The gradient of the objective

function with respect to the unknowns, [B] is given by

∂Π

∂[B]
= σ̄

〈
[C]T [M]([C][B] + [A0])√

([B]T [C]T + [A0]T )[M]([C][B] + [A0])

〉
Ω

(4.42)

The above problem can be solved for various values of the macroscopic stress

triaxiality, T , to obtain individual points on the yield locus using equation (4.21). A

program is developed to perform the above minimization using a conjugate gradient

minimization algorithm [88]. In the following, the yield locus obtained using the above

method will be referred to as the ‘exact numerical yield locus’. The analytical criterion

of section B is compared with the exact numerical yield loci for various microstructural

parameters and material anisotropy coefficients in the following section.

D. Results

1. Yield Criterion

The numerical method of the previous section can be used to generate the yield

locus for axisymmetric loading about the void axis, i.e. stress states of the form

Σ = Σ11(e1 ⊗ e1 + e2 ⊗ e2) + Σ33e3 ⊗ e3. The analytical equation of the yield locus

(4.2) for axisymmetric loading reads

h
′
C

σ̄2

(
Σ33 − Σ11 +

3

2
ηΣh

)2

+ 2(g + 1)(g + f) cosh

(
κ

Σh

σ̄

)
− (g + 1)2 − (g + f)2 = 0

(4.43)



121

where Σh is defined by Σh ≡ Σ : X = 2α2Σ11 + (1− 2α2)Σ33 and h
′

is defined similar

to h in equation (4.8) using the components of the tensor h in place of those of ĥ.

The criterion also depends on the anisotropy factors h, ht and ha defined in (4.8). In

the case when (e1, e2, e3) coincides with the axes of orthotropy, the Voigt form of the

tensors h and ĥ are diagonalized and they take on simplified expressions

h =
ĥ1 + ĥ2 + 4ĥ3

6
, h

′
=
h1 + h2 + 4h3

6
, ht =

ĥ1 + ĥ2 + 2ĥ6

4
, ha =

ĥ4 + ĥ5

2

(4.44)

In the above expressions, hi and ĥi (i = 1..6) represent the diagonal elements of the

Voigt matrix representation of the tensors h and ĥ respectively. These are related by

(see [32])

ĥ1 =
−h1 + 2h2 + 2h3

h1h2 + h2h3 + h3h1

, ĥ2 =
2h1 − h2 + 2h3

h1h2 + h2h3 + h3h1

, ĥ3 =
2h1 + 2h2 − h3

h1h2 + h2h3 + h3h1

,

ĥ4 =
1

h4

, ĥ5 =
1

h5

, ĥ6 =
1

h6

(4.45)

It may also be noted that, in the case of transverse isotropy about the e3 axis,

h
′
= 1/h.

A detailed tabulation of the Hill anisotropy coefficients in practically important

engineering materials was presented in [41]. For the numerical results presented here,

we have chosen to work with a set of material parameters that are chosen to represent

the observed range values of the Hill coefficients in [41] and previously used in [41].

Table V shows the values of the Hill coefficients for four different materials. The first

row corresponds to an isotropic material, which is used as a reference. Materials 1

and 2 are transversely isotropic materials with properties similar to those analyzed

in [32]. The properties of Material 1 are similar to those observed in thick Al sheets.

Material 3 is not transversely isotropic and the properties are based on experimentally
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Table V. Table of material anisotropy parameters used in the numerical computations.

Name h1 h2 h3 h4 h5 h6

Isotropic 1.000 1.000 1.000 1.000 1.000 1.000

Material 1 1.000 1.000 1.000 2.333 2.333 1.000

Material 2 1.000 1.000 1.000 0.500 0.500 1.000

Material 3 1.650 0.778 0.893 1.378 0.943 1.627

determined values for commercially pure Titanium 2.

Figures 38(a)-(d) show the yield loci for the four materials from Table V for

prolate cavities of aspect ratio, w = 5, and three different values of the porosity. The

loci are plotted with the mean stress Σm as the abscissa and Σ33−Σ11 as the ordinate,

whose absolute value equals the Von Mises effective stress for axisymmetric loading.

The stresses are normalized by σ3, the yield stress of the matrix in the e3 direction,

which coincides with one of the axes of orthotropy in all the cases considered here.

The numerical yield loci are plotted using discrete points, while the continuous lines

correspond to the analytical criterion of equation (4.43). In all the results presented

here, the numerical yield loci are calculated using twenty two trial velocity fields

corresponding to the Lee-Mear coefficients B00, Bkm, Ckm (k = 2, 4 and m = 0..5) and

the homogeneous shear strain rate, Ds
11. It is clear from the figure that the analytical

criterion provides a close agreement with the upper-bound numerical yield loci (which

may be considered quasi-exact for the isotropic matrix and materials 1 and 2) over

a wide range of values of the porosity and for all four material properties tested. It

may also be mentioned that, while the new criterion in the case of prolate cavities

2Since the available data in the literature for Ti correspond to thin sheets [89], for
which the out of plane strain ratios are not reported, these we assumed to be unity
while calculating the data in Table V.
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Fig. 38. Comparison of the analytical and numerical yield loci for prolate cavities. (a)

Isotropic matrix (b) Material 1 (c) Material 2 (d) Material 3 and three values

of the porosity, f . In all cases, w = 5. The solid lines correspond to the

analytical criterion of equation (4.43).
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and the isotropic matrix differs slightly from that of Gologanu et al. [38] due to the

different approach adopted in the definition of the parameter κ, the loci of Fig. 38(a)

are nevertheless in very good agreement with their results.

Similar results for oblate cavities of aspect ratio, w = 1/5, are presented in

Figs. 39(a)-(d). The new criterion is again seen to agree closely with the numerical

data. However, for certain values of the stress triaxiality, the analytical loci are seen

to fall slightly inside the numerical yield loci. While it is preferable to always have

the numerical points fall inside the analytical loci, since the former are known to be

rigorous upper-bounds to the true values of the yield stress, the violations appear to

be small in most instances.

In order to further characterize the yield criterion, we look at the variation of the

yield point under axisymmetric loading for two values of the stress triaxiality, T = 1

and T = 3, as a function of the void aspect ratio. It may be noted that in practice,

stress triaxialities in excess of 3 are rare and occur at blunted crack tips in a high

strain hardening material. Figure 40 and 41 show the variation of the hydrostatic

stress at yield, designated Σy
m, as a function of the void aspect ratio for T = 1

and T = 3 respectively. Subfigures (a)-(d) correspond the four different material

properties from Table V. The discrete points represent the numerically determined

values and the solid line corresponds to the analytical prediction from equation (4.43).

Again, the analytical predictions are seen to be in good agreement with the numerical

values for the yield points.

2. Evolution of Porosity

In general, validation of the microstructure evolution equations require the integration

of the constitutive equations for specific loading paths and comparison with predic-

tions from finite-element simulations on porous unit-cells. A preliminary study of
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Fig. 39. Comparison of the analytical and numerical yield loci for oblate cavities. (a)

Isotropic matrix (b) Material 1 (c) Material 2 (d) Material 3 and three values

of the porosity, f . In all cases, w = 1/5. The solid lines correspond to the

analytical criterion of equation (4.43).
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Fig. 40. Variation of the hydrostatic stress at yield, Σy
m, under proportional axisym-

metric loading, as a function of the void aspect ratio, w, for porosity f = 0.001,

and stress triaxiality, T = 1. (a) Isotropic matrix (b) Material 1 (c) Material

2 (d) Material 3. The discrete points are the numerically determined yield

points, the solid line correspond to the analytical criterion of equation (4.43).
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Fig. 41. Variation of the hydrostatic stress at yield, Σy
m, under proportional axisym-

metric loading, as a function of the void aspect ratio, w, for porosity f = 0.001,

and stress triaxiality, T = 3. (a) Isotropic matrix (b) Material 1 (c) Material

2 (d) Material 3. The discrete points are the numerically determined yield

points, the solid line correspond to the analytical criterion of equation (4.43).
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this type has been conducted and the results are presented in section E. However,

one may also use the numerical limit-analysis approach to determine the macroscopic

dilatancy, Dm, using the trial velocity fields that minimize the macroscopic plastic

dissipation. In the case of transversely isotropic materials, since the Lee-Mear fields

are assumed to span the space of axisymmetric velocity fields, the resulting value of

ḟ may be expected to be close to the true rate of porosity growth.

Figure 42 illustrate the variation of Dm/D
sph
m under axisymmetric loading as a

function of the void aspect ratio, for f = 0.01, macroscopic stress triaxiality, T = 1,

and three transversely isotropic materials from Table V. Dsph
m here corresponds to

the value of Dm for a spherical void (w = 1). Note that since, in general, the

spherical and the non-spherical RVEs have different yield points, and the materials

being considered are not hardenable, the comparison is made for the case that the

two RVEs have the same axial strain rate, i.e. D33 = Dsph
33 . The actual value of Dsph

m ,

used in the calculations reported here, is obtained using a void with a vanishingly

small eccentricity, which may be considered for all practical purposes to be a sphere.

Discrete points in the figure correspond to numerically obtained values of Dm/D
sph
m

using the method described in section C. The solid lines correspond to the model

predictions using equations (4.9) and (4.43). In both the prolate and the oblate cases,

the analytical predictions show acceptable agreement with the numerical results for

the variation of Dm/D
sph
m with the void aspect ratio.

E. Finite-Element Simulations

The best means to validate the evolution equations for f and S is to compare them

against direct finite element (FE) simulations on porous unit cells. However, a sys-

tematic study of this nature will require an extensive investigation involving a large
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Fig. 42. Dm/D
sph
m as a function of the void aspect ratio for (a) prolate cavities (b)

oblate cavities, stress triaxiality, T = 1 and porosity, f = 0.01. The solid

line corresponds to the predictions from the analytical model. Discrete points

correspond to numerically determined values for Isotropic matrix (∗), Material

1 (+) and Material 2 (×) from Table V.

number of test cases, in the spirit of the previous works of [29,43,90] and others. This

is especially true in the case of coupled void shape and anisotropy effects, where the

parameter space to be explored is large. While such an investigation is beyond the

scope of the present work, we present a limited set of two-dimensional axisymmetric

finite element calculations for transversely isotropic matrices and axisymmetric states

of loading, using the object–oriented finite element program, Zebulon, developed by

Besson and Foerch [44, 91]. A cylindrical RVE, made of a transverse isotropic Hill

matrix and containing a spheroidal void in the center, is subjected to proportional

axisymmetric loading paths. The major stress is applied in the axial direction of the

voids and the stress triaxiality is held constant through the simulation. The calcula-

tions presented are in fact similar to those in [32], using spheroidal voids instead of

spherical ones.

Figure 43 shows typical RVEs used in the calculations and the details of the
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(a) (b)

Fig. 43. Finite-element meshes of the RVEs used for the unit cell calculations (a)

prolate (w = 2) (b) oblate (w = 1/2). Porosity f = 0.001 for both cases.

meshes used. Exploiting the symmetry of the problem, only a quarter of the domain

is modeled. The average stress-strain response for the unit-cell is obtained by plotting

the variation of the Von Mises effective stress, Σe = |Σ33 − Σ11|, as a function of the

effective strain, Ee = 2
3
|E33 −E11|, where the Cartesian coordinate system of Fig. 37

has been assumed. The evolution of porosity, f , and void aspect ratio, w, are com-

pared with the model predictions from equations (4.10) and (4.11) respectively. The

model constitutive equations are integrated using a convex cutting plane integration

algorithm [92,93]. Attention is focused on the early stages of deformation, well before

the onset of strain localization in the RVE, and the scope of the comparison is lim-

ited to discussing qualitative trends. Isotropic power-law hardening with an exponent

n = 0.1 was assumed for the matrix in the FE computations. Strain hardening is

incorporated into the model using a heuristic energy balance approach for the plastic

work used in previous works [29, 43]. In addition, we incorporate a heuristic param-

eter, qw, in the model, originally proposed by Tvergaard [14] in the context of the

Gurson model, and later extended by Gologanu et al. [56] to be a function of the void



131

aspect ratio for spheroidal voids. With these heuristic corrections, the yield function

for axisymmetric loading reads

h
′
C

σ̄2

(
Σ33 − Σ11 +

3

2
ηΣh

)2

+2qw(g+1)(g+f) cosh

(
κ

Σh

σ̄

)
−(g+1)2−q2

w(g+f)2 = 0

(4.46)

where σ̄ now denotes the current yield stress of the matrix and qw is given by

qw = 1 + 2(qs − 1)
w

1 + w2
(4.47)

The limiting value of qw for a spherical cavity, qs is taken to be 1.6 in the following

calculations.

Figure 44 shows the comparison of the stress–strain response of the unit-cell to

that obtained from integration of the model constitutive equations. These results

correspond to axisymmetric proportional loading with a major axial stress (Σ33 >

Σ11) and a macroscopic stress triaxiality, T = 1. The initial porosity and void aspect

ratios correspond to the meshes shown in Fig. 43. The Figs. 44(a)-(b) show the unit-

cell and model responses respectively, for the initially prolate cavity of Fig. 43(a) and

the Figs. 44(c)-(d) show the corresponding results for the initially oblate cavity of

Fig. 43(b). It may be seen that the stress-strain response of the model is in close

agreement with the FE results. Figure 45(a) and 45(b) show comparison of the

evolution of porosity, f , as a function of the effective strain in the RVE, Ee, for the

initially prolate cavity of Fig. 43(a). Figure 45(c) and 45(d) show comparison of the

evolution of void aspect ratio, w, as a function of the effective strain for the same RVE.

It is observed that the qualitative trends for the evolution of porosity and void shape

with deformation for the three materials are correctly predicted by the analytical

model. However, the unit-cell results for the evolution of the void aspect ratio, w, for

Material 1 evidences an anomalous behavior at larger values of the effective strain.
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Fig. 44. Comparison of the stress–strain response from the FE calculations and the

analytical model for initially prolate and oblate cavities (Figure 43) and three

different materials from Table V. The results correspond to axisymmetric

proportional loading with a stress triaxiality, T = 1. (a) FE results and (b)

Model predictions for the initially prolate cavity. (c) FE results and (d) Model

predictions for the initially oblate cavity.
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Fig. 45. Comparison of the unit cell response to the model results for the evolution

of f and w, for an initially prolate cavity and three different materials from

Table V. (a) FE results for the evolution of f (b) Model prediction for the

evolution of f (c) FE results for the evolution of w (d) Model prediction for

the evolution of w.
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Examination of the corresponding deformed configuration of the unit-cell indicates

that while the void shape remains roughly spheroidal for the isotropic matrix and

Material 2, this is not true for Material 1 at large strains. Since the analytical model

assumes that the void remains spheroidal during the deformation, such discrepancies

may be expected in the case of certain types of material anisotropy.

Figures 46(a) and 46(b) show a similar comparison of the evolution of porosity, f ,

as a function of the effective strain in the RVE, Ee, for an initially oblate cavity. The

initial porosity and void aspect ratio were f0 = 0.001 and w = 1/2, corresponding

to Fig. 43(b). Figures 46(c) and 46(d) show comparison of the evolution of void

aspect ratio, w, as a function of the effective strain for the same RVE. Again, the

model correctly predicts the qualitative trends for the evolution of f and w with

deformation for the three materials studied, together with a reasonable quantitative

agreement.

F. Conclusion

A numerical method to derive rigorous upper bound yield loci for spheroidal RVEs

containing confocal spheroidal voids and subjected to axisymmetric stress states was

developed. For a specified loading path in stress space, the yield point was obtained

by conjugate gradient minimization of the plastic dissipation using a large number

of axisymmetric velocity fields. The analytical model was also integrated to obtain

the stress–strain history and evolution of the microstructural variables for a specified

loading path using the convex cutting plane algorithm. The model predictions were

compared with corresponding ‘exact’ results obtained from finite-element calculations.

The main conclusions of this study are summarized below.

• Comparisons with numerical upper bound yield loci showed that the analyti-
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Fig. 46. Comparison of the unit cell response to the model results for the evolution

of f and w, for an initially oblate cavity and three different materials from

Table V. (a) FE results for the evolution of f (b) Model prediction for the

evolution of f (c) FE results for the evolution of w (d) Model prediction for

the evolution of w.
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cal yield criterion of equation (4.2) respects the upper bound character of the

homogenization approach for prolate cavities as well as provides a close approx-

imation for the numerical yield loci at all triaxialities.

• Similar comparisons for oblate cavities also yielded good agreement albeit with

larger deviations from the numerical loci, possibly as a result of the different

approaches used to derive the prolate and oblate criteria. Also, possible viola-

tions of the upper bound character were observed for flat void shaped although

the differences were small in all cases considered.

• Comparison of the model predictions for the evolution of the microstructure

with finite-element predictions showed good agreement for the qualitative trends

for the different types of material anisotropy considered. However, some devi-

ations have been observed in cases where the void shape was found to deviate

significantly from a spheroid as assumed in the analytical model.

G. Appendices

1. Expressions for the Model Parameters

The exponential term in the criterion (4.2) depends on two parameters, κ and α2. κ

is a measure of the pressure dependency of the yield surface, and is given by

κ =



√
3
{

1
ln f

[
2
3

ln
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+
3+e22
3+e42
− 3+e21

3+e41
+ 1√

3

(
tan−1 e22√

3
− tan−1 e21√

3

)
−1

2
ln

3+e42
3+e41

]
4h+8ha−7ht

10
+ 4(h+2ha+2ht)

15

}−1/2 (p)

3
2

(
h+2ha+2ht

5

)−1/2
{

1 +
(gf−g1)+ 4

5
(g

5/2
f −g5/21 )− 3

5
(g5f−g51)

ln
gf
g1

}−1

(o)

(4.48)

where

gf ≡
g

g + f
, g1 ≡

g

g + 1
(4.49)
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The argument of the ‘cosh’ also depends on the term Σ : X, where X is defined by

(4.4). Since the tensor X is coaxial with the void, this term is in fact a weighted sum

of the normal stress components in the axial and transverse directions of the void,

where the weights depend on the value of the parameter α2. α2 is given by

α2 =


(1 + e2

2)

(1 + e2
2)2 + 2(1− e2

2)
(p)

(1− e2
2)(1− 2e2

2)

(1− 2e2
2)2 + 2(1− e2

2)
(o)

(4.50)

The parameters C and η that appear in the square term of the yield criterion are

given by

η = −2

3

κQ∗(g + 1)(g + f)sh

(g + 1)2 + (g + f)2 + (g + 1)(g + f)[κH∗sh− 2ch]
,

C = −κh(g + 1)(g + f)sh

(Q∗ + ηH∗)η
, sh ≡ sinh (κH∗), ch ≡ cosh (κH∗)

(4.51)

where H∗ ≡ 2
√
h(α1−α2) and Q∗ ≡

√
h(1− f). H∗ and Q∗ depend on an additional

parameter α1 which is a function of the void shape alone. α1 is given by

α1 =


[
e1 − (1− e2

1) tanh−1 e1

]
/(2e3

1) (p)[
−e1(1− e2

1) +
√

1− e2
1 sin−1 e1

]
/(2e3

1) (o)
(4.52)

The evolution law for the void shape parameter, equation (4.11), depends on a

heuristic parameter, φ, which is taken to be a function of the porosity, void shape

and the macroscopic stress triaxiality, T , which is defined as the ratio of the mean

stress to the Von Mises effective stress., i.e. T ≡ Σm/
√

3
2
Σ
′
: Σ

′
. φ has the form

φ ≡ 1 + φfφeφT (4.53)
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where φf , φe and φT are functions of f, S and T respectively. These are given by

φe(e1) =
9

2

α1 − αGar1

1− 3α1

, φf (f) = (1−
√
f)2, φT (T ) =


1− (T 2 + T 4)/9 for ε = +1

1− (T 2 + T 4)/18 for ε = −1

(4.54)

The parameters ε and αGar1 are defined by

ε = sgn(ΣmΣ
′

33), αGar1 =

 1/(3− e2
1) (p)

(1− e2
1)/(3− 2e2

1) (o)
(4.55)
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CHAPTER V

RECENT EXTENSIONS OF THE 2.5D DISLOCATION DYNAMICS METHOD

A. Background

Plasticity in crystalline materials results from the collective motion of a large num-

ber of discrete dislocations. The experimentally observed flow strength and strain

hardening rates are determined by the average behavior of a large number of de-

fects at the nano and meso scales such as the population of dislocation nucleating

sources, mobility of dislocations, their short range interactions with each other and

with other crystal defects such as vacancies, precipitates, grain boundaries and free

surfaces. Thus, unlike the elastic properties of a material, which may be determined in

a straightforward fashion by consideration of the inter-atomic forces, the modeling of

plasticity from first principles is difficult due to the variety of defects that contribute

to the overall strength. Continuum models of crystal plasticity take a phenomenolog-

ical approach informed by experimental observations such as the incompressibility of

plastic flow and the dependence of the flow stress on the dislocation density on the

individual slip systems through the Taylor hardening relation. However, the appli-

cability of these continuum models to small scale systems is limited by several key

factors: (i) lack of a natural length scale in the models and (ii) assumption of homo-

geneity of plastic flow in an elementary volume. Several recent experiments [5, 6, 94]

have demonstrated that when specimen sizes are small enough for the above assump-

tions to be violated so that the fundamental discreteness of plasticity has an effect

on the overall response, stochasticity and size effects emerge that can not be modeled

using continuum mechanics. In such cases, “bottom up” modeling approaches such

as atomistics or DD can provide an alternative approach to material design.
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While the atomistic details of the dislocation cores are important in determin-

ing the short range interactions of dislocations, it has been observed that outside

of the dislocation cores the long range fields of the dislocations are well represented

by classical linear elasticity solutions [95]. Based on this observation, discrete dislo-

cation plasticity uses a hybrid approach where discrete defects such as dislocations

are modeled explicitly while the long range of interaction of these defects is modeled

using continuum mechanics, leading to a tremendous reduction in the degrees of free-

dom. However, the DD method retains the essential discrete character of plasticity

and embeds a physically relevant length scale, the dislocation Burgers vector. The

central difference between DD and continuum models is that in DD the plasticity

and hardening response of a material is an output from the model rather than an

input through constitutive assumptions and as such can capture the size dependency

in these properties.

Discrete dislocation dynamics models have been developed since the early 90’s

by several research groups [25,96–98] to investigate phenomena such as the formation

of dislocation patterns. The models may be broadly classified into two categories,

namely three dimensional (3D) and two dimensional (2D) DD models. The 3D models

treat dislocations as line singularities in the form of loops or pinned segments that

glide on well defined crystallographic slip systems in a three dimensional crystal.

Full 3D DD simulations are computationally demanding, but potentially allows a

more faithful representation of the physics of dislocation interactions. On the other

hand, 2D models typically assume a simplified planar geometry, where dislocations

are modeled as infinite straight line singularities that intersect the plane of analysis.

In the simulations, the intersection points of the dislocations glide along in-plane

projections of their respective slip systems. At the expense of some accuracy in

the representation of the physics, 2D DD has enabled complex simulations such as
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Fig. 47. Illustration of the superposition method for determination of the elastic fields

in a dislocated body.

crack propagation, indentation, crack tip fields, strain hardening and void growth to

be undertaken [99–103]. In the present dissertation, we focus our attention to one

particular model of 2D DD originally developed by Van der Giessen and Needleman

[25]. In the following sections, we present a brief review of the original model and

an extension of their constitutive framework to account for strain hardening due to

Benzerga et al. [26]. In the final section, we identify and discuss several limitations

and gaps in the above constitutive framework that are addressed as part of this

dissertation.

B. Dislocation Dynamics Model of Van der Giessen and Needleman

Van der Giessen and Needleman [25] developed a purely mechanical theory and simu-

lation framework for low temperature plasticity through dislocation glide by neglect-

ing temperature effects. Consider a linear elastic body of volume V containing a finite

number of discrete dislocations in the form of dipoles as shown in Fig. 47. The dipole

in the figure may represent the intersection of a dislocation loop with the plane of

analysis. Within a small strain setting, superposition is used to decompose the over-

all elastic fields in the body as the sum of the infinite medium singular fields of the
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discrete dislocations (the ˜ fields) and a smooth complementary field that enforces

the true boundary conditions of the problem (the ˆ field). Anywhere in the volume

V of the sample, the displacements, strains and stresses are written as:

u = ũ + û, ε = ε̃+ ε̂, σ = σ̃ + σ̂ (5.1)

The (̃ ) fields of the dislocations are themselves found as superposition of the singular

fields of all dislocations in V ,

ũ =
N∑
i=1

ui, ε̃ =
N∑
i=1

εi, σ̃ =
N∑
i=1

σi, (5.2)

with N the total number of dislocations in the sample. N generally changes in the

course of a simulation due to the nucleation/annihilation of dislocations. The fields

σi, εi and ui corresponding to dislocation i in an extended homogeneous medium

are known analytically [104]. However, these classical solutions for the dislocation

fields have singularities at the dislocation positions and are hence not valid within

the dislocation cores. Alternative non-singular approximations of the elastic fields of a

dislocation, such as [105], may also be used within the above superposition framework.

The governing equations for the image (̂ ) fields are given by

∇ · σ̂ = 0 in V

ε̂ =
1

2

(
∇⊗ û + (∇⊗ û)T

)
in V (5.3)

with

σ̂ = L : ε̂ in V (5.4)

where L denotes the tensors of elastic moduli of the material, ⊗ denotes the tensor

product and the superscript T denotes tensor transposition. With Sf and Su referring

to the portions of the boundary on which tractions T0 and displacements U0 are
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prescribed, respectively, the boundary conditions for the (̂ ) fields are

n · σ̂ = T0 − n · σ̃ on Sf

û = U0 − ũ on Su (5.5)

with n the outer unit normal.

Equations (5.3)-(5.5) represent a well-posed boundary value problem for the non-

singular (̂ ) fields, which is solved using the finite element method. The dislocation

dynamics problem is solved in a time incremental manner where, at each increment

of the deformation the elastic fields are determined using the current positions of

the dislocations. The dislocation positions are updated between increments using the

Peach-Koehler force, f i, which is a configurational force on dislocation i that acts to

lower the overall potential energy and is defined as [25,104]

f i = − ∂Π

∂xi
(5.6)

where Π denotes the potential energy and xi denotes the position of dislocation i. A

careful analysis yields [25]

f i = ti ×
[(
σ̂ +

∑
j 6=i
σj

)
· bi
]

(5.7)

where ti is a unit vector along the tangent to the dislocation line and bi is the Burgers

vector. The Peach-Koehler force may be resolved into a glide component, fg, and a

climb component, fc, along the slip plane tangent and normal directions respectively.

I.e.

f i = f igm
i + f icn

i (5.8)

where ni denotes the slip plane normal and mi = ti × ni. In [25], only the glide

component is used to update the dislocation positions while the climb component is
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ignored. A viscous drag type mobility law is assumed for dislocation glide

f ig = Bgv
i (5.9)

with a constant drag factor Bg.

While the elastic boundary value problem framework described above is general

and applies to three dimensional dislocated specimens, most numerical implementa-

tions of the same, including [25], use a two dimensional plane strain approximation

where dislocation loops are represented as dipoles crossing the plane of analysis as

illustrated in Fig. 47. These dislocation dipoles nucleate from randomly distributed

point sources in the sample that idealize Frank-Read sources in three dimensions. A

new dislocation dipole is nucleated when the modulus of the glide component of the

Peach-Koehler force on a source exceeds a critical value of τnuc for a critical duration

tnuc. The dislocation structure is updated after checking for (i) nucleation of new dis-

locations from point sources, (ii) pinning of dislocations at randomly distributed point

obstacles in the sample and their unpinning when the Peach-Koehler force exceeds

the pinning strength τobsb where b is the modulus of the Burgers vector (iii) mutual

annihilation of opposite signed dislocations when they cross each other or approach

within a critical distance Le on the same slip plane and (iv) exit of dislocations at

the free boundaries leaving a slip discontinuity across their original slip plane. Thus,

within the simulation framework, long range effects, including the effects of image

forces due for example to the presence of free boundaries, are directly taken into ac-

count through the elasticity fields, while short range effects are accounted for through

the constitutive rules (i)-(iv) described above.
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C. 2.5D Constitutive Rules for Strain Hardening

While a two dimensional implementation of the DD framework described in the pre-

vious section provides a basic model of single crystal plasticity, it does not predict

strain hardening under homogeneous deformation irrespective of whether singular or

non-singular approximations of the elastic fields of the dislocations are used. The

inability of 2D DD to predict strain hardening may be attributed to the absence of

certain key ingredients in the model, namely the dynamic evolution of the density

of dislocation sources and obstacles and absence of rules for short range interactions

between dislocations on intersecting slip systems. In real crystals, dislocations on

intersecting slip planes can form junctions [106] that can obstruct the flow of other

dislocations. These junctions may either break away under further loading or stabilize

by a variety of mechanisms including cross slip. Stable junctions can act as anchoring

points for new Frank-Read sources in the specimen. Thus, the population of sources

and obstacles in the specimen can evolve with the deformation. Another major effect

neglected in the original model is the line tension effect that act to shrink dislocation

loops. In order to remedy some of these shortcomings, Benzerga et al. [26] proposed a

set of idealized constitutive rules in 2D that are inspired by the physics of dislocation

interactions in 3D. The enhancements brought about by these additional constitutive

rules allows for an adequate representation of strain hardening in 2D DD simulations

with hardening rates that are comparable to experimental results [102, 107]. These

constitutive rules, frequently referred to in the literature as ‘2.5D rules’, are discussed

below.

In the 2.5D formulation, two dislocations on intersecting slip planes can form a

sessile junction if both dislocations fall within a critical radius of d∗ from the intersec-

tion point at the end of an increment. These junctions may represent Lomer-Cottrel
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locks in three dimensions and act as obstacles to dislocation motion on both the inter-

secting slip planes. Most of these “dynamic obstacles” may be destroyed by unzipping

of the participating dislocations if the resolved shear stress at a junction I exceeds a

critical value given by

τ Ibrk = βbrk
µb

LI (5.10)

where µ denotes the shear modulus, LI is the distance to the nearest junction on any of

the intersecting slip planes and βbrk is a scaling factor for junction strength. However,

a finite (small) probability, p, is assigned for the stabilization of these junctions by

cross slip or other mechanisms at the scale of the junction cores so that they may not

be destroyed under further loading. A probabilistic approach is needed due to the

limited representation of the physics in the two-dimensional model. A stable junction

I may act as an anchoring point for a new Frank-Read source with a nucleation

strength given by

τ Inuc = βnuc
µb

LI (5.11)

where βnuc is a source strength parameter (typically of the order of unity [108]) and

LI is the distance to the nearest junction on the slip plane on which τ Inuc is being

resolved. The nucleation time for the source is given by

tInuc = γnuc
LI
|τ I |b (5.12)

where γnuc is a material constant with the units of the drag factor and τ I is the

resolved shear stress at the junction I excluding the self-stress due to the participating

dislocations. Notice that both the source strength and the nucleation time depends on

a physically meaningful length scale so that the properties of the dynamic Frank-Read

sources depend on the statistics of junction formation. Finally, the line tension force

on 3D dislocation loops in is idealized in 2D as a mutually attractive force between
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the two dislocations that comprise a dipole, given by

Li = −αµbS id
(5.13)

where S id denotes the algebraic distance between the dislocations in the dipole and

α is a scaling factor. The reader is referred to [26] for additional details including

physical justifications for the above constitutive rules.

D. Limitations of the Model

Despite its success in modeling several aspects of crystal plasticity, the DD models

currently in use suffer from certain limitations that we seek to address in this dis-

sertation. These may be categorized into two broad areas, namely limitations in the

computational framework that limit range of applicability of the method and limi-

tations in the representation of the physics of dislocation motion and interactions.

These are discussed below as a prelude to the developments presented in the next

section. Applications of the enhanced DD model are presented in the subsequent

chapters.

1. Algorithmic Limitations

By far the most computationally expensive operation in any DD simulation is the

calculation of the Peach-Koehler interaction forces between the dislocations at each

time increment. The complexity of this operation scales as O(N2) where N denotes

the total number of dislocations. For sufficiently large samples, the computation of

the Peach-Koehler force becomes prohibitively expensive limiting the applicability of

the framework to very large systems. Yet, this is an important limit case where the

predictions of DD models have not been validated sufficiently by comparison with
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predictions from continuum plasticity. Thus, in section E, we present two alternative

approaches to address this issue, namely (i) code parallelization and (ii) implementa-

tion of the well known fast multipole method for many body dynamics.

The second limitation pertains to the treatment of slip discontinuities due to

dislocations that exit the free surfaces in a sample. The current approach treats these

as stress–free displacement discontinuities across the respective slip planes. However,

in some multiply connected geometries such as porous or cracked specimens, these

slip steps can lead to residual stresses in the sample. In order to treat such problems,

we implement an enhanced finite element method for the solution of the (̂ ) fields

following the original proposal by Romero et al. [109] by embedding the discontinuities

in the finite element formulation.

2. Limitations in the Representation of the Physics

One of the major limitations of most current DD frameworks is that they are based on

a deterministic framework where thermally activated phenomena such as dislocation

climb and bypass of obstacles are not adequately accounted for. Effectively, this limits

the applicability of the DD models to low temperatures where thermal effects may be

neglected. Nevertheless, there are several important engineering applications where

thermal effects play a decisive role, such as in the creep of structural components.

At high temperatures, crystalline materials contain a high concentration of point

defects such as vacancies. Diffusion of vacancies into the dislocation core leads to

the non-conservative climb motion of dislocations. In chapter VIII, we present a

coupled formulation for DD and vacancy diffusion at elevated temperatures. This

high temperature DD formulation is applied to the problem of dislocation creep in

single crystals.
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E. Recent Enhancements

This section contains a detailed discussion of the specific numerical algorithms that

have been implemented to reduce the computation time for simulations involving a

large number of dislocations (N > 100000) and to widen the scope of the 2D DD

method to a more general class of boundary value problems. In the DD simulation

methodology outlined in section B, the most critical operation in terms of the compu-

tation time is the calculation of the Peach-Koehler force on the dislocations at each

time increment. The Peach-Koehler force, f i, on a dislocation i is given by

f i = ti ×
[(
σ̂ +

∑
j 6=i
σj

)
· bi
]
, i, j = 1..N (5.14)

As can be seen from the equation above, computation of the Peach-Koehler force on

a system containing N dislocations is an operation of complexity O(N2) due to the

presence of the summation term over all dislocations. It must be mentioned here

that an ad hoc solution to the above problem by using a cut off radius for mutual

dislocation interactions can lead to large error due to the fact that the elastic fields

of the dislocations are slowly decaying fields so that their influence extends over large

distances (the stress field of the dislocations decays as 1/r with distance r from the

dislocation core with the strain energy increasing as log r). Therefore, achieving large

dislocation densities in DD simulations in a realistic time span depends on finding

efficient algorithms for computing the Peach-Koehler force. Alternate approaches

towards achieving this objective are presented in the following two subsections.

1. Code Parallelization Using OpenMP

One relatively straightforward method for improving efficiency by leveraging the wide

availability of multi-processor shared memory computing clusters is to parallelize
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Fig. 48. (a) Comparison of the computation time per increment as a function of the

number of dislocations N for different values of the active core count Nc. (b)

Scaling of the computation time with 1/Nc for different values of N .

the code. We have used the relatively standard OpenMP API [110] that is widely

supported by all major compilers. Since the evaluation of expression (5.14) involves

looping over a large number of dislocations, we make use of the OpenMP directives

for automatic parallelization of program loops. In addition to the computation of

f i for updating dislocation positions, several other large loops in the code, including

testing for nucleation from sources, cutting through point obstacles and break away

of dislocation junctions, which involve computation of the Peach-Koehler force have

been parallelized. The results of this effort are summarized in Fig. 48(a), which shows

the computation time as a function of the number of dislocations N in a typical DD

simulation. The different curves in Fig. 48(a) correspond to different number of active

processing cores, Nc (upto 8). Fig. 48(b) shows the scaling of the computation time

per increment as a function of the reciprocal of the number of processing cores Nc for

different values of N . The results indicate that the computation time scales more or

less inversely with the number of active cores.

Despite these improvements, the OpenMP approach suffers from two limitations.
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First, unlike the case of massively parallel APIs, the scalability of OpenMP is limited

by the number of cores available on a shared memory system, typically a node in a

compute cluster, which is usually 8 or 16. Most importantly, while OpenMP yields

a linear improvement in efficiency with core count, the increase in computation time

is quadratic in the number of dislocations N . The dislocation count increases as

the square of the sample size and for large systems the advantage of parallelization

is quickly nullified. Tacking this problem calls for implementation of more refined

algorithms that can reduce the computational complexity from O(N2).

2. The Fast Multipole Method

The fast multipole method (FMM) was originally proposed by Greengard and Rokhlin

[111] as an efficient numerical scheme for solving problems involving multibody in-

teractions. We have used an adaptive version of FMM due to [112] that enables N -

particle interactions to be computed in O(N) operations as against O(N2) for direct

evaluation. The adaptive multipole algorithm, explained in detail in [112], provides

the key advantage that the O(N) scaling of the computation time is independent of

the statistics of the particle population, which makes it ideal for DD simulations. In

this section, the key lemmas and theorems of FMM are reformulated in the context

of 2D DD simulations, followed by a brief summary of the algorithm implementation.

The complex variable solution for an edge dislocation in an infinite medium is used

in the formulation and the domain of interest is a subset of the complex plane C.

The linear elasticity solution for an edge dislocation at position z0 in an infinite

elastic isotropic solid may be specified in terms of two complex potentials, Ω(z) and
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ω(z) (z, z0 ∈ C), given by [113]

Ω(z) = q log (z − z0), ω(z) = q̄ log (z − z0) (5.15)

q ≡ −i Eb

8π(1− ν2)
(5.16)

where E and ν are the elastic modulus and Poisson’s ratio respectively, b = b1 + ib2

is the Burger’s vector and the overbar denotes complex conjugation. The stress field

of the dislocation may be derived from the complex potentials using the formulae

σ11 + σ22 = 2(Ω
′
(z) + Ω′(z)) (5.17)

σ11 − σ22 + 2iσ12 = −2(zΩ′′(z) + ω′(z)) (5.18)

It is clear from the above that the multipole expansions of the stress components

of an edge dislocation can be constructed, given the expansions of the following two

potentials

φ1(z) =
q

(z − z0)
, φ2(z) =

q

(z − z0)2
(5.19)

It is also obvious that given the multipole expansion of (5.19)1, the expansion of

(5.19)2 can be obtained in straightforward way by differentiation of the former. In

the following, the theorems and lemmas of FMM from [112] are restated in terms the

potential of (5.19)1. The numbering of the theorems and lemmas correspond to that in

[112] and the proofs are omitted for brevity. The results presented here are analogous

to the corresponding theorems and lemmas from [112] where a different complex

potential (φ(z) = q log (z − z0)) was used. Here, we use the complex potential

φ(z) =
q

(z − z0)
(5.20)

which is in fact the derivative of q log (z − z0). Hence, the expansions themselves can

be derived by differentiating the corresponding results from [112]. However, the error
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bounds are derived separately.

Theorem 2.1: For m dislocations Burgers vectors bi, i = 1, ..,m, located at points

zi, i = 1, ..,m, with |zi − z0| < R, the potential at a point z ∈ C with |z − z0| > R is

given by

φ(z) =
∞∑
k=0

ak
(z − z0)k+1

, ak =
m∑
i=1

qi(zi − z0)k (5.21)

where qi = qi(bi) is given by equation (5.16). Furthermore, for any p ≥ 1,∣∣∣∣∣φ(z)−
p∑

k=0

ak
(z − z0)k+1

∣∣∣∣∣ ≤ A

(c− 1)

(
1

c

)p+1

, c =
∣∣∣ z
R

∣∣∣ , A =
1

R

m∑
i=1

|qi| (5.22)

For “well separated” dislocations (i.e. z > 2R, see Fig. 49), an upper bound for the

error is A/2p+1.

Lemma 2.2: Given the multipole expansion of (5.21), for any point outside a circle,

D, of radius R + |z0| and centered at the origin, the potential is given by

φ(z) =
∞∑
l=0

bl
zl+1

, bl =
l∑

k=0

akz
l−k
0

(
l

k

)
(5.23)

with
(
l
k

)
the binomial coefficients. Furthermore, for any p ≥ 1,∣∣∣∣∣φ(z)−

p∑
l=0

bl
zl+1

∣∣∣∣∣ ≤ A(
1−

∣∣∣ |z0|+Rz

∣∣∣)
∣∣∣∣ |z0|+R

z

∣∣∣∣p+2

(5.24)
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with A defined in (5.22).

Lemma 2.3: Consider m dislocations with qi, i = 1..m, located inside a circle D1

of radius R and center at z0, with |z0| > (c + 1)R, c > 1. Then, the corresponding

multipole expansion (5.21) converges inside a circle D2 of radius R centered at the

origin. Inside D2, the potential due to the dislocations is described by a power series

φ(z) =
∞∑
l=0

blz
l, bl = − 1

zl+1

∞∑
k=0

ak
zk0

(
l + k

k

)
(−1)k (5.25)

Furthermore, for any p ≥ max(2, 2c/(c− 1)), an error bound for the truncated series

is given by ∣∣∣∣∣φ(z)−
p∑
l=0

blz
l

∣∣∣∣∣ < 4Ae(p+ c)(c+ 1)

c(c− 1)

(
1

c

)p+1

(5.26)

Lemma 2.4: For any complex z0, z and ak, k = 1, .., n,

n∑
k=0

ak(z − z0)k =
n∑
l=0

(
n∑
k=l

ak

(
k

l

)
(−z0)k−1

)
zl (5.27)

Note that results 2.1–2.3 are the counterparts of similar results from [112] corre-

sponding to the complex potential (5.20), while result 2.4 is unchanged from the

above paper.

The implementation details of FMM are identical to that in [112], which contains

a rigorous step-by-step description of the algorithm. What follows is an informal

description of the main steps involved. The first step is the adaptive subdivision of

the computational cell (assumed to be a square region without loss of generality)

into a tree structure of square subcells such that no leaf cell contains more than a

predefined number of dislocations (see Fig. 50). Next, the coefficients of the multipole
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(a) (b)

Fig. 50. (a) Square cell encompassing the domain of interest in a multibody simulation

and (b) adaptive subdivision of the domain into a hierarchy of square subcells.

expansion for the stress field about the center of each cell are calculated. For leaf cells,

this involves a direct application of Theorem 2.1, while for parent cells, the multipole

expansion is established by combining together the multipole expansions of its four

children by using Lemma 2.2. Finally, the Peach-Koehler forces on the dislocations

in each leaf cell is calculated using the following steps: (i) the interactions between

dislocations in the same leaf cell and every adjacent leaf cell are computed directly, (ii)

the interactions with the dislocations in well separated cells are computed indirectly

via the multipole expansions of the latter cells by shifting the centers of the expansion

to that of the current leaf cell using lemmas 2.3 and 2.4. An implementation of the

above algorithm using the dynamic memory allocation features of Fortran 90 due

to [114] is adapted for use with the 2.5D DD code.

The FMM implementation in DD is validated by comparison of the Peach-

Koehler forces computed using FMM vs. direct evaluation of the pairwise inter-

actions. Fig. 51 shows a comparison of the compressive stress strain response and

the evolution of the dislocation density for a 9.6 × 3.2µm2 rectangular plane strain
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Fig. 51. Comparison of DD results in plane strain compression for a 9.6 × 3.2µm2

specimen using direct evaluation of the Peach-Koehler force vs. the FMM

method. (a) Compressive stress vs. strain and (b) evolution of the dislocation

density vs. strain.

specimen oriented for double slip. The solid curve corresponds to the direct method

of evaluation of the Peach-Koehler force and the dashed curve corresponds to eval-

uation using FMM. Notice that while the two curves are identical initially, small

differences manifest at larger strains due to the numerical fluctuations in the simula-

tion. However, on average the two codes yield identical response irrespective of the

specimen dimensions. Fig. 52(a) shows the comparison of the computation time for

the Peach-Koehler forces as a function of the number of dislocations N . The figure

shows the elapsed wall clock time from the beginning to the end of the Peach-Koehler

force computations rather than the CPU time and is therefore subject to fluctuations

due to variations in system load as is seen in Fig. 52(a). Use of FMM results in a

dramatic reduction in the computation time, especially for large values of N . Further

examination reveals that the scaling of the computation time with N is nearly linear

up to very large values of N for the calculations using FMM. However, deviations

from linearity are observed at very high N presumably due to the latency introduced
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Fig. 52. (a) Wall clock time for computation of the Peach-Koehler interactions as a

function of the number of dislocations N and (b) zoom of the initial portion

of the curve for N < 2000.

by the need to dynamically allocate large amounts of memory in the Fortran 90 imple-

mentation. Fig. 52(b) shows a zoom of the initial portion of the same curves for small

values of N , which shows that the fixed computational cost associated with the use of

the FMM algorithm dominates for small N leading to higher computation times. As

will be shown in Chapter VI, use of FMM enables large simulations involving millions

of dislocations that were not tractable before.

3. Non-convex and Multiply Connected Domains

The second major enhancement to the numerical framework involves the handling

of slip discontinuities in the case of complex domain geometries such as non-convex

or multiply connected domains. The need for this enhancement can be appreciated

by examining the simple scenario illustrated in Fig. 53. Fig. 53(a) shows a convex

domain containing a single Frank-Read source on a slip plane and subjected to simple

shear deformation. Fig. 53(b) illustrates the same domain containing a void at the

center and subjected to simple shear. Consider the case where both the sources have
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(a) (b)

Fig. 53. Slip discontinuities in (a) simply connected and (b) multiply connected do-

mains.

nucleated a dislocation dipole that have left the domain through glide as shown in

the figure. In the case of Fig. 53(a) this leaves a stress free displacement discontinuity

across the slip plane while the discontinuity can lead to residual stresses and strains

in Fig. 53(b), which needs to be determined from the finite element solution. Proper

handling of complex 2D domains is important in treating several important boundary

value problems for porous or cracked specimens.

A computationally efficient approach for handling slip discontinuities in the con-

text of DD has been proposed by Romero et al. [109], using the strong discontinuity

method originally proposed by Simo et al. [115] for strain localization in plasticity.

The superposition method of Van der Giessen and Needleman (Fig. 47) has been en-

hanced by including an additional discontinuous field (denoted by the ˇ superscript)

that accounts for the slip discontinuities dues to dislocations that exit the domain,

as illustrated in Fig. 54.

u = ũ + ǔ + û, ε = ε̃+ ε̌+ ε̂, σ = σ̃ + σ̌ + σ̂ (5.28)

In the updated framework, the (̃ ) fields correspond to the infinite medium elastic

fields of the dislocations that remain within the domain, the (̌ ) fields correspond

to the residual stresses and displacements due to the slip discontinuities caused by
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Fig. 54. The superposition method of [109] for solving linear elastic boundary value

problems in arbitrary 2D domains containing discrete dislocations.

dislocation exit and the (̂ ) fields are smooth non-singular fields that enforce the

boundary conditions of the problem. The difference from the framework of [25] is

that the (̃ ) fields no longer include the contribution from the slip discontinuities,

since the latter are not known a priori in multiply connected domains. Instead, the

discontinuities and associated residual stressed are abstracted into the (̌ ) fields and

a combined finite element solution is obtained for the sum of the (̌ ) and the (̂ ) fields

using the following approach.

First, a trial solution for the discontinuous ǔ field is assumed such that it satisfies

the following conditions. (i) The ǔ field is continuous everywhere except on the slip

plane across which a discrete slip discontinuity exists and vanishes everywhere except

in the ε neighborhood of these slip planes. The ε neighborhood is defined as the set

of all points that lie at a distance not exceeding ε from the slip plane, where ε may be

made arbitrarily small. (ii) The ǔ field has a discontinuity across the slip planes equal

to b/2 times the signed number of dislocations that have exited from the slip plane.

(iii) The gradient of the ǔ field is continuous everywhere. Let ū, ε̄ and σ̄ be the elastic

fields complementary to the assumed (̌ ) fields such their superposition yields the true

linear elasticity solution for the combination of the (̌ ) and (̂ ) fields for problems 2
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and 3 from Fig. 54. The governing equations and the boundary conditions for the

unknown (̄ ) fields may then be written as

div(σ̌ + σ̄) = 0 in V (5.29)

σ̄ = Cε̄ in V (5.30)

ε̄ =
1

2
(Oū + Otū) in V (5.31)

(σ̌ + σ̄)n = t0 − σ̃n on St (5.32)

ū = u0 − ũ− ǔ on Su (5.33)

An advantage of the above approach is that the solution for the unknown field ū is

smooth and need not account for the residual slip discontinuities. In the finite element

implementation of this approach, the trial displacement field ǔ is constructed using

the shape functions of those elements that are cut by the slip discontinuities such that

it satisfies the three conditions established previously for the trial field. Additional

details of the construction of the ǔ field and the actual algorithm for implementation

in finite elements are provided in [109]. An important point to note is that the above

approach has negligible computational overhead in DD simulations due to that fact

that the stiffness matrix does not need to be modified at every increment and need

to be computed and factorized only once.

The strong discontinuity approach has been implemented in finite elements using

a procedure identical to that in [109]. On a related note, the finite element implemen-

tation in the existing 2.5D code was generalized such that arbitrary 2D meshes can be

loaded from an external mesher and general four noded quadrilateral elements with

four integration points can be used as opposed to the rectangular elements used pre-

viously. The updated code has been validated in several ways using elastic solutions

for 2D problems (in the absence of dislocations) for which analytical solutions are
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Fig. 55. (a) Edge dislocation in the neighborhood of an isolated void in an infinite

domain under equibiaxial tension σ and (b) comparison of the analytical and

approximate finite element solutions for the Peach-Koehler glide force on the

dislocation as a function of the dislocation position.

available. However, analytical solutions for finite domains containing dislocations are

generally not available. An approximate comparison has been made for the case of an

isolated dislocation in the neighborhood of a void in an infinite domain undergoing

equibiaxial tension, for which an analytical solution is available from [116]. Fig. 55(a)

illustrates the geometry and the loading conditions of the problem. An approximate

finite element solution to the same problem is obtained by considering a square spec-

imen of side 10R containing a concentric void of radius R. The Peach-Koehler glide

force on a dislocation at (x = ξR,y = R/
√

2) is given by

fg =
√

2σb
ξ

(ξ2 + 1/2)2
− µb

π(1− ν)

b

R

ξ(ξ4 + 1/4)

(ξ2 + 1/2)2(ξ4 − 1/4)
(5.34)

where σ denotes the biaxial stress. Fig. 55(b) shows a comparison of the analytical

and finite element solutions for fg as a function of the dislocation position. The results

show reasonably good agreement between the two solutions. The solutions begin to
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Fig. 56. (a) Plane strain tension specimen (2.4 × 0.8µm2) containing a single

Frank-Read source. Comparison of (b) stress–strain response and (c) evo-

lution of the dislocation density from the two codes.

diverge slightly far away from the void due to the fact that, unlike in the analytical

model, a finite geometry is used in the finite element solution. As a test case for

the embedded discontinuity approach, we compare the solutions from the original

convex domain version of the DD code with the new code for a plane strain tension

specimen containing an isolated Frank-Read source in the center (see Fig. 56(a)).

Figs. 56(b) and (c) show the prediction for the evolution of the flow stress and the

dislocation density respectively from the two versions of the code, which show very

good agreement. In general, it has been observed that the two codes yield equivalent

results on average for convex domain simulations.
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4. Periodic Boundary Conditions

In spite of the huge improvements in efficiency brought by the implementation of the

Fast Multipole method discussed in section 2, there are challenges in scaling the DD

computations to billions of dislocations that are present in a typical bulk sample. On

the other hand, it is of interest to study the asymptotic behavior of DD in the bulk

limit where one can match predictions against readily available experimental data.

One method of simulating bulk conditions in DD would be to subject a computational

cell to periodic boundary conditions (PBC). However, one difficulty in using PBC

with the DD boundary value problem framework described above is that analytical

expressions for the (̃ ) fields are not available for general periodic arrays of edge

dislocations in two dimensions. Therefore, we employ the same non-periodic fields

for the (̃ ) and (̌ ) fields as in the non-periodic case and enforce periodicity in the

total fields through the solution for the (̂ ) fields. This approach to obtain a periodic

solution by superposition of three individual non-periodic fields has previously been

employed by [103]. Note that, due to the non-periodicity of the unknown (̂ ) fields,

the stiffness matrix for the finite element problem will be non-symmetric.

We implement PBC by imposing multi-point constraints on the nodal degrees of

freedom at the periodic boundaries as illustrated in Fig. 57. The constraint equations

for the (̂ ) fields may be written as

û1 − û2 = ε∞ · (x1 − x2)− ũ1 + ũ2 − ǔ1 + ǔ2 (5.35)

t̂
1 − t̂

2
= −t̃

1
+ t̃

2 − ť
1

+ ť
2

(5.36)

where the symbol t denotes the traction vector and the superscripts 1 and 2 corre-

spond to the field values at periodic image nodes 1 and 2 as shown in Fig. 57 with

position vectors x1 and x2 respectively. The above constraint equations are incorpo-
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û2û1

t̂1 t̂2

1

Fig. 57. Periodic boundary conditions enforced using multi-point constraint equations

on the nodal tractions and displacements on the boundary.

rated directly into the global stiffness matrix. As a result of the above approach, the

stiffness matrix loses its banded character and is stored as a general sparse matrix.

An open source sparse matrix solver, LUSOL, is used to factorize and solve the finite

element system of equations.

Periodicity is also ensured in the motion of dislocations in the DD simulations.

When a dislocation exits the domain of analysis via an element edge on the periodic

boundary, another dislocation is introduced into the domain through the periodic

image of the element edge on the opposite boundary on the nearest entry point of

a slip plane. However, the contribution of the dislocation to the slip discontinuity

on its original slip plane is retained so as to ensure that one does not introduce

spurious stresses at the periodic boundaries due to slip mismatch. Fig. 58 shows an

example of the periodic stress field for a unit cell undergoing shear deformation and

containing a single immobile dislocation dipole. Comparison of the results from a

single cell analysis and a larger cell composed of four such unit cell clearly illustrates

the periodicity in the computed finite element solution.
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(a)

(b)

(c)

Fig. 58. (a) Unit cell containing a single dislocation dipole subjected to pure shear de-

formation (b) contours of τ computed using one periodic cell and (c) contours

of τ computed using a larger periodic cell containing four smaller cells.
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5. Dislocation Climb at Elevated Temperatures

As discussed in section D, simulation results obtained using the present DD frame-

work are strictly applicable at low homologous temperatures when thermal effects

such as creep and dynamic recovery are negligible. Nevertheless, there are several

important engineering applications such as small scale electronic structures where

one needs to account for the high temperature creep behavior of metallic components

for their reliable operation. Since the applicability of continuum models at small

scales is questionable, it is of interest to extend bottom up modeling techniques such

as DD for modeling high temperature material behavior by accounting for relevant

phenomena such as dislocation climb and vacancy diffusion. While most DD stud-

ies in the past have neglected dislocation climb or accounted for it using simplistic

models, there have been several attempts in recent years to incorporate physics based

models for dislocation climb within a DD simulation framework [117, 118]. In the

present work, we generalize the 2D DD simulation framework of Van der Giessen and

Needleman [25] to high temperatures by (i) developing a coupled framework for dis-

location glide and climb by simultaneous solution of the linear elastic boundary value

problem of section B with a boundary value problem for vacancy diffusion in a 2D

domain and (ii) extending some of the key constitutive rules for dislocation glide in

section B to be applicable at elevated temperatures. The resulting high temperature

DD framework is applied to the solution of an example boundary value problem of

the creep of micron sized single crystalline specimens under plane strain conditions.

A detailed presentation of the development and application of the high temperature

DD framework is deferred to Chapter VIII for space reasons.
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CHAPTER VI

INVESTIGATION OF STRAIN HARDENING USING DISLOCATION

DYNAMICS

A. Introduction

Demonstration of the existence of several interesting size effects on the strength of

crystalline materials at small scales has been an area of significant scientific and tech-

nological interest in the past two decades. There is high interest in these phenomena

from a technological perspective due to the recent advancements in manufacturing

metallic components at micron scales and below for MEMS/NEMS applications. On

the other hand, the question is of scientific interest due to the fact that properties

such as material strength and hardening rates that were long considered to be intrinsic

material properties turn out to be scale dependent. Early experiments by [21–23,119]

had demonstrated size effects on material strength under non-homogeneous loading

conditions such as torsion of thin metallic wires, bending of thin foils and nanoin-

dentation. It has been proposed that these size effects are related to the density of

geometrically necessary dislocations (GND) that are required to accommodate the

macroscopic strain gradient. Accordingly, several theories have been devised to ac-

count for these size effects within a framework of continuum plasticity by enhancing

the constitutive laws to include gradients of the strains and stresses [23, 120, 121].

Simultaneously, this introduces a dependence on an intrinsic length scale and a con-

nection to the microscopic mechanisms since the GND density is directly related to

the plastic strain gradients. However, more recent experimental developments have

challenged the basis of strain gradient plasticity theories by demonstrating that strong

size effects can also manifest in sub-micron specimens in the absence of strain gradi-



168

ents under macroscopically homogeneous deformation. These recent experiments on

micron and sub-micron diameter single crystalline pillars manufactured using focused

ion beam machining and subjected to compression using flat tip nanoindenters has

now been repeated by several groups [5–7, 122] who have confirmed the size depen-

dence of flow strength. Some experiments using larger pillars (∼ 1µm) have also

evidenced a dependence of the hardening rate on specimen size [123] although this

effect has not received much attention in the literature.

Gradient based continuum models fail to explain these size effects for which al-

ternative theories are needed. DD has emerged as a viable computational tool for

modeling size dependent behavior at small scales due to several reasons: (i) inher-

ently discrete nature of the method due to its dependence on a relevant physical length

scale, the Burgers vector and (ii) availability of powerful computer hardware in recent

years that makes possible large scale simulations. Several researchers have employed

3D [124–126] and 2D DD models [127,128] to investigate the size dependence of flow

strength. Based on these simulations, mechanisms such as dislocation starvation [126]

and size dependence of the average nucleation strength of Frank-Read sources [127]

have been invoked to explain the observed strengthening. However, systematic inves-

tigation of the size dependence of hardening rate on specimen size in larger pillars

presents a challenge due to the large densities of dislocations needed for the Forest

hardening mechanisms to operate. The usefulness of 3D DD is limited to relatively

simple situations involving few dislocations due to the high computational cost of han-

dling the complex interactions of dislocation loops among themselves and with the

specimen boundaries. The advantage that 2D DD models have over 3D is that a 2D

approximation allows for a significant reduction in the degrees of freedom, at the cost

of some accuracy in the representation of the physics, allowing the computations to

scale to large dislocation densities. In addition, use of the extended 2.5D constitutive
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Fig. 59. Schematic of a plane strain compression specimen oriented for symmetric

double slip.

rules presented in Chapter V allow for an adequate representation of strain hardening

in multi-slip specimens [26]. Accordingly, 2.5D DD has recently been used to inves-

tigate the size effects on single crystal hardening rates, where the model predictions

have been shown to be in good agreement with experiments [107,129]. However, some

of the limitations of the 2D DD framework addressed in Chapter V had so far limited

the scope of such investigations. As such, in the present chapter the enhanced DD

framework is used to study the effect of specimen dimensions on strain hardening

rates under idealized conditions. In particular, attention is focused on convergence of

2.5D DD predictions for the hardening rate under homogeneous deformation to bulk

values in the limit of very large samples. Conditions approximating the latter limit is

simulated in DD using computational cells subjected to periodic boundary conditions

and subjected to shear loading.

B. Hardening in Single Crystal Compression

Consider a rectangular single crystalline specimen subjected to plane strain compres-

sion as illustrated in Fig. 59. The matrix is assumed to be a face centered cubic (FCC)

single crystal oriented for quasi-plane strain deformation [130] where the e1−e2 plane
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coincides with the (110) crystallographic plane. The e1 axis is assumed to coincide

with the 〈001〉 direction and the e2 axis coincides with the 〈11̄0〉 direction. The figure

also shows the traces of the {111} slip planes on the plane of the paper. We consider

two intersecting slip systems corresponding to the 〈1̄12〉 and 〈11̄2〉 slip directions (in

plane projections of the 〈1̄01〉 and 〈01̄1〉 slip systems respectively) with an included

angle of approximately 109.5◦. The crystal orientation considered corresponds to a

symmetric double slip arrangement where the two slip system make an angle of 35.25◦

with respect to the e1 axis as shown in the figure.

The specimen is initially stress and dislocation free and contain a random dis-

tribution of point sources and obstacles distributed on slip planes spaced 20b apart.

Although the source and obstacle densities vary as a function of the deformation due

to the dynamic creation/destruction of junctions, initial densities of static sources and

obstacles is taken to be 150 and 600 µm−2 respectively. These rather high values of

the initial defect densities are chosen such that the simulation results are representa-

tive of larger micropillars where the strength is flow controlled rather than nucleation

controlled. The surfaces at x2 = ±D/2 are traction free and the shear stress vanishes

at x1 = ±3D/2. A uniform displacement u1 = ±U/2 is prescribed along x1 = ±3D/2.

Rotation of the tensile axis is not restricted. The average compressive stress, σ, and

strain, ε, are calculated as

σ = − 1

D

∫ D/2

−D/2
σ11(±3D/2, x2) dx2, ε = − U

3D
(6.1)

Young’s modulus E = 70 GPa and Poisson’s ratio ν = 0.33 corresponding to values

for Aluminum are used for the matrix. The modulus of the Burger’s vector b = 0.25

nm is assumed on all slip systems. The drag factor is taken to be B = 10−4 Pa s

and a constant value of τobs = 150 MPa is used for the obstacle strength. A normal

distribution of initial source strengths τsrc is assumed with an average value of 50
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MPa and a standard deviation of 10 MPa and a constant nucleation time of tnuc = 10

ns is assigned for all sources as in previous 2D DD studies [25, 103, 131]. The values

used for the 2.5D parameters that affect the properties of dislocation junctions are

βnuc = 1, βbrk = 10βnuc, γnuc = 1000B, d∗ = 6b and p = 0.01. A constant strain rate of

10−4 s−1 is used in all the simulations. The compressive response of the specimens are

studied as a function of the specimen size for values of D ranging from 0.4− 25.6µm.

Fig. 60(a) and (b) compare the stress–strain response and evolution of the dislo-

cation density for self-similar single crystals of varying size D. Due to the particular

initial conditions chosen for the problem, where the statistics of the initial Frank-Read

source strengths are independent of the specimen size, the simulations do not show

a size effect on the initial yield stress. However, a size dependency in the flow stress

emerges as a result of the evolving dislocation configurations leading to smaller spec-

imens showing a higher rate of strain hardening, consistent with the previous study

of Guruprasad et al. [129]. Here, unlike in earlier investigations we have been able to

scale the computations to much larger values for the specimen size and dislocation

count thanks to the efficient handling of the Peach-Koehler interactions using the

fast multipole method. In fact, the largest specimen simulated contained over two

million dislocations at the end of the simulation. Note that the higher flow stresses in

Fig. 60(a) are accompanied by higher dislocation densities shown in Fig. 60(b). In the

plasticity of bulk crystals, the average flow stress per slip system, T , is related to the

dislocation density, ρ, on the slip system through the well-known Taylor hardening

relation

T = Aµb
√
ρ (6.2)

where A is a dimensionless constant in the range 0.3–0.5 [132]. The average slip

system flow stress T is equal to the resolved shear stress calculated from the average
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Fig. 60. Mechanical response of self-similar single crystalline specimens subjected to

plane strain compression: (a) average stress σ vs. average strain ε and (b)

dislocation density ρ vs. ε.



173

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 1.6

 0  0.05  0.1  0.15  0.2

Τ
/(

µ
b

ρ
1
/2

)

Γ

D = 0.4 µm
D = 0.8 µm
D = 1.6 µm
D = 3.2 µm
D = 6.4 µm

D = 12.8 µm
D = 25.6 µm

Fig. 61. Variation of the slip system flow stress T , normalized by µb
√
ρ, as a function

of the work conjugate shear strain Γ corresponding to the compression results
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global stresses using the appropriate Schmid factor, fs. For the compression speci-

men of Fig. 59, we have T = fsσ. Due to the symmetric double slip arrangement

considered, both slip systems have an identical Schmid factor fs = 0.47. Fig. 61 plots

the variation of the flow stress T , normalized by µb
√
ρ, as a function of a shear strain,

Γ ≡ ε/fs, work conjugate to T . Notice that while the ratio T /(µb√ρ) tends to a

more or less constant value during the steady state hardening regime for the largest

specimens considered, as expected based on the Taylor relation, progressively larger

deviations are observed towards smaller specimen sizes. As noted in [129], this result

indicates a breakdown of Taylor law at the micron scale. Fig. 62 compares the dislo-

cation structures at the end of the simulation (ε = 0.1) for compression specimens of

two different sizes D = 0.04 µm and D = 3.2 µm. Notice that the distribution of the

positive and negative dislocations exhibit greater inhomogeneity for the smaller sam-
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(a)

(b)

Fig. 62. Dislocation structures at ε = 0.1 for compression specimens of sizes (a)

D = 0.4 µm and (b) D = 3.2 µm. Black dots represent positive disloca-

tions while gray dots represent negative dislocations.
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Fig. 63. (a) Scaling of the average steady state hardening rate ΘII as a function of

specimen size D and (b) the same data on a log–log plot.

ple size compared to the large compression specimen. This indicates that although

both specimens have an overall zero net Burgers vector, local fluctuations in the dis-

location distribution can lead to the emergence of GNDs at intermediate scales. This

fact was used by Guruprasad and Benzerga [129] to arrive at an effective measure

of the local GND density which correlated well with the observed size effects. The

reader is referred to [102] for additional details of a phenomenological theory of strain

hardening using two internal state variables, the dislocation density and an effective

GND density.

Fig. 63 shows the scaling of the steady state hardening rates, ΘII, estimated from

these simulations as a function of the specimen size. Average values of ΘII estimated

from multiple realizations of the initial source and obstacle populations are reported

along with the associated scatter. Using the standard approach of crystal plasticity,

the hardening rates are estimated based on the tangent to the flow stress T vs. shear

strain Γ, work conjugate to T , for the slip systems. I.e.

ΘII =
∂T
∂Γ

, T = fsσ, Γ = ε/fs (6.3)
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ΘII is related to the tangent to the stress–strain curves of Fig. 60 as ΘII = f 2
s (∂σ/∂ε).

From Fig. 63(a), one can see that as we approach large specimen sizes the variation

in the hardening rate with D tends to level off and approach a plateau. From ex-

perimental results for the plasticity of bulk single crystals, the steady state ‘stage II’

hardening rates have a universal range of values from µ/200 − µ/100, independent

of the material, temperature and strain rate [133]. This range of values is marked

by the horizontal band in Fig. 63. We can see that for the largest specimen consid-

ered the average ΘII value from the simulations falls within the experimental range.

Note that the hardening obtained in DD simulations are a result of a convolution of

several factors such as the statistics of junction formation, junction breaking and dy-

namic source formation. In a simplified 2D framework, each of these mechanisms are

modeled using approximate constitutive rules (2.5D rules) discussed in Chapter V,

section C with associated parameters, some of whose range of values are estimated

from experiments or lower scale molecular dynamics (MD) simulations (see [26]) while

others are not. The convergence of the asymptotic hardening rates obtained from DD

with the bulk values may be viewed as an indirect validation of the parameter ranges

used in the 2.5D DD simulations. Examining the same data on a log–log scale in

Fig. 63(b) shows an approximately linear behavior indicating that, similar to the well

documented scaling of the flow stress in the literature, the hardening rates also scales

with the specimen size according to a power law with an exponent of ∼ 0.4.

C. Simulation of the Bulk Limit Using Periodic Boundary Conditions

In order to further investigate the asymptotic behavior of the hardening rate obtained

from DD simulations in the bulk limit, we examine the response of a square cell from

a bulk crystalline specimen whose response under pure shear loading is simulated
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Fig. 64. Schematic of a square periodic unit cell from a bulk sample subjected to pure

shear loading.

approximately using periodic boundary conditions (PBC). A symmetric orientation

for the crystal is again chosen relative to the loading direction, corresponding to a

Schmid factor fs = 0.33 (T = fsτ), as illustrated schematically in Fig. 64. Note

that the cell size, L, in these simulations is an artificial length parameter that has no

physical significance. Therefore, it is required that a sufficiently large value is chosen

for the cell size L such that the simulation results are independent of L. Fig. 65(a)

shows the average shear stress, τ , vs. the shear strain, γ, response for periodic

cells with sizes in the range L = 0.5–8µm. Fig. 65(b) shows the corresponding

evolution of the dislocation density with strain. It is clear from these results that

choice of L < 1µm can lead to results that depend on the cell size and are hence not

representative of a bulk sample. Such a result is expected due to the discrete nature

of the system, which means that very small sample sizes lead to stochasticity in the

results due to the system containing too few dislocations. For the purposes of this
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Fig. 65. (a) Average shear stress τ vs. shear strain γ and (b) dislocation density ρ vs.

γ for periodic cells with different values of the cell size L subjected to pure

shear deformation.

section, we use cell sizes L = 2–8 to simulate bulk behavior using PBCs.

Fig. 66 compares the resolved shear stress T vs. shear strain Γ response for

the slip systems between the PBC simulations and the compressions simulation from

Fig. 60 corresponding to the largest specimen size D = 25.6µm. Results obtained

from three different sizes of the periodic cell L = 2, 4 and 8 are included in Fig. 66.

Notice that the hardening rates obtained from the two sets of simulations for very

different types of boundary conditions are quite similar. Fig. 67 shows the data from

Fig. 63(b) overlaid with the hardening rates obtained from the PBC simulations for

the different cell sizes. The hardening rate data obtained from the PBC simulations

fall completely within the bulk range of hardening rates, µ/200 − µ/100, while the

free boundary simulations converge towards this band for larger specimen sizes as

expected.

In Fig. 68, we compare the strain hardening results from 2.5D DD with predic-

tions based on the Taylor relation, equation (6.2). The PBC simulations show good

agreement with the Taylor relation (6.2) with a value of A ≈ 0.3. A close agreement
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may also be noted between the PBC results and the free boundary compression simu-

lations for the largest specimen size. This provides additional evidence of the correct

asymptotic behavior of the 2.5D DD simulation method in the bulk limit. Fig. 69

compares the dislocation structures at Γ = 0.2 obtained from the free boundary sim-

ulation for D = 25.6 µm and the PBC simulation for the three cell sizes considered.

Due to the large number of dislocations in the sample, only a 2× 2 µm2 region from

the center of the respective specimens are shown. Interestingly, while the compres-

sion sample shows a rather homogeneous distribution of the positive and negative

dislocations consistent with the fact that a large specimen size is used, the PBC sim-

ulations reveal a greater degree of clustering of the positive and negative dislocations.

This indicates that the artificial periodicity being enforced through the cell size L

may have some effect on the dislocation distribution obtained. However, this effect

does not appear to impact the effective hardening rate obtained, which is consistent

with the Taylor relation irrespective of the cell size. Guruprasad and Benzerga [102]

had proposed a phenomenological constitutive law of size dependent hardening us-

ing 2.5D DD compression simulations of the type presented in section B. Based on

the premise that the size effects observed in the pillar compression experiments at

the micron scales may result from the emergence of a dislocation substructure due

to interaction with the specimen boundaries, they extended the widely used Kocks-

Mecking-Estrin model of work hardening [134,135] to include a term that depends on

the average GND density at a suitably defined resolution. Their proposed expression

for the hardening rate reads [102]

ΘII = Θ∞ + δµ
ρG
ρ

(6.4)

where Θ∞ is the size independent athermal hardening rate predicted by the Kocks-

Mecking-Estrin model, ρG is the GND density and δ is a non-dimensional parameter.
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(a) (b)

(c) (d)

Fig. 69. Dislocation structures at Γ = 0.2 inside a 2 µm × 2 µm block of material

extracted from the center of (a) D = 25.6 µm compression specimen and

periodic cells subjected to simple shear (b) L = 2 µm, (c) L = 4 µm and

(d) L = 8 µm. Black dots represent positive dislocations while gray dots

represent negative dislocations.
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The GND density is a resolution dependent quantity defined as [136]

ρG =
||B||
b

(6.5)

where B denotes the net Burgers vector in a domain of volume ω at the chosen res-

olution, b is the material Burgers vector magnitude and || · || denotes the Euclidean

norm. Guruprasad and Benzerga [102] have demonstrated that in 2.5D DD simula-

tions of pillar compression, the ratio of an effective measure of the GND density, ρ̄G,

defined as the average of the resolution dependent GND density in equation (6.5) over

the entire computational domain, to the total dislocation density ρ remained roughly

constant during the steady state hardening regime. Moreover, the steady state value

of ρ̄G/ρ decreased monotonously with increasing specimen size, which was used to

show that equation (6.4) using ρ̄G in place of ρG yielded a good agreement with the

hardening rates obtained from DD. Fig. 70(a) shows the evolution of the ratio ρ̄G/ρ

as a function of the resolved shear strain Γ corresponding to our compression simula-

tions from section B. ρ̄G is calculated as the averaging the value of ρG over horizontal

strips of height 50 nm as in [102]. Notice that the ratio ρ̄G/ρ is constant during

the steady state hardening regime for all samples and decreases monotonously as a

function of the specimen size consistent with the results of Gurupasad and Benzerga.

For comparison, Fig. 70(b) shows the evolution of ρ̄G/ρ for the PBC simulations from

section C for the three unit cell sizes. While a constant value of ρ̄G/ρ is obtained

in all the PBC simulations, this value is seen to depend on the cell size L. Also,

as the cell size increases, ρ̄G/ρ tends to a constant value that is different from zero

and is in fact higher than the value obtained from the free boundary simulations for

the largest specimen sizes. However, we have seen that despite these differences, the

hardening rates obtained from the PBC simulations are in close agreement with each

other and with the largest free boundary specimens. This implies that the hardening
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Fig. 70. Ratio of the effective GND density ρ̄G computed using horizontal strips of 50

nm height to the total dislocation density ρ as a function of the resolved shear

strain Γ for (a) the compression simulations for different sample sized D and

(b) pure shear simulations using PBCs for different cell sizes.

law proposed by Guruprasad and Benzerga [102] does not apply to the PBC sim-

ulation results and may need to be generalized for arbitrary boundary conditions.

Nevertheless, their key observation that a coarse grained measure of the dislocation

substructure, ρ̄G/ρ, remains constant during steady state hardening regime holds

true in all the simulations presented here, which indicates that an alternate form of

equation (6.4) that depends on ρG/ρ could be used to capture the size effects under

arbitrary imposed loading conditions.

D. Conclusion

The strain hardening behavior of single crystals has been analyzed using the 2.5D dis-

location dynamics framework of Benzerga et al. [26], containing enhanced constitutive

rules for the physics of dislocation interactions in multiple slip systems. Advances

in the numerical methods used in computing the dislocation–dislocation interactions

and the treatment of the boundary conditions enable larger sample sizes, containing
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millions of dislocations, to be simulated and predictions under multiple loading con-

figurations to be compared, unlike in the previous investigations of Guruprasad et

al. [129]. Particular attention is paid to the asymptotic behavior of 2.5D DD simula-

tions in the limit of bulk samples. The latter limit is simulated approximately using

periodic boundary conditions. The main conclusions from this study are summarized

below.

• Convergence of the size-dependent athermal hardening rates ΘII obtained from

2.5D DD simulations to the experimental range of µ/200–µ/100 has been demon-

strated using (i) very large finite specimens containing millions of dislocations

and (ii) unit cells of appropriate sizes subjected to pure shear and periodic

boundary conditions.

• In the bulk limit, 2.5D DD simulations predict similar athermal hardening rates

irrespective of the type of loading imposed (compression or shear).

• The simulation results are consistent with the phenomenological Taylor hard-

ening law, relating the flow stresses to the dislocation density, in the bulk limit.

However, unlike in continuum modeling, the hardening relation in DD is a pre-

diction rather than a constitutive assumption. The correct scaling of the flow

stress with the dislocation density emerges from the statistics of dislocation in-

teractions in large dynamic systems, in accordance with a set of constitutive

rules defined at the scale of the discrete dislocations.

• The phenomenological constitutive law for size dependent hardening proposed

by Guruprasad and Benzerga [102] is found to be inconsistent with the sim-

ulation results using periodic boundary conditions. This indicates that their

expression for the athermal hardening rate derived from plane strain compres-

sion simulations may not be generalizable to arbitrary boundary conditions.
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CHAPTER VII

DISCRETE DISLOCATION PLASTICITY SIMULATIONS OF VOID GROWTH

IN SINGLE CRYSTALS WITH HARDENING

A. Introduction

The growth and coalescence of micro-voids is recognized as the primary mechanism for

crack initiation and propagation in ductile materials. In many structural materials,

voids initiate by cracking or debonding of second phase particles at the micron scale

[15]. Subsequent growth of these voids is mediated by the plastic deformation of

the surrounding material under the imposed remote loading conditions. Models of

void growth have relied on continuum mechanics to describe the deformation of the

matrix material. Homogenization-based constitutive models [12, 15] are widely used

to predict the evolution of ductile damage in finite element simulations of structural

response involving large deformations, such as in metal forming and failure analysis.

With a few exceptions [137, 138], these models lack an internal length scale, which

implies that they predict no dependence of the void growth rates on the absolute size

of the voids.

Investigation of void size effects in ductile materials is relevant to a number

of technologically important applications. Some high-strength structural steels are

engineered with a population of second phase particles whose sizes are in the sub-

micron range and nucleate sub-grain voids [139]. Other examples are nanostructured

materials with low alloy content, such as interstitial-free steels, where voids may

nucleate from grain boundary triple points or shear band intersections due to the

limited availability of second phase particles [140]. In such cases, void growth rates

may be expected to depend on the size of the voids and anisotropy of the crystalline
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matrix. There is compelling experimental evidence that plasticity at sub-micron

length scales is inherently scale dependent. The existence of these size effects have

been conclusively demonstrated experimentally under imposed specimen level strain

gradients [20–22] and under macroscopically homogeneous loading [94]. In the specific

case of void growth, the relevant length scales of interest are the void size and the

void spacing. Continuum damage models, being scale independent, do not predict

any dependence of the void growth rate on either of these variables, while the onset

of void coalescence, defined as the transition from a diffuse to a localized mode of

plasticity in the matrix, depends on the ratio of the void size to void spacing [15].

However, various theoretical investigations using scale dependent plasticity models

have indicated a dependence of void growth rates on the absolute void size, with the

growth rates being significantly slower when the void sizes are small enough to be

comparable to the internal length scale of the model [24, 141, 142]. To the authors’

knowledge this effect has not been subjected to a thorough experimental investigation

to date.

Generalized continuum models such as strain gradient plasticity that depend on

an internal length scale have previously been used to investigate void size effects from

a theoretical perspective. Early results by Fleck and Hutchinson [141] and Huang et

al. [24] considering isolated spherical or cylindrical voids in an isotropic matrix using

different formulations of strain gradient plasticity have indicated a sharp increase

in the flow stresses and reduction in the void growth rates when the void size is

reduced below a micron or so. Later investigations of void size effects using isotropic

strain gradient plasticity theories [142–144] and strain gradient formulations of crystal

plasticity [145] have confirmed the trend of slower growth rates for smaller voids.

The effects of plastic flow anisotropy through the crystal orientation have also been

analyzed by several researchers using classical models of crystal plasticity [146–148].
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They have concluded that crystal orientation does affect void growth rates under

low triaxiality loadings. However, classical plasticity models do not account for the

size effects due to the lack of an inherent length scale while gradient plasticity models

depend on a heuristic length scale parameter that needs to be fitted from experiments

or lower scale simulations.

A more fundamental approach involves the use of bottom up modeling techniques

such as atomistic or dislocation dynamics (DD) simulations to investigate void size

effects. Unlike continuum theories, these models are inherently more suited to the

investigation of size dependent phenomena due to their intrinsic dependence on a

physically meaningful length scale such as the lattice parameter or the dislocation

Burgers vector. Although molecular dynamics has previously been used to study

void growth in a single crystalline matrix [149, 150], the void sizes have been limited

to a few nanometers due to computational limitations and the focus had been on

studying the mechanisms of void expansion by dislocation emission. DD provides

a computationally efficient alternative that allows the consideration of much larger

unit cells and void sizes. Previous DD studies of void growth have employed a two

dimensional model of a cylindrical void in a crystalline matrix subjected to plane

strain loading. Hussein et al. [103] simulated the response of a periodic array of

rectangular voids using a representative unit cell subjected to periodic boundary

conditions. Segurado et al. [131] studied the mechanical response of an isolated single

crystal containing a circular cylindrical void subjected to plane strain loading. The

above studies have demonstrated strong size effects under high triaxiality loading for

void sizes below a micron. However, size effects were negligible under low triaxiality

loading such as pure shear [103]. Also, recent DD studies of Segurado at al. [151]

have demonstrated a dependence of the void growth rates on the crystal orientation

at low triaxialities.
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While the above DD studies have provided insight into the conditions for duc-

tile void enlargement at small scales, some limitations of these studies are notable.

Both the above investigations used a formulation of DD that does not exhibit strain

hardening under uniaxial loading conditions, due to the fact that short range interac-

tions of dislocations between intersecting slip planes such as junction formation are

neglected. On the other hand, real crystals exhibit a multi-stage hardening response

under uniaxial loading. Hardening can have an important effect on void growth rates

due to the fact that the material surrounding the expanding voids is subjected to

large plastic strains. Thus the void will be surrounded by a shell of strain hardened

matrix which will have an effect on the void growth rates. Capturing this effect re-

quires enhancements to the DD formulation to account for strain hardening. Also, the

previous studies of Segurado and Llorca [131, 151] considered isolated crystals with

boundaries that are impenetrable to dislocations leading to high hardening rates due

to slip blocking at the boundaries. Thus, their results are more representative of the

response of a grain in a polycrystalline material rather than single crystals.

The objective of the present chapter is to investigate void growth in a single

crystalline material containing a periodic distribution of voids using DD. A two di-

mensional approximation of the void and representative volume element (RVE) ge-

ometry is used as in the above works. However, we employ an enhanced DD model

using an extended set of constitutive rules developed by Benzerga et al. [26] for in-

teractions of dislocations among multiple slip systems (frequently referred to as 2.5D

constitutive rules in the literature). The above model has been successfully used to

predict size effects under homogeneous loading [127,129] and to yield strain hardening

rates comparable to experimental values [102]. The elastic boundary value problem

formulation for DD follows the approach of Romero et al. [109] using finite elements

with embedded discontinuities, allowing for the treatment of non-convex and mul-
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tiply connected domains. Here, the boundary value problem formulation has been

enhanced to account for periodic boundary conditions so that the simulation results

are representative of a porous crystal containing a periodic array of voids. The details

of the boundary value problem formulation and the constitutive rules for dislocation

interactions are presented in the following section.

B. Dislocation Dynamics Problem Formulation

Consider a large single crystalline specimen containing a periodic array of cylindrical

voids as shown schematically in Fig. 71(a). The material is subjected to plane strain

loading by an imposed remote deformation field E, with the strain components E13 =

E23 = 0 in the Cartesian frame shown in Fig. 71. The effective mechanical response of

the void-matrix composite is obtained by simulating the stress–strain behavior of the

unit cell shown in Fig. 71(b) containing discrete dislocations and subjected to doubly

periodic boundary conditions. This approach involves an inherent approximation that

the statistics of the distribution of dislocations in the unit cell is representative of the

bulk material, which is only accurate for unit cells that are sufficiently large when

compared to the average dislocation spacing. The geometry of the unit cell may be

characterized by the void diameter, D, the void volume fraction, f = πD2/4L1L2,

and the cell aspect ratio, λ = L2/L1. In most calculations we assume λ = 1, in

which case the symbol L(= L1 = L2) is used to denote the unit cell size. Physically,

L represents the void spacing. The matrix is assumed to be a face centered cubic

(FCC) single crystal oriented for quasi-plane strain deformation [130] where the e1–e2

plane coincides with the (110) crystallographic plane. The mechanical response of the

composite may be simulated by subjecting the RVE shown in Fig. 71(b) to doubly

periodic boundary conditions consistent with the imposed remote deformation rate.
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Fig. 71. (a) Schematic of a periodically voided crystalline microstructure and (b) the

representative volume element subjected to doubly periodic boundary condi-

tions.

Fig. 71(b) also shows the traces of the {111} slip planes on the plane of the paper.

We consider two intersecting slip systems corresponding to the 〈1̄12〉 and 〈11̄2〉 slip

directions (in plane projections of the 〈1̄01〉 and 〈01̄1〉 slip systems respectively) with

an included angle of approximately 109.5◦. The angle ϕ in Fig. 71(b) corresponds to

the angle of the 〈1̄12〉 slip system with respect to the e1 direction.

The DD framework is based on the original formulation of Van der Giessen and

Needleman [25], which treats dislocations as line singularities in a linear elastic contin-

uum that glide along well defined slip systems. In two dimensions, the dislocations are

represented as points that represent infinitely long straight edge segments that extend

into the plane of the paper. In this formulation, plasticity emerges naturally from

the collective motion of discrete dislocations and not as a consequence of constitutive

assumptions at the continuum level. A recent extension of the above formulation by

Romero et al. [109] that allows for efficient treatment of complex multiply connected

domains is adopted in the voided cell calculations presented here. For a given instan-

taneous arrangement of the dislocations, the elastic fields in the domain, V , of the

RVE depicted in Fig. 71 are obtained from the superposition of three distinct fields
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within a small strain approximation,

σ = σ̃ + σ̌ + σ̂, u = ũ + ǔ + û (7.1)

where σ and u stand for the periodic stress and displacement fields respectively. In

(7.1), the (̃) fields represent the elastic fields due to the dislocations in the unit cell

in an infinite domain and are obtained as the superposition of the individual elastic

fields of each dislocation, i, which are known analytically from classical solutions in

the literature [104].

σ̃ =
∑
i

σi, ũ =
∑
i

ui (7.2)

One may note that the (̃) fields are not periodic as they do not include the contribu-

tions from the periodic images of the dislocations outside the domain V . When the

dislocations leave the domain through free boundaries such as the void boundary in

Fig. 71(b), they leave behind a displacement discontinuity across their original slip

planes equal in magnitude to half the Burgers vector. ǔ is a discontinuous displace-

ment field specially constructed such that it evaluates to zero everywhere except in

the neighborhood of the slip planes, where it has a discontinuity equal to half the

net Burgers vector due to all the dislocations that have exited the domain from that

slip plane. Additional details of the construction of the ǔ field including its imple-

mentation within the finite element framework are detailed in [109]. Finally, the (̂)

fields are complementary elastic fields that enforce the true boundary conditions of

the problem namely the traction free condition at the void boundaries and the pe-

riodicity of the tractions and displacement at the boundaries of the unit cell. This

method of obtaining periodic solutions for the elastic fields from the superposition

of non-periodic fields has previously been employed by Hussain et al. [103]. The un-

known fields in equation (7.1), namely the û and the combined stress field σ̌+ σ̂, are
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Fig. 72. A typical mesh used in the finite element calculations for the voided unit cells.

solved for using the finite element method. Note that the unknown fields are smooth

since the singular and discontinuous fields are known analytically, justifying the use

of the finite element method.

A typical mesh, consisting of bilinear quadrilateral elements, used in the finite

element computations is shown in Fig. 72. The details of the finite element formu-

lation, including the governing equations, have been presented elsewhere [109] and

will not be repeated here. The boundary conditions for the unknown fields in (7.1)

may be derived from the traction free conditions at the boundary of the void and the

periodicity of the tractions and displacements at the cell boundaries in Fig. 71(b).

These are

(σ̌ + σ̂) · n = −σ̃ · n (at the void boundary)

û1 − û2 = E · (x1 − x2)− ũ1 + ũ2 − ǔ1 + ǔ2

t̂1 − t̂2 = −t̃1 + t̃2 − ť1 + ť2

 (at the cell boundaries)

(7.3)

where the subscripts 1 and 2 correspond to the field values at periodic image nodes

with position vectors x1 and x2 respectively and t = σ · n represents the traction
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vector with n as the unit normal vector at the boundary. Note that imposition of the

multi-point constraints (7.3)2 resulting from the periodic boundary conditions leads

to an unsymmetric stiffness matrix.

The dislocations move on their respective slip planes in accordance with the

Peach-Koehler force, which is a configurational force that acts to lower the overall

potential energy of the sample and thus depends on the long range pairwise interac-

tions between the dislocations and the image fields due to the boundary conditions.

The expression for the Peach-Koehler force on a dislocation i reads [25]

f i = mi ·
(
σ̂ +

∑
j 6=i
σj

)
· bi (7.4)

where mi is the slip plane normal and bi is the Burgers vector. A drag type mobility

law is used for the instantaneous velocity, vi, of dislocation i,

f i = Bvi (7.5)

where B denotes the drag factor. At every increment of the loading, the finite element

solution yields the elastic fields based on the current positions of the dislocations. A

forward Euler integration method with a suitably small time step is used to update

the dislocation positions and the solution proceeds in an iterative manner. Any dislo-

cations that cross the void boundaries are removed from the sample while dislocations

that cross the periodic cell boundaries reenter the sample through the corresponding

element edge on the opposite face of the cell on the nearest entry point of a slip plane.

The slip contributions due to dislocations that exit and reenter the domain through

the periodic boundaries are retained in order to avoid spurious singularities at the

boundaries. Additional details of the implementation of periodic boundary conditions

within the DD simulation framework may be found in [152].
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While the elastic fields are sufficient to capture the long-range interactions be-

tween the dislocations, additional constitutive rules are required to capture the short-

range interactions of the dislocations among themselves and with obstacles, which

depend on atomistic phenomena at the scale of the dislocation cores. Previous inves-

tigations of void growth using DD [103, 131, 151] have used simple constitutive rules

for short-range interactions originally introduced in [25]. These include the nucleation

of dislocations from a predefined set of static Frank-Read sources when the resolved

shear stress on a source exceeds a critical value of τnuc for a critical nucleation time,

tnuc, their pinning and unpinning at randomly distributed obstacles with a specified

pinning strength, τobs, and mutual annihilation of opposite signed dislocations when

they cross each other or approach within a critical distance on the same slip plane.

While these constitutive rules have been used successfully to model a variety of phe-

nomena where discrete dislocation effects are important, such as indentation [101],

ductile crack propagation [99], etc, they do not predict strain hardening under uniax-

ial loading conditions. Strain hardening is characterized by the dynamics evolution of

the population of dislocation sources and obstacles in the sample due to three dimen-

sional effects such as the formation of junctions between dislocations on intersecting

slip planes, which can act as both obstacles to dislocation motion and/or anchoring

points for new dislocation sources. In the specific case of void growth, it is conceiv-

able that localized hardening due to large plastic straining in the neighborhood of

the voids can inhibit further void growth. In order to investigate these issues, we

employ an enhanced constitutive description for short range dislocation interactions

proposed by Benzerga et al. [26] using two dimensional idealizations of some three

dimensional dislocation phenomena (referred to alternatively in the text as hardening

constitutive rules or 2.5D rules). The capabilities of the enhanced model in predicting

the strain hardening rates in single crystals and size effects at small scales have been



196

demonstrated previously [102,127,129].

In the 2.5D formulation, two dislocations on intersecting slip planes can form a

sessile junction if both dislocations fall within a critical radius of d∗ from the intersec-

tion point at the end of an increment. These junctions may represent Lomer-Cottrel

locks in three dimensions and act as obstacles to dislocation motion on both the inter-

secting slip planes. Most of these “dynamic obstacles” may be destroyed by unzipping

of the participating dislocations if the resolved shear stress at a junction I exceeds a

critical value given by

τ Ibrk = βbrk
µb

LI (7.6)

where µ denotes the shear modulus, LI is the distance to the nearest junction on any of

the intersecting slip planes and βbrk is a scaling factor for junction strength. However,

a finite (small) probability, p, is assigned for the stabilization of these junctions by

cross slip or other mechanisms at the scale of the junction cores so that they may not

be destroyed under further loading. A probabilistic approach is needed due to the

limited representation of the physics in the two-dimensional model. A stable junction

I may act as an anchoring point for a new Frank-Read source with a nucleation

strength given by

τ Inuc = βnuc
µb

LI (7.7)

where βnuc is a source strength parameter (typically of the order of unity [108]) and

LI is the distance to the nearest junction on the slip plane on which τ Inuc is being

resolved. The nucleation time for the source is given by

tInuc = γnuc
LI
|τ I |b (7.8)

where γnuc is a material constant with the units of the drag factor and τ I is the

resolved shear stress at the junction I excluding the self-stress due to the participating
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dislocations. Notice that both the source strength and the nucleation time depends

on a physically meaningful length scale so that the properties of the dynamic Frank-

Read sources depend on the statistics of junction formation. The key feature of the

2.5D approach is the dynamic evolution of the source and obstacle population that

collectively determines the observed strain hardening rates. The reader is referred

to [26] for additional details including physical justifications for the above constitutive

rules.

C. Simulation Results

The initial conditions for all the simulations presented in this chapter correspond to

a stress and dislocation free unit cell (Fig. 71(b)) containing a random distribution

of point sources and obstacles distributed on slip planes spaced 20b apart, where b

denotes the modulus of the Burgers vector. Although the source and obstacle densities

vary as a function of the deformation due to the dynamics creation/destruction of

junctions, initial densities of static sources and obstacles is taken to be 150 and 600

µm−2 respectively. Two types of boundary conditions are analyzed corresponding to

pure shear (E12 = γ/2, other Eij = 0) and equibiaxial deformation (E11 = E22, other

Eij = 0), which represent two extreme cases of loading with a zero average triaxiality

and a very high value of the triaxiality respectively. The average stress tensor, Σ, for

the unit cell is evaluated using the micromechanical relationship

Σij =
1

V

∫
V

σijdV =
1

V

∫
S

tixjdS (7.9)

where S denotes the surface of the RVE. Some calculations are also performed under

proportional loading conditions with a specified value of the stress ratio, θ = Σ22/Σ11.

In the latter case, for a specified value of the imposed strain E11 (and with E12 = 0),
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Table VI. Tabulation of the important loading and microstructure related parameters

used in the DD simulations.

Property Values

D (µm) 0.252, 0.505, 1.01, 1.51

f 0 (no void), 0.05

λ 1, 1.44, 2.25

L (µm) 1, 2, 4, 6, 8

ϕ 35.25◦ (symmetric double slip)

Matrix behavior
Non-hardening (2D rules)

Hardening (2.5D rules)

Loading types

Pure shear (E11 = E22 = 0)

Equibiaxial deformation (E11 = E22, E12 = 0)

Proportional loading with constant θ = Σ22/Σ11

the unknown lateral strain component E22 is evaluated using the additional constraint

equation ∫
S

t2x2dS = θ

∫
S

t1x1dS (7.10)

which is incorporated into the global stiffness matrix. All the simulations are per-

formed at a uniform strain rate of 2000 s−1 for the non-zero components of the imposed

strain rate tensor Ė. Unless explicitly mentioned otherwise, the void volume fraction

f = 0.05 and cell aspect ratio λ = 1 in all the calculations. Additional calculations

are also performed for a sound material (f = 0) to serve as a reference. Table. VI

summarizes the values of some of the loading and microstructure related parameters

used in the calculations.

Young’s modulus E = 70 GPa and Poisson’s ratio ν = 0.33 corresponding to

values for Aluminum are used for the matrix. The modulus of the Burger’s vector
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b = 0.25 nm is assumed on all slip systems for simplicity. The drag factor is taken to

be B = 10−4 Pa s and a constant value of τobs = 150 MPa is used for the obstacle

strength. A normal distribution of initial source strengths τsrc is assumed with an

average value of 50 MPa and a standard deviation of 10 MPa and a constant nucleation

time of tnuc = 10 ns is assigned for all sources as in previous 2D DD studies [25, 103,

131]. The values used for the 2.5D parameters that affect the properties of dislocation

junctions are βnuc = 1, βbrk = 5βnuc, γnuc = 1000B, d∗ = 6b and p = 0.01. These

values have been used in previous investigations of size effects at micron scales under

homogeneous loading conditions [107] and have been shown to predict bulk values of

the athermal hardening rates in single crystals in the limit of very large samples.

1. Dense Matrix under Pure Shear

The case of a crystalline material with zero porosity subjected to pure shear loading

is examined first to investigate the effect of the RVE sizes chosen and to establish a

reference for comparison with the voided cell calculations. A uniform grid of square

finite elements is used in these calculations. The crystal orientation with respect

to the e1 − e2 coordinate frame established in Fig. 71 is chosen to be ϕ = 35.25◦,

which corresponds to a symmetric double slip arrangement under the imposed loading

conditions.

Fig. 73 shows comparisons of the stress–strain response and evolution of the

dislocation density under pure shear using a non-hardening matrix (2D rules) and a

hardening matrix (2.5D rules) for different unit cell sizes corresponding to L = 0.5

to 8 µm. Notice that the effect of the cell size on the evolution of the flow stress and

the dislocation density is small in both sets of calculations for L ≥ 1. However, for

values of L < 1 µm, a pronounced cell size effect if observed, indicating that these

cells are not statistically representative of the porous crystal as they may contain too
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Fig. 73. Effective response of the matrix material subjected to pure shear loading

using unit cells of different sizes. Average shear stress, τ , vs shear strain,

γ, using (a) non-hardening constitutive rules and (b) hardening constitutive

rules. Dislocation density, ρ, vs shear strain, γ, using (a) non-hardening

constitutive rules and (b) hardening constitutive rules.
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few sources and dislocations. While the crystals do not exhibit any strain hardening

using the 2D constitutive rules, the use of 2.5D rules lead to significant hardening at

high shear strains. The athermal hardening rates for FCC single crystals, defined as

the slope of the resolved shear stress vs. a work conjugate shear strain graph on the

slip systems in the steady state (stage II) hardening regime, have a universal range

of values from µ/200 – µ/100, independent of the material, temperature and strain

rate [133]. Estimating the hardening rate from Fig. 73 using a least square fit in the

range γ = 0.02− 0.08 yields, after appropriate corrections using the Schmid factor, a

range of 0.005µ − 0.008µ with an average value of 0.006µ. Thus the simulated bulk

hardening rates are close to the lower end of the experimental range for bulk single

crystals.

Any effect of the cell size L in these simulations would be due to the lack of

statistical representativity of the chosen unit cells. In order to avoid such effects in

the results presented in the following sections, one needs to quantify the deviations

from bulk behavior as a function of the cell size. For this purpose, we define an ad hoc

scalar measure of the cell size dependence of the flow stress, ε(L), as the root mean

squared value of the deviation in the flow stress of a sample of size L from that of

the largest simulated cell size (L = 8µm) normalized by the latter value and averaged

over the strain range γ = 0.02− 0.08. I.e.

ε(L) ≡

〈( τ(L)

τ(8µm)
− 1

)2
〉
γ=2−8%

1/2

(7.11)

where 〈·〉 denotes averaging over the specified range of strains. Fig. 74 shows the

variation of the quantity ε as a function of the cell size L for the case of the hardening

matrix (Fig. 73(b)). Notice that large deviations from bulk behavior are observed for

cell sizes below L = 1µm. Based on these results, we use cell sizes L ≥ 1µm in
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Fig. 74. Variation of the quantity ε(L) that measures the cell size dependence of the

flow stress as a function of L.

the rest of this chapter to study void size effects. Finally it is noted that, while the

relative absence of a cell size effect has been established above in the case of pure

shear loading, similar trends were also observed for crystals subjected to uniaxial

tension along the e1 direction. These results are omitted for brevity.

2. Effective Response: Pure Shear vs. Biaxial Deformation

The effect of void size on the mechanical response of a porous crystal is investigated

in this section using self-similar unit cells of the type shown in Fig. 71(b). The

crystal orientation is kept fixed at ϕ = 35.25◦ and two types of boundary conditions,

pure shear and equibiaxial deformation, are considered. Previous investigations of a

similar nature by Hussein et al. [103] using 2D DD and assuming a square geometry

for the voids had evidenced little size effects at low triaxialities, while significant size
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effects were observed under high triaxiality loading. Here, we examine the effect of

hardening in the matrix on the size effects on the average stress–strain response and

the void growth rates.

Figs. 75(a) and (b) show the stress–strain response of four porous self-similar unit

cells with f = 0.05 and containing voids of diameter D = 0.252µm, D = 0.505µm,

D = 1.01µm and D = 1.51µm (corresponding to L = 1, 2, 4 and 6µm respectively)

under pure shear loading and assuming non-hardening and hardening constitutive

rules for the matrix respectively. The former exhibits no strain hardening on the

average shear stress vs. shear strain behavior irrespective of the void size and are in

broad agreement with the results of Hussein et al. [103]. On the other hand, Fig. 75(b)

exhibits a strain hardening behavior similar to that observed for the sound matrix as

a result of the dynamic junction formation arising from the 2.5D constitutive rules.

Also, an effect of the void size on the hardening rate may be observed in Fig. 75(b).

Recall that no size effect was observed under pure shear in section 1 for the same cell

sizes (L = 1–6) in the absence of voids. Examination of the corresponding dislocation

density curves in Figs. 75 (c) and (d) reveal some interesting trends. For the case

of the non-hardening matrix, the dislocation densities for the different cell sizes are

comparable initially. However, at larger strains, the dislocation densities are found

to be large for the larger void sizes. Comparison with the dislocation density plots

for the dense matrix (Fig. 73(c)) shows that for the case of the smallest void size,

D = 0.252 µm, the evolutions of the dislocation density are similar to that of a dense

matrix. In other words, the void has no effect on the evolution of the flow stress or the

dislocation density. However, for the larger cell sizes the dislocation density is larger

in the porous material compared to a dense material at equivalent shear strains,

and the difference is seen to increase as the void size increases. These results can

be rationalized based on the stress concentration around the voids. In the absence
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Fig. 75. Mechanical response of voided unit cells with f = 0.05 (L/D = 3.96) and

four different void sizes subjected to pure shear deformation. Top Row: shear

stress τ vs. shear strain γ for (a) non-hardening matrix and (b) hardening

matrix. Bottom Row: dislocation density ρ vs. γ for (a) non-hardening matrix

and (b) hardening matrix.
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of dislocations, the distribution of stresses will be similar for all the (self-similar)

unit cells considered. However, since a constant density of Frank-Read sources is

used in all cases, the number of available dislocation nucleating sources in the high

stress regions will be larger for the larger void sizes, resulting in a higher dislocation

density. However, the evolution of the flow stress is apparently unaffected by the

different evolutions of the dislocation density and show no size dependence. Adding

the 2.5D rules for strain hardening appears to negate the above behavior and the

dislocation densities are comparable irrespective of the void size. This is likely due to

local hardening around the voids due to junction formation that leads to shutdown

of the sources around the voids. However, a clear size dependence of the flow stress is

evident with the smaller voids yielding a larger flow stress. The origins of this effect

are unclear.

Figs. 76(a) and (b) compare the stress–strain response of the same unit cells

under equibiaxial deformation using non-hardening and hardening constitutive rules

respectively. The graph plots the in-plane hydrostatic stress, (Σ11 + Σ22)/2, as a

function of the work conjugate unit cell volumetric strain, Ev, given by Ev = E11 +

E22. In this case, a marked size effect may be observed in both the figures with the

smaller void sizes leading to a significantly harder response. The trends obtained in

Fig. 76(a) are in agreement with those obtained by [103], while the hardening rates

are significantly lower when compared to the results of Segurado and Llorca [131]

using an isolated single crystalline specimen identical to the one in Fig. 71(b) with

slip blocking at the boundaries. However, the inclusion of 2.5D constitutive rules

in Fig. 76(b) alters the results somewhat due to dynamic junction formation, which

leads to significant hardening at higher values of the overall strain for the case of the

larger unit cells.

In order to investigate further the origin of these size effects, we look at the
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Fig. 76. Mechanical response of voided unit cells with f = 0.05 and four different void

sizes subjected to equibiaxial deformation. Top Row: mean normal in-plane

stress (Σ11+Σ22)/2 vs. volumetric strain Ev = E11+E22 for (a) non-hardening

matrix and (b) hardening matrix. Bottom Row: dislocation density ρ vs

volumetric strain Ev for (c) non-hardening matrix and (d) hardening matrix.
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contours of total slip, Γ, in the matrix at a given state of the macroscopic strain, for

the different unit cell sizes. Γ is a non-negative scalar field that measures the extend

of plastic deformation in an elementary volume and is defined as

Γ =

∫ t

0

Γ̇ dt, Γ̇ ≡
∑
κ

|γ̇κ|, γ̇κ = sκi ε̇ijm
κ
j (7.12)

where κ denotes the slip system number and mκ and sκ are unit vectors along the slip

plane normal and slip direction respectively. In the case of pure shear, Figs. 77(a)

and (b) compare the contours of Γ at γ = 0.04 for the smallest and largest cell

sizes examined corresponding to L = 1µm and L = 6µm respectively. It is clear

from these figures that plastic slip is distributed fairly uniformly throughout the cell

in the case of pure shear loading. On the contrary, similar contour plots for the

case of equibiaxial deformation at Ev = 0.02 show a much more inhomogeneous slip

distribution with most of the slip being localized in the neighborhood of the voids.

As discussed previously, for a given random distribution of the Frank-Read sources

in the specimen with a constant average density, the availability of sources close to

the void will increase as the void size increases. At low triaxialities, such as under

pure shear loading, the resolved shear stress on the slip planes will be high on average

throughout the unit cell, resulting in dislocation nucleation and glide on multiple slip

planes as observed in Fig. 77(a) and (b). On the contrary, under equibiaxial loading,

the resolved shear stress will be low away from the voids (and will be exactly zero

in the absence of voids) implying that dislocation nucleation and plastic flow will be

strongly dependent on the availability of sources close to the periphery of the voids

where the shear stresses are concentrated. Since the latter increases as the void size

increases, we obtain the strong size effects in Fig. 79(b). Additional evidence that

the effective size dependent hardening behavior obtained under equibiaxial loading

is linked to source limited behavior around the voids is obtained from examination
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(a) (b)

(c) (d)

Fig. 77. Top Row: Contours of total slip Γ at γ = 0.04 corresponding to pure

shear loading and a hardening matrix for different cell sizes (a) L = 1µm

(D = 0.252µm) (b) L = 6µm (D = 1.51µm). Bottom Row: Corresponding

contours for equibiaxial loading at Ev = 0.02 and two different cell sizes (c)

L = 1µm (D = 0.252µm) (d) L = 6µm (D = 1.51µm).



209

 0

 200

 400

 600

 800

 1000

 1200

 1400

 1600

 0  0.005  0.01  0.015  0.02  0.025  0.03  0.035  0.04

(Σ
1
1
 +

 Σ
2
2
)/

2
 (

M
P

a
)

Εv

D = 0.252 µm
D = 0.505 µm
D = 1.01 µm
D = 1.51 µm

Fig. 78. Stress–strain response upon unloading from a total strain of Ev = 0.04 corre-

sponding to the results of Fig. 76(a).

of the dislocation density, ρ, vs. strain curves in Fig. 76(c) and (d). For a single

crystal undergoing homogeneous deformation, the flow stress is proportional to the

square root of the dislocation density via the Taylor hardening relation. On the other

hand, in Fig. 76(c) the harder unit cells are observed to have a lower dislocation

density, which is a clear indication of the type of behavior commonly referred to

in the literature as exhaustion hardening. Fig. 78 shows the response of the same

unit cells upon unloading from a total volumetric strain Ev = 0.04. The recoverable

(elastic) portion of the total strain is seen to be larger for the smaller void sizes, which

provided further evidence of source limited behavior in smaller unit cells.

While the results in Figs. 75 and 76 correspond to individual realizations of the

initial Frank-Read source and obstacle distribution in the sample, several computa-

tions have been performed for each case corresponding to different random initial

configurations with the same average source and obstacle densities. Fig. 79 shows a

summary of these simulations in terms of the scaling of the flow stress as a function
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Fig. 79. Scaling of the flow stress as a function of the void diameter under (a) pure

shear and (b) equibiaxial deformation. Results using both non-hardening and

hardening matrix are shown.

of the void diameter at two different values of the overall strain. The results for pure

shear loading, Fig. 79(a), shows no size effect on the evolution of the flow stress in the

case of the non-hardening matrix while a clear size effect is observed in the case of

a hardenable matrix. On the other hand, under equibiaxial deformation, Fig. 79(b),

significant size effects are obtained in the case of both types of matrix behavior with

the smaller voids yielding a much harder overall response.

3. Void Growth Rates

In this section, we examine the effect of the imposed loading on the void growth rates

through the evolution of the void volume fraction f . Assuming unit thickness in the

out-of-plane direction, f is calculated at each increment as the ratio of the current void

area and unit cell area, which are estimated using the nodal displacements obtained

from the finite element solution. It must be mentioned here that the trends discussed

for f are qualitative only due to the fact that a small strain finite element framework

is being used, which implies that the cumulative expansion of the voids and the
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associated softening in the overall stress–strain behavior are not well captured in the

simulations. Also, the void volume fraction includes the contribution from the elastic

dilation of the cell in addition to the plastic part due to dislocation slip. Nevertheless,

it is instructive to look at the qualitative trends for the void growth as a function of

the loading.

Fig. 80(a) shows the void volume fraction as a function of the imposed shear strain

under pure shear loading (corresponding to the stress–strain response in Fig. 75(a))

and in the absence of hardening in the matrix. Fig. 80(b) shows similar results for

the case of the hardening matrix corresponding to Fig. 75(b). Notice that, as ex-

pected, both sets of simulations show negligible void growth under pure shear loading

irrespective of the void size. However, significant void growth is observed under equib-

iaxial loading, Figs. 76(c) and (d), which exhibit a clear size effect with the larger

voids growing faster. This size effect is clearly associated with the plastic deformation

due to dislocation glide, since a pure elasticity calculation will yield no size effects.

The trends are consistent with the previous results of [131] using an isolated voided

crystal model. Comparisons of the void growth rates with and without hardening

in the matrix (Figs. 80(d) and (c) respectively) show that strain hardening around

the voids leads to slower void growth for all void sized compared to the case of a

non-hardening matrix.

Analytical models of void growth in a ductile matrix have shown that void growth

rates have an exponential dependence on the hydrostatic component of the stress

through the stress triaxiality ratio. In order to better investigate the effect of the

stress state on the void growth rates, we subject the unit cells to proportional loading

by imposing a constant stress ratio using the constraint condition in equation (7.10).

Fig. 81 shows the void volume fraction as a function of the strain E11 under pro-

portional loading with different values of the stress ratio θ = Σ22/Σ11 ranging from
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Fig. 80. The void volume fraction f vs. shear strain γ under pure shear loading for

(a) non-hardening matrix and (b) hardening matrix. f vs. volumetric strain

Ev = E11 +E22 under equibiaxial loading for (c) non-hardening and (d) hard-

ening matrix behavior.
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Fig. 81. The void volume fraction f as a function of the strain E11 for a unit cell with

D = 0.505 µm under proportional loading for different values of the stress

ratio θ: (a) non-hardening matrix, (b) hardening matrix.

θ = −1 (pure shear) through θ = 0 (uniaxial tension) to θ = 1 (in-plane hydrostatic

tension). All the results correspond to a unit cell with L = 2µm. The results clearly

show a non-linear dependence of the void growth rates on the stress ratio. Low triax-

iality loading in the range θ = −1 to 0 results in negligible void growth while the void

growth rates increase rapidly as θ approaches a value of unity. Comparison of the

results in Fig. 81(a) and (b) using a non-hardening matrix and a hardening matrix

respectively show that strain hardening in the matrix tends to inhibit void growth

rates. Figs. 82(a) and (b) show the scaling of the void volume fraction as a function of

θ for two values of the strain E11, which confirm the strongly non-linear dependence

of the void growth rates on θ. The effect of hardening in the matrix is apparent

at higher strains with void growth being slower in general than for a non-hardening

material subject to similar loading history.
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Fig. 82. The scaling of the void volume fraction f at (a) E11 = 0.01 and (b) E11 = 0.02

as a function of the imposed stress ratio θ for unit cells with initial void size

D = 0.505 µm subjected to proportional loading.

4. Effect of Void Spacing

Periodic microstructures of the type studied here (see Fig. 71) introduce two geo-

metric length scales that are of relevance to the problem, namely the void diameter

D and the mean void spacing L (assuming L1 = L2 = L). The size effects demon-

strated in section 2 correspond to self similar microstructures (L/D = constant) with

different values of the void size D. Therefore, the impact of the void spacing L on

the magnitude of the size effects seen in Fig. 76 is unclear. Here, we investigate

the material response under equibiaxial loading and 2D constitutive rules for porous

materials with a fixed void spacing (L = 6µm) and the four different void sizes in-

vestigated in section 2. Fig. 83(a) shows comparisons of the in-plane mean normal

stress vs. the volumetric strain, while Fig. 83(b) shows the evolution of the porosity.

Note that, since the materials being compared have different values for the initial

porosity f0, the evolution of the change in porosity f − f0 is plotted for ease of com-

parison. Comparing the results in Fig. 83(a) with those in Fig. 76(a) for the same
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Fig. 83. Mechanical response of unit cells of fixed size L = 6µm and four different

values of the void size D, subjected to equibiaxial deformation: (a) in-plane

mean normal stress (Σ11 + Σ22)/2 vs. volumetric strain Ev and (b) f − f0 vs.

Ev.

void diameters, one can see that for a given void size, the flow stresses are larger for

the unit cells with the larger void spacing. Similarly, comparison of the void growth

rates between Fig. 83(b) and Fig. 80(c) shows that, for a given void size, void growth

rates are smaller for materials with the larger void spacing. It is clear from these

results that the size effects in section 2 do not depend solely on the void size, but

also on the spacing between the voids. In fact, the above trends are consistent with

expectations based on continuum theories that void growth is faster in materials with

a larger average porosity. For a given value of D, the material with a larger L has a

lower porosity and therefore exhibits slower growth of porosity.

Another interesting test case involves alternate distributions of voids for a given

void size and volume fraction, i.e. different values of λ = L2/L1 for given values

of f and D. Under these conditions continuum theory predicts that, void growth is

insensitive to the value of λ as long as the mode of plasticity in the matrix is diffuse and

not localized between the voids. Fig. 84(a) and (b) show the stress–strain response
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Fig. 84. Mechanical response of unit cells with f = 0.05, D = 1.51µm and three differ-

ent values of the unit cell aspect ratio λ, subjected to equibiaxial deformation:

(a) in-plane mean normal stress (Σ11 + Σ22)/2 vs. volumetric strain Ev and

(b) f vs. Ev.

and the evolution of f respectively for three unit cells with f = 0.05, D = 1.01µm

and three values of λ corresponding to λ = 1, 1.44 and 2.25. The simulations show no

influence of the cell aspect ratio on the effective material response, in line with the

expectations based on continuum theory.

D. Conclusions

A formulation of discrete dislocation plasticity that accounts for strain hardening

within a simplified two dimensional setting has been used to study the effect of void

size on the mechanical response of porous single crystals. A modified boundary value

problem framework that accounts for multiply connected domains is used and bulk

response is simulated using periodic boundary conditions. Within the limitations of

a small strain model, trends for the dependence of void growth rates on void size have

also been discussed. The main conclusions from the study are listed below.

• In the absence of hardening in the matrix, no void size effects are observed for
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the flow stress under pure shear (low triaxiality) loading conditions. However,

a strong void size dependence of the flow stress is observed under biaxial (high

triaxiality) loading with smaller voids leading to a harder effective response.

The behavior under both types of loading are consistent with an explanation

based on source limited plasticity around the voids.

• The use of hardening (2.5D) constitutive rules generally leads to higher flow

stresses under both types of loadings considered. In addition, void size effects

are observed under both low and high triaxiality loading.

• Void growth rates are found to be slower for smaller sized voids, consistent with

findings from previous studies. In general, strain hardening in the matrix is

seen to yield slower void growth rates compared to a non-hardening matrix.

• Practically, the slower growth rates for sub-micron sized voids evidenced in

the discrete dislocation calculations implies that in a ductile specimen with a

given population of voids, crack growth and fracture will be primarily influenced

by the distriution of larger voids while the smaller voids have an insignificant

influence.
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CHAPTER VIII

DISLOCATION DYNAMICS AT HIGH TEMPERATURE

A. Introduction

The microscopic mechanisms of inelastic deformation in crystalline materials depends

on several factors such as the temperature, strain rate and the applied stress levels.

At low homologous temperatures, T/Tm ∼ 0.1 where Tm denotes the melting point,

plastic deformation is essentially controlled by the glide of dislocations and their ather-

mal interactions with other dislocations, precipitates, grain boundaries, etc. While

temperature does play a role in some dislocation events at low temperature such as

cross-slip and affects the macroscopic response under certain conditions, such as the

stage III hardening of a single crystal, dislocations are confined to glide on their slip

planes due to the low concentration of point defects at low temperatures. On the

other hand at higher homologous temperatures, T/Tm > 0.4, dislocations can bypass

obstacles by climb normal to their slip planes aided by the diffusion of point defects

into the dislocation cores. Dislocation climb is an important microscopic mechanism

for creep and dynamic recovery phenomena and may control the rate of deformation

under some circumstances [153, 154]. Typical metals at low temperature exhibit a

rather well distinguished yield point for the resolved shear stress, τ , below which

little or no dislocation glide occurs on a slip system. When loaded beyond this nom-

inal yield point, plastic flow and dislocation multiplication lead to strain hardening

until the flow stress equals the imposed stress so that further plastic flow is pos-

sible only by increasing the applied load. The strain hardening is correlated with

the dislocation density through the well known empirical Taylor relationship. How-

ever, at higher temperatures, metals exhibit creep behavior at loads well below their
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yield stress where sustained deformation occurs without an associated increase in the

shear stress or the microstructural variables such as the dislocation density. Creep is

a thermally activated mode of inelastic deformation whose rate depends on several

competing microscopic deformation mechanisms. Part of the strain rate results from

mass transport through the diffusive flow of vacancies through the crystal lattice from

regions of low hydrostatic pressure to regions of higher pressure. This mode of de-

formation, known as Nabarro-Herring creep [155, 156], is dominant in single crystals

or relatively large grain polycrystals at low stresses and high temperatures. Another

mode of diffusional creep in polycrystals is due to the diffusion of vacancies through

the grain boundaries. Due to the significantly higher mobility for the vacancies along

the grain boundaries, this so called Coble creep [157] can dominate at lower tempera-

tures when lattice diffusion is negligible. At higher values of the resolved shear stress,

in the range 0.0001µ − 0.001µ where µ denotes the shear modulus of the material,

dislocations play an important role in creep. Sessile dislocations can bypass obstacles

by climbing out of their slip planes through absorption or emission of vacancies [158].

At high temperatures the concentration of vacancies in the bulk material is sufficient

to aid dislocation climb while at lower temperatures the dislocation cores can act as

conduits for rapid diffusion of vacancies.

It is clear from the above that creep is a complex deformation mode composed of

several competing microscopic mechanisms. Phenomenological models of creep have

been extensively used by material scientists to model the different regimes of inelastic

deformation in polycrystals and the transition between them. Typical models of creep

use a power law relationship between the shear strain rate, γ̇, the resolved shear stress

τ and the average grain size, d̄, of the form

γ̇ ∝ τnd̄−p (8.1)
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where the values of the exponents n and p and the constant of proportionality are

typically determined by a combinations of assumptions regarding the microscopic

mechanisms and fitting to experimental data. All the different types of creep described

previously can be modeled using the generic relationship (8.1) for different values

of the exponents n and p. For example, the diffusional creep modes are generally

described by a stress exponent n = 1 and grain size exponent p = 2 for Nabarro-

Herring creep and p = 3 for Coble creep. On the other hand, dislocation creep is

characterized by a wide range of stress exponents from n = 3 to n = 10. For a given

material system, it is customary to graphically summarize the relationship between

the temperature, stress and strain rates using maps of the type shown n Fig. 85 for

polycrystalline Aluminum. Originally proposed by Ashby and Frost [153, 159], these

maps are constructed by extensive tabulation of the experimental data and using

rate equations of the form (8.1) to interpolate between them. The diagram plots

the contours of constant strain rate on a graph with the homologous temperature

along the abscissa and the logarithm of the shear stress (labeled σs in the figure)

normalized by the material shear modulus along the ordinate. The graph is divided

into regions where the different creep mechanisms predominate. The boundaries of

the different regions are determined approximately as the locus of the points where the

competing modes of creep yield equal strain rate according to the phenomenological

rate equations of type (8.1). The reader is referred to the book by Frost and Ashby

[153] for detailed methodology used in the construction of these maps and extensive

data on a variety of metals and alloys.

While the microscopic mechanisms of plasticity and creep and the fundamental

role played by defects such as dislocations, vacancies and grain boundaries have been

appreciated by materials scientists for a long time, the computational tools required

to simulate the collective behavior of such defects have only been made available re-
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Fig. 85. Deformation mechanism map for polycrystalline Al adapted from [153].
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cently, leading to reliance on phenomenological modeling approaches. While the latter

have worked well for modeling creep in traditional polycrystalline metals and alloys,

their applicability to small scale systems and newly developed ultra-fine grained and

nanocrystalline materials remains unclear. In fact, recent experimental evidence indi-

cates deviations from bulk behavior for the creep behavior of single crystals [160] and

fine grained polycrystals [8]. Even in conventional polycrystals, while the phenomeno-

logical constitutive rule (8.1) applies, there is little fundamental understanding of the

observed stress and grain size exponents [153]. There is a tremendous scope for bottom

up modeling approaches such as molecular dynamics and DD to contribute towards

understanding of high temperature behavior in small scale systems. Since the central

role played by material defects such as dislocations and vacancies is well understood,

a hybrid modeling approach such as DD using continuum mechanics to model bulk

behavior while using discrete representation of the defects provides an effective and

scalable bottom up modeling strategy. Since the DD approach has proved successful

in understanding plasticity from a fundamental perspective, it is reasonable to expect

that, with appropriate extensions to the physics, one can gain fundamental insight

into material behavior at elevated temperatures.

One of the key ingredients required for mesoscopic simulation of creep and other

thermally activated phenomena is a framework for modeling dislocation climb and

diffusion. Currently, most of the DD studies neglect the climb motion of dislocations

altogether since, at low homologous temperatures, the effect of climb on plasticity is

negligible compared to dislocation glide. However, it is expected that at high homolo-

gous temperatures climb will have a significant effect due to increased mass transport

through diffusion. Diffusion of vacancies and dislocation climb are coupled effects

in the sense that climb is a non-conservative motion that leads to the emission or

absorption of point defects and the diffusion of the latter under imposed pressure
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and concentration gradients leads to an “osmotic” force on the dislocations normal

to their slip planes. Thus DD at finite temperatures involves the concurrent solution

of two coupled boundary value problems, one for the elastic fields in the deforming

material and the other for the concentration of the point defects. The few previous

DD studies that attempted to include the effects of dislocation climb have used a

heuristic climb model similar to the viscous drag model typically used for dislocation

glide. These include both three dimensional [161, 162] and two dimensional [97, 163]

DD studies. In particular, these studies ignore the effects of vacancy diffusion on

climb motion altogether. On the other hand, it is worth mentioning that at high

temperatures and/or high vacancy supersaturations, dislocations may climb even in

the absence of a Peach-Koehler force due to the effect of the osmotic force, which is

not captured by the “glide-like” models. Recently Mordehai et al. [117] developed a

3D DD framework where the effect of the osmotic force is explicitly accounted for,

using equilibrium solutions for the climb rate of dislocations due to vacancy diffusion

into the dislocation core in a prescribed uniform vacancy field. This framework has

been used to study the shrinkage/expansion of prismatic dislocation loops [117] and

the annealing of dislocations [164] in a bulk material under conditions of vacancy su-

persaturation. Another recent work by Gao et al. [118] attempts to include the effect

pipe diffusion of vacancies through the dislocation cores in a 3D DD simulation, using

analytical estimates of the climb velocity that depend on the core diffusion parame-

ters. However, such models have so far not been used in more complex simulations

involving macroscopic gradients of the vacancy field as in a creep simulation, pre-

sumably due to the complexity inherent in full 3D DD simulations. In fact, discrete

dislocation plasticity has so far not been used to predict creep rates of crystalline

materials as a function of temperature to the best of our knowledge.

In the present work, we propose a simulation strategy for creep boundary value
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problems by explicitly solving the dynamic equations of dislocation motion and va-

cancy diffusion in a simplified 2D setting. The 2D DD model of Van der Giessen and

Needleman [25] is enhanced to account for the interactions of discrete dislocations

with thermally generated vacancies, which is modeled using a continuum concentra-

tion field as in the work of [117]. However, unlike in the above work, the effect of

free boundaries and specimen level gradients in the vacancy concentration field and

their interactions with discrete dislocations are naturally accounted for in the formu-

lation. The 2D approach, while restrictive in terms of the richness of the physical

mechanisms that can be modeled, allows a greater variety of boundary value prob-

lems to be studied and greater strains and dislocation densities to be achieved in

the simulations. The detailed formulation of the coupled boundary value problems

of dislocation dynamics and vacancy diffusion are described in the following section.

An example boundary value problem of creep in single crystalline tensile samples is

solved and the results are discussed in subsequent sections.

B. Formulation of the Dislocation Climb Problem

As mentioned in the introduction, the 2D DD formulation of Van der Giessen and

Needleman needs to be extended to include the physics of vacancy diffusion and

dislocation climb at high temperatures. However, dislocation glide and climb are

kinetic processes that occur over widely differing time scales. A quick calculation

shows that dislocation glide velocities exceed the climb velocity by several orders of

magnitude even at high homologous temperatures. Therefore, simulation of a slow

process such as creep using DD presents a challenge in terms of resolving both the

dislocation glide (time scales of the order of nanoseconds) and climb (time scales of

the order of milliseconds or higher) events within realistic computation times. We
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work around this issue by assuming that dislocation climb is the rate controlling event

and adopting separate time steps for resolving the dislocation glide and climb events

in the simulation. The above assumption is consistent with the model proposed by

several researchers [104,154] where creep results from the thermally activated climb of

dislocations from local equilibrium positions. Hence, we model the overall deformation

as a sequence of glide and climb steps rather than as a continuous process occurring

simultaneously. The glide steps are responsible for the rearrangement of dislocations

between local equilibrium positions on their respective slip planes (stuck at obstacles,

for instance) and consequently for most of the macroscopically observed strain. The

climb process, occurring over a much longer time scale, sets the overall strain rate

by determining the rate at which dislocations are able to bypass obstacles through

thermally activated climb. In this framework, the glide steps are performed using the

same procedure as in the Van der Giessen and Needleman model with minor changes

to account for the effect of temperature on some of the constitutive rules described

in Chapter V. The climb steps are computed using a coupled formulation involving

vacancy diffusion and DD described below.

1. Governing Equations for Vacancy Diffusion

Consider an elastic body of volume V containing a set of discrete edge dislocations

1..N as shown in Fig. 86. The core region of a dislocation i is denoted Ci, C̃ =
⋃iCi

denotes the core regions of all the dislocations in the sample and V̂ = V \ C̃ denotes

the volume of the body excluding the core regions of all the dislocations. The body

is subjected to arbitrary tractions t0 on its boundary denoted ∂V . Let x denote

the spatial position within the domain V , t denote the time and c(x, t) denote a

continuous field of the fractional vacancy concentration in V , defined as the ratio of

the number of vacancies to the number of lattice sites in an elementary volume. It is
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Fig. 86. Schematic sketch of an elastic body containing discrete dislocations and a

concentration field c(x) of vacancies subjected to tractions on the external

boundary.

assumed that any vacancy that enters the core regions of a dislocation is immediately

absorbed by the dislocation (no pipe diffusion) so that c(x, t) ≡ 0 in C̃. The Gibbs

free energy, G, of the body may be written as

G ≡ H − TS = G(c(x, t),xi(t)) (8.2)

where H,T and S denote the enthalpy, absolute temperature and entropy respectively

and xi(t) denotes the position of dislocation i (i = 1..N). The kinetic equations of

vacancy diffusion and dislocation climb may be determined from the thermodynamic

variational principle of Cocks et al. [165,166], which states that the rate of evolution

of the system is given by a stationary value of the functional

Π = Ġ+ Ψ (8.3)
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where the overdot denotes the time rate of change and Ψ is a dissipation potential

that contains the contribution from the kinetic processes in the system. The following

derivation is a straightforward generalization of the analysis of Gao and Cocks [166]

to the case of a system containing multiple dislocations.

The total Gibbs free energy of the body may be written as

G =

∫
V

g dV −
∫
∂V

(t0 · n)un dS (8.4)

where g = g(c(x, t),xi(t)) denotes the Gibbs free energy density in V , n denotes the

surface normal and the second term on the right-hand side represents the contribution

to the total Gibbs free energy due to the work done by the surface tractions as a result

of the displacement of the boundary normal to itself, un, by Nabarro-Herring creep.

The Gibbs free energy density g is a function of the elastic and vacancy fields in V ,

g = h− Ts (8.5)

where h and s are the enthalpy and entropy per unit volume, given respectively

by [167]

h =
1

2
σ : ε+

[
Ef
Ω
− pΩv

Ω

]
c− σ : ε, s = − k

Ω
[c log c+ (1− c) log (1− c)] (8.6)

In the above, σ and ε denote the stress and strain fields in the body respectively,

p = −tr(σ)/3 denotes the hydrostatic pressure field, Ef denotes the formation energy

of a single vacancy (energy required to break the atomic bonds), Ω denotes the atomic

volume, Ωv denotes the relaxation volume of a vacancy and k denotes the Boltzmann

constant. The relaxation volume Ωv is the local reduction in volume as a result of

formation of a vacancy and is typically a fraction of the atomic volume, i.e. 0 <

Ωv/Ω < 1. Within the core regions of the dislocations C̃, all the terms in g involving

the vacancy concentration c vanish identically due to the assumption that c ≡ 0,
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while the elastic strain energy term is singular due to the use of the singular elastic

fields of the dislocations in the elastic solution (see chapter V, section B). Therefore,

as proposed by Van der Giessen and Needleman [25], the core energies are calculated

by use of the divergence theorem to convert the volume integrals over Ci to surface

integrals over ∂Ci. Using (8.5) and (8.6) in (8.4), the total Gibbs free energy may be

written in the form

G = G1(xi(t)) +G2(c(x, t), p(xi(t))) (8.7)

where G1 denotes the contribution from the mechanical strain energy

G1 =

∫
V̂

1

2
σ : ε+

N∑
i=1

∫
∂Ci

1

2
t · n dS −

∫
∂V

t0 · u dS (8.8)

and G2 denotes the contribution from the thermally generated vacancies

G2 =

∫
V̂

[
Ef
Ω
− pΩv

Ω

]
c+

kT

Ω
[c log c+ (1− c) log (1− c)] dV−

∫
∂V

(t0·n)un dS (8.9)

Note that the second and third terms in (8.8) have been obtained using the divergence

theorem. The rate of change of the Gibbs free energy Ġ may be written as

Ġ = −
N∑
i=1

f i · vi +

∫
V̂

(
µv ċ−

Ωv

Ω
cṗ

)
dV +

∫
∂V

(t0 · n)(J · n) dS (8.10)

where f i denotes the Peach-Koehler configurational force on a dislocation i, µv ≡

∂g/∂c denotes the chemical potential of the vacancies and J denotes the volumetric

flux of the vacancies. The expression for the Peach-Koehler force f i in a system

containing multiple dislocations has been derived by Van der Giessen and Needleman

[25] (see chapter V, section B), which reads

f i = −∂G1

∂xi
= ti ×

[(
σ̂ +

∑
j 6=i
σj

)
· bi
]

(8.11)

where ti is a unit vector along the tangent to the dislocation line and bi is the Burgers
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vector. The chemical potential for the vacancies µv is given by

µv =
∂g

∂c
=
kT

Ω

[
Ef
kT
− pΩv

kT
+ log

c

(1− c)

]
(8.12)

Ignoring the elastic fields of the vacancies themselves, the pressure field is a function

of the position of the dislocations, i.e. p = p(xi(t)), so that one may write

ṗ =
N∑
i=1

∂p

∂xi
· vi (8.13)

Substituting (8.13) in (8.10) yields

Ġ =

∫
V̂

µv ċ dV +

∫
∂V

(t0 ·n)(J ·n) dS−
N∑
i=1

(f id+f i) ·vi, f id ≡
∫
V̂

c
Ωv

Ω

∂p

∂xi
dV (8.14)

where f id is a drag force arising from the interaction of the moving dislocations with the

vacancy field. This drag force originates due to the fact that the chemical potential

of the vacancies depends on the pressure field p(xi) so that changes in p due to the

motion of the dislocations gives rise to a thermodynamic force on the dislocations.

From the principle of conservation of mass, J and ċ are related by the continuity

equation.

ċ = −∇ · J in V̂ (8.15)

Further, from our assumption that dislocation motion is restricted to pure climb

during the climb time steps, we have vi = vicn
i, where ni denotes the normal to the

slip plane of dislocation i. In such case, conservation of mass can also be invoked to

relate the dislocation climb velocity vic to the flux of vacancies into or away from the

dislocation core, since climb is a non-conservative motion that must be accompanied

by the production/absorption of vacancies at the dislocation core. We obtain the
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climb velocity from the mass conservation condition as

vic =
1

bi

∫
∂Ci

J · n dS (8.16)

where bi is the magnitude of the Burgers vector for dislocation i and the unit normal

n points into the dislocation core. Note that the above integral must be independent

of the size of the dislocation core Ci by the continuity condition since dislocations are

the only sources or sinks of vacancies in the body. Substituting (8.15) and (8.16) in

(8.14) and using the divergence theorem, we get

Ġ =

∫
V̂

∇µv·J dV−
∫
∂V

µvJ·n dS+

∫
∂V

(t0·n)(J·n) dS−
N∑
i=1

1

bi
(f io+f

i
dc+f

i
c)

∫
∂Ci

J·n dS

(8.17)

where f idc denotes the climb component of the drag force f id and f io = µvb
i is the

so called osmotic force in the climb direction. During the climb time steps, we as-

sume that energy dissipation in the system is entirely due to the diffusive flux of

the vacancies, for which a quadratic form for the dissipation potential Ψ is assumed

following [166].

Ψ =
1

2

∫
V̂

1

D̄
J · J dV (8.18)

where the constant D̄ is related to the diffusivity of the material. Using (8.17) and

(8.18) in (8.3) and taking the first variation with respect to the vacancy flux yields

δΠ =

∫
V̂

(
∇µv +

J

D̄

)
·δJ dV+

∫
∂V

(t0·n−µv)(δJ·n) dS−
N∑
i=1

1

bi
(f io+f

i
dc+f

i
c)

∫
∂Ci

δJ·n dS

(8.19)

From (8.19), one can write the local form of the governing equations for vacancy
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diffusion as

J = −D̄∇µv in V̂ (8.20)

µv = t0 · n on ∂V (8.21)

µv = − 1

bi
(f idc + f ic) on ∂Ci (8.22)

Equation (8.20) is the constitutive law for vacancy diffusion, which reduces to the

Fick equation in the absence of pressure gradients, i.e.

J = −D∇c (8.23)

where D is the vacancy diffusion coefficient. Using (8.12) in (8.20) assuming ∇p = 0

and comparing with (8.23) we obtain

D̄ =
DΩ

kT
c(1− c) (8.24)

The diffusion coefficient D in solids depends strongly on the temperature and weakly

on the pressure. Here we neglect the pressure dependence of D, so that a constant

value of D, independent of the dislocation positions, is used throughout the specimen.

An Arrhenius type equation is used to express the temperature dependence of D

D = D0 exp

(
−Em
kT

)
(8.25)

where Em is the vacancy migration energy and the pre-exponential term D0 is the

asymptotic value of the vacancy diffusion coefficient at very high temperatures [104].

At each increment, we solve for the vacancy field using the continuity equation

(8.15) and equation (8.20) to relate the vacancy flux to the gradients of c and p and

subject to the boundary conditions (8.21) and (8.22). Note that the pressure field p

and the Peach-Koehler forces f ic are known from the solution of the elastic boundary
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value problem. Finally, the vacancy flux J on ∂Ci is coupled to the climb velocity

vic via equation (8.16), which is used to update the dislocation positions and the

simulation proceeds in an iterative manner.

2. Climb Velocity of an Edge Dislocation

Using the simulation framework in the previous section for a large scale DD simulation

presents a major difficulty due to the fact that one would need to resolve the cores

of the dislocations (O(∼ 1 nm)) in the numerical discretization. Moreover, since the

dislocations themselves are mobile, one would need to adaptively re-mesh the domain

so as to track the moving core regions. In order to resolve this difficulty, we assume

a separation of scales where the macroscopic gradients in the vacancy fields have a

characteristic length scale that is at least an order of magnitude larger than the radius

of the dislocation cores. This allows us to tackle the vacancy diffusion problem using

a relatively coarse mesh (O(∼ 100 nm)). Further, the dislocation climb velocities are

determined analytically using equation (8.16) and several simplifying assumptions

regarding the vacancy flux in the neighborhood of a dislocation core, as described

below.

Consider an isolated edge dislocation in a remote vacancy concentration field

c∞ as shown in Fig. 87. For the purpose of the analytical solution, we assume that

a constant c = c∞ is imposed at each point on the circumference of a cylinder of

radius r∞, assumed to be much larger than the dislocation core radius, rd (r∞ � rd).

On the inner cylinder (r = rd), we assume that vacancies are in thermomechanical

equilibrium with the dislocation, in which case the concentration is given by [104]

cd = c0 exp

(
− fcΩ
bkT

)
, c0 = exp

(
−Ef
kT

)
(8.26)

where c0 is the equilibrium vacancy concentration at temperature T and b is the
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V

Fig. 87. Diagram illustrating the simplifying assumptions used in the analytical solu-

tion for the dislocation climb velocity.

modulus of the Burgers vector. The climb velocity of the dislocation can be obtained

by calculating the flux of vacancies into the dislocation core by solving the diffusion

boundary value problem for the domain of Fig. 87. Mordehai et al. [117] have obtained

an analytical estimate of the climb velocity using the simplifying assumptions of (i)

steady state conditions (no time dependence) and (ii) radial symmetry of the vacancy

flux (no angular dependence). In this case, the continuity equation reduces to

∇2c =
1

r

d

dr
r

dc(r)

dr
= 0 (8.27)

The analytical solution of (8.27) subject to given values of c on the inner and outer

boundaries may be obtained in a straightforward way to yield

c(r)− c∞ =
(c∞ − cd)

log (r∞/rd)
log

(
r

r∞

)
(8.28)

Calculating the flux J = −D∇c from (8.28) and using equation (8.16), we obtain the
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dislocation climb velocity as (see [117])

vic = − 2π

log (r∞/rd)

D

b
(cd − c∞) (8.29)

Notice that the dislocation climb velocity vanishes when cd = c∞, i.e. the remote

vacancy concentration field is equal to the equilibrium vacancy concentration around

the dislocation core cd. Using equation (8.26) for cd and rearranging, we obtain

−fc =
bkT

Ω
log

(
c∞
c0

)
≈ bµv = fo (8.30)

where the term involving the relaxation volume Ωv and second and higher order terms

in c in the expression for the chemical potential (8.12) are neglected. Thus, the sta-

tionary condition for the climb velocity corresponds to the balance of thermodynamic

forces on the dislocation.

In our simulation framework, equation (8.29) is used to compute the dislocation

climb velocity at each increment. The remote concentration c∞ is estimated by inter-

polating the c field obtained from the solution of the global diffusion boundary value

problem to the position of each dislocation. While the length parameter r∞ may be

physically interpreted as the average spacing between the dislocations, we assume a

constant value of r∞ = 100rd for simplicity. However, note that the vc is not very

sensitive to the choice of r∞ due to the term appearing in the logarithm. Further,

the production/consumption of vacancies due to dislocation climb is accounted for

by adding a source/sink term to the mass conservation equations. Consequently, the

governing equations for the global boundary value problem (8.15) and (8.20)–(8.22)
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are amended as

ċ = −∇ · J + ċsrc in V (8.31)

J = −D̄∇µv in V (8.32)

µv = t0 · n on ∂V (8.33)

A positive climb step of a dislocation requires the absorption of a single vacancy

into the dislocation core while a negative climb step requires the emission of a single

vacancy. Consequently, the source/sink term, ċsrc, is estimated from the net climb

velocity of all the dislocations in an elementary volume dV such that

ċsrc dV = −(
∑
i

vic)b
2 (8.34)

where the algebraic sum of the dislocation climb velocities is calculated over all dis-

locations in the elementary volume dV .

3. Constitutive Rules for Dislocation Glide

As mentioned previously, the formulation of the dislocation glide problem is essentially

unchanged from the original framework of Van der Giessen and Needleman described

in Chapter V. However, some of the constitutive rules therein needs enhancement

to account for the effect of temperature on the constitutive parameters. First, the

elastic modulii of materials vary as a function of temperature with the stiffness usually

reducing with increasing temperature. Within the isotropic elasticity approximation,

this is accounted for by assuming that the shear modulus µ is a material dependent

function of temperature, i.e. µ = µ(T ). Next, the phonon drag factor Bg relating

the glide component of the Peach-Koehler force to the dislocation velocity for mobile

dislocations, equation (5.9), is also a function of the temperature with the drag usually
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increasing linearly with the temperature. A theoretical estimate of the drag factor

from [104] gives

Bg =
3kT

b2cs
(8.35)

where cs is the speed of shear waves in the material. In the simulations, we use a linear

scaling for the drag factor of the form Bg(T ) = B0
gT/T0 where B0

g is an experimentally

determined value of the drag factor at a reference temperature, T0. Finally, the

physics of short range interactions between the dislocations and obstacles needs to be

updated to account for the thermally activated bypass of obstacles. This mechanism

is precluded in the original low temperature formulation, where a dislocation pinned

at an obstacle can only be released if the Peach-Koehler force on the dislocation

exceeds τobsb, where τobs is an athermal strength parameter for the obstacle. However,

in the high temperature formulation we allow for the possibility of dislocations to

bypass obstacles by thermal activation at sub-critical values of the Peach-Koehler

force using a probabilistic formulation proposed by Frost and Ashby [153] in the

context of determining the drift velocity of a dislocation in a regular array of obstacles.

Based on their analysis, at the end of each glide increment we allow for a dislocation

to bypass an obstacle with a probability given by

pact = exp

[
−∆F

kT

(
1− |fg|

τobsb

)]
(8.36)

where fg is the glide component of the Peach-Koehler force on the pinned dislocation

and ∆F is the activation energy required to overcome the obstacle. Values for the

latter are expected to range from 0.2µb3 − 2µb3 for weak to strong obstacles. In

our simulations, we use a value of ∆F = µb3 for the activation barrier. Apart from

the modifications proposed above, the remaining constitutive rules for short range

dislocation interactions are unchanged from that of Chapter V.
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C. Numerical Implementation and Validation

At every time step, we need to obtain solutions for the elastic fields and the vacancy

concentration fields in the sample. The former are obtained from the solution of a

time independent linear elastic boundary value problem using the governing equations

(5.3) and the boundary conditions (5.5) from Chapter V. The dislocation fields (̃

fields) in the superposition solution are obtained from the current positions of the

dislocations at the end of each increment. On the other hand, the solution for the

vacancy concentration field is obtained by solving a time dependent initial/boundary

value problem subjected to the governing equations (8.31) and (8.32) subjected to

the boundary conditions (8.33). The solutions to both problems are obtained using

the finite element method. The finite element implementation of the linear elasticity

problem is unchanged from that in [25] and will not be repeated here. This section

contains a brief summary of the finite element formulation for the vacancy diffusion

problem. We note that both the solutions to the elasticity and diffusion problems

are obtained using the same finite element grid consisting of bilinear quadrilateral

elements with four integration points.

Combining the two equations (8.31) and (8.32) for vacancy diffusion and using

equation (8.12) for the chemical potential, we may write

ċ = D∇2c− DΩv

kT
∇ · [c(1− c)∇p] + ċsrc (8.37)

which is non-linear in c due to the presence of the term c(1 − c). However, since

typically c� 1, we may neglect the c2 term and write

ċ = D∇2c− DΩv

kT
∇ · c∇p+ ċsrc in V (8.38)

The solution to (8.38) is obtained subject to Dirichlet boundary condition for c, which
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may be obtained from (8.33) combined with (8.12) to write

c = c0 exp

(
t0 · nΩ

kT

)
on ∂V (8.39)

where c0 is the equilibrium vacancy concentration defined in (8.26) and t0 and n are

the traction and unit normal vectors at the boundary respectively. The weak form

for equations (8.38) and (8.39) may be written as∫
V

vċ dV = −D
∫
V

∇v · ∇c dV +
DΩv

kT

∫
V

c∇v · ∇p dV +

∫
V

vċsrc dV (8.40)

where v ∈ V is an arbitrary test function belonging to the function space

V = {w : V → R, w = 0 on ∂V } (8.41)

In each finite element Ve, the solution to (8.40) is written in the form c = ci(t)ψ
e
i (x),

where summation over the repeated index i(i = 1..4) is assumed, ci(t) denotes the

time dependent value of the vacancy concentration at the nodes and ψei (x) are the

shape functions for element e. Using the usual procedure to evaluate and assemble

the global equations, we obtain the discrete system of implicit ordinary differential

equations

[C]({ċ} − {ċsrc}) = [K]{c} (8.42)

where [C] and [K] denote the damping and stiffness matrices respectively, {c} denotes

the vector of nodal values for c and the vector {csrc} denotes the contribution from

non-conservative processes to the change in concentration at the nodes. The latter is

a known quantity which is estimated approximately from the total climb velocity of

the dislocations within each element, which is extrapolated to the nodes. Also note

that the stiffness matrix contains a non-symmetric component due to the contribution

from the pressure gradient within the domain, given by the second term on the right
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Fig. 88. Schematic of the steady state diffusion problem for the climb velocity of an

edge dislocation in an imposed vacancy field.

hand side of equation (8.40). This part of the stiffness matrix is recalculated at the

beginning of each climb increment from the known pressure gradient field from the

solution of the elasticity problem. The set of ODEs (8.42) are integrated in time

using the implicit sparse ODE solver DLSODIS from the open source ODEPACK

software [168], which is capable of integrating both stiff and non-stiff systems of

ODEs.

The finite element implementation of the diffusion problem is validated by com-

paring the numerical solutions with known analytical solutions for special cases of

both steady and non-steady diffusion. As a first test case, we look at the same prob-

lem of steady state dislocation climb as in Section 2 (subsection 2) using the finite

element method. Consider a square block of material of side L and at temperature

T containing a single edge dislocation at the center as shown in Fig. 88. The block is

subjected to plane strain compressive stress σ, as shown in figure, so that the climb

component of the Peach-Koehler force on the dislocation fc = σb. The domain is

discretized using square finite elements such that the dislocation lies at the center of
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the central element. In order to obtain a close correspondence with the conditions

of the analytical solution (see Fig. 87), we impose a uniform vacancy concentration

field c = c∞ at the external boundary, max(|x1|, |x2|) = L/2, and the concentration

of vacancies in thermodynamic equilibrium with the dislocation cd, given by equa-

tion (8.26)1, at an internal boundary defined by max(|x1|, |x2|) = L/20, as illustrated

in Fig. 88. The steady state vacancy diffusion equation ∇2c = 0 is solved in the

shaded domain of Fig. 88 using the above mentioned Dirichlet conditions on the two

boundaries. The dislocation climb velocity is estimated from the mass conservation

condition of equation (8.16), by numerically evaluating the integral on the right hand

side for the flux of vacancies into the dislocation core via the inner boundary. Note

that the boundary conditions of the numerical solution in Fig. 88 differs from that

of the analytical solution in Fig. 87 (equation (8.29)) due to the different geome-

tries considered. Nevertheless, one may expect that the functional dependence of the

climb velocity on the stress σ, temperature T and the imposed remote vacancy field

c∞ will be similar between the two solutions, with any differences appearing through

the ‘geometry factor’, 2π/ log (r∞/rd), in equation (8.29).

Fig. 89(b) shows the contours of the vacancy field c obtained from the finite

element solution with the corresponding mesh shown in Fig. 89(a). One can see that

far from the two boundaries the solution for c exhibits an approximately radial sym-

metry as assumed in the analytical solution. Fig. 90(a)–(c) plots the analytical and

finite element solutions for the climb velocity, vc, as a function of the stress σ for

at three different temperatures, T = 300, 400 and 500 K and three different remote

vacancy concentrations corresponding to equilibrium (c∞ = c0), vacancy supersatu-

ration (c∞ = 1.2c0) and vacancy subsaturation (c∞ = 0.8c0). Note that a logarithmic

scale is used for the ordinate since the climb velocity depends exponentially on the

stress and temperature. Also note that the absolute value of the climb velocity is
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Fig. 89. (a) Finite element discretization of the domain of Fig. 88 and (b) contours of

the vacancy field c from the finite element solution normalized by the equilib-

rium concentration c0.

plotted in Fig. 90(c) due to the fact that the climb velocity can become negative at

sufficiently low values of the remote vacancy concentration due to the outward diffu-

sive flow of vacancies. The results show a fixed offset between the two sets of curves

corresponding to the analytical and FEM solutions indicating that the two velocities

differ by a constant numerical factor, which is more clearly exhibited in Fig. 90(d)

where we plot the ratio of the two velocity estimates. Recall that in the actual DD

simulations, we proposed to use equation (8.29) to estimate the climb velocity of the

dislocations at each time step in order to avoid having to resolve the dislocation cores

in the simulations. In effect, the results in Fig. 90 serve as a validation test case for

our finite element implementation and a justification for the use of equation (8.29)

for the climb simulations.

Another test case considered for the solution of the unsteady diffusion problem

of equation (8.38) is the case of a semi-infinite block of material that is subjected to a
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Fig. 90. Comparison of the dislocation climb velocity from the analytical and FEM

solutions for cases of (a) remote vacancy equilibrium (c∞ = c0) (b) vacancy

supersaturation (c∞ = 1.2c0) and (c) vacancy subsaturation (c∞ = 0.8c0).

(d) Ratio of the two climb velocity estimates for the three cases in (a)–(c) at

T = 300 K.
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Fig. 91. Schematic of a test problem for one dimensional time dependent vacancy

diffusion.

suddenly applied tractions, σ, at t = 0 at the two ends as illustrated in Fig. 91. The

initial condition for c corresponds to c = c0 (thermal equilibrium) everywhere except

at the two ends where the initial values of c, denoted cσ, is given by equation (8.39)

with t0 · n = σ. This is a one-dimensional problem of transient vacancy diffusion

governed by equation (8.38), where the last two terms vanish identically due to the

absence of pressure gradients and dislocations in the sample. An analytical solution

to (8.38) may be obtained in the form of an infinite series as

c(x1, t) = cσ +
4cσ
π

∞∑
n=1

(−1)n

n
sin

nπ

2
cos

nπx1

L
exp

(
−Dn

2π2t

L2

)
(8.43)

Fig. 92 compares equation (8.43) with the FEM solution for the vacancy field at

different instants of time and at different locations along the x1 axis. Typical values of

the diffusion coefficient D and atomic volume Ω for Aluminum are used in computing

the solutions and the temperature is assumed to be T = 600 K (∼ 2/3Tm). The

results of Fig. 92 indicate excellent agreement between the two solutions.



244

 0.99

 1

 1.01

 1.02

 1.03

 1.04

 1.05

 1.06

 1.07

 1.08

 1.09

 0  0.05  0.1  0.15  0.2

c
/c

0

t (sec)

c = c
σ

x1 = L/3

x1 = 0

FEM
Analytical  1

 1.01

 1.02

 1.03

 1.04

 1.05

 1.06

 1.07

 1.08

 1.09

-1 -0.5  0  0.5  1

c
/c

0

2x1/L

c = c
σ

t = 0.01 s

t = 0.05 s

t = 0.1 s

FEM
Analytical

(a) (b)

Fig. 92. Comparison of the FEM solution for the transient diffusion problem of Fig. 91

with the analytical solution (8.43): (a) evolution of c as a function of time

at two different locations along x1 and (b) profile of c along x1 at different

instants of time.

D. Creep of Aluminum Single Crystals

As mentioned in the introduction, the primary motivation for development of the

coupled DD and vacancy diffusion framework is the study of material properties at

high temperatures using a bottom up modeling paradigm as opposed to the empirical

approach that is followed currently. Moreover, a discrete description of the defects

allows us to probe material properties at small scales where experimental results are

scarce. As a first step towards this goal, we present in this section a simulation

framework for creep in single crystals at elevated temperatures subjected to plane

strain loading. Fig. 93 shows a sketch of a typical creep curve under uniaxial loading in

a polycrystalline specimen. For an imposed creep stress σ at time t = 0, the evolution

of the strain ε with time shows three distinct stages as illustrated in Fig. 93. The

initial offset strain ε0 is the instantaneous elastic strain due to the imposed stress.

Stage I denotes the transient region where the creep strain rate ε̇ decreases with

time due to strain hardening. The dominant part of the creep curve is the steady
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Fig. 93. Sketch of a typical creep curve for a polycrystalline specimen.

state stage II creep where the strain rate remains approximately constant with time

as the result of a dynamic balance between strain hardening and thermal recovery

processes. The final stage of accelerated deformation is due to damage processes such

as cavitation and/or strain localization. The reported strain rates in the literature

(eg. Fig. 85) are usually the steady state stage II creep rates which typically follow

a power law of the form ε̇ ∝ σn. Values of the power law exponent from experiments

on bulk polycrystals fall in the range 3–8 [153].

1. Problem Formulation

Using the coupled vacancy diffusion and DD formulation, we examine the creep be-

havior of a plane strain single crystalline specimens of the type sketched in Fig. 94.

The sample is loaded in plane strain tension along the x1 direction using uniformly

distributed tractions σ on the two end faces while the lateral boundaries of the spec-

imen are traction free. A symmetric double slip arrangement is assumed with the

two slip systems oriented at ±35.25◦ with respect to the tensile direction. The ar-

rangement considered may correspond to an FCC single crystal oriented such that

the plane of analysis coincides with the (110) crystallographic plane and loaded along
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Fig. 94. Schematic sketch of the plane strain tension specimen used in the creep com-

putations.

the 〈001〉 direction. The two slip systems considered correspond to the 〈1̄12〉 and

〈11̄2〉 slip directions with an included angle of approximately 109.5◦. Rectangular

specimens are considered with an aspect ratio L/D = 3 and sizes of the order of

several microns. Initially, the crystal contains a distribution of dislocations and point

sources with an average density of 150µm−2 and point obstacles with a density of

600µm−2. These are distributed at random on the two slip systems considered, with

the slip planes distributed with a uniform spacing of 20b. The random initial disloca-

tion structure is assigned in such a way that the net Burgers vector in the specimen

vanishes. The point sources represent Frank-Read sources whose nucleation strengths

follow a normal distribution with an average resolved shear strength for dislocation

nucleation, τnuc, and a standard deviation, τsd. The vacancy concentration field c(x)

is initialized such that it corresponds to the equilibrium (steady state) vacancy field in

the sample of Fig. 94 subjected to the tensile tractions σ at x1 = ±L/2 and traction

free conditions at x2 = ±D/2.

The dislocations in the sample can glide on their respective slip planes in accor-

dance with the Peach-Koehler force and the associated glide mobility law described

in section 3. The dislocations can also climb to a neighboring slip plane according

to the climb mobility law established in section 2, equation (8.29). Thus, unlike the



247

glide process, dislocations climb between the slip planes in discrete steps set by the

slip plane spacing. The climb distances of each dislocation, determined according

to (8.29), are tracked at each time step. When the climb distance of a dislocation

exceeds the slip plane spacing, the dislocation is moved from its original slip plane

to the new slip plane. The production/consumption of vacancies as a result of the

climb motion are used to calculate the vacancy source/sink term csrc that enters in

the governing equation (8.38) for the evolution of the vacancy field. A positive climb

step equal to the slip plane spacing of dslp required the absorption of Nv vacancies

into the dislocation core given by

Nv =
dslpb

2

Ω
(8.44)

Negative climb, on the other hand, requires the nucleation of the same number of

vacancies with the associates atoms being absorbed into the dislocation core. Thus,

negative climb of a dislocation occurs only when the local stresses are high enough

to nucleate vacancies according to the energy criterion [169]

σib3 = Ef (8.45)

where σi is the normal stress along the Burgers vector direction (excluding the self

stress) at the location of dislocation i.

As remarked previously, the main challenge in a coupled DD and vacancy diffu-

sion simulation is the widely differing characteristic time scales associated with the

dislocation glide and climb processes. In the context of the creep problem, we use an

adaptive time stepping scheme where dislocation nucleation and glide processes are

modeled using a fixed time step tgl = 0.5 ns while the vacancy diffusion and disloca-

tion climb processes are simulated using a much larger time step tcl(T ), whose value

depends strongly on the temperature. A conservative estimate of the climb time step
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is made as tcl = 10−3test, where test is an estimated time taken for a dislocation to

climb a distance equal to the slip plane spacing. For the latter, an estimate of the

climb velocity is made using equation (8.29) assuming c∞ = c0 and cd calculated

from (8.26) with fc taken as 100σb to allow for local stress concentrations within the

sample. Creep simulations performed using different values of tcl indicate the results

are insensitive to the choice of the time step as long as tcl ≤ 10−2test. The iterative

strategy used to perform the creep simulations is detailed below.

1. The time step, dt, is initialized as the glide time step tgl at the beginning of the

simulations.

2. Uniform displacements ±U/2 are applied on the two faces x1 = ±L/2 while

the lateral faces x2 = ±D/2 are assumed to be traction free. The linear elastic

boundary value problem, described in detail in Chapter V, is solved to obtain

the stress and displacement fields in the sample. The average tensile stress and

strain for the specimen are calculated as

σ =
1

D

∫ D/2

−D/2
σ11(±L/2, x2) dx2, ε =

U

L
(8.46)

An iterative procedure is used to update the value of U until the computed

value of the average tensile stress equals the desired creep stress σ.

3. The Peach-Koehler forces on the dislocations are computed using equation

(8.11). The dislocation positions are updated using the glide components of

the Peach-Koehler force and the glide mobility law (5.9) from Chapter V. The

constitutive rules for short range interactions between dislocations and obsta-

cles described in Chapter V are used during the glide steps to determine the

new positions of the dislocations. For simplicity, the 2.5D rules such as junction

formation are not used in the creep simulations.
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4. Steps 2–3 are repeated until the average axial strain ε attains a steady state

value. This may correspond to the dislocations in the sample reaching local

equilibrium positions, such as stuck at obstacles, so that the glide activity in the

system ceases and the overall strain remains constant. In practice, dislocation

activity never completely stops in a large dynamic system and an alternative

criterion is needed to detect steady state conditions. In our simulations steady

state conditions are considered to be attained when the average strain rate

remains zero (within a specified tolerance) over a period of 100 glide increments.

5. When steady state is reached, the dislocations are frozen at their current posi-

tions and the time step dt is switched to the climb time step tgl. The unsteady

diffusion PDE, equation (8.38), is solved using the finite element method accord-

ing to the formulation described previously. At the beginning of the simulation,

the vacancy field is initialized using the equilibrium distribution consistent with

the imposed boundary tractions and the temperature. The initial conditions for

each subsequent step corresponds to the vacancy field at the end of the previous

time step. The contribution to the total strain as a result of the diffusive flux

of vacancies through the boundaries is calculated as

εd = −
∫ t

0

dt

LD

∫ D/2

−D/2
J(x1 = ±L/2, x2) · n dx2 (8.47)

6. The climb distanced of the dislocations at the end of each increment are evalu-

ated using equation (8.29). When the climb distance of any of the dislocations

in the sample reaches the slip plane spacing, the dislocation is removed from

its original slip plane to the new slip plane. Positive and negative climb are

treated differently according to the energy based criterion for vacancy nucle-

ation, equation (8.45). The total number of vacancies nucleated/annihilated as
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a result of dislocation climb is estimated using equation (8.44) and the vacancy

concentration fields within the element are updated.

7. The time step dt is switched back to the glide time step after the first climb

event and the glide steps 2–3 are repeated until a new steady state value of the

strain ε is reached.

Material properties for Aluminum are used in the simulations with Young’s mod-

ulus E = 70 GPa and Poisson’s ratio ν = 0.33. The modulus of the Burger’s vector

b = 0.25 nm is assumed on all slip systems. The drag factor is assumed to scale

linearly with the temperature as B = 10−4T/300 Pa s, where B = 10−4 Pa s is the

drag factor at T = 300 K. A constant value of τobs = 150 MPa is used for the ather-

mal strength of the point obstacles. However, thermally activate bypass of obstacles

at subcritical values of the Peach-Koehler force is modeled using the probabilistic

criterion of equation (8.36). A normal distribution of initial source strengths τsrc is

assumed with an average value of 50 MPa and a standard deviation of 10 MPa. A

constant nucleation time of tnuc = 10 ns is assigned for all sources. The material

properties that enter into the constitutive rules for vacancy diffusion (based on data

from the literature) are tabulated in Table. VII. Note that the formation volume

for a vacancy in Al is very nearly equal to the atomic volume as determined from

experiments [170] and atomistic calculations [171] so that the relaxation volume Ωv

is nearly zero. Thus, the pressure gradient term in equation (8.38) is taken to be zero

in the following simulation results. Also, the temperature dependence of the elastic

modulii are ignored in the simulation results presented here.
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Table VII. Material properties for Al used in the creep simulations. From refs. a [104],
b [170], c [171], d [172].

Property Symbol Value

Melting Temperature Tm 933 K

aAtomic Volume Ω 16.3 Å
3

b,cVacancy Relaxation Volume Ωv ∼ 0 Å
3

dVacancy diffusion coefficient pre-exponential D0 1.51× 10−5 m2/s

dVacancy formation energy Ef 0.67 eV

dVacancy migration energy Em 0.61 eV

2. Simulation Results

Creep simulations were performed for single crystalline specimens of the type shown

in Fig. 94 at three different values of the temperature, T = 400, 600 and 800 K, and

different values of the creep stress σ below the yield stress of the specimen in tension.

Assuming material properties of Aluminum, the chosen range of the temperature

corresponds to 0.43 − 0.86Tm(Tm = 933 K). As discussed in the introduction, dislo-

cation creep is the expected deformation mode in the above range of the homologous

temperature, enabled by the climb of dislocations due to bulk diffusion. Self-similar

specimens with aspect ratio L/D = 3 are considered. The yield stress of the compu-

tational specimen is set by the chosen values of the average nucleation strength of the

static Frank-Read sources that are distributed randomly within the specimen. We

first look at the stress–strain response of a typical specimen under plane strain tension

at a constant imposed deformation rate ε̇ = 104s−1 to determine the yield strength

and post-yield behavior of the material. Fig. 95 shows a representative stress–strain

response of a specimen of size D = 4µm. The material exhibits an elastic-plastic

behavior with a yield stress of approximately 80 MPa and no strain hardening due
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Fig. 95. Evolution of the (a) flow stress σ and (b) dislocation density ρ for a compu-

tational specimen with D = 4µm subjected to a constant deformation rate

ε̇ = 104s−1.

to the absence of the 2.5D constitutive rules. It is observed that there is minimal

scatter in the value of the flow stress for different realizations of the initial source and

obstacle populations due to the rather high values of the source and obstacle densities

chosen. Examination of similar results for different values of D shows that there is

also no size dependence for the yield stress. The choice of high initial densities enable

us to reduce the scatter in the simulation results and to isolate collective emergent

behavior in a large dynamic system.

a. Dislocation Creep

Fig. 96 shows the creep response of the same computational specimen for different

values of the creep stress σ in the range 10 − 60 MPa. The temperature is assumed

to be T = 400 K ≈ 0.43Tm. Fig. 96(a) shows the evolution of the axial strain ε as a

function of time and Fig. 96(b) shows the evolution of the dislocation density with

time. Note that, due to the rapid oscillation of the dislocation density about a well

defined mean, the curves of ρ vs. time have been smoothed out using the plotting
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Fig. 96. Creep response of specimens with D = 4µm at T = 400 K for different values

of the creep stress σ below the macroscopic yield stress: (a) strain ε vs. time

t and (b) dislocation density ρ vs. t. The curves are labeled by the value of

the creep stress σ.

software so that the different curves are clearly distinguishable in the figure. It can

be seen from Fig. 96 that after an initial transient region, the dislocation density

does not vary significantly with strain except for very high values of the creep stress,

unlike in the case of the tension simulation of Fig. 95. Steady state ‘stage II’ creep

(see Fig. 93) is characterized by more or less constant values of the microstructural

variables [153], which in the case of our single crystal simulations correspond to the

dislocation density. Hence, we may consider the part of the creep curves after the

transient in Fig. 96 to correspond to the steady state creep regime in Fig. 93. However,

closer examination of the initial transient region in Fig. 96(a) shows a serrated curve

with alternating regions of rapid straining followed by large plateau regions with no

accumulation of strain unlike a smooth transient of the type shown in Fig. 93. This

is probably an artifact of the specific initial conditions chosen for the system. For

instance, sufficient time must elapse of the vacancy flow into the dislocation cores

to cause dislocation climb, which means that the mean time between climb events is
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Fig. 97. Creep curves for the D = 4µm specimen at (a) T = 600 K and (b) T = 800

K and different values of the creep stress.The curves are labeled by the value

of the creep stress σ.

large initially, before a steady state is reached for the rate at which glide and climb

events occur in the system. Finally, we also note that the final stage of accelerated

deformation (stage III creep in Fig. 93) is a result of damage processes in the system

such as cavitation or strain localization, which we do not attempt to model using

the present small strain framework. Also limitations of computing time, especially at

larger temperatures which necessitate the use of a much smaller climb time step tcl,

restrict the usefulness of our approach to modeling the steady state creep regime.

Fig. 97(a) and (b) show similar creep curves for the D = 4µm specimen at

higher values of the temperature T = 600 K and T = 800 K respectively. Notice

that the simulation results are shown for much shorter durations of time compared

to the simulations at T = 400 K. This is due to the fact that the climb time step

tgl is a rapidly decreasing function of the temperature, although even at T = 800

K, tcl is at least three orders of magnitude larger than the glide time step tgl = 0.5

ns. Despite the different ranges of the time axis, the creep curves at the different

temperatures are qualitatively similar with an extended steady state regime following
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D and several values of the creep stress at T = 400 K.

a short transient stage. The creep strain rates ε̇ are significantly higher at higher

temperatures as expected. The evolution of the dislocation density associated with

the results in Fig. 97 (not shown) are very similar to that in Fig. 96(b) with similar

values for the steady state dislocation density.

While all the results presented so far have been for specimens with D = 4µm

and different realizations of the initial configurations of sources and obstacles, similar

calculations have been performed for self-similar specimens of different sizes. Fig. 98

compares the stress strain response at T = 400 K for two values of the specimen

size D and three different values of the creep stress. Similar calculations performed

for several values of the temperature T indicate that the creep response from the

DD calculations is independent of the specimen size within the range of parameters

considered in our simulations.
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Fig. 99. Contours of vacancy concentration c normalized by the equilibrium vacancy

concentration c0 in the D = 4µm specimen at T = 600 K, t = 0.05 s and

creep stress σ = 40 MPa.

b. Diffusional Creep

Apart from the strain ε = U/L shown in Figs. 96–98, which mainly results from

dislocation glide on the slip systems, part of the total creep strain is due to the

contribution from the flux of vacancies between the boundaries of the specimen. In

the case of the tensile sample of Fig. 94, the boundaries at x1 = ±L/2 have a higher

chemical potential for vacancies compared to the free boundaries at x2 = ±D/2, which

leads to a continuous flux of vacancies from the former to the latter. Since the diffusive

flux of mass is opposite to the flux of vacancies, this leads to inelastic extension of the

bar called Nabarro-Herring creep. The total strain in the computational specimen

due to diffusional creep εd is given by equation (8.47). Fig. 99 shows an example of

the typical contours of vacancy concentration c(x) in the specimen. The contours

in Fig. 99 corresponds to the instantaneous profile of vacancies at t = 0.05 s in the

D = 4µm specimen at T = 600 K and subjected to a creep stress σ = 40 MPa. One

can clearly see from Fig. 99 that the gradients in c and hence the flux of vacancies
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Fig. 100. Diffusional creep strain εd for the D = 4µm specimen at (a) T = 600 K and

(b) T = 800 K and different values of the creep stress.The curves are labeled

by the value of the creep stress σ.

is directed away from the tensile boundaries on the right and left and towards the

free boundaries at the top and bottom. Fig. 100(a) and (b) show the evolution of the

Nabarro-Herring creep strain εd computed using equation (8.47) as a function of time.

Notice that the magnitudes of εd are several orders of magnitude smaller than the

strain ε due to dislocation creep, shown in Fig. 97, at all times. Thus the simulations

show that dislocation creep is the dominant mode of deformation for the considered

ranges of temperatures and creep stresses. However, one can see that when the creep

stresses are sufficiently small that there is no dislocation activity in the sample, the

only remaining contribution to the total strain rate will be due to diffusional creep

shown in Fig. 100.

c. Stress Dependence of the Creep Rate

The creep strain rate is usually related to the stress through a power law relationship

of the form ε̇ ∝ σn, where n denotes the dominant mode of creep. In polycrystals,

values of n in the high stress dislocation creep regime are known to vary in the range



258

1e-07

1e-06

0.0001 0.001

. ε
(s

-1
)

τ/µ

T = 400 K (0.43Tm)

1

1

1

3

1e-11

1e-10

0.0001 0.001

. ε
d

(s
-1

)

τ/µ

T = 400 K (0.43Tm)

1

1

(a) (b)

Fig. 101. Variation of the creep strain rate as a function of stress obtained from the

DD simulations at T = 400 K. The error bars denote the scatter in the

predicted creep rates obtained from at least three realizations of the initial

configurations of dislocations, sources and obstacles.

3− 8 [153]. Here, we examine the scaling of the creep strain rate as a function of the

stress obtained from the simulations. Fig. 101 shows the variation of the creep strain

rate as a function of the stress at T = 400 K, plotted on a log-log scale. The resolved

shear stress on the slip systems τ = fsσ, normalized by the value of the shear modulus

µ, are shown along the x-axis for ease of comparisons with experimental data. The

Schmid factor, fs, in the above equation is equal to 0.47 for both the slip systems

in the case of the symmetric slip system configuration considered. Average strain

rates obtained from simulations on multiple sample realizations are shown along with

the scatter in the simulation results. A minimum of three realizations have been

considered for each case. Values of the strain rates ε̇ and ε̇d are calculated using a

linear least square fit in the steady state region of the creep curves. Notice that the

scatter is much lower for the diffusional creep rates ε̇d compared to the dislocation

creep rates ε̇, reflecting the fact that the latter rates are set by the collective behavior

of the discrete dislocations, which introduces some stochasticity. Examination of
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the deformation mechanism map for polycrystalline Al, Fig. 85 in the introduction,

shows that at T = 400 K (0.43Tm) the experimental range of the creep strain rates

is roughly 10−8 − 10−5 for resolved shear stresses in the range 2× 10−4 − 10−3. The

creep rates obtained from the simulations fall completely within this range, which

indicates that our simulations predict the correct order of magnitude for the strain

rates. However, it is observed that the slope of the creep rate vs. stress plot on a log-

log scale, which is equal to the stress exponent n in a power law, is not a constant, but

varies continuously from a value of around 1 at τ ≈ 10−4µ to around 3 for τ ≈ 10−3µ

close to the macroscopic yield stress of the specimen. Collected experimental data for

creep in polycrystalline Al in [153], based on which the deformation mechanism map

of Fig. 85 is constructed, invariably show a stress exponent n ≥ 3 in the above range

of stresses. The difference is likely due to the fact that our simulations consider single

crystals where bulk diffusion is the only possible mode of mass transport, unlike in

polycrystals where grain boundaries and dislocation cores serve as channels for rapid

vacancy diffusion. Finally, we observe that the diffusional creep rates in Fig. 101(b)

are much smaller than the creep due to dislocation glide and the scaling exponent for

the stress is nearly equal to 1.

Figs. 102 and 103 show similar results for higher values of the temperature T =

600 K (0.64Tm) and T = 800 K (0.86Tm) respectively. The qualitative trends are

similar as in the results at T = 400 K with ε̇d � ε̇ and the exponent n generally

increasing as a function of the stress. Also, the order of magnitude of the creep rates

are in agreement with experimental values from Fig. 85. The values of the stress

exponent n at T = 600 K are similar to those at T = 400 K in Fig. 101(a). However,

at high temperature T = 800 K, higher values of the stress exponent are obtained

with n varying in the range 2 − 4 in the range of stresses considered. Note that the

stress exponent for ε̇d is nearly equal to unity in all cases.
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Fig. 102. Variation of the creep strain rate as a function of stress obtained from the

DD simulations at T = 600 K. The error bars denote the scatter in the

predicted creep rates obtained from at least three realizations of the initial
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Fig. 103. Variation of the creep strain rate as a function of stress obtained from the

DD simulations at T = 800 K. The error bars denote the scatter in the

predicted creep rates obtained from at least three realizations of the initial
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E. Discussion and Conclusions

A computational framework has been proposed for the modeling of creep and other

temperature dependent phenomena in small volumes using a coupled dislocation glide

and vacancy diffusion assisted climb formulation. The main difference in our approach

vis-a-vis other recent efforts to incorporate dislocation climb into DD simulation

frameworks [117, 118] is the simultaneous solution of the coupled DD and vacancy

diffusion problems within a two dimensional approximation, which allows us to tackle

realistic boundary value problems involving large number of dislocations and macro-

scopic gradients in the vacancy concentration field. Example results presented in the

previous section for creep in micron sized single crystals showed a clear steady state

regime with strain rates in reasonably good agreement with experimental data for

polycrystals [153]. However, the simulations did not capture well the initial transient

(stage I of Fig. 93) in the creep curve.

Unlike the case of bulk polycrystals, experimental data is not readily available

for single crystal creep at small scales. However, recently Ng and Ngan [160] have per-

formed creep experiments on micron sized single crystalline Al columns manufactured

using focussed ion beam milling subjected to nominally homogeneous compression us-

ing a flat tip nanoindenter. Unlike other recent experiments that examined the effect

of specimen size on the flow strength at small scales [5, 6], their experiments were

performed under load control rather than displacement control and the investigation

was focused on the creep behavior of the pillars at room temperature. Their main

finding was that creep curves for these pillars at high stresses exhibited a staircase

like aspect with regimes of steady state creep interspersed with intermittent strain

bursts. Such strain bursts have not previously been observed in creep experiments

in bulk polycrystals. A similar behavior has also been observed in some of our DD
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Fig. 104. (a) Experimental data for creep of 6.3µm diameter Al single crystals, adapted

from [160]. (b) Strain burst observed during a DD simulation of creep in a

D = 4µm specimen subjected to tensile creep stress σ = 50 MPa.

simulations at high values of the creep stress below the yield stress of the specimens.

Fig. 104 shows a qualitative comparison of the experimental creep data from [160]

with an example creep curve from our simulations that exhibited a similar staircase

aspect. The experimental data in in Fig. 104(a) correspond to cylindrical micropillars

of diameter 6.3µm and an aspect ratio of 4 oriented along the [31̄5] crystallographic

direction and subjected to creep loading at various values of the stress for a duration

of 300 seconds. The simulation data corresponds to a plane strain tension specimen

with D = 4µm subjected to a creep stress σ = 50 MPa. Based on microscopic ex-

amination of the deformed specimens, Ng and Ngan [160] have concluded that the

strain bursts are not the result of discrete nucleation events localized to a single slip

plane and rather occur due to coordinated action of dislocation sources on multiple

slip systems. Figs. 105(a) and (b) show the contours of total slip, Γ, in the compu-

tational specimen during two time intervals corresponding to t = 2500 − 3000 s and

t = 3000 − 3500 s respectively. Note that the latter time interval encompasses the
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Fig. 105. Contours of total slip Γ in the specimen corresponding to the creep simulation

of Fig. 104(b) in the time interval (a) t = 2500 − 3000 seconds and (b)

t = 3000− 3500 seconds.

duration of the strain burst in Fig. 104(b). Total slip Γ for the time interval t1 − t2
is defined as Γ =

∫ t2
t1

Γ̇ dt, where Γ̇ is a measure of the point-wise slip rate defined

by Γ̇ =
∑

κ |γ̇κ|, with γ̇κ = mκ
i ε̇
s
ijn

κ
j . Here, m and n denotes the slip direction and

slip plane normal respectively for slip system κ and ε̇s is a smooth strain rate field

introduced in each finite element and computed by differentiating the total displace-

ment rate field u̇ in that element using the finite element shape functions. The slip

contours in Fig. 105 show significantly higher slip activity during the strain burst
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compared to a similar time interval during the steady state creep regime. Further,

it can be seen that slip activity during the strain burst is distributed over a band of

slip planes in one of the two slip systems considered.

Any comparison between simulation results and experiments is currently re-

stricted to qualitative aspects due to the fact that appropriate choices for several

simulation parameters such as the initial source and obstacle densities are uncertain

in small scale structures. Currently, rather high values have been chosen for these

parameters in order to reduce the scatter in the simulation results. Also, the simula-

tions currently ignore several aspects of the physics, such as pipe diffusion, which may

play an important role in determining the creep rates depending on the temperature.

Additional physics is also needed to model grain boundary creep in polycrystals. The

simplest approach to model pipe diffusion, for example, is by using an effective dif-

fusivity for the material that includes a contribution from the diffusivity through the

dislocation cores [153]. Grain boundaries, on the other hand, need to be modeled

explicitly using an appropriate model for grain boundary diffusion.

In conclusion, one can say that the proposed computational model for dislocation

climb aided by vacancy diffusion provides physically reasonable results for the creep

rates of single crystals and reproduces some qualitative aspects of creep deformation

observed in creep experiments at small scales. However, additional work is needed to

(i) extend the simulation methodology so that more general types of microstructures

and boundary conditions can be considered and (ii) incorporate additional physics

such as grain boundary and pipe diffusion so that thermally activated phenomena

across a wider range of temperatures and stresses can be modeled.
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CHAPTER IX

CONCLUSION AND RECOMMENDATIONS FOR FUTURE WORK

A. Summary

The research work presented in this dissertation addresses some fundamental issues

in the modeling of plasticity and fracture in metals, namely the development of (i) en-

hanced continuum models of ductile fracture incorporating additional microstructural

information and (ii) advancing the state of the art in mesoscale discrete dislocation

mechanics methods for modeling plasticity and creep in metals. The former is relevant

to a variety of technological applications such as metal forming and failure analysis

where plastic anisotropy can significantly influence the limits of ductility of a material.

The latter is relevant in applications where traditional continuum models break down

due to the emergence of size dependent material response at small scales. Examples

include metallic components used in MEMS/NEMS systems, flexible electronics, thin

films, etc. From a broader perspective, incorporation of high temperature effects

within the discrete dislocation dynamics framework has the potential to enable bot-

tom up modeling of a more complete range of inelastic phenomena across different

regimes of stress and temperature. Specific conclusions from the research presented

in this dissertation are listed below.

Anisotropic Ductile Fracture

1. Computational cell model studies of anisotropic porous materials made of aligned

spheroidal voids in a Hill orthotropic matrix evidenced strong effects of material

anisotropy, heretofore not appreciated in the literature. In particular, the effect

anisotropic material texture on ductility and damage growth rates was found

to be strong irrespective of the imposed loading triaxiality. This is in contrast
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with the effect of void shape evolution, which is found to be negligible at high

triaxialities although of the same order as the effect of material texture under

low triaxiality loading, consistent with previous studies in the literature.

2. The effects of the two types of microstrural anisotropy were found to be cou-

pled in a non-trivial fashion, which can not be easily captured using empirical

approaches used previously.

3. An approximate constitutive model of void growth accounting for material

anisotropy and void shape effects was developed using a Hill-Mandel homog-

enization and limit analysis approach. Several simplifying assumptions and

approximations were used to arrive at a close form yield function and evolution

equations for the microstructural variables. The new model was shown to be

consistent with existing void growth models in the literature in special cases

and reduces to the Gurson model for an isotropic material.

4. The approximate analytical yield function was evaluated by comparison with

a numerically determined upper bound yield locus for the special case of ax-

isymmetric stress states. A numerical limit analysis method was developed to

derive the latter by minimization of the plastic dissipation using a large number

of trial velocity fields and without recourse to approximations inherent in the

analytical model. A good comparison was demonstrated between the analytical

and ‘exact’ yield loci.

5. The analytical model was integrated for specified axisymmetric radial loading

paths to obtain the evolution of the flow stress and the microstructural variables.

These were compared against (supposedly exact) finite element predictions for

the same using the unit cell method. The model was shown to pick up some
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important qualitative effects like the non-trivial coupling between void shape

and material anisotropy evidenced in the finite element simulations. Also, rea-

sonable quantitative agreement was obtained by using some additional heuristic

parameters proposed in previous investigations.

Discrete Dislocation Dynamics

1. An existing two dimensional dislocation dynamics model of Van der Giessen

and Needleman [25], extended by Benzerga at al. [26] for strain hardening (2.5D

method), was enhanced in several important ways. Scalability to large disloca-

tion systems was achieved by parallelizing the code and implementation of the

fast multipole method for long range dislocation–dislocation interactions. The

elastic boundary value problem formulation was extended to the general case

of arbitrary non-convex and multiply connected domains using the approach

of Romero et al. [109]. The boundary conditions were generalized to handle

doubly periodic unit cells containing discrete dislocations. These enhancements

were leveraged to study several problems of engineering interest.

2. The convergence of the strain hardening rates predicted by 2.5D DD to the limit

case of a bulk material was studied by examining the mechanical response of

finite rectangular crystals subjected to plane strain compression. The fast mul-

tipole method and the university supercomputing facilities were used to solve

very large sample sizes containing millions of dislocations. The bulk limit was

simulated by examining the response of periodic unit cells containing discrete

dislocations. The athermal hardening rates predicted by 2.5D DD were shown

to converge to the bulk range of values for large sample dimensions. In addition,

the hardening rates obtained from the periodic cell simulations were shown to

fall within the band of bulk hardening rates. Predictions for the evolution of the
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flow stress and dislocation density from the 2.5D DD simulations were shown

to be consistent with the Taylor hardening relation in the bulk limit. However,

progressively larger deviations from Taylor hardening behavior were observed

towards smaller sample sizes consistent with the previous results of Guruprasad

et al. [129].

3. The effect of matrix hardening on the growth of micron and sub-micron sized

voids periodically distributed in a single crystalline matrix was analyzed using

2.5D DD and doubly periodic boundary conditions. The investigations built

on the previous study of Segurado et al. [131] by generalizing the boundary

conditions and materials behaviors considered. Unlike in earlier investigations

using a non-hardening matrix, void size effects were evidenced both under low

triaxiality (shear) and high triaxiality (biaxial stretching) loadings. In general,

strain hardening of the matrix was found to lead to an effective hardening of

the void-matrix composite as well as slower void growth rates.

4. The 2D DD framework was extended to include dislocation climb at elevated

homologous temperatures, by coupling the elastic boundary value problem for

dislocation motion with an unsteady diffusion boundary value problem for a

continuous vacancy field. An ad hoc simulation strategy was developed for creep

of finite single crystalline specimens using the model of climb assisted dislocation

creep. An adaptive time stepping scheme was used to resolve the widely differing

time scales of the glide and climb events. Initial investigations using the method

have predicted creep rates consistent with experimental data for Aluminum.

Power law scaling exponents for the creep strain rates with stress obtained

from the simulations were found to range from 1–4. Also, some qualitative

features such as strain bursts observed in creep experiments at micron scales
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were noticed in some simulations.

B. Recommendations for Future Work

Anisotropic Ductile Fracture

Continuum models of ductile fracture have been developed for a long time start-

ing in the late 60’s. Models such as the Gurson void growth model are widely used

and supported in commercial softwares. Nevertheless, there are several areas where

the Gurson model falls short such as low triaxiality shear fracture. Although phe-

nomenological extensions of the Gurson model have been proposed to account for such

effects, microstructure based models such as the one developed in this dissertation

hold better promise of modeling these and other effects without recourse to additional

heuristics. From this perspective, several possible avenues for future research building

on the present work are outlined below.

1. The steps taken in Chapter IV towards validation of the model have revealed

some areas where more work is needed. For example, it has been noticed that

some heuristics adopted from previous proposals in the literature are needed to

obtain reasonable quantitative agreement between the model predictions and

finite-element results. It is clear from these results that additional calibration

based on unit cell results for anisotropic materials is needed to improve the

model’s accuracy. This is an important area of future work for the usability of

the new model.

2. While the focus of the research in this dissertation was restricted to the modeling

of void growth in anisotropic materials, the effect of material anisotropy on

void nucleation and void coalescence have not been subject to investigation.
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In this context, our finite element results from Chapter II had evidenced some

effects of material anisotropy on coalescence for which satisfactory models do

not currently exist. In general, unlike the void growth models, models of void

nucleation and coalescence are less mature. Moreover, practical application

of the anisotropic void growth model in a finite-element study requires that

void nucleation and coalescence be considered using some method. Thus, it

is of interest to develop models incorporating the effect of material anisotropy

on void nucleation and coalescence, possibly using a similar micromechanics

approach.

3. The model developed here needs to be implemented in a finite element software

such as Abaqus so that predictions from the model can be compared directly

against experimental data, such as the results of Bao and Wierzbicki [87].

Discrete Dislocation Dynamics

Unlike continuum mechanics, the field of bottom up modeling of the mechanical

properties of materials using ab initio, molecular dynamics and mesoscale methods

such as DD is still in its infancy. The fast paced improvements in computing infras-

tructure has enabled the use of these methods to push the limits in understanding

material properties at small scales. In contrast to molecular dynamics and similar

resolution methods, mesoscale methods such as DD are far more scalable although

more approximate. As such, these can be applied to larger systems currently beyond

the reach of atomistic methods such as the problems examined in this dissertation. In

particular, the developments to the 2.5D DD model undertaken in this dissertation

can be used to examine a broader class of problems than was possible before, some

of which are identified and listed below.
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1. In the DD studies presented here, size dependent mechanical response has been

observed under macroscopically homogeneous deformation (Chapter VI) and

under macroscopic strain gradients (Chapter VII). Considering that currently

the main utility of models such as DD is to inform higher level continuum

models, one needs to use the detailed microscopic information provided by the

DD models to come up with coarse grained variables that are experimentally

measurable and can be used in continuum modeling. While Guruprasad et

al. [129] had identified an ‘effective’ measure of the geometrically necessary

dislocation density to characterize the size effects in micropillars, similar analysis

needs to be performed under more general loading conditions to verify and

validate their hypothesis.

2. The coupled dislocation climb and vacancy diffusion framework developed in

Chapter VIII can be extended in various ways to enable investigations of high

temperature deformation, heretofore not possible. While the theory is devel-

oped for the general case, the boundary value problem framework developed in

Chapter VIII is restricted to the specific problem of creep. Additional work is

needed to generalize the code for other types of high temperature deformation

phenomena.

3. The high temperature DD framework is currently based on bulk diffusion of va-

cancies while the rapid pipe diffusion mechanism through the dislocation cores

is neglected. At low temperatures (T < 0.4Tm), pipe diffusion plays an im-

portant role in creep and needs to be accounted for. Another important creep

mechanism currently neglected in the so called Coble creep due to vacancy diffu-

sion through grain boundaries, due to which the present framework is restricted

to single crystals. Incorporating this mechanism requires consideration of the
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diffusional properties of grain boundaries. Modeling of the whole range of creep

phenomena and the transitions between them is only feasible after all known

microscopic mechanisms are taken into account.
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