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ABSTRACT

Optical Filter Design: Gain Analysis and Tolerance Analysis. (August 2010)

Vivek Vandrasi, B.Tech, Indian Institute of Technology Guwahati

Chair of Advisory Committee: Dr. Christi K. Madsen

Three components, gain analysis, tolerance analysis in-depth, and a brief non-

linearity analysis, are presented. In the first component, the effects of an Erbium

doped waveguide amplifier in a microring are investigated using a time domain simu-

lation. Methods to simulate the gain versus average input signal power in the micror-

ing are studied, given that it has a long lifetime compared to the short delay time of

the microring. The methods are based on the dependence of the gain on the power

of the signal being fed to the ring.

An algorithm is proposed to perform a thorough tolerance analysis on any optical

circuit with respect to any optical parameter. The algorithm, based on Monte Carlo

Simulation, is implemented on a complex optical circuit that is designed to obtain a

bandpass filter response of given specifications. It is also tested on similar designs for

a comparative study between them. The parameters and the structure of the designs

used for the analysis are presented in detail. The results are presented in terms of

the yield with respect to the parameter being varied, against their tolerance value.

Algorithms for studying the effects of two types of non-linearities are presented.

The Kerr nonlinearity and the two-photon absorption are included in the bandpass

filter designs used for the tolerance analysis. The algorithms are based on the power

circulating in different regions of the circuit under consideration. The variation in

the original response because of the loss due to nonlinearity is observed and analyzed

for different power levels of the input signal.
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CHAPTER I

INTRODUCTION

This thesis establishes procedures to study the introduction of gain into a micror-

ing and to implement tolerance and nonlinearity analyses on different optical filter

designs. In order to do so, the optical designs are first modeled in terms of digital

filters, as explained in Chapter II. It also presents a survey on the literature on this

topic along with a few examples. This modeling helps in analyzing complex optical

circuits easily in terms of poles and zeros.

Erbium doped fiber amplifiers and Erbium doped waveguide amplifiers are being

widely used in order to compensate for losses in various optical devices. A review

of the literature on EDWA is presented in Chapter III. The life time of the Erbium

ion excitation is on the order of milliseconds as opposed to the small delay time of

a microring on the order of nanoseconds. Hence, it would require on the order of

107 delays in order to make sure that the gain is activated in the ring to the average

power. The dependence of the gain on the input signal power to the ring’s feedback

path plays an important role in this matter. Instantaneous power and average signal

power are both considered in a time domain analysis of the structure.

Robustness of a design is primarily studied at large in mechanical and industrial

engineering fields. A design can be said to be robust if the effect of any type of

variations in the components of the design on the final output is minimal. The

importance of this factor in an optical design has been emphasized at times in the

past. The limit to the precision in the fabrication of an optical circuit, in terms of the

parameter values, is the reason for the tolerance study that is presented in Chapter

The journal model is IEEE Transactions on Automatic Control.
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IV. The effect of variation in a parameter on the final response can be theoretically

understood by studying its effect on the location of poles and zeros, from a high level

perspective.

The effect of nonlinearities on the optical designs is studied to a limited extent.

Only two types of nonlinearities, Kerr nonlinearity and two photon absorption effects

are studied. The loss incurred due to them add up to the inherent losses of the design

and cause the distortion in the final response from what is expected.
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CHAPTER II

OPTICAL FILTERS AS DIGITAL FILTERS

The optical filter design can be effectively modeled in terms of digital filter design.

The methods used to analyze digital filters can be used for optical filters by simple

transformations. Some of the commonly used transformations are modeling as a

z-transform, a transfer matrix and a graphical representation. Section A gives an

overview of the literature on these methods and presents the representation of the

transfer functions of simple optical structures as z-transforms. A transfer function is

the output response with respect to the input signal. This chapter presents and uses

the discrete time system properties of digital filters.

A. Literature Review

Use of z-transforms to model optical circuits is first discussed in [1]. It presents

an overview of the z-transform properties and justifies its usage to model optical cir-

cuits. The transfer functions for a two-coupler recirculating delay line with all four

combinations of output over input are represented using the transform and gives a

pole-zero analysis of the same.

A transfer-matrix method has been proposed in [2] to model optical circuits. The

concept of equating the fields at a point has been modified to reduce the computa-

tional complexity of the algorithm. An analysis of the fiber ring resonators using this

algorithm has been presented. A state space algorithm is used in [3] and tested on a

narrowband filter transfer function. A graphical representation method is proposed

in [4]. This algorithm proves to be a quicker way to represent the transfer functions

and analysis of resonance effects.

The z-transform modeling has been used in [5] to obtain transfer functions for
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Fig. 1.: Waveguide

a microring and Fabry Perot interferometer. The lossless all-pass filters are analyzed

and are used as building blocks for the design of multistage structures with higher

number of poles and zeros. Additional uses of digital signal processing techniques

in optical filter design are documented in [6]. The work in section B is explained in

detail in [7].

B. Z-transform

A waveguide is always associated with a loss term(γ) and a phase term(φ). The

phase change results upon the signal passing through the waveguide. For the straight

waveguide shown in Fig. 1, the transfer function can be represented as

H =
Eout
Ein

= γe−jφ (2.1)

where Eout and Ein represent output and input electric field of a singlemode waveg-

uide. The phase term of this optical structure can be written as z−1, making the

transfer function,

H =
Eout
Ein

= γz−1 (2.2)

For any optical circuit, each waveguide transfer function can now be written as

a z-transform. Fig. 2 shows a microring structure, where a straight waveguide is

coupled to a circular waveguide at a single point. Upon using simple algebra, its
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Fig. 2.: Strucutre of microring

Fig. 3.: Mach-Zehnder interferometer

transfer function shows that the structure is a single pole-single zero filter.

H =
Eout
Ein

=
c− γz−1

1− cγz−1
, c =

√
1− k (2.3)

where c represents the bar-state transmission of the coupler and k represents the

cross-state power transfer.

The approach has been used for an asymmetric Mach-Zehnder Interferometer,

shown in Fig. 3, which is similar to a two-port network. Each of the four transfer

functions possible are written in matrix form as Y1

Y2

 =

 −s2 + c2z−1 −jcs(1 + z−1)

−jcs(1 + z−1) c2 − s2z−1


 X1

X2

 (2.4)

These are similar to FIR digital filters with a single zero and and a pole at

zero. The transfer functions are obtained for identical couplers in the MZI. It can be

observed in this case that H12 and H21 always have a zero on the unit circle.
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Fig. 4.: Response of microring structure (normalized units versus physical units:

time is scaled by T and frequency by FSR)

Fig. 5.: Pole-zero plot for microring structure



7

Fig. 4 shows the magnitude, phase responses and the group delay for a microring

structure using z-transform analysis. The coupling value used is k = 0.2, whereas the

loss is set to γ = 0.9772. The pole-zero plot is shown in Fig. 5. The pole is located

at γc, inside the unit circle, and the zero at γ/c.

Any extra phase terms in an optical circuit resulting because of a phase shifter

can be added to the original phase term, represented by z−1, as e−jφz−1.
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CHAPTER III

GAIN ANALYSIS

EDWA, the Erbium doped waveguide amplifier, is an important means to amplify

a signal in optic communication systems. The transmission over long distances of

Wavelength Division Multiplexed (WDM) channels, which increases the capacity of

optic systems, is made possible by Er-doped fiber amplifiers. Optical amplifiers are

a great addition to integrated optics. They serve as integration to other devices like

waveguides, couplers and multiplexers. The losses in such passive devices may be

compensated with the gain from these optical amplifiers.

A. Literature Review

Erbium doped fiber amplifiers and Erbium doped waveguide amplifiers are being

extensively studied. EDFA is used for optical fiber communications and is suited for

many circumstances. EDWA and other amplifiers are used for specific environments.

Although not directly the same, EDWA uses a similar concept as EDFA. EDWA has

advantages over EDFA in terms of lower cost and size. It brings a higher gain through

a shorter waveguide unlike in EDFA which requires several meters of fiber.

There are several parameters that effect the gain from the EDWA. This has been

discussed in [8]. The Erbium concentration and solubility, the loss in the waveguide,

mode overlaps and the pump wavelength are the important ones. The solubility of

Er has to be high in the substrate in order to achieve high gain. One of the materials

that are suited for this process is silica glass. The waveguide loss is an equally im-

portant factor. This loss needs to be compensated before a gain can be achieved in

the device. The wavelength at which the Erbium ions are pumped to excited states

effects the strength of the stimulated emission.
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Planar waveguide amplifiers with different materials doped into different sub-

strates have been illustrated in [9]. The working and the performances of those

amplifiers at various parameter values have been presented. In a more recent paper

[10], a review of various optical amplifiers has been done. Erbium doped fiber ampli-

fiers (EDFA), Fiber Raman amplifiers (FRAs), Erbium doped waveguide amplifiers

(EDWAs) and semiconductor optical amplifiers (SOAs) are among the ones that have

been discussed and compared with an overview of the parameters that influence their

properties like gain and their applications.

The fabrication of an EDWA using the concepts of EDFA has been discussed in

[11]. Only a few numerical algorithms have been available at the time for the compu-

tation of amplification in EDWA. It gives a brief introduction to the physics behind

the planar waveguides and moves on to develop a model for implementing an EDWA.

The model has been tested for a special case of EDFA. Quite a lot of research has

been done on developing methods to fabricate planar waveguides and a number of

papers have been published on the same. Apart from the fabrication, the gain models

for EDWA have been discussed in a few papers. [12] presents the distribution of gain

in silica based planar waveguide. Optical small signal net gain has been dealt with

in [13].

The research done has mainly focussed on a fabrication point of view. This

project deals with the effects of Erbium doping in a microring resonator using a

simulation-level analysis.

B. Passive Case

The structure of the microring with gain is shown in Fig. 6. The input energy

of the signal is represented by Ein and the output of the structure is represented by
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Fig. 6.: Lossless microring with gain

Eout. Similarly, the input electric field entering the ring is denoted by Erin and the

energy leaving the ring by Erout. In the passive structure, the gain is set to zero. The

transfer function in this case can be obtained through its visualization as a 2-port

network with a feedback path. It is given, for a lossless ring, by Equation 3.1.

H =
Eout

Ein
=

c− z−1

1− cz−1
, c =

√
1− k, s =

√
k (3.1)

where k stands for the amount of coupling into the ring and z−1 denotes the phase

change due to traversing the ring.

On the other hand, it can also be obtained by using an iterative procedure in the

time domain, by adding the output generated after each loop around the ring. This

can be written in the form of Equation 3.3.

Eout = (cδ(n) + (−js)(−js)δ(n− 1) + (−js)c(−js)δ(n− 2) + ...)Ein (3.2)

Applying z-transform on Equation 3.2 gives rise to a summation in frequency domain,

as shown in Equation 3.3.

H = c+ (−js)z−1(−js) + (−js)z−1cz−1(−js) + ... =
c− z−1

1− cz−1
(3.3)

For a lossy structure, the term z−1 is replaced by γz−1 where γ represents the loss in

the ring waveguide.
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C. Amplifier

A gain is introduced into the ring through the excitation of erbium ions by a

pump laser. The gain is activated when the input signal transmission results in a

stimulated emission of the erbium ions. The amount of gain has been found to be

dependent on the power of the input signal. During the time for the ring to reach a

steady state, the signal power circulating in the ring changes the amount of gain and

lets it saturate as the ring itself reaches the steady state. For an input signal Ein, this

dependence has been approximated as an exponential model, shown in Equation 3.4.

G = e

G0L

1+
ΣProut/N

Pin (3.4)

where G0 is a constant, ΣProut/N is the average power that has circulated in the ring

until that iteration of the loop, Psat is the saturation power and L is the perimeter

of the ring. The value of G0 is chosen so that the net loss in the ring denoted by γ is

always strictly less than 0.98.

The value of effective loss, γ, varies with the amount of gain during that iteration.

As the signal traverses the ring, at any iteration ’m’ of the loop, the amount of

power entering the ring, Prin(m), is measured in terms of the amount of power

entering the ring in the previous iteration, Prin(m − 1) as in Equation 3.10. By

calculating the power leaving the ring, Prout, using Prin(m), the field enhancement

in the ring, Prout(m)/Pin, is measured. The initial values for the iterative procedure

are Pin, γ(1) = γp, Erout(1) = cEin and Erin(1) = Ein ∗ (−js), where γp is the passive

loss in the ring.

γ(m) = γpe

G0L

1+

∑m−1

i=1
Prout(i)

Pin (3.5)

Erout(m) = Erin(m− 1) ∗ γ(m) (3.6)
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Prout(m) = Prin(m− 1) ∗ γ2(m) (3.7)

Eout(m) = cEin(m) + Erout(m) ∗ (−js) (3.8)

Erin(m+ 1) = Erout(m) ∗ (c) + (−js)Ein(m) (3.9)

Prin(m+ 1) = Prin(m) ∗ γ2(m)c2 + s2Pin(m) (3.10)

The cutoff for the number of iterations is chosen by minimizing the error be-

tween the final responses obtained using the iterative procedure and using Equation

3.1. The field enhancement at steady state can be calculated directly using a 2-port

network visualization of the structure. This can be expressed as in Equation 3.11

[14].

Prout
Pin

=
(1− c2)γ2

(1− cγ)2
(3.11)

Theoretically, it can be deduced from the sequence of Equations from 3.5 to

3.10 that γ at steady state decreases monotonically with increase in the ratio Pin

Psat
.

However, the effective loss never falls below the passive value, meaning there is always

a gain in the ring for any input.
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CHAPTER IV

TOLERANCE ANALYSIS

The sensitivity of the response of an optical filter constructed with respect to the

variations in an optical parameter is an important factor to decide the robustness.

Major parameters that affect the response include coupling ratio, loss, wavelength and

phase. A change in the response of an optical device can be measured using different

factors. For a device like an optical filter, the response is primarily defined by the

3-dB Bandwidth, stopband rejection and passband gain. The amount of change in

the response can be represented by the amount of change in the above parameters.

In [15], where a general design algorithm is presented for infinite impulse response

bandpass filters, a study on the tolerance of parameters like coupling ratios and

phases has been presented by using an analysis over 1000 runs of variations of a

uniform distribution. Research on tolerance analysis of the optical parameters has

been limited over the previous years. A detailed analysis of such a study for different

optical parameters in a given optical circuit is presented in the following sections.

A. Algorithm

Two approaches are presented, one based on measuring the yield for a given

tolerance and the other based on measuring the tolerance for a given yield. For a set

of N input values to a parameter, the percentage of times the change in final response

with respect to the ideal response is within a predefined value is known as the yield

of the optical circuit with respect to that parameter.
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1. Tolerance to Yield

An ideal response is defined as the magnitude response of the optical circuit

when the values of all the parameters are exactly equal to the calculated values. The

maximum amount of variation in the value of a parameter can be pre-defined based

on the results of previous fabrications. A uniform random distribution is used to

define a set of 1000 input values for the parameter. The range of the values is limited

to within the maximum variation. For each input value from the set, the response

of the optical circuit is calculated. The amount of variation in this response with

respect to the ideal response is measured. A histogram of the variation over the 1000

input values is studied to find the tolerance of the circuit to that parameter.

2. Yield to Tolerance

The amount of yield required is predefined. For different values of maximum

variation allowed in a parameter, a uniform distribution of 1000 input values is used

to find the yield. The cutoff for the maximum variation allowed is obtained for the

required yield.

B. Design

The above algorithm is implemented on a complex optical circuit that is designed

to obtain a bandpass filter response of required specifications. Fig. 7 represents the

fundamental block of the optical circuit under consideration, called the unit cell. On

each of the upper and lower arms of the final design, a number of unit cells are used

with slight changes in the values of their parameters. The unit cell is split into two

parts for easier understanding, which can be noted in Fig. 7.

The feedback path consists of a microdisk coupled to a straight waveguide. This
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Fig. 7.: Unit cell

is in order to create a group delay corresponding to the required free spectral range

for the design. A phase shifter is attached to the straight waveguide to control the

resonant frequencies of the final response. The lengths in the feedback path are as

follows. The straight waveguide length is L3 = 71.2080µm, the perimeter of the

microdisk is L4 = 125.6637µm. The loss in the microdisk defined per unit length is

α = 0.728dB/cm. The group index of the substrate silicon is 4.135, while the effective

index used for waveguide 2.356 and effective index for the microdisk is 2.7. The loss

in the waveguide defined per unit length is α = 7dB/cm. The coupling ratio between

the disk and the waveguide is k2 = 0.06. The feedback phase is one of the parameters

used to optimize the final response.

The other part of the unit cell, an MZI, is shown in Fig. 7. The value of the

coupling ratio used is k3 = 0.82. A phase shifter each is included in each of the arms

with the value of one as the negative of the other. The lengths of the waveguides

are L2 = 170.6239µm . The MZI phase shifter is the other parameter used for
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Fig. 8.: Baseline design

Fig. 9.: Cascade design

optimization of the final response. The unit cell is a single pole-single zero filter. The

lengths and the coupling ratios in the unit cell are chosen such that a group delay of

100ps, corresponding to an FSR of 10GHz, is achieved.

Depending on the location and the number of unit cells in the circuit, bandpass

responses of different 3dB Bandwidths and passband gains are obtained. Four designs

are considered for the analysis. The first two are baseline lattice designs shown in

Fig. 8, with the only difference between them being the passband gain. It is denoted

by 4x1x1 implying there are 4 unit cells in each stage, 1 stage and repeated once.

The latter two designs, called cascade designs, are shown in Fig. 9 with a difference in

the value of passband gain. It is denoted by 2x1x2 implying there are 2 unit cells in

each stage, 1 stage and repeated twice. The value of the coupler is set to k1 = 0.5. A

comparative study is done based on the number of unit cells used and their positions.
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C. Setup

The tolerance analysis is done on the following parameters of the circuit - the

coupling ratio of the microdisk in a unit cell, the coupling ratio of the MZI structure

in a unit cell, the loss in the microdisk and the central wavelength over which the

circuit is designed. For any parameter, variations in all unit cells of the design are

random and are input simultaneously. The range of the maximum allowed variations

in a parameter is chosen based on the parameter - from 1 to 10% in couplers, from 6

to 15% in losses and from 0.25 to 2.5pm in the central frequency.

The simulations are run for 10 different tolerance values for any parameter being

varied. For each of the tolerances, a set of 1000 inputs is chosen. The total number

of inputs, 10000 in this case, are maintained the same for all parameters and designs,

with only a difference in scaling and translation. Also, an equal number of inputs is

chosen between any two consecutive tolerance values.
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CHAPTER V

NONLINEARITY ANALYSIS

Two types of Nonlinearities have been used for the analysis: Kerr nonlinearity

and two photon absorption. The effects of these nonlinearities on an optical circuit

are studied. The designs used for the analysis are the same ones as used for the

tolerance analysis, baseline and cascade designs, to obtain a bandpass filter response

of given specifications as discussed in Section B of Chapter IV. The nonlinearities

have been discussed in detail in [16] and [17].

A. Nonlinearities

The Kerr Nonlinearity occurs due to the dependence of the refractive index on

the intensity of the electric field applied. The change in the refractive index leads to

a change in the phase of the waveguide [17]. Equation 5.1 shows the relation.

dφ

dL
= k0∆nPcirc (5.1)

where the left side represents the change in phase per unit length, k0 is the free

space propagation constant, ∆n is the change in refractive index, given by ∆nwvg =

5.2 ∗ 10−8/mW , ∆ndisk = 2.1 ∗ 10−8/mW and Pcirc is the power circulating in the

waveguide.

Two-photon absorption is the process in which two photons are absorbed si-

multaneously (a time difference of less than a nanosecond) by an electron, and the

electron is excited to a state which has the energy equal to the sum of the energies

of the photons. An intermediate stage is not necessary during this excitation. The

amount of power absorbed is proportional to the square of the input power and hence
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it is a nonlinear process [18]. Equation 5.2 represents this dependence.

dP

dL
= −αP 2

circ (5.2)

where α is the absorption coefficient per unit power per unit length, Pcirc is the power

circulating in the waveguide.The loss generated is given in Equation 5.3.

γtpa = e−αPcircL (5.3)

where L is the length of the waveguide, αwvg = 7.4 ∗ 10−4/mW/cm and αdisk =

3 ∗ 10−4/mW/cm.

B. Algorithm

In an optical circuit, the amount of power circulating in each waveguide is cal-

culated in terms of the input power to the circuit. For a straight waveguide, Pcirc is

the square of the loss, γ, in the waveguide times the input power to it. For a coupler,

the ratio is equal to the square of the coupling ratio. In case of a ring, the circulating

power can be calculated by using the field enhancement shown in Equation 3.11.

For each of the nonlinearities under consideration, the extra loss generated is

measured from equations 5.1 and 5.2. The response of the optical circuit is calcu-

lated with the incorporation of the new losses into the waveguide. The change in

the response can be measured in terms of the passband gain, 3-dB bandwidth and

stopband rejection. Since the effective loss depends on the input power to the circuit,

the amount of variation in the final response is dependent on it as well. This can be

used to find the cutoff input power at which the variation exceeds a predefined value.
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CHAPTER VI

GAIN SIMULATIONS

A. Passive Structure

The iterative algorithm in Chapter III is implemented on a microring structure.

The loss of the ring waveguide is set to γ = 0.7943. The group index of the substrate

used is 3.63 and the effective index is 2.7. The radius of the microring is set to 2um.

Simulations are run for a central wavelength of 1.55um. The coupling ratio between

the ring waveguide and the straight waveguide is set to k = 0.02. The phase of the

ring is set to zero.

The cutoff value for the number of iterations is obtained by minimizing the

error. 100 iterations have been used which brought down the error to the order of

10−5. The plot in Fig. 10 shows the decrease in error value for a Pin/Psat value of 0.01.

For Pin/Psat = 0.01, the plot in Fig. 11 shows the comparison between the magnitude

response obtained using the code and formula for the chosen cutoff value. Fig. 12

gives the comparison between the field enhancements obtained using the iterative

algorithm and Equation 3.11 for different values of the passive loss. The value of the

ratio Pin/Psat used is 0.01. Increase in the number of iterations decreases the error

between the two plots. A tradeoff is made between error and computation time. For

any value of Pin, the transfer function Eout/Ein remains the same since the gamma

value remained constant.

B. Microring with Gain

The amount of gain introduced into the ring at any time depends on the input

signal power to the ring. The following results use Equation 3.4. The variation of
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Fig. 10.: Error between magnitude response at two consecutive iterations

Fig. 11.: Magnitude response plots using iterative procedure and using closed form

solution
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Fig. 12.: Field enhancement using iterative procedure and using closed form

solution

Fig. 13.: Change in γ for different values of Pin

Psat
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Fig. 14.: γ at steady state for different values of Pin

Psat

gain as the ring reaches the steady state is plotted in the Fig. 13 for different values

of Pin/Psat. It gradually saturates to a value that is dependent on the input signal

power, but is always greater than the passive loss γp. The saturated value of γ is

plotted against the ratio Pin/Psat in Fig. 14.
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CHAPTER VII

TOLERANCE SIMULATIONS

A. Design Responses

The design used for the analysis is as described in Section B of Chapter IV. The

specifications for the design are as follows - to obtain a bandpass response of 50MHz

bandwidth over a free spectral range of 10GHz with a stopband rejection of 60dB.

Using the parameter values as given in section B of Chapter IV, an optimization

algorithm is run over the feedback phase and mzi phase of each unit cell. They are

optimized to obtain the pole magnitude and phase of the required final design. The

optimal values are given in the appendix.

The plot in Fig. 15 shows the magnitude, phase and group delay of a unit cell.

It can be observed that the delay drops from 110ps at zero frequency to 30ps at

±5GHz. The change in group delay over the FSR of 10GHz effects the yield of

central wavelength, as discussed later in the chapter. Rp is defined as the passband

loss in the response in dB. The plots on Fig. 16 and Fig. 17 show the Magnitude

responses for the baseline designs with -12dB and -18dB passband gains. The plots

on Fig. 18 and Fig. 19 show the Magnitude responses for the cascade designs with

-12dB and -18dB passband gains.

B. Tolerance Results

In both baseline and cascade designs, the 3-dB Bandwidth for the -12dB case

is smaller than the other. Between baseline and cascade, the 3-dB Bandwidth is

better in case of the former. The designs were optimized to get the specs of bandpass

response as close to the required specs as possible. The 3dB bandwidths and stopband
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Fig. 15.: Magnitude, phase responses and group delay of a unit cell

Fig. 16.: Magnitude response across (top) broadband and (bottom) narrowband for

baseline design: Rp = 12dB
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Fig. 17.: Magnitude response across (top) broadband and (bottom) narrowband for

baseline design: Rp = 18dB

Fig. 18.: Magnitude response across (top) broadband and (bottom) narrowband for

cascade design: Rp = 12dB
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Fig. 19.: Magnitude response across (top) broadband and (bottom) narrowband for

cascade design: Rp = 18dB

rejections for the responses obtained are noted in Figures 16 through 19.

k-disk:

The value of the microdisk coupler in each unit cell is k = 0.06. The range of

the maximum allowed variation is from 1 to 10%. For each of these values, the final

response is calculated and its parameters are measured.

The affect of a variation of 5% in the 3dB bandwidth, passband gain or stopband

rejection on the response is minimal. The maximum variation allowed in the final

response is hence limited to 5%. For each of the tolerance values, a set of 1000 inputs,

varied from the original value in a uniform random distribution, is used. The number

of times from the 1000 inputs where the variation in 3-dB bandwidth, passband gain

and stopband rejection fall within this limit counts towards the yield for the parameter

that is being varied. A plot of the curve, yield vs tolerance, is shown in Fig. 20 for
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Fig. 20.: Yield for microdisk coupler

each of the four designs.

k-mzi:

The value of the mzi coupler in each unit cell is k = 0.82. The range of the

maximum allowed variation is from 1 to 10%. In any unit cell, the variation in both

of the couplers is always kept the same. The analysis is done as in the case of the

k-disk. The histogram of the 3-dB Bandwidth, passband gain and stopband rejection

for the baseline: -12 dB passband gain case are shown in Figures 21 through 23

for a tolerance value of 5%. The worst case response based on the worst case 3-dB

Bandwidth is shown in Fig. 24. The yield plot is shown in Fig. 25.

Q-disk:

The value of the quality factor of the mircodisk in each unit cell is Q = 106. The

range of the maximum allowed variation is from 6 to 15%. The yield plot is shown

in Fig. 26.
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Fig. 21.: Histogram for 3dB bandwidth for variation in MZI coupler of baseline

Rp = 12dB design

Fig. 22.: Histogram for passband gain for variation in MZI coupler of baseline

Rp = 12dB design
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Fig. 23.: Histogram for stopband rejection for variation in MZI coupler of baseline

Rp = 12dB design

Fig. 24.: Magnitude response for worstcase 3dB bandwidth for variation in MZI

coupler of baseline Rp = 12dB design
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Fig. 25.: Yield for MZI coupler

Fig. 26.: Yield for loss in microdisk
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Fig. 27.: Yield for central wavelength

Central Wavelength:

The value of the central wavelength over which the circuit is designed is λ0 =

1.55µm. An equal variation in the central wavelength of all unit cells causes the final

response to shift. Because of different amounts of variations in each unit cell, the final

response gets distorted for higher tolerance values. Hence, the range of the maximum

allowed variation is limited to the range 0.25 to 2.5 µm on central wavelength. The

tolerance analysis is repeated and the yield plot is shown in Fig. 27. The amount of

yield drops drastically even for variations in the order of picometers. This is because

of the variation in group delay over the FSR of the design as shown in Fig. 15. As the

central wavelength is varied by different amounts in different unit cells, the shifts that

occur in the response as a result are also different, which leads to a high distortion

in the final response. This can be minimized by obtaining a constant group delay for

the unit cell, over the FSR.



33

Table I.: Range of variations in 3dB bandwidth, passband Gain and stopband

rejection over 1000 simulations

Design 3-dB Bandwidth Passband Gain Stopband Rejection

Baseline RP = 12dB 500:1600 -15.5:-10.5 -80:-22

Baseline RP = 18dB 100:900 -25:-14 -90:-25

Cascade RP = 12dB 320:630 -24:-11 -100:-35

Cascade RP = 18dB 100:440 -37:-12 -115:-40

The range of variation in 3-dB bandwidth, stopband rejection and passband gain

for variation in k-mzi are tabulated in Table I for each of the four designs.

C. Inferences

• For a given design and given parameter for variation, the yield decreases with

the increase in tolerance value of the parameter.

• For a given tolerance of a parameter and given passband gain, the baseline struc-

ture has a lesser yield than cascade. One exception is in the case of variation

in the central wavelength.

• For a given tolerance of a parameter and given type of design, the yield is always

greater for lower magnitude of passband gain.

• For an expected yield of 95%, the maximum allowed variations are 7.35% for

microdisk coupling ratio, 2.2% for MZI coupling ratio, > 10% for Quality factor

of the microdisk and 0.38 pm for the central wavelength.

• Increasing the maximum allowed variation in the final response increases the

yield and hence increases the tolerance for all the parameters.
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CHAPTER VIII

NONLINEARITY SIMULATIONS

A. Results

The designs used for the nonlinearity analysis are the same as the ones used

for the tolerance analysis. The analysis has been run for the input power range of

1mW to 5mW. The losses generated because of the nonlinearity are simulated. They

are introduced into the design, apart from the original losses in the waveguide. The

changes in the final responses from the original response are measured in terms of

3dB bandwidth and passband gain.

Fig. 28 shows the magnitude response with nonlinearity included for different

levels of input power for the baseline structure with -12dB passband gain. Fig. 29

shows the same for the cascade structure with -12dB Passband Gain.

Tables II and III respectively show the additional losses and phases in the

baseline Rp = 12dB design due to two photon absorption and kerr nonlinearity. Table

IV shows the maximum transmission in a disk of the unit cell for calculating the input

power at subsequent disks for the baselineRp = 12dB and cascadeRp = 12dB designs.

B. Inferences

• Increase in input power lowers the passband gain.

• Input power effect on 3-dB bandwidth depends on structure. It decreases with

increase in the power level for the Baseline structure and viceversa for the

Cascade structure.

• The non-linearity effect is smaller for more number of stages (division of power).
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Fig. 28.: Magnitude response with nonlinearity: baseline Rp = 12dB design

Fig. 29.: Magnitude response with nonlinearity: cascade Rp = 12dB design
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Table II.: Additional loss in the disks in the unit cells for different input powers

(refer Fig. 8 for the abbreviations in the first row)

Input power (mW) UCU,1 UCL,1 UCU,2 UCL,2

1 0.999953 0.999953 0.999988 0.999988

2 0.999906 0.999906 0.999976 0.999976

3 0.999859 0.999859 0.999964 0.999964

4 0.999812 0.999812 0.999953 0.999953

5 0.999766 0.999766 0.999941 0.999941

Table III.: Additional phase in the disks in the unit cells for different input powers

(refer Fig.8 for the abbreviations in the first row)

Input power (mW) UCU,1 UCL,1 UCU,2 UCL,2

1 −0.0398 ∗ 10−6 −0.0398 ∗ 10−6 −0.0100 ∗ 10−6 −0.0100 ∗ 10−6

2 −0.0796 ∗ 10−6 −0.0796 ∗ 10−6 −0.0200 ∗ 10−6 −0.0200 ∗ 10−6

3 −0.1195 ∗ 10−6 −0.1195 ∗ 10−6 −0.0299 ∗ 10−6 −0.0299 ∗ 10−6

4 −0.1593 ∗ 10−6 −0.1593 ∗ 10−6 −0.0399 ∗ 10−6 −0.0399 ∗ 10−6

5 −0.1991 ∗ 10−6 −0.1991 ∗ 10−6 −0.0499 ∗ 10−6 −0.0499 ∗ 10−6

Table IV.: Maximum transmission in the disks in the unit cells for different designs

(refer Fig. 8 for the abbreviations in the first row)

Design UCU,1 UCL,1 UCU,2 UCL,2

Baseline Rp = 12dB -4.4722 -4.4722 -5.4589 -5.4589

Cascade Rp = 12dB -4.9658 -4.9658 -4.9658 -4.9658
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CHAPTER IX

CONCLUSION

It has been shown that the response of a ring with gain can be obtained using

time domain simulation. The algorithm has been proven against the steady state

frequency response in the case of passive structures. The gain dependence on power

input to the ring - average power over a continuous signal and instantaneous power

for an impulse - have been considered and compared.

The designs to obtain the bandpass response with given specifications are studied.

The difference in the location and number of unit cells on an arm in the design changes

the 3dB bandwidth of the final response. The tolerance analysis of these designs is

presented. It has been shown that the use of 1000 different sets of inputs is sufficient

as the variance of the sets matches the variance of the range of the values. Use of

the same set of uniform variations for different designs helped during their tolerance

comparison.

The tolerance of the loss in a waveguide has been found to be much higher than

that for couplers and central wavelength of the microdisk used for the variable delay

line. Between the couplers, the disk coupler in the unit cell has a higher tolerance

than that of the mzi coupler in case of all four designs investigated. Even a tiny

amount of change in the central wavelength has effected the final response by a large

percentage. A constant group delay over the free spectral range increases the yield

with respect to central wavelength.

The Kerr nonlinearity and the two-photon absorption have both been introduced

into the designs used for tolerance analysis. The amount of change in phase because

of Kerr nonlinearity has been found to be smaller than the effect of two photon

absorption on the extra loss. The dip in the passband gain for different power levels
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is because of the two-photon absorption.

The algorithm used for the gain analysis has been used only in case of microring.

It can be tested on more complex designs and analyzed. The exact dependence of

the gain on the input power can be established by looking into a larger number of

designs, in a simulation point of view. The nonlinearity simulations have considered

two of the major nonlinearities. Introduction of more of them can distort the response

further, which can be explored.
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APPENDIX A

DESIGN VALUES

Tables V through VIII give the values of the feedback, mzi and β phases of

all the unit cells that are used to optimize the final response of the designs used for

tolerance and nonlinearity analyses.

Table V.: Optimal values of the phases in baseline Rp = 12dB design

Baseline RP = 12dB φmzi φfb β

Upper arm unit cells 1.2158, 2.1179 0.6822, 0.3517 1.9743

Lower arm unit cells -1.2158, -2.1179 -2.3879, -2.0574 -1.9743

Table VI.: Optimal values of the phases in baseline Rp = 18dB design

Baseline RP = 18dB φmzi φfb β

Upper arm unit cells 2.4707, 1.9570 -0.1183, 0.0681 1.8767

Lower arm unit cells -2.4707, -1.9570 -1.5874, -1.7738 -1.8767

Table VII.: Optimal values of the phases in cascade Rp = 12dB design

Cascade RP = 12dB φmzi φfb β

Upper arm unit cells 1.9055, 1.9055 0.0520, 0.0520 1.8287, 1.8287

Lower arm unit cells -1.9055, -1.9055 -1.7576, -1.7576 -1.8287, -1.8287
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Table VIII.: Optimal values of the phases in cascade Rp = 18dB design

Cascade RP = 18dB φmzi φfb β

Upper arm unit cells 2.1914, 2.1914 0.0305, 0.0305 1.6851, 1.6851

Lower arm unit cells -2.1914, -2.1914 -1.7362, -1.7362 -1.6851, -1.6851
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