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ABSTRACT

Determination and Characterization of Ice Propagation Mechanisms on Surfaces

Undergoing Dropwise Condensation. (May 2010)

Jeffrey Brandon Dooley, B.S., Texas A&M University;

M.S., Texas A&M University

Chair of Advisory Committee: Dennis L. O’Neal

The mechanisms responsible for ice propagation on surfaces undergoing dropwise

condensation have been determined and characterized. Based on experimental data

acquired non-invasively with high speed quantitative microscopy, the freezing pro-

cess was determined to occur by two distinct mechanisms: inter-droplet and intra-

droplet ice crystal growth. The inter-droplet crystal growth mechanism was respon-

sible for the propagation of the ice phase between droplets while the intra-droplet

crystal growth mechanism was responsible for the propagation of ice within individ-

ual droplets. The larger scale manifestation of these two mechanisms cooperating in

tandem was designated as the aggregate freezing process.

The dynamics of the aggregate freezing process were characterized in terms of

the substrate thermal diffusivity, the substrate temperature, the free stream air hu-

midity ratio, and the interfacial substrate properties of roughness and contact angle,

which were combined into a single surface energy parameter. Results showed that for

a given thermal diffusivity, the aggregate freezing velocity increased asymptotically

towards a constant value with decreasing surface temperature, increasing humidity,

and decreasing surface energy. The inter-droplet freezing velocity was found to be

independent of substrate temperature and only slightly dependent on humidity and

surface energy. The intra-droplet freezing velocity was determined to be a strong
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function of substrate temperature, a weaker function of surface energy, and inde-

pendent of humidity. From the data, a set of correlational models were developed

to predict the three freezing velocities in terms of the independent variables. These

models predicted the majority of the measured aggregate, inter- and intra-droplet

freezing velocities to within 15%, 10%, and 35%, respectively.

Basic thermodynamic analyses of the inter- and intra-droplet freezing mecha-

nisms showed that the dynamics of these processes were consistent with the kinetics

of crystal growth from the vapor and supercooled liquid phases, respectively. The

aggregate freezing process was also analyzed in terms of its constituent mechanisms;

those results suggested that the distribution of liquid condensate on the surface has

the largest impact on the aggregate freezing dynamics.
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NOMENCLATURE

A area (m2)

A matrix representation of digital image

Â matrix representation of binary image

aij components of A

a1-a8 constants

Bi Biot number
(
hδ0
k

)
Bim Mass transfer Biot number

(
hmδ0
Dm

)
C heat capacity (J/K)

Cn correlating parameter

C image calibration matrix

C1-C9 correlating parameters (Equations 5.9, 5.11, and 5.14)

D diameter (m)

D̄k average droplet diameter (µm)

D diffusion coefficient (m2/s)

d diameter; displacement; thickness (m)

Ead activation energy barrier for molecular adsorption (J)
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f focal length (m)

fad, fds unit area molecular adsorption/desorption flux (s−1)

fw surface roughness contact area ratio (dimensionless)

G Gibbs free energy (J)

g specific Gibbs free energy (J/g)

H enthalpy (J)

h specific enthalpy (J/g); heat transfer coefficient (W/m2·K)

ĥ molecular enthalpy (J/molecule)

Ja Jakob number
(
cp∆T

hlv

)
K number of droplets detected within ROI

KT kinetic coefficient (m/s·K)

K̂ proximal droplet count

k thermal conductivity (W/m·K)

kB Boltzmann’s constant (= 1.38066× 10−23 J/K)

L latent heat of formation (J)

l̂ molecular latent heat of formation (J/molecule)

`r latent heat conduction length scale (m)

M magnification power (dimensionless)

m mass (g)
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ṁ mass flow rate (kg/s)

N number

n mean number density (m−3); refractive index (dimensionless)

n unit normal vector (dimensionless)

N.A. numerical aperture (dimensionless)

P pressure (N/m2)

P probability

p generic field variable

Q heat transfer (J)

q′′,q′′ heat flux (vector) (W/m2)

R, r radius (m)

R2 coefficient of determination

Ra average surface roughness (µm)

Rres optical resolution (µm)

Rn
k vector of droplet center x, y coordinates

R̂k→k̂ set of inter-droplet spacings (µm)

rc inter-droplet ice crystal tip position (µm)

r̄k average droplet radius (µm)

r̂k→k̂ discrete center-to-center droplet spacing (µm)
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rsl intra-droplet ice front position (µm)

rψ spatial proximity (µm)

Rex local Reynolds number
(
U∞x
ν

)
RH relative humidity (%)

S entropy (J/K); separation distance (m); sample standard deviation

Sm microscope focal plane position (m)

S̄ sample standard error

s specific entropy (J/g·K)

ŝ molecular entropy (J/molecule·K)

SSD supersaturation degree, (dimensionless)

T temperature (K)

t time (s); value from t-distribution

tψ temporal surface (s)

U velocity (m/s); internal energy (J)

Ub bias limit for overall uncertainty interval UY

Up precision limit for overall uncertainty interval UY

UY overall uncertainty interval for variable Y

u specific internal energy (J/g); generic field variable

V velocity (m/s); volume (m3)
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V,v velocity vectors (m/s)

V̄n average aggregate freezing velocity (µm/s)

V velocity (µm/s)

v velocity (m/s); specific volume, (m3/kg)

vc instantaneous inter-droplet crystal growth velocity (µm/s)

vHK crystal growth rate given by Hertz-Knudsen formula (Equations 6.28, 6.30,

6.31 and 6.32) (µm/s)

vWF crystal growth rate given by Wilson-Frenkel formula (Equations 6.19 and

6.20) (µm/s)

v̂ discrete velocity (µm/s)

v̂k,D̄ discrete inter-droplet freezing velocity based on D̄k (µm/s)

v̂k→k̂ψ discrete center-to-center droplet freezing velocity (µm/s)

v̂∆r̂ discrete inter-droplet freezing velocity (µm/s)

v̄c average inter-droplet crystal growth velocity (µm/s)

v̄k,D̄ average inter-droplet freezing velocity (µm/s)

v̄sl average intra-droplet crystal growth velocity (µm/s)

X droplet freezing history data structure

x coordinate or distance (m); mass fraction (dimensionless)

Y arbitrary measured variable
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Ȳ mean value of sample set Yi

y coordinate or distance (m)

z coordinate or distance (m)

Greek Symbols

α thermal diffusivity (m2/s)

αcond condensation coefficient (dimensionless)

β angle (◦)

Γ interface (m)

γ surface tension (N/m)

∆r local inter-droplet spacing (µm)

∆r̂k→k̂ψ discrete edge-to-edge inter-droplet spacings (µm)

∆T supercooling degree (K)

∆t time step (s)

∆t̂k→k̂ discrete inter-droplet freezing time (s)

∆τ̂k→k̂ set of inter-droplet freezing times (s)

∆v̂k,D̄ bin width for inter-droplet freezing velocity distribution (µm)

∆xψ variable unit length (µm)

δ thickness; displacement (m)

ε average inter-droplet velocity cutoff threshold (%)



xiv

εf depth of focus (µm)

ζ generic variable

η viscosity (N·s/m2); generic variable

Θ0,Θ1 correlating offset parameters (Equations 5.8 and 5.13) (dimensionless)

θ angle; contact angle (◦)

θapp apparent contact angle (◦)

θave volume-averaged contact angle (◦)

θc effective contact angle (◦)

θw corrected contact angle (◦)

κ curvature (µm−1)

λ latent heat (J/g·K); wavelength (nm)

µ chemical potential (J/molecule)

ν molecular vibrational frequency (s−1); kinematic viscosity (m2/s)

ξ pixel intensity threshold

ρ density (kg/m3)

σ supersaturation ratio (dimensionless)

φ angle; half-angle (◦)

Ψn
k vector of droplet states (frozen or unfrozen)

ψ droplet state (frozen or unfrozen)



xv

Ω area or domain (m2)

ω absolute humidity ratio (g/kg)

Superscripts

* reference value

n frame number

Subscripts

0 reference value

∞ ambient or free stream value

a, b mediums a or b

β ice phase

γ air-water vapor phase

cond condensation; condensate

d droplet

dew dew point

f frost; final

fus fusion

i ice phase; incidence; initial; general index

inter inter-droplet

intra intra-droplet
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j general index; phase j

k, k̂ droplet k or k̂

l liquid phase; lower

lv liquid-to-vapor

M phase equilibrium condition

m mass; mass transfer; molecular

max maximum

min minimum

n normal; frame number

norm normalized

N, T normal or tangential component

r refracted

ROI region of interest

s surface or substrate; solid phase

sat saturated

sl solid-to-liquid

sv solid-to-vapor

td target droplet

u upper
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v vapor

w water

Abbreviations

CNT carbon nanotubes

DACS data acquisition and control system

HVAC Heating, ventilating, and air-conditioning

ISF isotropic superfinishing

LED light emitting diode

PID proportional-integral-derivative

RSS root-sum-square

TFT thin-film thermocouple
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CHAPTER I

INTRODUCTION

When an object below 0◦C is exposed to humid air, frost will eventually form on its

surface. Well known for its numerous (and often beautiful) manifestations in nature,

frost is also a common feature or by-product of many engineered products or pro-

cesses. Heat exchangers, airfoils, electrical power lines, road surfaces, and pipelines

represent a broad class of engineering devices or systems that may be affected by the

presence of frost or ice. Refrigerant-to-air heat exchangers commonly employed in

heating, ventilating, and air conditioning (HVAC) applications offer a prime exam-

ple. Because many heat exchangers of this type are designed to operate in humid air

streams, frosting conditions are likely to exist if refrigerant temperatures are below

0◦C. Unfortunately, frost accumulation on heat exchangers generally degrades perfor-

mance by obstructing airflow and insulating the heat transfer surface; the combination

of these effects can reduce heat exchanger performance by as much as 75% [1].

In broad terms, the physical structure of frost can be described as a collection

of interwoven ice crystals which grow outward from the substrate on which it forms,

ultimately producing a porous, three-dimensional matrix. In air temperatures below

the triple point of water, frost tends to form on surfaces as the result of ice deposition

directly from the vapor phase. For air temperatures above the triple point, the de-

velopment of frost may be preceded by condensation of an intermediate supercooled

liquid phase (often in the form of discrete droplets) that subsequently freezes to form

an ice sub-layer [2]. The former process is often referred to simply as deposition

while the latter is commonly known as condensation frosting [3]. The combination of

The journal model is the AIAA Journal of Thermophysics and Heat Transfer.
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air conditions and surface properties encountered in many industrial applications is

usually more conducive to condensation frosting than deposition. Despite the consid-

erable differences in the incipient stages of each scenario, the macrostructures of fully

developed frost resulting from both processes share many similarities. As a result,

the impact of frost on the overall thermal problem has generally been presumed to

be independent of the initial growth mechanism. Thus, the vast majority of engi-

neering research conducted in this area during the last several decades has largely

overlooked the incipient mechanism and focused on the later stages of frost growth

and its resulting impact on device performance.

Analytical and experimental studies devoted to modeling the frost growth process

are abundant [4–23]. Historically, the scope of this research has been geared toward

empirically correlating parameters such as frost layer thickness, thermal conductivity,

and density with environmental variables and time. While many of these studies have

aided the design engineer by providing methods to predict thermal performance under

frosting conditions, they offer little insight into the phenomena affecting the initial

stages of frost formation and how the early stages may affect the overall frost forma-

tion process. Because the spatial and temporal connections between a mature frost

layer and its underlying substrate lie within these so-called early stage occurrences, it

stands to reason that research aimed at mitigating or even preventing frost formation

should necessarily consider the earliest stage when frost just begins to form.

Surprisingly, there are relatively few investigations which consider the earliest

stages of frost formation exclusively. One reason for this disproportionality stems

from the fact that a primary interest in frost research to date seems to have been

in characterizing, not necessarily preventing, the formation of frost. But another,

and perhaps more pertinent, reason is that the physical mechanisms governing con-

densation, ice nucleation, and deposition on surfaces are intrinsically microscopic, a
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fact that tends to complicate rigorous experimental and theoretical analyses. Of the

known studies dedicated solely to the early periods, most are either largely qualitative

in nature or only consider the inceptive stages indirectly [2, 24–26]. A few investiga-

tions have specifically assessed the impact that the liquid precursor phase has on the

later stages of the condensation frosting process [27–29]; however, the general empha-

sis in these studies was placed more on the distribution of the condensate rather than

the actual inception of the ice phase.

In the study of early stage phenomena, the condensation frosting process is of

considerable interest because the liquid phase that exists prior to the formation of frost

represents the medium in which ice first appears on the surface. In fact, frost cannot

grow at all until the liquid condensate freezes. For many surfaces, the morphology of

the initial liquid phase manifests as the result of dropwise condensation. Accordingly,

the surface may be covered with numerous liquid droplets that grow through coales-

cence with neighboring droplets or through continued condensation from the vapor

phase [30]. Because the temperature of the surface is below freezing, these droplets

exist in a metastable, supercooled state. When a given droplet finally nucleates to ice,

a surprising event transpires: freezing is subsequently triggered in the surrounding

droplets. As each droplet freezes, it in turn induces freezing in its unfrozen neighbors

and so on. The resulting “chain reaction” migrates along the surface in the form of

a bulk freezing front that demarcates a boundary on the surface where frost can and

cannot form. This phenomenon has been observed by other researchers [2, 27], but

the mechanisms responsible for it are not currently understood and, to the author’s

knowledge, have not been studied. Because ice propagation in this manner represents

a truly incipient event (i.e. a localized transition to the solid phase), a considerable

amount of insight into the earliest stage of frost formation stands to be gained from

further study of it.



4

The purpose of this study was to determine and characterize the mechanisms

responsible for ice propagation between naturally occurring condensate droplets on

horizontal surfaces. To satisfy this objective, a high speed digital microscopy system

was employed to non-invasively probe the small length and time scales associated

with ice inception and propagation within and between discrete liquid droplets. In

addition, a novel visualization technique was developed which allowed the aggregate

and discrete motions of inter-droplet freezing fronts to be tracked and quantified. This

work has revealed previously unknown details about the inception and propagation

of the solid ice phase on cold surfaces when both the liquid and vapor parent phases

are present. Collectively, this research should increase the overall understanding of

the inceptive stages of frost formation and serve as a basis for future studies. It is

also hoped that this research will eventually contribute towards a more generalized

frost model and better ice and frost control or prevention strategies.

This dissertation is divided into seven chapters. Chapter II presents a review of

supporting background material and pertinent literature. Chapter III describes the

apparatus and general operating procedures developed for the experimental portion of

the work. Chapter IV outlines the data reduction and analysis procedures, including

an overview of a new visualization technique conceived specifically for tracking ag-

gregate and inter-droplet ice propagation during nucleation. Chapter V presents the

reduced data as well as a set of correlational methods which characterize the freezing

dynamics in terms of environmental and surface parameters. Chapter VI provides an

analysis of the thermophysics associated with the underlying mechanisms. Chapter

VII rounds out this investigation with the overall conclusions and recommendations

for future work.
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CHAPTER II

BACKGROUND AND LITERATURE REVIEW

The study of frost has been an active area of research for over 60 years and numerous

models and experimental data have been generated during that time. While funda-

mental studies do exist, most of the work in this area has focused on characterizing

the overall effects of frost accumulation or ice accretion on the performance of de-

vices such as heat exchangers, airfoils, ships, and other structures such as buildings,

bridges, and electrical power transmission lines. Few investigations have focused ex-

clusively on the earliest stages of frost growth. In addition, there appears to be a

lack of literature concerned with the inception and propagation of the ice phase on

surfaces as it pertains to the frost formation process.

In this chapter, a review of the background material central to this research is

presented, followed by a survey of the open literature.

A. Overview of the Frost Formation Process

Frost can be described as the product of two competing processes [3]:

1. ice deposition directly from the vapor phase

2. condensation of an intermediate liquid phase that eventually freezes, followed

by ice crystal growth from the vapor phase

The first process is sometimes referred to as deposition or desublimation frosting

while the second is more commonly known as condensation frosting. Condensation

frosting tends to be the more dominant mechanism for air temperatures or partial

pressures above the triple point of water (0.01◦C or 0.611 kPa, respectively) and sur-

face temperatures above −20◦C. On the other hand, desublimation frosting typically
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dominates for air temperatures below the triple point or for surface temperatures

below −40◦C. Under intermediate conditions, these two mechanisms may contribute

to frost growth in a parallel fashion [3].

1. Thermodynamics of Frost Growth

The phase change processes associated with both the deposition and condensation

frost formation mechanisms can be understood within the framework of classical ther-

modynamics. The first law of thermodynamics for a closed system can be expressed

as

dU = δQ− δW (2.1)

which can be combined with the second law definition of entropy change dS ≥
∫ (

δQ
T

)
and the assumption of reversible, compressible boundary work δW = PdV to yield

the relation

dU + PdV − TdS ≥ 0 (2.2)

The Gibbs free energy of the system is defined as

G(T, P ) = U + PV − TS (2.3)

from which it follows that

dG = V dP − SdT + (dU + PdV − TdS) (2.4)

The terms in parentheses shown in Equation 2.4 have been so grouped to emphasize

their equivalency with Equation 2.2. Comparing Equations 2.2 and 2.4 reveals that

for an isothermal (dT = 0), isobaric (dP = 0) process, a necessary condition for stable

equilibrium is dG ≥ 0. This criterion implies that the Gibbs free energy of any system

in stable equilibrium will be minimized. For a two-phase system (a mixture of the
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solid and vapor phases, perhaps), the Gibbs free energy of the system on a per unit

mass basis is given by

g = xg1 + (1− x)g2 (2.5)

where x is the mass fraction of phase 1. The minimum Gibbs free energy of this

two-phase system may be defined by ∂g
∂x

= 0; thus, evaluating the derivative of g with

respect to x in Equation 2.5 yields(
∂g

∂x

)
T,P

= g1 − g2 = 0 (2.6)

where the subscripts T and P denote that this expression is valid for a constant tem-

perature, constant pressure process. Therefore, during an equilibrium phase transi-

tion,

g1 = g2 =⇒ dg1 = dg2 (2.7)

With the intensive form of Equation 2.4, dg = vdP − sdT , it follows that

v1(dP )1 − s1(dT )1 = v2(dP )2 − s1(dT )2 (2.8)

Thus, with (dP )1 = (dP )2 and (dT )1 = (dT )2 for an equilibrium process, an expres-

sion for the coexistence or saturation boundary between phases 1 and 2 emerges:

dP

dT
=

(
∆s

∆v

)
1→2

(2.9)

Using the definition of isobaric specific enthalpy change, dh = du+ Pdv, the intensive

form of Equation 2.2 can be rearranged to yield an expression for the specific entropy

change

ds =
dh

T
=⇒ ∆s1→2 =

(
∆h

T

)
1→2

(2.10)
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Substituting this expression into Equation 2.9 produces the well known Clausius-

Clapeyron equation, given by

dP

dT
=

h1 − h2

T (v1 − v2)
(2.11)

The Clausius-Clapeyron equation expresses the slope of the pressure-temperature

curve along which phases 1 and 2 can coexist in thermodynamic equilibrium. A

representative pressure-temperature (PT) diagram for water is shown in Figure 2.1.

Figure 2.1: Two isobaric frost formation paths within the PT diagram for water

The lines shown emanating from the triple point in the PT diagram shown in

Figure 2.1 stem directly from Equation 2.11 for a given specific volume change v1 − v2.

These are known as the coexistence curves for a given substance, which in this case is

water. The line shown separating the solid (ice) and liquid (water) phases is generally
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referred to as the fusion curve. Likewise, the boundary between the liquid (water)

and vapor (steam) phases is known as the vaporization curve while the line separating

the solid (ice) and vapor (steam) phases is often called the sublimation curve. As the

name implies, the triple point is defined as the pressure and temperature combination

at which all three phases can coexist in equilibrium. The critical point represents the

pressure and temperature combination at which the vaporization curve ceases to exist;

thus for pressures and temperatures beyond the critical values, the liquid and vapor

phases are no long distinct. The most common names for the phase change processes

that occur from one phase to another are denoted by the arrows overlaid across each

coexistence curve shown.

Two ideal, isobaric phase change processes associated with deposition and con-

densation frosting are illustrated in the PT diagram of Figure 2.1 by the lines starting

with points D1 and C1, respectively. Here it can be readily seen that the initial condi-

tions required for deposition frosting to occur must lie below the triple point pressure,

but not necessarily below the triple point temperature. Conversely, the condensation

frosting mechanism is seen to proceed through an intermediate liquid phase prior

to the transition to ice. In addition, Figure 2.1 clearly shows that for condensation

frosting to occur, the initial water vapor pressure and temperature must both be in

excess of the corresponding triple point values.

The PT diagram for water shown in Figure 2.1 provides a good overall picture

of how the coexistence of dual phases is constrained by the pressure-temperature

coupling associated with the equilibrium assumptions. An important characteris-

tic of the Clausius-Clapeyron equation is that it implies a change in volume and

evolution of latent heat are both necessary conditions for a phase change to occur.

However, as a strict definition of equilibrium phase change, this equation does not

describe how specific volume is coupled with the other thermodynamic state variables
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of pressure and temperature. To understand this relationship, an equation of state

for a given substance needs to be considered. Many equations of state have been

developed from theoretical and experimental considerations, but no single one yet

conceived can adequately describe the coupling of pressure, volume, and temperature

for all three classical states of matter1. Nonetheless, the idea of state equations for-

mulated as functions of pressure, volume, and temperature gives rise to the concept

of equilibrium surfaces on which transitions between thermodynamic states are valid.

Such equilibrium surfaces are known as pressure-volume-temperature (PVT) phase

diagrams. A representative PVT surface for water is shown in Figure 2.2.

With the inclusion of volume as a state variable, the appropriate equation of

state expresses the equilibrium conditions for singe-phase as well as phase transition

processes in terms of a three-dimensional surface, as shown in Figure 2.2. In fact, the

PT digram shown in Figure 2.1 is merely a two-dimensional projection of the PVT

surface aligned with the volume axis. In addition, two additional phase diagrams can

be derived from the PVT surface: a pressure-volume (PV) and a temperature-volume

(TV) diagram.

Additional details about the deposition and frosting mechanisms can be obtained

by considering these process paths on the PVT diagram. The two ideal, isobaric phase

change processes previously illustrated in the PT diagram of Figure 2.1 are displayed

on the PVT surface for water shown in Figure 2.2.

For illustrative purposes, it is assumed that both processes shown in Figure 2.2

originate in the vapor region at the points C1 and D1 at the same, above-freezing

temperature, but at two different pressures. In the case of humid air, which is a

multi-component system, these isobars would correspond to the partial pressures of

1Solids, liquids, and gases.
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Figure 2.2: Two isobaric frost formation paths along the PVT surface for water

water vapor in each case (which would manifest as a specific humidity difference).

If water vapor at these two conditions is brought into contact with a below freezing

substrate in an isobaric fashion, two strikingly different paths emerge: C1-C6 and

D1-D4. It is assumed that the temperatures at C6 and D4 are identical and equal to

that of the substrate.

The pressure for process D1-D4 lies below the triple point value; therefore the

deposition frosting mechanism is represented by this path. Inspection of Figure 2.2

shows that sensible cooling of the water vapor from point D1 along line D1-D2 yields
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saturated vapor at point D2. The saturated vapor at this point, however, is saturated

with respect to ice and further cooling from point D2 initiates a phase change process

from water vapor to ice, represented by line D2-D3. At the point D3, the resulting

ice phase exists as a saturated solid and further cooling to the substrate temperature

at D4 produces subcooled2 ice.

The pressure for process C1-C6 lies above the triple point value; thus, this path

represents the condensation frosting mechanism. Figure 2.2 shows that cooling of

the water vapor along this isobar follows an entirely different path from that of the

previous case. Sensible cooling of the vapor from points C1 to C2 produces saturated

vapor at point C2, but unlike in the previous instance, the vapor is saturated with

respect to liquid water, not ice. Further cooling from point C2 results in condensation,

producing saturated liquid at point C3. Additional cooling from this point eventually

produces liquid at point C4 which is subcooled with respect to water vapor but

saturated with respect to ice. Removing additional energy from the liquid at this

point initiates the freezing process, C4-C5, and further cooling from the saturated

solid state at C5 to the substrate temperature at C6 results in subcooled ice.

2. Dynamics of Frost Growth

Although the thermophysics involved in the inceptive stages of deposition and con-

densation frosting are considerably different, the overall macrostructure of the frost

in both cases generally evolves into that of a fragile matrix of ice crystals which con-

tinually grow and accumulate in a direction normal to the substrate. A simplified

overview of this problem is illustrated in Figure 2.3.

The impact that frost has on the thermal problem can be inferred from the frost

2The terms subcooled and supercooled are used synonymously in this context.
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Figure 2.3: Illustration of frost layer growth and corresponding temperature profiles

as a function of time

layer temperature profiles depicted in Figure 2.3. As shown, the mere presence of

a frost layer of thickness δ represents an impedance to heat transfer between the

air stream and the surface. Because the frost layer continually grows outward from

the surface, the thermal resistance imposed by the frost layer increases with time.

Thus, in general terms, the formation of frost can be classified as a type of fouling

process. Compared to many other fouling processes, however, a notable complication

associated with frost is that the interaction of all three phases of water during the

crystal growth stage can significantly alter the physical structure of the frost layer [31].

As an example, consider the implications of the frost layer depicted in Figure 2.3

growing on a below-freezing substrate in an above-freezing air stream. As the frost

layer continues to grow away from the surface, the free boundary temperature of the

frost, Tf (δ, t), eventually rises to 0◦C. At this point, the ice at the free boundary

(y = δ) melts, soaks into the surrounding structure, and then refreezes. This cyclical

melting and refreezing process, combined with interstitial water vapor diffusion and

condensation on the free boundary, can substantially affect the growth dynamics of
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the frost layer. These interactions ultimately result in the frost layer evolving into a

highly anisotropic medium with time-dependent physical properties [32].

Once the initial growth stage has passed, the influence of interstitial heat and

mass transfer decreases and the overall growth dynamics of the frost layer is domi-

nated by ice deposition at the free surface. As a result, the problem can be idealized

as a type of moving boundary problem originally applied to the stable freezing of

water by Stefan [33]. Applying an energy balance to the free surface of the frost at

y = δ yields an expression for the growth rate of the frost layer of the form

kice
∂Tice
∂y

∣∣∣
y=δ

= ρ̄fλsv
∂δ

∂t
+ kair

∂Tair
∂y

∣∣∣
y=δ

(2.12)

where the frost density is given by ρ̄f = ρice (1− χ), ρice is the density of solid ice and

χ is the porosity of the frost matrix. Because kice � kair, it follows that as long as

O
(
∂Tair
∂y

)
≤ O

(
∂Tice
∂y

)
, the frost growth rate will not be very sensitive to the ambient

air conditions. In this case, the solution to Equation 2.12 can be approximated by

the classical one-dimensional Stefan solution, from which it can be shown that

δ ∝ t
1
2 (2.13)

The relation given by Equation 2.13 has been confirmed experimentally by Schneider

[5].

3. The Condensation Frosting Process

For the operating conditions found in most industrial settings, condensation frosting

is generally the predominant growth mechanism. This mode of frost formation can

be conceptualized to occur in three sequential stages [2]:

1. a condensation stage in which liquid water droplets initially form, supercool,
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grow, and coalesce

2. a nucleation stage in which these droplets suddenly freeze

3. a crystal growth stage in which ice dendrites grow away from the surface, to-

ward the humid air stream, and accumulate to form a porous crystalline matrix

otherwise known as frost

The first two stages, sometimes referred to collectively as the early stages of

frost formation, are technically precursors to the crystal growth stage in which frost

actually emerges. This third and final stage is more commonly known as the mature

growth stage and, from a pragmatic viewpoint, has historically been of greater concern

to the design engineer because of the resulting reduction in both air flow and heat

transfer often caused by frost.

The physical characteristics of the surface play an important role in condensation

frosting [2, 27, 29]. At its inception, condensation begins as a molecular phenomenon

at discrete nucleation sites on the surface where the vapor phase becomes locally

supersaturated. Whether or not the condensation process proceeds in a filmwise or

dropwise manner depends on the relative difference between the internal cohesive

forces (surface tension) in the liquid condensate and the adhesive forces (a function

of the interfacial free energy of the surface) between the condensate and the surface.

The affinity that a liquid possesses for a particular solid surface is known as the

wettability of that fluid. In terms of surface tension, the wettability can be quantified

in terms of the angle formed between the liquid-vapor and solid-liquid interfaces at

three-phase contact line depicted in Figure 2.4.

Neglecting the contribution of gravity, a static force balance of the interfacial

tensions at the solid-liquid-vapor contact line shown in Figure 2.4 yields Young’s
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Figure 2.4: Definition of liquid droplet contact angle in terms of interfacial lines of

tension

relation:

cos θ =
γsv − γsl
γlv

(2.14)

Because surfaces with higher free energies naturally experience stronger adhesive

forces with the liquid phase, high energy surfaces are more easily wetted than low

energy surfaces by a particular liquid under similar conditions. In general, high energy

surfaces are hydrophilic in nature and are classified by contact angles in the range of

θ ≤ 90◦. By contrast, low energy surfaces can usually be classified as hydrophobic,

resulting in higher contact angles in the range of θ ≤ 90◦. In the limit of θ = 0◦ and

θ = 180◦ , surfaces are classified as completely wettable or non-wettable by a given

liquid, respectively. An overall sense of the difference between these two surface types

is illusrated in Figure 2.5.

Figure 2.5: Droplet contact angles for hydrophillic (wetting) and hydrophobic

(non-wetting) surfaces
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Conceptually, the dominant condensation process for highly wettable surfaces

would be expected to follow the filmwise mechanism exclusively. As the wettability

of the surface decreases, the condensation process appropriately shifts towards the

dropwise mechanism. Interestingly, the metals common to most heat transfer equip-

ment generally constitute high energy surfaces and ideally, contact angles should be

relatively low for polar liquids such as water. However, one consequence of their high

surface energy is that such metals are easily wetted by various organic contaminants

that can be present in the surroundings. The thin film of contamination that of-

ten results can cause such metal surfaces to experience localized hydrophobicity and

therefore promote dropwise condensation to a larger extent, particularly in the early

stages while the droplets are still small [30].

The contact angle given by Young’s relation in Equation 2.14 provides a macro-

scopic measurement of an intrinsically microscopic quantity: the interfacical free en-

ergy between the liquid and the substrate. However, Young’s equation only applies

to ideal, perfectly smooth surfaces. By contrast, the morphology of all real surfaces

features microscopic defects which give rise to the concept of surface roughness. The

interaction between these asperities and the liquid phase may produce a scenario in

which the measured contact angle does not accurately represent the actual surface

energy [34]. For example, on a rough surface, it is possible to imagine how the contact

angle of a droplet grown from condensation might vary considerably from that of a

manually implanted droplet of comparable mass or size.

In the case of condensation, the resulting droplet will grow from sub-microscopic

nucleation sites, many of which are the surface defects themselves. Therefore, the

resulting condensate droplet will likely be in good physical contact with the local

topology of the surface and the actual contact area between the droplet and the

substrate will be greater than that of a perfectly smooth surface. In this case, the
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measured contact angle is more appropriately expressed in terms of a corrected value,

as in the model of Wenzel [35]

cos θw = fw cos θ (2.15)

where fw is the ratio of the actual to projected contact area between the droplet and

substrate. Because fw increases from unity with surface roughness, Equation 2.15

implies that the underlying wetting properties of the surface are always magnified

by roughness. Thus, if θ < 90◦, θw < θ whereas if θ > 90◦, θw > θ. In other words,

for droplets in the Wenzel state, hydrophillic surfaces become more hydrophillic and

hydrophobic surfaces become more hydrophobic as surface roughness increases.

In the case of a manually implanted water droplet, a different physical situation

emerges. When placed onto the surface, the droplet will naturally trap air within

some of the microvoids on the surface. The resulting interface between the droplet

and the surface is therefore a composite of solid and air. Depending on the wetability

and roughness of the substrate, the Cassie-Baxter model [36] shows that the effective

contact angle can be expressed as

cos θc = γsl cos θ − γlv (2.16)

For frosting to occur, the temperature of the surface must be at or below the

freezing point of water. In the case of condensation frosting in above-freezing humid

air, portions of the growing water droplets on the surface can actually be supercooled

to a metastable liquid state below the freezing temperature [3]. Theoretically, the

lowest temperature to which pure water can be cooled before undergoing homoge-

neous nucleation to ice is about −45◦C [37]. However, even in precisely controlled

laboratory conditions, a supercooled water droplet growing on a surface is much more

likely to undergo heterogeneous nucleation at substrate temperatures well above this
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theoretical limit. Heterogeneous nucleation can attributed to active nucleation sites

provided by contaminating particles, surface morphology, or even localized distur-

bances arising from internal temperature gradients and convection currents. Fun-

damentally, the degree of supercooling that a water droplet can tolerate before ice

nucleation occurs is strongly dependent on droplet size, ambient temperature, and

relative humidity [3]. For condensation frosting on surfaces, the substrate tempera-

ture and surface energy also affect the amount of droplet supercooling that can occur

before freezing begins [27,38].

When a supercooled water droplet suddenly nucleates to ice, the entire droplet

does not freeze instantly. Experiments have shown that the coldest portion nearest

the surface freezes first while the upper portion remains in the liquid phase [39]. After

nucleation, the solid ice phase that initially forms at the interface grows upward until

the entire droplet is frozen. An interesting phenomenon that occurs as a result of

this non-uniform freezing is the formation of a characteristic “spire” projection at the

top of the completely frozen droplet, as depicted in Figure 2.6. Frozen droplets such

as these have been reported by several researchers for various aqueous mixtures and

droplet sizes [26,27,29,39–41].

Figure 2.6: Example of a completely frozen water droplet with characteristic spire-like

projection
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Another important aspect of droplet freezing pertains to larger regions on the

surface. When a single droplet nucleates to ice, it can induce nucleation in the

surrounding droplets. In turn, each of these surrounding droplets triggers nucleation

in neighboring droplets and so on, as illustrated in Figure 2.7. The resulting chain

reaction has been observed to advance outwards from the point of origin with an

aggregated wavelike motion [27]. The so-called “freezing front” associated with this

process is important because it represents a distinct local phase transition boundary

from metastable liquid to stable crystalline solid and therefore defines the regions

on the surface where frost can and cannot begin to form during the earliest stage.

The mechanisms responsible for freezing front propagation between droplets are not

currently known and have not been the subject of any known research to date.

Figure 2.7: Propagation of an aggregate inter-droplet freezing front during the earliest

stage of the condensation frosting process

In regions where the condensate droplets have completely frozen, the mature

growth period begins. It is not uncommon for some degree of heat transfer enhance-

ment to occur at the beginning of this period because of turbulence promotion and
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the fin effect resulting from the presence of newly frozen condensate droplets [39,42].

However, any benefit is quickly negated as the growth of a porous matrix of dendritic

ice crystals proceeds outward from the frozen droplets. As time progresses, the re-

sulting frost layer becomes thicker and more uniform in the direction normal to the

surface. At this point, the characteristics of the frost layer approach those of the

moving boundary problem described in Figure 2.3. A summary of the three stages

of the condensation frosting process used in the present discussion is illustrated in

Figure 2.8.

Figure 2.8: Summary of the three stages of the condensation frosting process
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B. Literature Review

The literature identified as relevant to the this work was divided into the following

sections:

1. Frost modeling

2. Frost experimentation

3. Dropwise condensation

4. Ice nucleation

5. Ice propagation

1. Frost Modeling

The scope and complexity of frost models available in the literature vary widely. A

number of investigators have developed models that attempt to characterize frost

formation on surfaces from inception to mature growth. However, the majority of

these so-called comprehensive models ultimately focus on frost growth in the later

stage while treating the early stages superficially. A few noteworthy studies have

considered frost growth in the early stages to various extents [9, 38, 43–45].

An analytical and experimental study of the early stages of the frost formation

process was conducted by Seki et al. [43]. Their investigation considered heat and

mass transfer in both the condensation and frost growth stage. The energy equation

used in their condensation model accounted for droplet growth as well as heat and

mass transfer through a convective coefficient and water vapor pressure differential,

respectively. The nucleation events associated with droplet freezing were not consid-

ered; rather, frost growth in their later stage model was assumed to occur on an ice
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layer generated by the frozen droplets. Results showed that both the condensation

and frost growth models tended to under-predict their experimental data. They at-

tributed the former discrepancy to the fact that their condensation model did not

account for droplet coalescence, and the latter was explained by the inability of their

frost growth model to account for changes in frost density over time.

Tao et al. [9] attempted to create a comprehensive frost model by dividing the

problem into two distinct periods: an early crystal growth period and a later fully

developed frost layer growth period. Their early crystal growth model was based on

circular ice column growth upwards from the freezing surface at locations where super-

cooled water droplets had previously resided. As shown in Figure 2.9, the ice columns

were mathematically modeled as growing fins by the simplified energy equation

∂Tβ
∂t

= d
∂2Tβ
∂z2

+ 2
∂Tβ
∂z

∂d

∂z
− 4Biβ (Tβ − Tγ) +

2

Ja

∂d

∂t
(2.17)

and the mass balance equation

∂d

∂t
= 2Bim (ωγ − ω) (2.18)

where the subscripts β and γ denote the ice and air-water vapor phases, respectively.

The evolution of the ice column height, δf , was implicit in the boundary condition

given by

dδf
dt

= Bimβ
(
ω∞ − ω|z=δf

)
(2.19)

where Bimβ is the mass transfer Biot number for the ice phase. The numerical so-

lutions to this set of equations provided the ice column diameter, height, and one-

dimensional temperature distribution as a function of time. However, use of this ice

column model within the framework of the authors’ comprehensive model hinged on

knowing the droplet distribution prior to freezing. This parameter was not reported
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in the study; therefore, a droplet distribution was assumed.

Figure 2.9: An early stage frost formation model describing ice column growth into

the vapor phase [42]

Olsen and Hilding [44] presented a detailed model for freezing on horizontal

surfaces. They analyzed what was effectively a three-phase heat transfer problem,

which involved the condensation of saturated water vapor onto a freezing substrate

and the subsequent growth of an ice layer beneath the condensate and vapor layers

(Figure 2.10). Their analysis used a simplified form of the energy equation for each

phase, given by

ρjCj

(
∂Tj
∂t

+ vj
∂Tj
∂y

)
= kj

∂2Tj
∂y2

(2.20)

where the subscript j represents the particular phase (solid, liquid, or vapor).

The authors obtained a set of exact solutions for the one dimensional, transient

temperature distributions in the growing ice, liquid, and vapor layers for the case of

a constant, uniform wall temperature. Results agreed to within 15% of a preliminary

experiment, but as evidenced by the formulation, their model was only applicable to

filmwise condensation for a pure vapor and solid ice layer growth.
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Figure 2.10: A three-phase heat transfer model used to model ice growth from the

vapor phase [44]

In contrast to earlier models that assume water vapor is saturated at the surface

during frost formation, recent work by Na and Webb [38] has shown that the water

vapor must be locally supersaturated for frost to form. Applying the nucleation

model of Fletcher [46], the authors analyzed some of the key limiting factors that

govern frost inception for both condensation frosting and desublimation (deposition)

on surfaces. Two important results from their analysis are shown in Figure 2.11.

(a) (b)

Figure 2.11: Predicted supersaturation degree (a) and supercooled temperature limits

(b) for water as a function of contact angle [38]

The critical supersaturation degree shown in Figure 2.11(a) is given by the rela-
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tion

SSD =
Pv − Pv,sat
Pv,sat

(2.21)

where Pv is is the local partial pressure of water vapor in the air. For a surface

temperature of 0◦C, Figure 2.11(a) shows the degree of water vapor supersaturation

required for frost nucleation as a function of the contact angle θ previously defined in

Figure 2.4. Conversely, for water vapor with a saturation temperature of 0◦C, Figure

2.11(b) shows the supercooled temperature required for frost nucleation as a function

of θ. A major conclusion from their study was that lower energy surfaces (large θ)

require a higher degree of supersaturation for frost nucleation than higher energy

surfaces (small θ). In a separate but related study, Na [45] used a boundary-layer

analysis to develop a model capable of predicting the degree of supersaturation at

the surface under different frosting conditions. He indicated that models using the

saturated water vapor assumption at the interface may over-predict measured mass

transfer rates by factors of as high as 30.

2. Frost Experimentation

Experimental studies into the general nature of frost formation on surfaces are nu-

merous. As with the case for frost modeling, most of the available experimental work

has focused on the mature growth period, with any consideration of the early stages

being incidental for the most part. A few investigations which consider early stage

frost formation to varying degrees are discussed in this section [2, 24,26,40,47,48]

Hayashi et al. [47] studied frost formation on a flat, horizontal surface using

time-lapsed photography. The authors divided the frost growth process into three

periods: the crystal growth period, the frost layer growth period, and the frost layer

full growth period. Based on extensive measurements, they devised a system to
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classify frost formation types based on the ambient-to-wall water vapor concentration

gradient (∆C) and the surface temperature (ts). The resulting frost regime map,

along with a corresponding illustration of the general growth process for each frost

type, is shown in Figure 2.12. The authors observed how ice column growth in the

crystal growth period served as a basis for subsequent frost layer development, but

due to a lack of resolution in their visualization system, they were not able to consider

liquid supercooling or ice nucleation in the early stages.

(a) (b)

Figure 2.12: Frost regime map based on water vapor concentration gradient-surface

temperature profiles (a) and an illustration of frost formation types (b)

[47]

Tao and Besant [48] used a closed loop psychrometric wind tunnel to study

frost growth on a horizontal flat plate under moist laminar airflow conditions. They

used a laser beam profilometry system to obtain in situ measurements of the frost
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layer thickness and directly measured the spatial and temporal frost layer density

with removable, flush-mount disks tailored for their testing surface. Although this

study was primarily concerned with the characterization of frost properties in the

mature growth period, the experimental techniques did produce some qualitative

data regarding early stage crystal (ice column) growth that corroborated some of the

authors’ previous models.

A study of frost inception at the microscale was conducted by Georgiadis [2]

and later by Georgiadis and Hoke [26]. In these investigations, scanning confoncal

microscopy was used to observe the growth and subsequent freezing of supercooled

condensate droplets on a horizontal surface. Quantitative data were obtained by syn-

chronizing the visualization system with real time temperature and heat flux measure-

ments at the surface. An interesting observation from both of these studies was the

sudden disappearance of near-micron sized liquid droplets neighboring larger freezing

droplets. The researchers attributed this phenomenon to evaporation incited by a

localized vapor pressure gradient resulting from the formation of ice.

An investigation by Dyer et al. [24] studied the effects of surface energy (hy-

drophobicity) on the rate of frost growth on surfaces. The authors used a closed

loop wind tunnel to obtain quantitative measurements of frost height as a function

of time for surfaces with various liquid contact angles. In addition, they conducted

a series of qualitative experiments with a scanning confocal microscope to study the

impact of surface energy on the condensation and freezing processes involved in the

early stages. The results of this study agreed with similar investigations [25,27,49] in

that the frost growth rate on hydrophobic surfaces was measured to be less than on

hydrophilic surfaces. However, the authors also found that the frost growth rate var-

ied appreciably between surfaces made of different materials but with similar surface

energies.
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3. Dropwise Condensation

The study of vapor condensation on surfaces is a well established research topic. Nu-

merous aspects of filmwise condensation have been modeled analytically with great

success, but despite continual progress over the last several decades, the theory as-

sociated with dropwise condensation is still riddled with uncertainties. Nonetheless,

analytical and experimental studies devoted to the dropwise mechanism abound and

several have been identified as relevant to the present discussion [30,50–53].

The two most widely accepted dropwise condensation models are discussed by

Carey [30]. The first model is based on the assumption that droplet embryos form

and grow at discrete nucleation sites on the surface while the area between droplets

remains dry. For this model, further condensation occurs only on the droplets, not

the surface. In the second model, it is presumed that filmwise condensation occurs

initially and that droplets are formed only after the film ruptures upon reaching some

critical thickness. Subsequent condensation in this model is postulated to occur only

on the surface between droplets, with the resulting condensate film being continuously

drawn into the existing droplets through capillary forces. Unfortunately, a great deal

of ambiguity between these two models still exists because experimental evidence

supporting both views is available [54,55].

In an effort to understand the mechanisms associated with droplet formation

and growth, Song et al. [50] used an optical technique to measure reflectance from

horizontal copper and stainless steel test surfaces during dropwise condensation. Their

results suggested that both of the dropwise condensation models previously described

may be valid under certain conditions. They found that a thin, invisible condensate

film coexisted with droplets on the substrate as long as condensation was occurring

(i.e. there was net mass transfer to the surface), as depicted in Figure 2.13. However,
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when the condensation process was stopped (i.e. zero mass transfer to the surface),

the film disappeared and the surface was found to be essentially dry between droplets.

(a) Ts < Tdew (b) Ts ≥ Tdew

Figure 2.13: Conceptual illustration of an inter-droplet liquid film present for conden-

sation (a) and absent for no condensation (b)

Investigating ways to promote dropwise condensation in heat transfer applica-

tions has long been a research topic of practical importance. Marto et al. [51] studied

the effects of organic and noble metal coatings on condensation in steam systems.

Their data showed that even moderately hydrophobic coatings tended to promote

excellent dropwise condensation in steam systems, resulting in overall heat transfer

coefficients at least 3-6 times greater than comparable uncoated surfaces. Tsuruta

et al. [53] studied the theoretical aspects of constriction resistances resulting from

surface heat flux non-uniformities. Their analysis showed that the dropwise heat

transfer coefficient decreased with decreasing surface thermal conductivity because of

increasing constriction resistance. Numerical results from their study agreed with an

earlier experimental investigation by Hannemann and Mikic [52] in which a thin-film

thermometer was used to characterize the effects of substrate and coating thermal

conductivity on the dropwise condensation process.

4. Ice Nucleation

Literature pertaining to the nucleation of ice in supercooled water droplets on surfaces

is sparse. However, there are a number of studies dedicated to homogeneous and
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heterogeneous ice nucleation in microscopic cloud droplets [3, 56–60]. Although the

bulk of the available literature on this subject stems from the atmospheric sciences,

the basic mechanisms are applicable to the present topic.

A detailed discussion of the thermophysics involved in homogeneous and hetero-

geneous ice nucleation in small droplets was presented by Hobbs [3]. In homogeneous

nucleation, microscopic ice embryos spontaneously form and disintegrate in super-

cooled water droplets until an embryo larger than some critical size eventually forms.

If conditions make it more thermodynamically favorable for this larger embryo to con-

tinue growing rather than dissociating back to the liquid phase, a stable ice nucleus

forms and the entire droplet will then proceed to freeze. In heterogeneous nucleation,

extraneous solid particles in the droplets tend to promote the formation of ice nu-

clei long before the homogeneous mechanism becomes significant. Consequently, the

temperatures at which heterogeneous nucleation occur are notably higher than for

homogeneous nucleation.

A complete theory of heterogeneous ice nucleation is hindered by the fact that a

daunting amount of information would be required to properly account for the count-

less substances that could act as ice nuclei [56]. Nonetheless, a number of experimental

investigations have studied the various mechanisms associated with heterogeneous

ice nucleation in supercooled water droplets. Early investigations by Gokhale and

Goold [57] and Fukuta [58] showed that when nucleating particles are placed on the

surface of supercooled water droplets, they freeze at temperatures which are 2 to

10◦C warmer than when immersed within the droplets. A more recent investigation

by Shaw et al. [59] showed that when a single nucleating particle is located on the

outer surface of a droplet, the freezing temperature of that droplet will be 4 to 5◦C

higher than when the same particle is completely immersed within that droplet. The

authors explained this phenomenon in terms of preferential surface crystallization cat-
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alyzed by the nucleating particle. A related study by Durant and Shaw [60] revealed

that it does not matter if the nucleating particle contacts the droplet surface from

the inside out or the outside in; the probability of inducing nucleation on the surface

is the same. This phenomenon has been observed in molecular dynamics simulations

(MDS) of liquids other than water [61]. A more recent MDS study by Vrbka and

Jungwirth [62] showed that ice nucleation preferentially begins in the subsurface (i.e.

within a few monolayers of the surface layer) of liquid water droplets as opposed to

the surface itself.

5. Ice Propagation

There is a plethora of research focused on the propagation of crystallization fronts in

melts. Most of this work is derived from the field of materials science and engineering

and is largely concerned with solidification in metals and semiconductors as it pertains

to casting processes. Interestingly, the foundation for this subject area dates back

to 1891 when Stefan first studied the problem one-dimensional ice propagation in

water [33]. In recent years, the development of numerous sophisticated modeling

techniques, including enthalpy methods, volume-of-fluid (VOF) models, and level set

and phase field methods, has advanced largely out of the need to simulate solidification

problems in two and three dimensions.

Several studies concerned specifically with the propagation of ice in droplet ge-

ometries were identified as relevant to the process of frost inception [39, 63–65]. An

analytical and numerical study of a single, supercooled droplet undergoing freezing

was conducted by Feuillebois et al. [63]. They developed their models based on the a

priori assumption that the freezing process consists of two steps: 1) a very fast process

in which the droplet returns to the melting temperature upon beginning to freeze and

2) a slower process dominated by heat conduction through the evolving solid-liquid
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interface. For their physical model, they used the one-dimensional, one-phase Stefan

problem cast in spherical coordinates, which is given by the heat conduction equation

∂2(rT )

∂r2
=

1

αs

∂(rT )

∂t
(2.22)

and the associated energy balance along the interface Γ

∂T (r, t)

∂r

∣∣∣
r=Γ

=
ρs∆hfus

ks

drΓ(t)

dt
(2.23)

The authors solved Equations 2.22 and 2.23 analytically with a perturbation method

and numerically using a fully implicit finite differencing scheme. The results of their

study showed excellent agreement between the analytical and numerical solutions.

More recently, Tabakova and Feuillebois [64] extended this work by solving the same

problem with an enthalpy method in two-dimensions and found that the results agreed

with the analytical solutions derived in [63] to within 0.5%.

Gong [39] studied the unsteady freezing process associated with a single droplet

installed on a cold horizontal surface. He used a two-dimensional finite control vol-

ume formulation to develop a numerical model capable of predicting the rate of heat

transfer, the temperature distribution, and the position of the phase-change region as

functions of position and time in the droplet during solidification. His model allowed

the use of a prescribed convective heat transfer boundary condition along the droplet-

air interface and a uniform temperature boundary condition along the droplet base.

For a hemispherical droplet with a radius of 1.4 mm, results of his analysis showed

that for several seconds after ice nucleation began, the maximum local heat flux at

the droplet base occurred between the center (r = 0) and the perimeter (r = R) of

the droplet (Figure 2.14).

A recent investigation by Zhong [65] characterized the growth of condensate and

the evolution of freezing fronts on micro-grooved surfaces. The test surfaces used for
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Figure 2.14: Radial heat flux distribution at the droplet base during nucleation [39]

the freezing experiments consisted of silicon wafers fabricated with a series of parallel

micro channels spanning the entire width of the substrate. Freezing was induced

within a uniform layer of water deposited onto the surface in the manner depicted in

Figure 2.15. As indicated in the diagram, each end of the test surface was maintained

a different temperature.

Figure 2.15: Illustration of ice propagation on a micro-grooved surface [65]

Using an visualization system to quantitatively track the evolution of ice, Zhong

found that the velocity of the freezing front oscillated as it traversed the substrate.
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Subsequent analysis with finite element simulations revealed that this oscillation oc-

cured because the local freezing front velocity accelerated and decelerated as it passed

over the crests and troughs of the micro-grooves, respectively. Based on the simula-

tion results and a statistical analysis of the experimental data, the author deduced

that this effect was due primarily to thermal effects in the two-phase system, namely

heat conduction.

C. Conclusions

A number of conclusions can be drawn from the literature review:

1. Typical treatments of the so-called early stage in comprehensive frost models

largely neglect the interaction between freezing water droplets and the substrate.

As a result, such models cannot effectively predict the effects of substrate prop-

erties such as surface energy or roughness on frost accretion in the later stages.

2. Water vapor must be locally supersaturated at the surface for deposition or

condensation frosting to occur. Thus, the degree of supersaturation required

for frost to form by either mechanism is strongly dependent on the free energy

of the surface.

3. The rate of frost growth on substrates with similar surface energies, but made of

different materials, has been measured to be different under carefully controlled

conditions. This implies that the interaction between the frost and the substrate

is not fully characterized by surface energy alone.

4. When a supercooled water droplet nucleates to ice on a substrate, smaller liquid

droplets in its immediate vicinity may rapidly evaporate and deposit onto the

surface of the larger drop. It has been postulated that these evaporated droplets



36

serve as the initial source of mass for the dendritic ice columns that form on

frozen droplets at the beginning of the mature growth stage. However, no

consideration has been given to the role that these evaporating droplets may

have in the propagation of ice between droplets.

5. Some experiments have shown that during dropwise condensation, a very thin

liquid film may coexist with visible condensate droplets on the surface. No

studies have been conducted to determine if such a liquid film could participate

in the propagation of ice along surfaces undergoing dropwise condensation.

6. Several studies have suggested that ice nucleation is more thermodynamically fa-

vorable when occurring at or very near the surface of supercooled liquid droplets

as opposed to the bulk interior. However, these investigations focus on con-

tact or heterogeneous ice nucleation at the liquid-vapor interface (e.g. cloud

droplets). No references were found that considered contact nucleation at the

interface between a droplet and a solid substrate.

These conclusions have provided much of the motivation for this research. The

chapters that follow discuss the experimental work and subsequent analyses used

to determine and characterize the mechanisms associated with ice propagation on

surfaces undergoing dropwise condensation.
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CHAPTER III

EXPERIMENTAL FACILITY AND PROCEDURE

To study the underlying thermophysical phenomena responsible for ice propagation

on surfaces undergoing dropwise condensation, extensive experimental work was re-

quired. To carry out the necessary experiments, factors known to affect frost forma-

tion on surfaces, such as air temperature, humidity, and velocity, had to be reliably

simulated and controlled as well as accurately measured. In addition, diagnostically

resolving the length and time scales characteristic of ice inception and propagation

required the use of high speed digital microscopy. Because of the considerable effort

directed towards the experimental portion of this study, this chapter focuses exclu-

sively on the facility and associated procedures used.

A. Experimental Apparatus

The experimental facility consisted of three main components:

1. a closed-loop pyschrometric wind tunnel

2. a digital microscopy system

3. a data acquisition and control system.

Major components of the wind tunnel loop included an optically-accessible test section

and an air conditioning system. The wind tunnel was designed to provide continuous,

conditioned airflow over an interchangeable test surface flush-mounted to the bottom

side of the test section. This surface was affixed to a thermal stage which provided

precise control of the test surface temperature. The test surface was viewed in situ

with a digital microscopy system, which was comprised of a customized high speed
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imaging system integrated with a boom-mounted compound microscope. This boom-

mounted configuration allowed the surface under test to be imaged from either top-

or side-view orientations. The data acquisition and control system (DACS) was a

commercially-available setup capable of handling multiple analog input and output

signals. With the DACS, measurements from various instruments could be recorded

simultaneously while other elements were being manually or automatically controlled.

An overall view of the experimental apparatus is shown in Figure 3.1.

Figure 3.1: Overall view of experimental apparatus

Details surrounding the design and functionality of each main component in the

facility and the associated subsystems are discussed in the sections that follow.
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1. Psychrometric Wind Tunnel

The psychrometric wind tunnel was designed and constructed as a closed-loop bench-

top apparatus with modular sections. A schematic of the wind tunnel loop and its

primary components is shown in Figure 3.2. With the exception of the clear test

section, each module was fabricated from rigid insulated ductboard. Raised flanges

sealed with soft foam gasket material were incorporated into the termini of each

module to facilitate assembly of the airflow loop. In addition, each major component

of the air conditioning system was housed in its own module. As seen in Figure 3.2,

this modular concept made it possible to isolate the most vibration-prone components

of the air conditioning system (e.g. blower) from the microscope and test section.

Figure 3.2: Schematic overview of pyschrometric wind tunnel loop and components

a. Air Conditioning System

The air conditioning system consisted of an adjustable-speed blower, two cooling

coils, a duct heater, a humidification system and a dry gas injection system. These
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components were housed in discrete modules, the relative locations of which are shown

in Figure 3.2. Thus the air conditioning system was compartmentalized into the

following five main modules:

1. Primary and Secondary Cooling Modules

2. Blower Module

3. Humidification Module

4. Reheat Module

5. Moisture Trim Module

Beginning at the outlet of the test section depicted in Figure 3.2, air was inducted

through the primary cooling module into the blower module. From there, air was sent

through the humidification module and subsequently into the secondary cooling mod-

ule. Air then passed through the reheat and moisture trim modules before entering

the test section. The resulting ranges of bulk air temperature, humidity, and veloc-

ity that could be generated and sustained in the test section by the air conditioning

system are summarized in Table 3.1.

Table 3.1: Bulk air temperature, humidity, and velocity ranges of experimental facility

Parameter
Operating Range

Control Accuracy
Lower Upper

Dry Bulb Temperature, ◦C −5 55 ± 0.5

Relative Humidity, % 25 95 ± 2

Air Velocity, m/s 0 15 ± 0.05
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Each module in the air conditioning system is described in more detail in the

sections that follow.

Primary and Secondary Cooling Modules

Sensible cooling and moisture removal in the bulk air stream were provided by

a primary and a secondary cooling module. The coil used in the primary cooling

module was a four-circuit, four-tube pass continuous plate fin and tube heat exchanger

with a projected airside face area of 0.06 m2 and a fin density of 700 fins per meter

(fpm). The secondary cooling coil was of the same type as the primary coil but

with a two-circuit configuration and a face area and fin density of 0.05 m2 and 680

fpm, respectively. Cooling for both modules was provided by a centralized 8.8 kW

laboratory chiller system that delivered a single-phase glycol/water mixture to each

coil from a common 23 liter reservoir. The chiller was capable of producing coolant

temperatures as low as −15◦C while still maintaining the capacity required for steady

operating conditions with a 10◦C coolant-to-air temperature approach. Standard

laboratory-grade rotameters and globe valves located in the return lines of each heat

exchanger were used to measure and control the coolant flow rate through each coil,

respectively.

With this cooling system configuration, it was possible to precisely tune the ca-

pacities of each cooling section to match the overall cooling load of the wind tunnel

loop for a specific set of testing conditions. A distinct advantage of the dual coil

approach used here was the ability to cool downstream of the humidification module

on demand. This made it possible to increase humidity in the air stream without

increasing the dry bulb temperature or vise versa.



42

Blower Module

Air circulation in the wind tunnel loop was provided by a 120 VAC centrifugal

blower located immediately downstream of the primary cooling coil. While most

of the blower enclosure was constructed out of the same rigid insulated ductboard

used in the other wind tunnel modules, sheet metal struts were used to reinforce

the blower mounting structure. Rubber isolators were used on the blower mounts to

provide vibration attenuation. The speed of the blower was controlled manually with

a silicon controlled rectifier (SCR).

At full power, the blower was capable of providing centerline air velocities as

high as 15 m/s through the test section.

Humidification Module

The primary means of adding moisture to the air stream was by injecting sat-

urated steam directly into the wind tunnel. The humidification module was located

downstream of the primary cooling module and upstream of the secondary cooling

module. The steam originated from a 1000 W miniature boiler with a 250 mL reser-

voir and was delivered to the air stream through a manually controlled needle valve

and atomizing nozzle assembly.

When operated at maximum capacity, the humidification system was capable of

sustaining a bulk air stream relative humidity in excess of 95% for up to 45 minutes

at a time.

Reheat Module

Any sensible heat addition needed to maintain steady operating conditions in

the system was provided by the reheat module. Located immediately downstream

of the secondary cooling module, the reheat module employed a 120 VAC, 500 W
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electric duct heater powered by a programmable Red Lion Model TCU controller. The

feedback temperature for the controller was measured by a 9-element thermocouple

array located at the inlet of the test section module.

Under most testing conditions, use of the reheat module in conjunction with the

rest of the air conditioning system enhanced the precision with which the the test

section dry bulb air temperature could be controlled. Bulk air temperatures as high

as 55◦C were possible with this setup.

Moisture Trim Module

Fine control of the air stream humidity in the test section was accomplished by

injecting conditioned gas directly into the wind tunnel immediately upstream of the

test section inlet. The moisture trim module consisted of a gas injection line that fed

into a duct-mounted coil. From the coil, gas flow was directed through a tube around

two 90◦ bends in the wind tunnel ductwork and delivered to a nozzle. The nozzle was

oriented parallel to the airflow and aligned co-linearly with the centerline of the test

section inlet. The function of the coil was to bring the temperature of the injected

gas to the temperature of the air stream before introducing it to the test section.

Depending on the humidity requirements of a particular test condition, saturated

gas from a bubbler or dry gas filtered with a desiccating cartridge could be pumped

into the moisture trim module at an adjustable flow rate to provide isothermal humid-

ification or dehumidification, respectively. For this study, zero-grade nitrogen (N2) or

air was used as the injection gas.

b. Test Section

The test section module was the central component of the wind tunnel loop. As

implied in Figures 3.1 and 3.2, this module featured two parallel ducts: a test section
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and a bypass duct. A more detailed schematic showing the side and cross-sectional

views of the test section module is presented in Figure 3.3.

Figure 3.3: Detailed schematic of test section module

Conditioned air entering the test section module was split into two flow paths by

a partition that divided the cross section of the main entry duct into two halves. The

lower half of the this partition directed airflow through the bypass duct. The entrance

to the test section was centered within the upper half of the main duct so as to form a

rectangular annulus, as depicted in Figure 3.3. A controllable portion of the air flow-

ing through this section was inducted through the test section while the remainder

returned to the bypass duct through a break in the partition. This annular construc-

tion was used to insulate the entry region of the clear test section, ensuring that the

temperature of the air inducted over the test surface was uniform. Use of the bypass

arrangement provided the flexibility to adjust the airflow velocity through the test

section over a wide range while ensuring that sufficient airflow was maintained over

the primary and secondary cooling coils in the air conditioning system. In addition to

the SCR controller used with the blower, an adjustable damper located at the outlet
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of the bypass duct provided additional control over the air velocity in the test section.

The test section was constructed out of precision machined acrylic glass panels

which were fused together with dichloromethane (CH2Cl2). The relative humidity

(RH) and dry bulb temperature of the air entering the test section was measured

with a duct-mounted RH sensor and a 5-element thermocouple array, respectively.

A bank of 1.5 mm diameter, 20 mm long flow straighteners was positioned near the

inlet of the test section, just downstream from the thermocouple array. A hotwire

anemometer and 0.16 mm diameter thermocouple were used to make traversing air

velocity and temperature measurements downstream from the test surface. The test

surface was flush-mounted to the bottom of the test section with a thermal stage,

which itself was secured to the test section structure with a mounting bracket. A

view port was machined into the upper acrylic panel of the test section directly above

the surface to allow in-situ, top-down viewing with the microscopy system. A single

pane of optical quality glass, 0.17 mm thick, was used as the window in this view

port. A similar configuration was used with the side panels of the test section when

the surface was viewed from the side. When needed, a stream of dry nitrogen gas was

directed over the outside of the observation window in use to prevent fogging during

low air temperature tests.

Thermal Stage

The thermal stage used to control the test surface temperature was constructed

out of several components, including some instrumentation. The functional compo-

nents consisted of a Peltier module and a copper heat sink. Instrumentation included

two thermocouples and a thin-film heat flux gage. An assembled and exploded view

of the thermal stage is shown in Figure 3.4.
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Figure 3.4: Assembled and exploded view of thermal stage

The heat sink was machined from copper stock and featured an internal serpen-

tine conduit to maximize heat transfer to the coolant. The coolant was a propylene

glycol/water mixture and was supplied to the heat sink from a small benchtop cir-

culating chiller with a 100 W cooling capacity at −10◦C. The Peltier module was

a commercially available 36 W thermoelectric cooler powered by a 100 W analog-

controlled regulated DC power supply. A reed relay and double pole, double throw

electromechanical switch was used in conjunction with this power supply to change

the polarity of the power supplied to the Peltier module, thereby allowing it to be

used in both a heating and cooling mode.

A small type-T thermocouple with a bead diameter of 0.16 mm was used to

measure the underside temperature (Tl) at the center of the test surface. In addition,

a thin-film heat flux sensor was used to directly measure the instantaneous heat flux

(q′′) through the thermal stage assembly. These two measurements allowed the upper

surface temperature (Tu) of the test surface to be calculated by the DACS in real

time by the simple plane wall conduction equation
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Tu =
q′′∆y

k
+ Tl (3.1)

A second type-T thermocouple was epoxy-bonded to the bottom of the heat sink

to monitor transient loading of the thermal stage assembly during cool-down and

heat-up sequences: this measurement was used for diagnostic purposes only.

All thermal stage components were joined together with a thin layer of thermally

conductive phase change material (PCM), as shown in Figure 3.4. The PCM was

a pliable solid that remained semi-tacky at room temperature. At temperatures

above 52◦C, the PCM underwent a phase change and flowed, thoroughly wetting the

thermal interfaces. Upon cooling, it re-solidified and held the various thermal stage

components rigidly in place with good thermal contact, without the need for external

clamping or permanent adhesives. A key benefit this provided in practice was that

once the thermal stage was assembled and installed, the test surface could be quickly

changed from the top side without having to disassemble or remove the entire thermal

stage from the test section. This eliminated the potential for surface contamination

by other media such as thermal grease. The specifications for the PCM used are

presented in Table 3.2.

Table 3.2: Specifications for phase change material used in thermal stage

Specification Value

Film thickness, mm 0.254

Phase change temperature, ◦C 52

Thermal conductivity, W
m K

3.0
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2. Digital Microscopy System

A digital microscopy system provided quantitative in-situ visualization of the test

surface during all experiments. It consisted of two primary items: a high resolution

optical microscope and a high speed digital imaging system. Additional details about

these components are provided in the following sections.

a. Optical Microscope

A custom Nikon compound microscope was used to view the test surfaces through the

viewing ports in the test section. Because the test surfaces were opaque, brightfield

relfected light microscopy was used. The primary light source was a Phillips LUXEON

K2-TFFC 220 lumen high intensity light emitting diode (LED) which was directed to

the test surface through an episcopic beam tube integrated into the microscope optics.

With this approach, light could be delivered to the test surface on-axis through the

objective lens. When needed, secondary illumination from a 150 W infrared-filtered

halogen lamp was delivered to the test surface through a pair of fiber optic light

guides. These features are denoted in a photograph of the microscope setup shown

in Figure 3.5.

As indicated in Figures 3.2 and 3.3, the microscope was mounted on a telescoping

boom stand and was free-floating with respect to the test surface. This configuration

made it possible to mount the microscope in a variety of orientations so that the test

surface could be viewed from either directly above or from the side. One consequence

of the test section and microscope not being rigidly coupled was that vibrations gener-

ated elsewhere in the test apparatus and laboratory building were easily transmitted

to the microscope. Under some conditions, this produced oscillations in the digital

images. This issue was addressed by placing the microscope, test section, and the
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Figure 3.5: Overall view of microscope setup

other static components of the wind tunnel loop on a active pneumatic vibration

isolation table (see Figure 3.2).

The optical components of the microscope consisted of a head piece and turret-

style nose piece with four objective lenses. The head piece used a prismatic beam

splitter in a trinocular arrangement which allowed viewing through 10X binocular

eye pieces or with a mounted camera. Magnification powers of the objective lenses

used were 5X, 10X, 20X, and 50X and in order to accommodate the dimensions of

the test section, they were of the long working distance type. The numerical aperture

for each objective lens is defined as

N.A. = n sinφ (3.2)

where n is the refractive index of the transmissive medium (n = 1 for air) and φ is

the half-angle formed by the optical axis and a light ray passing through the extreme
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periphery of the lens as illustrated in Figure 3.6. The numerical aperture defines

Figure 3.6: Numerical aperture half angle for an objective lens

the ultimate resolving power of each objective lens (i.e. the closest proximity of two

objects that can be interpreted as two distinct regions of the image) through the

relationship

Rres =
λ

2(N.A.)
(3.3)

where λ is the wavelength of the incident light (assumed to be 550 nm for evaluation

purposes). An additional expression gives the depth of focus offered by the objective:

εf =
nλ

2(N.A.)2
+

n

7(N.A.)(M)
(3.4)

where M is the rated magnification power of the lens (5, 10, 20, or 50). Based on

these definitions, the pertinent specifications of the objective lenses used in this study

are listed in Table 3.3.
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Table 3.3: Objective lens specifications

Objective, M N.A.
Rres εf Working Distance

µm µm mm

5X 0.15 1.83 ± 2.02 23.5

10X 0.30 0.92 ± 0.96 17.3

20X 0.35 0.79 ± 0.81 24.0

50X 0.45 0.61 ± 0.62 17.0

b. High Speed Digital Imaging System

To provide quantitative visualization of the freezing events on the test surface, a high

speed digital imaging system was used in conjunction with the optical microscope.

The rationale behind the imaging system design stems from experience gained during

preliminary studies by the author which showed that

1. the freezing phenomena central to this research occur over a wide range of

length and time scales; thus high speed image acquisitions were needed for

some experiments

2. ice inception within the viewable area generally occurs suddenly; thus long

record times were needed to fully capture the dynamics of the inceptive phe-

nomena

The resulting imaging system consisted of an IDT-Redlake model M3 digital camera

connected to a custom-built high performance workstation through a BitFlow-Karbon

CL frame grabber card. The camera featured a 1280 by 1024 complementary metal-

oxide semiconductor (CMOS) photodiode array with an individual pixel size of 12 by
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12 microns. It was capable of providing acquisition speeds of up to 33,000 images

per second in a reduced resolution mode. The computer used to control the camera

was a purpose-built PC workstation with 32 GB of RAM and two quad-core 64-bit

Xeon-class Intel CPUs running at 2.0 GHz. The frame grabber card was installed in

the northbridge slot of the PCI Express bus, enabling direct throughput to the system

RAM so that it could be used as a fast storage medium for the recorded image data.

After a given acquisition was complete, the image data could be offloaded from the

RAM onto a 2 TB, 4 disk array striped in RAID 0. Due to the lack of data redundancy

associated with the RAID 0 scheme, a pair of 1 TB USB 2.0 external hard disks were

used as mirrored backup drives.

The IDT Motion Studio software was used to control the camera and record

image sequences. With this hardware and software combination, the imaging system

was capable of recording images at rates of up to 520 Hz at full frame resolution (1280

by 1024 pixels) for up to 45 seconds at a time. Using an enhanced memory mode,

it was possible to extend the full frame acquisition rate to as high as 1040 Hz for a

time span of 22 seconds. One of the most important features offered by this setup

was the ability to continuously record images into a preallocated circular memory

buffer in a first in, first out (FIFO) fashion. While operating in this mode, image

acquisition continued indefinitely until an external trigger was activated to signal that

the freezing event of interest had occurred and the recording process could stop. In

practice, this FIFO scheme was heavily relied upon to capture the entirety of freezing

events which occurred spontaneously on the surface.

The digital camera was connected to the microscope with a standard C-mount

on the upper trinocular view port of the headpiece, as shown in Figure 3.5. Unlike the

eyepieces, the camera mount did not employ any additional magnifying optics. The

microscope objective lenses naturally produced a circular viewing area; however, the
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CMOS photodiode array used in the digital camera was rectangular (1280 by 1024

pixels). Therefore, the placement of the camera in the optical path was carefully

chosen so that the entire CMOS sensor was fully illuminated by the image with

no circular cropping in the corner regions. The length scale viewed by the camera

through each objective lens was calibrated with a Nikon stage micrometer with 0.01

mm divisions. The relative sizes of the resulting rectangular regions of interest (ROIs)

provided by each objective lens listed in Table 3.3 are illustrated in the scaled diagram

shown in Figure 3.7. In addition, the camera calibrations along with the geometric

extents of each ROI shown in Figure 3.7 are listed in Table 3.4.

Figure 3.7: Relative sizes of ROIs for various objective lenses (drawn to scale)

3. Data Acquisition and Control System

A multichannel data acquisition and control system (DACS) for the test apparatus

was developed with National Instruments (NI) hardware and software. The hardware

interface with the instrumentation was handled with one 8 channel cFP-TC-120 ther-

mocouple module and one 8 channel cFP-AIO-610 analog input/output module which



54

Table 3.4: ROI specifications for various microscope objective lenses

Objective
Camera Calibration ROI Width ROI Length ROI Area

µm/pixel µm µm µm2

5X 2.38 2437 3046 7.423×106

10X 1.19 1219 1523 1.857×106

20X 0.60 614 768 4.716×105

50X 0.24 246 308 7.577×104

were connected to an NI Compact FieldPoint cFP-1804 controller. The controller was

connected to the imaging workstation through a dedicated Ethernet crossover cable

and managed by a data acquisition and control program developed in NI LabVIEW.

This DACS software was designed to run simultaneously with the camera control

software for synchronous image and data acquisition.

a. Instrumentation

A variety of instrumentation were employed in the test apparatus to measure tem-

perature, humidity, and velocity. Type-T thermocouples (copper-constantan) were

used to measure multiple temperatures in the test section, including the underside

temperature of the test surface (see Figure 3.4), the test section inlet air temperature,

and the test section traverse air temperature (see Figure 3.3). An Omega Engineering

HFS-4 thin-film heat flux sensor was used to measure the heat flux though the ther-

mal stage. A Vaisala HMT333 duct-mounted thin-film capacitive relative humidity

(RH) transmitter was used to measure the moisture content of the air entering into

the test section. In addition, the air velocity in the test section was measured with a

TSI model 1750 constant temperature anemometer and 1201 hot film probe. Other
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parameters were also measured throughout the wind tunnel loop, such as the cooling

coil supply and heat sink temperatures and the Peltier module supply voltage; how-

ever, these quantities were merely tracked for diagnostic and control purposes and

were not recorded by the DACS for data reduction.

The DACS software was set up to accept standard polynomial calibration curves

for all instrument channels used. All thermocouples were calibrated in an circulating

glycol bath against a NIST-traceable 100 Ω platinum resistance temperature device

(RTD). The hot wire anemometer was calibrated in situ with a TSI 8346 VelociCalc

thermal anemometer probe which was itself calibrated against pitot-static pressure

measurements in a low speed wind tunnel. The heat flux gage and RH transmitter

were brand new at the onset of the study and were each shipped with a factory

calibration certificate; as such, no additional calibrations were carried out for these

instruments. The calibrated ranges and estimated uncertainties associated with each

measurement type are reported in Table 3.5,

Table 3.5: Calibrated ranges and estimated uncertainties for test section measurements

Measurement
Calibrated Range

Max. Uncertainty
Lower Upper

Temperature, ◦C −30 50 ± 0.2

Relative Humidity, % 25 95 ± 1.7

Heat Flux, W
cm2 −9.5 9.5 ± 0.06

Air Velocity, m
s

0 12 ± 0.36

As a particularly important measurement in this study, the calculated test sur-

face temperature was further validated by conducting a series of melting point exper-

iments with three pure substances. For this procedure, small droplets of o-Xylene,
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distilled/deionized water, and p-Xylene were placed on multiple locations on the

upper side of each test surface after installation onto the thermal stage. The tem-

perature of the test surface was then lowered until the droplets of each substance

were completely frozen. Then, the surface temperature was gradually increased until

the first signs of melting could be observed with the digital microscopy system. The

upper surface temperature, as calculated by Equation 3.1, was subsequently recorded

and validated against the appropriate melting temperatures. The accepted melting

temperatures at standard pressure for each calibration standard used are reported in

Table 3.6 [66]. For all test surfaces considered, the maximum deviation between the

calculated surface temperature and the melting temperatures of the standards was

± 0.08◦C.

Table 3.6: Accepted melting temperatures for three pure calibration standards at stan-

dard pressure (from [66])

Substance
Melting Temperature

◦C

o-Xylene −25.3

Water 0.0

p-Xylene 13.2

Silicon-based integrated thin-film thermocouples (TFTs) were also explored as a

type of quantitative, non-invasive, mircoscopic surface thermometry technique for use

in this study. TFTs have been used successfully in numerous boiling investigations

to provide high spatio-temporal resolution of the interfacial substrate temperature

without significantly affecting the underlying thermophysical phenomena [67]. In

this investigation, TFTs would have likely provided very valuable measurements of
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nearly-instantaneous substrate temepatures during the freezing process. Unfortu-

nately, every bank of TFTs fabricated for this study failed prematurely due to what

were presumed to be thermally-induced stresses associated with repeated heating and

cooling cycles.

b. Surface Temperature Control Schemata

For added consistency and flexibility in the experimental work, an option was de-

veloped in the DACS software that provided automatic control of the test surface

temperature. To accomplish this, an adaptive proportional-integral-derivative (PID)

algorithm was created to modulate the calculated temperature of the test surface

(Equation 3.1) toward a user specified setpoint quickly and with minimal error. Tem-

perature control was achieved by linking the output of the PID algorithm directly

to the Peltier module power supply voltage level and polarity; controlling the latter

parameter allowed the DACS to invoke heating or cooling as required. Alternative

schemes were also created that allowed the setpoint variable to track other test sec-

tion temperatures with a user-specified offset. For example, the user could set the

test surface temperature to track, say, 5◦C above the instantaneously calculated dew

point temperature and the control system would maintain the split, even in rapidly

changing air conditions. This feature also made it possible to switch back and forth

between testing conditions rapidly and with high repeatability. An example of how

the PID control responded to step changes in temperature setpoint is shown in Fig-

ure 3.8. For the transient profiles shown, the initial surface temperature was steady

at around 10◦C when the setpoint was suddenly changed to the target values indi-

cated by the labeled curves. The data shown in Figure 3.8 were derived from a set

of actual test runs, with each curve ending when the freezing process was complete

within the ROI. These transient surface temperature profiles are representative of all
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experiments conducted in this study.

Figure 3.8: Example of test surface temperature response to step changes in setpoint

under PID control

B. Test Surfaces

To characterize the impact of surface roughness and wettability (hydrophobicity) on

the propagation of ice between condensate droplets, four test surfaces consisting of

three materials were ultimately considered: two silicon surfaces, one copper surface,

and one aluminum surface. The copper and aluminum surfaces were initially shear-

cut from standard grade sheet stock (non-alloy) and subsequently machined to the

final dimensions (length and width) required for use on the thermal stage. The silicon
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surfaces were cut from a standard 76 mm lab grade wafer with a water-cooled diamond

saw. In all cases, the final size of each test surface was 30 by 30 mm. The identification

(ID) numbers, material compositions, measured thicknesses, and thermal diffusivities

for the surfaces selected for this study are reported in Table 3.7.

Table 3.7: Composition, thickness, and thermal conductivity of test surfaces

Surface ID Composition
Thickness, bs Thermal Diffusivity, αs

mm m2

s

SiA1 99.5% Si: Wafer Grade 0.412 8.92× 10−5

SiA2 99.5% Si: Wafer Grade 0.407 8.92× 10−5

CuA5 98.5% Cu: Sheet Stock 0.621 1.17× 10−4

AlA2 97.8% Al: Sheet Stock 0.672 9.71× 10−5

A fifth test surface consisting of an array of carbon nanotubes (CNTs) grown

vertically on a silicon substrate was also considered for use in this investigation.

Stable carbon nanotube forests have been shown to possess exotic superhydrophobic

properites, producing static contact angles for deposited water droplets in excess of

165◦ [68]. While it would have been highly desirable to investigate the effects of

superhydrophobicity on the freezing process, all attempts to conduct experiments

with such a surface in this study were unsuccessful because the CNTs were actually

found to exhibit superhydrophillic behavior when subjected to condensing conditions.

The reason this occurred was thought to stem from the fact that 1) the surfaces of the

CNTs themselves are actually hydrophillic1 and 2) the condensation process occurs

1Carbon (i.e. graphite) itself is actually hydrophillic; it’s the interfacial topology
of the resulting CNT forest that is thought to produce the superhydrophobic effect
characteristic of these surfaces [68].
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at a molecular level, thus allowing the formation of the liquid phase deep within the

hydrophillic interior of the CNT forests.

1. Surface Preparation

Close inspection of the raw metallic surfaces (copper and aluminum) revealed the

presence of unidirectional grain patterns which resulted from the manufacturing pro-

cesses associated with the production of the source sheet stock. To ensure surface

homogeneity in the experiments, one side of each metallic specimen was treated with a

special chemomechanical polishing technique known as ISF (isotropic superfinishing)

developed by REM Surface Engineering. Using the ISF process, the grain patterns

in the raw material were completely eliminated, yielding an highly isotropic surface

of uniform roughness. An additional advantage afforded by the ISF technique was

that it was possible to converge on specific surface roughness values with repeated

roughening and polishing stages.

Because the source wafers were highly isotropic to begin with, the surfaces of the

silicon specimens were not physically altered in any way. However, a thin hydrophobic

coating of a silcon-based conformal polymer was applied to one of the silicon surfaces

to significantly alter its wettability. By depositing 0.5 µl of the solvated polymer

onto the surface as it turned in a spin-coating apparatus, a uniform coating with

a thickness of 0.5 - 0.6 µm was formed on the surface. Immediately following the

spin-coating process, the surface was cured at 200◦C for 24 hours.

After preparation, all test surfaces were stored in a vacuum canister until they

were ready to be tested. To ensure that any residual surface contamination was

removed just prior to testing, the prepared specimens were installed on the thermal

stage, gently swabbed with a lint-free clean room-quality cloth saturated in acetone,

thoroughly rinsed with methanol, and then heated to 40◦C with the Peltier module
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and dried for 15 minutes. After this final cleaning step, the test surfaces were not

touched again until after all testing had been completed.

2. Surface Characterization

Prior to testing, each prepared surface was characterized in terms of the average

surface roughness (Ra) and droplet contact angles (θ). The equipment and procedures

used to perform these characterizations are outlined in the sections that follow.

a. Surface Roughness

A Hommelwerke model W55 direct contact profilometer was used to measure rough-

ness in small regions on each test surface. The probe used a small diamond-tipped

stylus which was first brought into contact with the surface and then subsequently

traced through a distance of 1.5 mm. The resulting vertical displacement profile pro-

vided a direct measure of the local surface roughness along the line of interrogation.

An example of one such profilometry scan for the AlA2 surface is shown in Figure

3.9.

Figure 3.9: Local profilometry profile for one region on surface AlA2



62

These measurements were repeated in all four corners of each specimen to verify

surface isotropy. The overall average roughness for a given surface, Ra, was taken to

be the arithmetic average of the values measured in the corner regions. Because it was

the primary region of interest in the freezing experiments, roughness measurements

were not taken in or around the surface centers to eliminate the risk of scratching.

The inherent smoothness of the silicon surfaces made it very difficult to accurately

measure surface roughness for these specimens with the direct contact technique.

Based on the ultimate resolution of the profilometer, however, it was evident that

the Ra values for the silicon surfaces were less than 0.005 µm. The average surface

roughnesses for the test surfaces are listed in Table 3.8.

Table 3.8: Average surface roughness values for test surfaces

Surface ID
Ra

µm

SiA1 <0.005

SiA2 <0.005

CuA5 0.0234

AlA2 0.1342

b. Droplet Contact Angle

After each test surface had been prepared, static contact angles on each specimen

were measured with a FTA188 video tensiometer. The tensiometer featured a pre-

cision syringe which could implant single water droplets of known volume on the

horizontally-oriented test surfaces. An integrated video system captured still images

of the sessile droplet in place and an associated image analysis software package was
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used to measure the contact angle. Localized variations in surface energy were ac-

counted for by dividing each square test surface into a 3 by 3 grid of equally sized

cells and carrying out contact angle measurements within each subregion. The effect

of droplet volume on contact angle was also considered within each subregion. A

representative image taken from the tensiometer analysis for one subregion of the

CuA5 surface with a droplet volume of 1.0 µl is shown in Figure 3.10. A plot of

the spatially-averaged contact angles versus the implanted droplet volume for all test

surfaces is shown in Figure 3.11. The volume-averaged contact angle θave, based on

the data presented in Figure 3.11, is reported in Table 3.9 for each test surface.

Figure 3.10: Tensiometer image for one subregion on surface CuA5 with a droplet

volume of 1.0 µl
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Figure 3.11: Spatially-averaged contact angle versus droplet volume for all test surfaces

Table 3.9: Volume-averaged contact angles for all test surfaces

Surface ID
θave

degrees

SiA1 32.1

SiA2 88.9

CuA5 76.9

AlA2 78.7
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C. Experimental Procedure

The test apparatus was designed to reliably simulate and control various environmen-

tal parameters which are known to affect frost formation on surfaces. To characterize

the mechanisms responsible for ice propagation between condensate droplets, a num-

ber of experiments and associated procedures had to be designed as well. The follow-

ing sections outline the rationale behind the development of the test matrices as well

as the testing procedures conceived to fully utilize the capabilities of the experimental

facility.

1. Test Matrices

Environmental parameters that could be varied with the apparatus included the test

surface temperautre (Ts), the test section air inlet temperature (Tair), the bulk rela-

tive humidity of the air stream (RH), and the test section air velocity (Uair). Two

additional parameters implicitly linked to the test surfaces were the average surface

roughness values (Ra) reported in Table 3.8 and the surface wettability or hydropho-

bicity given by the average contact angles (θave) reported in Table 3.9. Therefore, a

total of six parameters were available for potential inclusion into the experiments.

In considering the factors expected to be most influential on the inception and

propagation of ice on the test surfaces, the air temperature Tair and velocity Uair

were selected as invariant parameters in this study and were held at constant values

of 5◦C and 5 m/s, respectively, for all experiments. These values of Tair and Uair were

selected because they were representative of nominal refrigeration and heat pump

operating conditions. In addition,

1. the fact that Tair > 0◦C ensured that all of the latent heat evolved by freezing

droplets was rejected into the substrate and not the air stream
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2. the selected value of Uair corresponded to an average flat plate Reynolds number

of approximately 105 in the vicinity of the test surface; this turn corresponded

to an average heat transfer coefficient of about 165 W
m2 K

along the air-substrate

interface [69].

Furthermore, the region of interest (ROI) for all experiments was confined to the cen-

tral region of the specimen in order to minimize any boundary-layer effects associated

with the edges of the test surface

The remaining environmental parameters were varied over the following ranges:

• −20 ≤ Ts ≤ −7◦C

• 60 ≤ RH ≤ 90%

while the surface parameters Ra and θave varied with the test surface under consid-

eration according to the values listed in Tables 3.8 and 3.9, respectively.

To investigate the pertinent freezing phenomena, three classes of experiments

were ultimately conceived: Types I, II, and III. Type I experiments were focused

exclusively on generating quantitative data to characterize the bulk or aggregate

behavior of inter-droplet freezing events in terms of the environment and surface

parameters previously discussed. The Type II experiments were designed to provide

insight into the fundamental microscopic mechanisms responsible for ice propagation

between individual droplets; these experiments were therefore tailored to utilize the

optical resolving power of the microscope to probe small length scales. Similarly, the

Type III experiments were designed to probe the small time scales associated with ice

nucleation and propagation within individual droplets; thus these experiments were

designed to exploit the high speed capabilities of the digital microscopy system. An

overview of the test matrices associated with each experiment type is presented in

the following sections.
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a. Type I Experiments

The Type I experiments comprised the largest fraction of experimental work con-

ducted in this research. These tests were designed to provide quantitative visualiza-

tion data on the aggregate motion associated with ice propagation between condensate

droplets on the test surfaces. All experiments of this type were conducted with the

digital microscopy system configured to a magnification of 5X, a full frame image size

of 1280 by 1024 pixels, and an image acquisition rate of 100 Hz. The air temperature

Tair and velocity Uair were held constant at 5◦C and 5 m/s, respectively, for all tests.

For each test surface with its unique values of Ra and θave, four target surface

temperatures of −7, −10, −15, and −20◦C and two target RH values of 60 and 90%

were considered. This combination resulted in 8 unique testing conditions for each

surface. To check for repeatability, each test was repeated a minimum of two times.

The overall Type I test matrix for a single surface is shown in Table 3.10.

b. Type II Experiments

A subset of the conditions investigated with the Type I experiments were revisited

under higher optical magnification in what were designated as the Type II experi-

ments. As with the Type I conditions, RH values of 60 and 90% were considered and

Tair and Uair were again held constant at 5◦C and 5 m/s, respectively. The principle

difference for the Type II experiments was that the optical microscopy system was

reconfigured to use magnifications of 20X and 50X; otherwise, the imagine parameters

were the same as those used in Type I tests (i.e. full frame images acquired at 100

Hz). In addition, only two surface temperatures were considered: −10 and −20◦C.

The overall Type II test matrix for a single surface is shown in Table 3.11.
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Table 3.10: Type I test matrix for a surface with Ra and θave for Tair = 5◦C, Uair = 5

m/s, and 5X magnification

Test Surface
Target RH Target Ts

Test Number
% ◦C

Ra, θave

60

−7 1

−10 2

−15 3

−20 4

90

−7 5

−10 6

−15 7

−20 8
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Table 3.11: Type II test matrix for a surface with Ra and θave for Tair = 5◦C, Uair = 5

m/s

Test Surface
Target RH

Magnification
Target Ts

Test Number
% ◦C

Ra, θave

60

20X
−10 1

−20 2

50X
−10 3

−20 4

90

20X
−10 5

−20 6

50X
−10 7

−20 8
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c. Type III Experiments

Consideration of the smaller time scales associated with ice nucleation and propaga-

tion within individual droplets was provided by a set of experiments classified as Type

III. The same temperature and RH conditions used in the Type II experiments were

also used in these tests: RH values of 60 and 90% RH as well as surface temperatures

of −10 and −20◦C were considered. And as in all other tests, Tair and Uair were

held constant at 5◦C and 5 m/s, respectively. The main difference between the Type

III experiments and the others was that the temporal emphasis was shifted to utilize

the high frame rate capability of the digital microscopy system. As such, full frame

images (1280 by 1024 pixels) were acquired under 5X magnification at rates of 1000

Hz and at reduced resolution (1280 by 448 pixels) at 2367 Hz. The overall Type III

test matrix for a single surface is shown in Table 3.12.

Table 3.12: Type III test matrix for a surface with Ra and θave for Tair = 5◦C, Uair = 5

m/s, and 5X magnification

Test Surface
Target RH Target Ts Frame Rate Image Resolution

Test Number
% ◦C Hz Pixels

Ra, θave

60
−10 1000 1280 × 1024 1

−20 2367 1280 × 448 2

90
−10 1000 1280 × 1024 3

−20 2367 1280 × 448 4
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2. Testing Procedure

The general operational procedures for the test apparatus and DACS were effectively

the same for all experiments conducted. A typical startup of the test rig proceeded

with the following steps:

1. The wind tunnel was initially purged with dry nitrogen gas to remove any

residual moisture in the system.

2. The air conditioning chiller was turned on and set to provide coolant to the

primary and secondary cooling coils at whatever temperature was needed to

maintain the desired air inlet temperature in the test section.

3. The thermal stage chiller was turned on and set to deliver −15◦C coolant to

the thermal stage.

4. After the nitrogen purge, the blower was turned on and adjusted to provide the

target air velocity in the test section. At this point, the test surface temperature

was placed under automatic control in the DACS program and set to track the

test section air inlet temperature.

5. After the target air temperature had been reached, the steam boiler was acti-

vated (if needed) and manually adjusted to provide the target RH value. If the

RH was too high for the desired conditions, dry nitrogen could be injected into

the air stream through the moisture trim module or additional coolant could

be supplied to the secondary cooling module.

The time required to reach steady operating conditions in the test apparatus was

approximately one hour. Once steady environmental conditions were achieved, the

DACS system was set to begin acquiring physical measurements from the test section
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instrumentation. These data were collected in one second intervals and written to a

standard text file for subsequent processing. As these data were collected, a set of

user-defined statements could be “stamped” or superimposed directly into the raw

time series data to denote various observations during testing (such as the onset of

condensation or freezing, for example).

The procedures used to acquire the image data varied slightly from one exper-

iment type to the next. In all cases, the digital imaging system memory had to be

configured prior to recording images. For the Type I and II experiments, the cam-

era resolution was set at full frame (1280 by 1024 pixels) and a significant portion

of the RAM in the imaging workstation was preallocated for approximately 20,000

images. With an acquisition speed of 100 Hz, the resulting record time for the Type I

and II experiments was about 200 seconds. The Type III experiments used a similar

configuration, except that the camera resolution was reduced to 1280 by 448 pixels

for the tests conducted at a frame rate of 2367 Hz. With frame rates of 1000 and

2367 Hz, the average record time for the Type III experiments was on the order of

15 seconds. Because it was not known a priori when the actual freezing events would

occur within the ROI, all images were written into a circular memory buffer with the

camera control software. After the freezing event of interest occurred, the circular

recording was stopped by a user-activated trigger and all images stored in the buffer

up until that point in time could be saved.

To capture any effects associated with the distribution of liquid condensate on

the ice propagation process, the condensation stage was implicitly considered in all

experiments. For consistency, each test run was initiated with a completely dry

surface. The dry state of the surface was ensured by using the automatic surface

temperature control to track the air dew point temperature with a +10◦C offset for

a minimum of 10 minutes prior to the start of a given test. The digital microscopy
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system was also used to visually confirm that the surface was dry at the start of each

experiment. Beginning with a dry test surface and the appropriate environmental

conditions, a typical test run for the Type I and II experiments proceed as follows:

1. The circular recording process in the imaging system was initiated.

2. The desired surface temperature was entered into the DACS program and the

automatic control quickly lowered the temperature of the test surface to the new

setpoint value. Condensation on the surface was observed as the temperature

crossed the dew point threshold and this point in time was denoted with user-

defined stamp in the output data file.

3. After the target conditions were established, the user watched the condensation

process proceed on the computer monitor until the first signs of freezing were

observed within the ROI. This point was also noted in the data file with a

user-defined stamp.

4. After all of the liquid within the ROI was frozen, the camera trigger was ac-

tivated, ending the recording process and storing the image sequence of the

freezing events in computer memory. The data file was stamped simultane-

ously with the activation of the trigger to ensure synchronization between the

recorded images and the time series data acquired from the test section.

5. At this point, the experiment was complete and the surface temperature was

reset to the initial pre-test value with the DACS program. This process melted

the ice on the test surface and subsequently evaporated all remaining liquid,

returning the surface to a dry state from which the next test could begin.

6. While the DACS was returning the test surface to its initial state, the newly

recorded image sequence stored in RAM was briefly interrogated, cropped if
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needed, and then offloaded onto the computer hard disk array for further pro-

cessing. The computer memory was then reallocated for the next test.

The image acquisition procedure for the Type III experiments followed the same

steps listed above. The only difference in the general testing procedure was that three

freeze-thaw cycles were used prior to data collection to grow the liquid droplets large

enough to be imaged with sufficient optical contrast and clarity. This was due to the

specific camera settings required and lighting restrictions inherent to high frame rate

image acquisitions through the microscope optics.



75

CHAPTER IV

DATA REDUCTION AND ANALYSIS METHODOLOGY

A combination of quantitative visualization and conventional experimental techniques

were used to study ice propagation on surfaces undergoing dropwise condensation.

The resulting visualization data consisted of image sequences of the freezing events

on the test surfaces captured in situ by a digital microscopy system. Likewise, the

environmental parameters in the test section were quantified by pyschrometric airflow

and surface temperature measurements collected synchronously with the images cap-

tured for each experiment. This ultimately generated a profusion of data, the largest

portion of which consisted of over 500 GB of digital image files. Processing this in-

formation required a substantial effort; therefore, the techniques and procedures used

to reduce and analyze the experimental data are discussed in this chapter.

As discussed previously, the experimental work was divided into three main cat-

egories: Types I, II, and III. To analyze the Type I data, an optical phase tracking

technique was developed which allowed the aggregate and inter-droplet dynamics

of ice propagation to be quantified from a millimeter-sized, mesoscopic viewpoint.

Conversely, the Type II and III experiments were tailored specifically to probe the

microscopic length and time scales at which the underlying phenomena responsible

for ice propagation under these conditions were thought to occur. The Type I experi-

ments can be thought of as providing the means to characterize the freezing dynamics

in terms of environmental parameters and substrate properties while the Type II and

III experiments were used to identify the underlying mechanisms.
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A. Type I Experiments

As previously illustrated in Figure 2.7, propagation of the ice phase among super-

cooled condensate droplets has been observed to occur in a semi-continuous fashion

in what manifests as an aggregate or bulk freezing front [27]. This phase transition

front is of considerable interest in the study of frost inception because it demarcates

local regions on the surface where frost can and cannot begin to form. An example

of this ice propagation phenomenon is shown in the digital image sequence presented

in Figure 4.1. In this figure, the images were acquired with the digital microscopy

system on an arbitrary copper stock surface used for camera calibration under a set

of Type I experimental conditions (listed in the figure caption). The frozen droplets

can be readily identified by their darker appearance owing to the higher opacity of ice

relative to water. The time stamps associated with each image shown are referenced

to time t = 0 s, which corresponds to the time at which ice was first observed within

the region of interest (ROI). A high contrast overlay has been added to each image to

emphasize the position and shape of the aggregate freezing front at each time step.

Figure 4.1: Images of freezing front position at three different times on a copper surface

with Ts = −10◦C, Tair = 5◦C, and RH = 65%

Two important characteristics of these aggregate freezing fronts can be observed
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directly from the example images shown in Figure 4.1. First, the motion of the

bulk freezing front is clearly dependent on the distribution of liquid condensate on

the surface and, therefore, tends to propagate in a complicated, non-uniform manner.

Second, the non-uniform shape of the ice front indicates that both the magnitude and

direction of freezing front velocity can vary substantially over the ROI. This latter

observation naturally spurs the question of whether or not the freezing dynamics can

even be meaningfully quantified so as to allow direct comparisons between different

surfaces and environmental conditions. From a quantitative point of view, a combina-

tion of aggregate and inter-droplet velocity measurements offers the greatest value in

terms of insight into the underlying phenomena. Unfortunately, an exhaustive liter-

ature search on this subject yielded no guidance on how this might be accomplished.

This necessitated the development of an optical tracking technique, the details of

which are outlined in the sections that follow.

1. Type I Data Analysis Overview

Although it was possible to roughly quantify the freezing front velocity by manually

tracking the displacement of the ice-liquid interface from one frame to the next,

carrying out such measurements for hundreds or thousands of images was impractical

and prone to large uncertainties. Thus, it was clear that a more consistent and robust

method of quantifying the evolution of the freezing fronts was needed. Automating

the image analysis process was one way to accomplish this task. The simple fact

that the opacity of ice differs from that of water offers a seemingly convenient way to

track the freezing fronts. However, using raw images like those shown in Figure 4.1

in an automated tracking scheme presented several difficulties. To begin with, the

intensity contrast between the periphery of the unfrozen and frozen droplets in these

images was not high enough for conventional edge detection algorithms to reliably
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differentiate between the two. In addition, the intensity of the light reflected back

through the unfrozen droplet centers can vary significantly with droplet size. Finally,

the intensity of the light reflected from the substrate between droplets and through

the unfrozen droplet centers was generally comparable, a fact which decreased the

reliability of identifying discrete droplets on the surface.

To overcome these issues, a specialized technique was developed which exploited

the optical properties of water droplets residing on reflective surfaces. This made it

possible to directly measure the ice propagation velocity between droplets within an

ROI that contained hundreds, or even thousands, of individual droplets. This ap-

proach produced statistical inter-droplet ice propagation velocity data as a function

of environmental parameters and surface properties. Used with a novel temporal gra-

dient technique, these data were further reduced to provide ice propagation velocity

vector fields for each test condition and substrate combination. In this way, local

aggregate freezing velocities could be evaluated for all cases and then compared on a

consistent basis.

2. Optical Properties of Sessile Water Droplets and the Lensing Phenomenon

A water droplet residing on a surface shares many characteristics with a standard

convex spherical lens. To illustrate these similarities, a brief discussion of geomet-

ric optics is warranted. Consider a generic convex lens with two principle radii of

curvature as shown in Figure 4.2. In this scenario, a light ray traveling from left to

right and parallel with the optical axis encounters the surface of incidence defined by

R1. The light ray forms an angle θi1 with the normal of the surface at the point of

intersection and is refracted by an amount θr1 according to the relationship given by

Snell’s law

na sin θi1 = nb sin θr1
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Figure 4.2: Illustration of a positive convex lens and surface curvature

or in the more familiar form

sin θi1
sin θr1

=
nb
na

(4.1)

where na and nb are the indices’ of refraction of the surrounding medium and lens,

respectively. Within the lens, the light ray forms an angle of incidence θi2 with the

normal of the surface of transmission defined by R2 and upon emerging from the

lens, is again refracted by an amount θr2. With the appropriate substitutions, the

relationship given by Equation 4.1 is equally valid at the surface of transmission. The

combined effect of this refractive phenomenon is that the collimated light entering

the left side of the lens converges toward the so-called focal point located on the right

side of the lens.

A more complete understanding of the optical properties of lenses is afforded by

considering the ray trace of a generic lens shown in Figure 4.3. The distance from

the principle planes of the lens to the focal point, known as the focal length f , can

be expressed by the relationship [70]
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Figure 4.3: Ray trace of a real and inverted image formed by a positive convex lens

1

f
=

(
nb
na
− 1

)[
1

R1

− 1

R2

+
(nb − 1) d

nbR1R2

]
(4.2)

Equation 4.2 is often referred to as the thick lens equation. If the thickness of the

lens is negligible compared to the radii R1 and R2, then d→ 0 and Equation 4.2 can

be simplified to

1

f
=

(
nb
na
− 1

)[
1

R1

− 1

R2

]
(4.3)

Furthermore, if the transmissive medium is air, then na = 1 and the lens equation

becomes

1

f
= (n− 1)

[
1

R1

− 1

R2

]
(4.4)

where the subscript b has been dropped from the refractive index of the lens nb.

Equation 4.4 is widely known as the thin lens equation or the lensmaker’s formula.

Using the principle planes as a reference, it can also be shown that the lens equation

can be cast in its more general Gaussian form as

1

S1

+
1

S2

=
1

f
(4.5)
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or in the Newtonian form given by

f 2 = (S1 − f) (S2 − f) = x1x2 (4.6)

The focal length f calculated by Equations 4.2 - 4.6 is positive for converging lenses

and negative for diverging lenses; hence, the convex lenses discussed thus far are

sometimes referred to as positive lenses.

If the distance to the viewed object S1 is greater than or equal to the focal length

f , the image formed at S2 will be magnified and inverted. The resulting image can be

projected onto a physical surface such as a screen or camera sensor and is therefore

known as a real image. However, if S1 is less than f , a different situation arises because

Equation 4.5 requires that S2 < 0. In this instance, the image formed appears to be

located a distance S2 behind the lens, as illustrated in Figure 4.4. Because this image

is not projected on the transmissive side of the lens, it is known as a virtual image.

In both instances, the real and virtual images formed by positive lenses are magnified

Figure 4.4: Ray trace of a virtual image formed by a positive convex lens
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by an amount

M =
y2

y1

From similar triangles in Figures 4.3 and 4.4, it can be seen that y2

y1
= −S2

S1
. Therefore,

the lens magnification can be more appropriately expressed as

M = −S2

S1

(4.7)

Equation 4.7 indicates that the magnification of real images will always be negative,

a fact that stems from the actual inversion of real images as illustrated in Figure 4.3.

It follows that the magnification of virtual images will always be positive.

For this research, the geometric similarities between sessile water droplets and

convex lenses were used to provide a reliable means of tracking the propagation of

ice on the test surfaces. The basic concept behind this technique was to use the

lens-like properties of unfrozen condensate droplets residing on the surface to focus

the reflected light in a such a way that an automated image analysis routine would

be able to easily resolve the locations and state (solid or liquid) of the individual

droplets on the surface. The principles associated with this method are illustrated in

Figure 4.5.

For the purposes of discussion, the droplet shown in Figure 4.5 is assumed to

be perfectly hemispherical; that is, with a contact angle of 90◦. In this arrangement,

the water droplet mimics what is essentially a planar-convex lens. Incident light from

the microscope objective lens or an external source illuminates the test surface as

shown in the diagram. Owing to the luster of the test surfaces, a substantial fraction

of this light is merely reflected from inter-droplet regions on the surface (outside of

the droplet). Conversely, light that is incident on the droplet surface is refracted in

accordance with Equation 4.1. In the absence of the surface, the light would ideally
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Figure 4.5: Schematic of the droplet lensing phenomenon used in the Type I image

analysis

converge to the lower focal point shown; however, the substrate reflects the majority

of light incident upon this interface as well. Notwithstanding any edge effects along

the extreme periphery of the droplet or partial reflection at the air-droplet interface,

much of light reflected internally is refracted upon reemerging from the droplet and

converges to the upper focal point fd. The focal length of the droplet can be calculated

from Equation 4.4 by requiring that R1 →∞ for the planar surface, which yields

fd = − Rd

nw − 1
(4.8)

where Rd is the radius of the hemispherical droplet and nw, which is the refractive

index of pure water with a value of 1.333. In accordance with the previous discussion,

if the distance between the surface and the focal plane of the microscope is less than

the focal length of the droplet, Sm < fd, then a virtual image of underlying surface
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will result and the droplet will behave as what is effectively a magnifying glass.

However, for Sm ≥ fd, the resulting image produced on the camera sensor will be real

and consist of the cross sectional view of a concentrated cone of focused light that

coincides with the geometric center of the droplet. As Sm → fd, the light cone reaches

a minimum size and maximum intensity relative to the background. Therefore, for

this so-called “lensing effect” to occur, a minimum microscope focal distance must be

maintained. This minimum distance can be expressed in terms of the hemispherical

droplet diameter Dd = 2Rd as

Sm,min ≈
Dd

2 (nw − 1)
(4.9)

where it is noted that because light is assumed to enter the droplet lens through

the planar surface, Rd < 0 by sign convention and therefore Dd = −2Rd. The linear

relationship between the minimum microscope focal distance and the droplet diameter

is shown in Figure 4.6.

Figure 4.6: Minimum microscope focal distance versus droplet diameter required for

lensing effect in hemispherical droplets

For a given droplet diameter, Figure 4.6 shows the minimum microscope focal
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distance required to produce the droplet lensing effect. In practice, this concept is

applied to all droplets on the test surface simultaneously. Because diameter of the

droplets continually increase during the condensation stage, the focal distance of the

microscope must increase as well. This is achieved by manually adjusting the fine

focusing unit on the microscope chassis until the focal distance is large enough to

invoke the lensing effect in all droplets on the surface just prior to freezing. When

used in conjunction with cross-polarized light to reduce glare from the substrate, a

small high contrast region within each droplet is produced which undergoes a nearly

instantaneous decrease in intensity when freezing occurs. An example of this tech-

nique applied to the same arbitrary stock surface shown in Figure 4.1 is presented in

Figure 4.7.

Figure 4.7: Comparison between an image focused on the substrate (Sm = 0) and

one invoking the droplet lensing effect (Sm ≥ fd) for the copper surface

previously shown in Figure 4.1

Conceptually, differentiating between the frozen and unfrozen droplets in both

images shown in Figure 4.7 is straightforward: the higher opacity of ice causes the

frozen droplets to take on a notably darker appearance than the unfrozen droplets.

However, directly comparing these images highlights the principle advantages offered
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by the successful application of the droplet lensing effect. In the left hand image, the

microscope was focused on the substrate (i.e. Sm = 0); consequently, the focal dis-

tance of the microscope was less than the average droplet focal length and magnified

virtual images of the substrate were observed through the larger droplets. Unfortu-

nately, the intensity level of the droplet centers and many inter-droplet regions on the

surface in this image were comparable, a fact which severely inhibited reliable edge

detection in any associated image analysis procedure. Further complicating matters

was the fact that the location and state of the smaller droplets could not be deter-

mined with high precision, if at all. Conversely, the microscope focal distance in the

right hand image was adjusted to be slightly greater than or equal to the average

droplet focal length (i.e. Sm ≥ fd). In this case, the observed foci were seen to

be precisely aligned with the droplet centers and of much higher intensity than the

background. The resulting optical system allowed the location and state of the vast

majority of visible droplets on the surface, regardless of size, to be resolved with high

precision.

The droplet lensing phenomenon was used to generate high contrast image se-

quences of the freezing events in all Type I experiments. The details behind the

development of an automated image analysis algorithm designed to utilize this effect

are discussed in the next section.

3. Type I Image Analysis

The grid-like, pixel-based structure of digital images makes them readily amenable to

computer analysis. In general, a digital image can be represented mathematically by

a matrix, the elements of which correspond to the location and intensity magnitude

of each pixel in the image. For example, consider the very rudimentary digital image

represented by the 3 × 3 unit pixel map shown in Figure 4.8. Assuming that the



87

Figure 4.8: Unit pixel map of a simple digital image

intensity of each pixel can be represented by some real scalar value, this image can

be mapped directly into a corresponding matrix A, defined as

A =


a11 a12 a13

a21 a22 a23

a31 a32 a33

 (4.10)

where the value of each element aij represents the intensity magnitude of the corre-

sponding pixel shown in Figure 4.8. As long as the pixels are uniformly spaced, the

relative location of each element of A corresponds to the location of each pixel in the

image. Monochromatic or gray scale images can be represented by a single matrix.

For color images, however, as many as three equally-sized matrices may be needed to

quantify the color of each pixel in terms of an additive color model such as the red-

green-blue (RGB) scheme. The images acquired by the digital microscopy system for

the Type I experiments were 8-bit grayscale images with a spatial resolution of 1280

pixels wide × 1024 pixels high. Each image sequence of size N acquired in this portion

of the study could be suitably represented by a family of matrices A(1,2,··· ,N), each

with dimensions of 1024 rows by 1280 columns and elements consisting of unsigned
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integers in the range of 0 to 255.

The application of the droplet lensing phenomenon during the image acquisition

stage of experimentation provided the means to reliably track freezing events on

the test surfaces. To analyze the resulting data, an image analysis algorithm was

developed with MATLAB which could identify the location and state of each droplet

on the surface on a frame-by-frame basis. Specifically, for each frame n in the sequence

of N images, this program determined the location of each droplet k in Cartesian

coordinates, (x, y)nk , and its corresponding state ψnk , defined as

ψnk =

 0 if frozen

1 if unfrozen
(4.11)

In practice, determining (x, y)nk and ψnk was accomplished in four sequential steps:

1. calibration of each image An with a single reference image A∗ of the dry surface

under test

2. normalization of each image An with a pixel calibration multiplier and back-

ground subtraction

3. thresholding of each normalized image An,norm for conversion to binary images

4. distributed edge detection within each binary image Ân for calculation of droplet

centroid coordinates

To offset any bias in pixel intensity caused by the light source or camera sensor,

a calibration matrix Cn for each raw image An was evaluated with respect to the

reference image as

Cn =
An(i, j)

A∗(i, j)
(4.12)

where the i and j indices are used to denote that the matrix division operation was
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carried out on an elementwise basis. Each image was normalized by subtracting the

final sequence image and then rescaling the resulting image to a consistent intensity

level:

An,norm = Cn(i, j) |An(i, j)−AN(i, j)| (4.13)

where the condition An,norm(i, j) ≤ 255 was universally imposed. These normalized

images where converted into the binary images Ân by prescribing a maximum pixel

intensity threshold ξ for each image sequence and comparing it to the intensity value

of each pixel in a given frame. Based on this cutoff criterion,

Ân(i, j) =

 0 for An,norm(i, j) < ξ

255 for An,norm(i, j) ≥ ξ
(4.14)

All pixels that fell below this intensity threshold were set to zero while all other

pixels were set to the maximum value of 255. The resulting binary images showed

the light foci associated with the droplet centers as white spots on an otherwise black

background. An example of the successful conversion from raw to a binary images

with the image processing algorithm is shown in Figure 4.9.

After each image sequence was converted to the binary format shown in Fig-

ures 4.9(c) and (d), an edge detection algorithm was used to identify the coordinates

of the droplet centers in each frame. The edge detection method used a gradient

calculation for each binary image Ân to locate discontinuities in pixel intensity. The

gradient of a scalar field p(x, y) is given by a vector field defined as

∇p =
∂p

∂x
ex +

∂p

∂y
ey = pxex + pyey (4.15)

where ex and ey are unit normal vectors in the principle x and y directions, respec-
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(a) (b)

(c) (d)

Figure 4.9: Calibrated raw and binary images of freezing on test surface SiA2: cali-

brated images at (a) t = 15 s and (b) t = 75 s; binary images at (c) t = 15

s and (d) t = 75 s
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tively. The magnitude and direction of ∇p are given by

|∇p| =
√

(px)
2 + (py)

2 (4.16)

and

φ∇p = tan−1

(
py
px

)
(4.17)

With Equations 4.15 - 4.17, the intensity gradient at each pixel location in a binary

image Ân could be evaluated numerically. Several numerical approximations to the

spatial derivatives in Equation 4.15 have been crafted specifically for digital images

[71]; for this study, the Sobel scheme was used. Referring to the unit pixel map shown

in Figure 4.8, the Sobel derivatives for the central pixel (2,2) are defined in terms of

offset central differences as

px = (a31 + 2a32 + a33)− (a11 + 2a12 + a13)

py = (a13 + 2a23 + a33)− (a11 + 2a21 + a31)
(4.18)

According to this scheme, if |∇p|(2,2) ≥ αT for some specified threshold αT , then pixel

(2,2) can be interpreted as an edge pixel. Application of this methodology to a single

binary image Ân produced the x and y coordinates for each pixel residing on the

outer edge of each droplet’s light focus, as shown in Figures 4.9 (c) and (d). With

the outer boundary of each droplet’s light focus known, the centroid of each focus

was then computed as the area-weighted averages of the pixel xp and yp coordinates

specific to each focus, namely

xk =
1

Ω

∫
Ω

xp dΩ (4.19)

and

yk =
1

Ω

∫
Ω

yp dΩ (4.20)

where Ω is the area of each droplet focus bound by the detected edge. Thus for the
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binary image sequence Â(1,2,··· ,N), the centroidal coordiantes given by Equations 4.19

and 4.20 were computed for each droplet k detected within each frame n to produce a

time history of droplet location (x, y)nk and state ψnk on the surface during the freezing

process. As a final step in the image analysis process, a vibration screening algorithm

was applied to the (x, y)nk data to eliminate any translational artifacts caused by

microscope or test surface movements which may have occurred during the image

acquisition process. For subsequent processing, the final (x, y)nk and ψnk data were

mapped to the sequences represented by the vectors Rn
k and Ψn

k defined as

Rn
k =

xk
yk


1,2,··· ,N

(4.21)

and

Ψn
k =

(
ψk

)
1,2,··· ,N

(4.22)

4. Inter-Droplet Freezing Velocity Calculations

Because each image sequence was acquired at a uniform frequency, a finite time

step ∆t could be prescribed to each sequential pair of frames n and n+ 1. Therefore,

knowing Rn
k and the variation of Ψn

k with time, it was possible to calculate the effective

velocities of the inter-droplet freezing events. From a computational perspective, it

was more efficient to analyze each data sequence in reverse; that is, starting with

the frame N data and progressing backward in time to the first frame. In this way,

the state variables Ψn
k were used to simply demarcate the single frame (and therefore

the point in time) in which the corresponding droplets located at Rn
k began to freeze.

Another important advantage offered by this approach was that it eliminated spurious

inputs into the velocity calculations caused by the coalescence of water droplets prior

to freezing. By analyzing the droplet position and state data in this manner, a single
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data array representing the freezing events of all K droplets in the entire image

sequence was produced. This data structure was of the form

X(k) =


k xk yk nk tk
...

...
...

...
...

K xK yK nK tK


k=(1,2,...K)

(4.23)

where each row in X(k) is referenced to a unique droplet number k, the coordinates

xk and yk define the position of droplet k, nk is the frame number in which freezing

in droplet k is detected, and tk is the absolute time corresponding to frame nk as

referenced from the first frame in the sequence.

To compute the inter-droplet freezing velocities, the natural progression of droplet

freezing within the ROI had to be accurately tracked. This required the application

of a spatial and temporal screening algorithm to the data array X(k) to identify the

appropriate droplet-to-droplet interconnections. With respect to each droplet k, this

screening process was carried out in two steps:

1. For each droplet k̂ located within a distance rψ of droplet k, the inter-droplet

spacing was calculated as

r̂k→k̂ =

√
(xk − xk̂)

2 + (yk − yk̂)
2 (4.24)

The inter-droplet spacings defined by Equation 4.24 were assigned to the set

R̂k→k̂ = {r̂k→1, r̂k→2, . . . , r̂k→K̂} where K̂ is the total number of droplets located

within a distance rψ of droplet k.

2. The time tk̂ corresponding to each droplet k̂, as defined in the data sequence

X(k), was used to calculate the freezing time differential between droplets k and
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k̂ as

∆t̂k→k̂ = tk − tk̂ (4.25)

where ∆t̂k→k̂ was always positive because the data array X(k) was screened

sequentially (i.e. backwards in time such that tk ≥ tk̂). Accordingly, the time

differentials given by Equation 4.25 were combined to form the positive set

∆τ̂k→k̂ =
{

∆t̂k→1,∆t̂k→2, . . . ,∆t̂k→K̂
}

.

Thus, the set R̂k→k̂ which specified all proximal droplets on the surface that could

have induced freezing in droplet k. Furthermore, the set ∆τ̂k→k̂ produced by the

temporal screening process was then used to determine the single droplet k̂ in R̂k→k̂

that was responsible for triggering ice nucleation in droplet k. The neighboring droplet

most likely to induce freezing in droplet k was assumed to be the droplet k̂ which

was in closest temporal proximity to droplet k; that is, the droplet corresponding to

the minimum element of ∆τ̂k→k̂. Designating this droplet as k̂ψ, the center-to-center

freezing velocity between droplets k and k̂ψ could then be computed as

v̂k→k̂ψ =
r̂k→k̂ψ

∆t̂k→k̂ψ
(4.26)

Because Equation 4.26 is based on the droplet center-to-center length scale, v̂k→k̂ψ

represents an apparent inter-droplet freezing velocity. While accurate in a global

sense, this quantity does not account for the local length scales associated with the

edge-to-edge inter-droplet spacing defined by

∆r̂k→k̂ψ = r̂k→k̂ψ −
(
rk + rk̂ψ

)
(4.27)

where rk and rk̂ψ are the radii of droplets k and k̂ψ, respectively. The inter-droplet

spacing given by ∆r̂k→k̂ψ is illustrated in Figure 4.10. In general, rk and r̂k̂ψ will be

different and vary according to some droplet size distribution on the surface. In this
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Figure 4.10: Local droplet-to-droplet spacing used for inter-droplet freezing velocity

calculations

case, the inter-droplet freezing velocity is more appropriately expressed as

v̂∆r̂ =
∆r̂k→k̂ψ

∆t̂k→k̂ψ
(4.28)

To apply Equation 4.28 to the data array X(k), the radius of each droplet just prior

to freezing is needed. Unfortunately, this was not a practical quantity to obtain for

a variety of reasons. First of all, individually measuring the radius of each droplet

with image analysis software was impractical due to the very large number of man-

ual interrogations that would be required to map out an entire image sequence. In

addition, manual measurements were further complicated by the fact that the size

and position of each unfrozen droplet was subject to change during an experiment

due to growth via condensation as well as coalescence; thus, attempting to manually

correlate the position of each droplet with the data stored in X(k) would not only be

tedious, but also prone to potentially large errors. The ideal method for determining

the droplet radii would have involved an automated image analysis routine capable

of identifying the edges of each droplet one frame prior to freezing. However, several

attempts to implement such functionality in the data analysis algorithms were met

with limited success because the droplet edges were not in sharp focus, a direct con-

sequence of invoking the droplet lensing phenomenon illustrated in Figure 4.5. To
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overcome these issues, the average droplet radius for each image sequence was used

in the computation of a corrected inter-droplet freezing velocity defined as

v̂k,D̄ =
r̂k→k̂ψ − (r̄k + r̄k)

∆t̂k→k̂ψ
=
r̂k→k̂ψ − D̄k

∆t̂k→k̂ψ
(4.29)

where D̄k = 2r̄k is the average diameter of the droplets on the surface just prior to

freezing. The value of D̄k was obtained by manually analyzing a representative image

from each sequence with the Java-based image processing program ImageJ developed

at the National Institutes of Health (NIH). With the value of D̄k known, the inter-

droplet freezing velocities for all droplets were computed by Equation 4.29 with the

following constraints:

1. The velocity calculations were applied progressively to the data array X(k) from

frame N to the first frame in order to ensure that each droplet was interpreted as

freezing only once during the analysis. In addition to filtering out duplicate or

“false” freezing events from the velocity calculations, this process also provided

the fidelity required to capture scenarios in which a single frozen droplet induced

freezing in multiple nearby droplets.

2. If r̂k→k̂ψ ≤ D̄k in Equation 4.29, it was assumed that the droplet diameter was

neglible in the velocity calculation. Thus, all inter-droplet velocity calculations

were carried out programmatically as

v̂k,D̄ =


r̂k→k̂ψ − D̄k

∆t̂k→k̂ψ
for r̂k→k̂ψ > D̄k

r̂k→k̂ψ

∆t̂k→k̂ψ
for r̂k→k̂ψ ≤ D̄k

(4.30)

As an example of the results generated by the velocity calculation routines, a plot

of the interpreted inter-droplet freezing pathlines for one experiment conducted with
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test surface SiA1 is shown in Figure 4.11.

Figure 4.11: Inter-droplet freezing pathlines for surface SiA1 with Ts = −7.1◦C,

Tair = 5.0◦C, and RH = 64.9%

The data presented in Figure 4.11 display the freezing position (x and y coordi-

nates) and freezing time of each droplet (indicated by the color of each data marker)

while the local progression of inter-droplet freezing is demarcated by the arrows su-

perimposed on the dataset. Although the direction of each arrow reflects the freezing

direction, it should be noted that the arrow length does not represent the magni-

tude of the freezing velocity; as such, these arrows are not vectors. Rather, they are

presented in this context to clearly highlight the so-called “freezing pathlines” that

result from droplet-to-droplet interactions during ice nucleation. The data shown in

this plot are representative of all Type I data acquired in this study.

The fidelity of the inter-droplet velocity calculations was assessed by comparing
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key freezing events in each raw image sequence to the corresponding pathline plot,

such as that shown in Figure 4.11. For example, particular droplet-to-droplet freezing

progressions in each raw image sequence were flagged as benchmark visual references

and then used to evaluate the accuracy with which the velocity calculation methods

could interpret the references. In all cases, the methodology described by Equations

4.23 - 4.30 was found to capture more than 90% of the benchmark freezing events

within the ROI.

The freezing history shown in Figure 4.11 reveals a number of details about the

freezing process on surfaces undergoing dropwise condensation. The motion of the

aggregate freezing front can be inferred from the color of each data marker; those

droplets which froze earliest in the image sequence are represented by the dark blue

data markers while the color transitions from blue to green, green to yellow, and yellow

to red represent the freezing of droplets at progressively later points in time. With

this in mind, the plot indicates that the ice phase first entered the ROI from within

the lower right quadrant of the frame and the corresponding freezing front propagated

along a path roughly directed towards the upper left quadrant. Closer inspection of

the local freezing history in the upper left quadrant shows that a few droplets in the

latter sub-region froze independently of those in the former. This indicates that one

or more of the droplets in that area nucleated to ice spontaneously, without being

triggered by any detectable freezing front. As evidenced by the pathline arrows, these

self-nucleated droplets induced freezing in the surrounding droplets, spawning new

freezing fronts which propagated outward from the droplets of origin. With time, all

freezing fronts on the surface merged as the entire viewable field of droplets completely

froze.

A more detailed look at the freezing pathlines shown in Figure 4.11 highlights a

feature that was observed in all Type I results: the direction of the freezing front does
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not necessarily coincide with the local direction of inter-droplet freezing. While the

bulk motion of the aggregate freezing front typically moved in some general direction,

the inter-droplet freezing processes tended to follow a more tortuous path that was

clearly dependent on the condensate droplet distribution on the surface. In fact, the

direction of the inter-droplet freezing events did not always coincide with the general

direction of ice propagation; in many locations, the two are actually opposed to some

extent. From these observations, it is evident that the complicated morphology of an

aggregate freezing front (such as the one presented in Figure 4.1) is actually the result

of the smaller scale droplet-to-droplet interactions which occur on the substrate.

The freezing history and pathline data shown in Figure 4.11 hold a great deal

of quantitative information about the inter-droplet freezing process. For a given

experiment, the use of Equations 4.23 - 4.30 produced a family of velocities which

were computed on a droplet-to-droplet basis. To better understand the significance

of these velocities as a group, frequency distributions of the inter-droplet velocities

were generated for each experiment. Examples of the frequency distribution, based

on total bin counts, for the same SiA1 experiment discussed previously are presented

in Figure 4.12 for two different freezing velocity ranges and bin widths (∆v̂k,D̄).

The histogram shown in Figure 4.12(a) indicates that a relatively wide range of

velocities were computed with the data reduction algorithm; however, the well defined

peak at the lower end of the velocity spectrum signifies the presence of a dominant

set of freezing velocities for these particular test conditions and surface. A subset of

the same velocity distribution, shown for a smaller velocity range and bin width in

Figure 4.12(b), suggests that the calculated inter-droplet freezing velocities follow a

log-normal distribution over the range of 0 ≤ v̂k,D̄ ≤ 25 µm/s.

The inter-droplet freezing velocity distributions for all Type I experiments con-

ducted in this study were similar to those presented in Figure 4.12. A mean inter-
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(a)

(b)

Figure 4.12: Inter-droplet freezing velocity distribution (total bin count) for surface

SiA1 with Ts = −7.1◦C, Tair = 5.0◦C, and RH = 64.9%: for (a)

0 ≤ v̂k,D̄ ≤ 150 µm/s with ∆v̂k,D̄ = 2.5 µm/s and (b) 0 ≤ v̂k,D̄ ≤ 25

µm/s with ∆v̂k,D̄ = 0.5 µm/s
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droplet freezing velocity representative of the histographic data was defined with a

weighted average given by

v̄k,D̄ =

∫ v̂ε

0

f(v̂k,D̄)v̂k,D̄ dv∫ v̂ε

0

f(v̂k,D̄) dv

(4.31)

where v̂ε is a cutoff velocity below which ε-percent of the total number of calculated

velocities reside. Equation 4.31 can be equivalently expressed in discrete form as

v̄k,D̄ =

Nε∑
i=1

fiv̂i

Nε∑
i=1

fi

(4.32)

where v̂i is the nominal velocity magnitude associated with bin “i” and Nε is the bin

number corresponding to v̂ε.

To minimize the impact that spuriously high values of v̂k,D̄ or v̂i had on Equations

4.31 and 4.32, ε was chosen so as to incorporate as large of a sample set as possible

into the average freezing velocity calculations without artificially skewing the results.

Through a series of comparisons with manual freezing velocity measurements taken

from the Type II experiments1, it was determined that the optimal value for ε was 75%

for all cases2. For the example case shown in Figure 4.12, the corresponding cutoff

velocity was v̂ε = 5 µm/s and the resulting value of v̄k,D̄ for this case was calculated

to be 2.03 µm/s. If the freezing velocity distribution shown in Figure 4.12(b) were

assumed to follow a Gaussian profile within the limited range of 0 ≤ v̂k,D̄ ≤ v̄ε, the

random component of the uncertainty associated with v̄k,D̄ could be estimated with

1The Type II experiments are considered in more detail in §B2 of this chapter.
2In other words, all data in the upper quartile of the freezing velocity distributions

were excluded from the calculation of v̄k,D̄.
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the standard error of the sample defined by

S̄v̄ =
Sv̄√∑Nε
i=1 fi

(4.33)

where Sv̄ was the standard deviation of the data subset in the range 0 ≤ v̂k,D̄ ≤ v̄ε.

For the example case presented in Figure 4.12, this equated to S̄v̄ = 0.13 µm/s. For

a confidence interval of 95% about the weighted sample mean, the associated bounds

of uncertainty could be expressed in terms of the standard error as Up = ± 1.96S̄v̄

[72], which for the example case considered thus far corresponded to Up = ± 0.25

µm/s. Therefore, within this context, v̄k,D̄ can be understood as representing the

expected mean value of the inter-droplet freezing velocities detected on the surface

while Up represents an estimate of the precision associated with this mean. The topic

of experimental uncertainty is addressed in more detail in Appendix A.

The representative example shown in Figures 4.11 and 4.12 highlights how the

methodology outlined in the previous section was used to identify characteristic freez-

ing velocities for each test surface and experimental condition. However, the mag-

nitude of these so-called inter-droplet freezing velocities were much lower than the

observed speed with which the aggregate freezing front propagated across the sur-

face. For example, the time required for all droplets to freeze within the ROI shown

in Figure 4.11 was 82.7 s. As noted previously, the freezing front in this particular

experiment generally followed a path from the lower right to the upper left quad-

rant of the image. Using the total freeze time along with the minimum and diagonal

dimensions of the ROI as lower and upper bounds (see Table 3.4) suggests that an

average freezing velocity for this case should fall somewhere between 29.5 and 47.2

µm/s. This was confirmed by manually interrogating the image sequence with the

ImageJ software and correlating the frame-by-frame freezing front displacement along
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one principle direction: the measured front velocity in this case was found to be about

41.5 µm/s. This aggregate velocity is more than one order of magnitude larger than

the corresponding inter-droplet freezing velocity v̄k,D̄ (Figure 4.12). Substantial dif-

ferences such as these were observed for all experiments. Although these data clearly

show that the inter-droplet freezing process plays a fundamental role in the evolution

of ice on surfaces, these differences in velocity indicate that the larger scale motion of

ice fronts must be dependent on other factors as well. Therefore, to better understand

the constituents, the dynamics of aggregate ice fronts needed to be characterized in-

dependently.

5. Computation of Aggregate Freezing Velocity Fields

Although the ImageJ software was suitable for spot-checking the freezing front ve-

locity as described above, it was virtually impossible to track the evolution of the

front with detail due to its generally complicated morphology. Consequently, manual

freezing front measurements could not be relied upon to provide any form of local ve-

locity data which was representative of the entire ROI for the Type I experiments. To

combat this issue, an implicit front tracking method was developed which exploited

the topology of the surface formed by the droplet coordinates and associated freeze

times. With this approach, it was possible to resolve the tortuous ice front interfaces

with accuracy and calculate a corresponding freezing velocity vector field within the

ROI.

The basic concept behind the front tracking method is straightforward: by know-

ing the x and y coordinates of each droplet as well as the time each droplet froze,

the location of the ice phase as a function of time within the ROI was automatically

defined. Fortunately, values for the droplet coordinates and freeze times were already

available from the filtered data structure X(k) defined in Equation 4.23, namely the
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(xk, yk, tk) triad. The significance of these variables is made clear by plotting xk, yk

and tk on a set of three-dimensional coordinate axes. An example of one such plot

for the SiA1 substrate example case considered thus far is shown in Figure 4.13.

Figure 4.13: Droplet location versus freeze time for substrate SiA1 with Ts = −7.1◦C,

Tair = 5.0◦C, and RH = 64.9%

The evolution of the ice phase within the ROI can be directly inferred from the

three-dimensional profile of the data shown in Figure 4.13. The actual location of a

particular droplet is defined by the position of each data marker relative to the xy

plane; likewise, the freezing time for that droplet is indicated by the data marker’s

position in the vertical t direction. The resulting trend formed by these data can

be cast into a continuous function of two independent variables by determining the

mathematical surface which best fits the data. The resulting “surface of best fit”

defines an explicit relationship for the freeze time as a function of droplet position,

tψ = f(x, y). For this study, a surface fitting routine based on the MATLAB func-
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tion gridfit3 was adapted to the data reduction algorithm to numerically solve for

the optimal tψ = f(x, y) surface on a 50 × 50 node computational grid. The un-

derlying surface fitting method used in gridfit was based on a linear tensor product

interpolation scheme coupled with a Laplacian regularization technique [73]; with

this arrangement, it was possible to adjust the degree of smoothness of the resulting

surface.

In each case, the coefficient of determination (R2) was used to assess how well

the surface fit the data. By adjusting the smoothness parameter in the surface fitting

routine, it was possible to drive the R2 value towards unity, effectively fitting the

surface through every data point. This, however, tended to generate surfaces which

were excessively rough and too “noisy” to be meaningful for further analysis. It

was found through trial and error that R2 values falling in the range of 0.80 - 0.92

generally produced the best results; therefore, the topological regression program used

in this study was designed to preferentially target R2 values near 0.90 by iteration.

Figure 4.14 shows a representative example of the results of this process applied to

the SiA1 dataset previously discussed in conjunction with Figure 4.13.

With the tψ = f(x, y) surface established, the bulk motion of the freezing front

could be interpreted by projecting isocontours of time from the surface onto the

xy plane. An example of the regression-derived contours for the SiA1 experiment

considered previously is shown in Figure 4.15. Figure 4.15(a) shows the continuous

tψ = f(x, y) surface generated from the dataset along with isocontours of time pro-

jected onto the xy plane. Locally, these temporal contour projections correspond to

the actual position of the ice front at any point in time. A 2-D view of these contours

in the xy plane is shown in Figure 4.15(b); in this plot, the contours are labeled and

3The source code for gridfit is available under the FreeBSD open source license
from The MathWorks�at http://www.mathworks.com/matlabcentral/.
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Figure 4.14: Surface of best fit through droplet location and freeze time data for sub-

strate SiA1 with Ts = −7.1◦C, Tair = 5.0◦C, and RH = 64.9%

colored by the freezing time tψ.

Compared to the freezing pathline plot shown in Figure 4.11, Figure 4.15(b) pro-

vides a more intuitive view of the ice propagation process from an aggregate vantage

point. In this plot, the evolution of the individual contours agree with the previous

findings which showed that ice generally propagated from the lower right to the upper

left quadrant of the ROI for this particular experiment. This plot also reveals that

the morphology of the ice front is dynamic and can be quite complicated; information

of this sort was not readily obtainable from the results of the inter-droplet freezing

velocity calculations. It can also be seen that a single, continuous primary ice front

propagated across most of of the ROI; however, discontinuities in the contours at

a few different locations indicate the emergence of several smaller ice fronts at the

periphery of the ROI. The shape and increasing time value associated with those con-
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(a)

(b)

Figure 4.15: tψ = f(x, y) surface with temporal isocontours (a) and corresponding

2-D projection showing freezing front evolution (b) for substrate SiA1

with Ts = −7.1◦C, Tair = 5.0◦C, and RH = 64.9%
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tours shows how the additional freezing fronts eventually merged with the primary

front to complete the freezing process. Although it should be noted that the observa-

tions presented here are for the particular SiA1 experiment discussed thus far, they

are representative of all experiments conducted in this study. The accuracy of the

front tracking method was checked by directly comparing the resulting 2-D contour

plot for a given experiment (see Figure 4.15(b)) with the appropriate frames of the

corresponding raw image sequence: there was excellent agreement between the two

in all cases.

Because the temporal isocontours such as those shown in Figure 4.15(b) corre-

sponded directly to the position of the freezing front with time, the spatial separation

between them must be proportional to the local velocity of the front. To properly

define a front’s velocity, its potentially dynamic morphology must be considered.

This is illustrated in Figure 4.16 were the shapes of two arbitrarily moving inter-

faces at times t1 and t2 are shown: for comparison, one front has been assumed to

be perfectly straight (“planar”) while the other features a more complicated profile

(“non-planar”).

The absolute velocity V of any point along the fronts shown in Figure 4.16 can

be resolved into an orthogonal set of normal and tangential velocity vectors VN and

VT , respectively. In this case, the normal velocity VN is simply the component of V

which is oriented perpendicular to the front at a given point; as such, it serves as the

reference which establishes the orthogonal unit basis vectors aligned in the normal and

tangential directions. In order for the shape of the planar front shown in Figure 4.16 to

remain unchanged while evolving, VT must be zero such that V = VN . Accordingly,

all points along the interface have the same velocity and the dynamics of the front can

be characterized in terms of stable, translational motion. For the non-planar front,

however, the role of V is different as it generally does not delineate the perceived
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Figure 4.16: Local velocity vector components for planar and non-planar propagating

fronts

motion of the interface. This concept is illustrated within the inlay of Figure 4.16

which shows that in regions where the shape of the front changes as it propagates,

VT must be non-zero to account for the “stretching” or “contraction” of the interface

associated with non-zero curvature. Thus, for non-planar fronts, V 6= VN in general

both translational (VN) and distortional (VT ) velocity components at any point along

this unstable interface are required to properly characterize the dynamics of the front.

The physical significance of the resultant vector V can therefore be strictly interpreted

as the instantaneous rate and direction with which any point along an interface moves.

By extending the previous discussion to a generic phase change process, it may

be inferred from Figure 4.16 that the local rate at which a new phase propagates

into the surrounding parent phase is given exclusively by the normal velocity of the

resulting interface. For the substrate freezing processes considered in this study, a

central parameter of interest is therefore the local normal velocity of ice fronts like
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those shown in Figure 4.15. Conceptually, the normal velocity associated with these

fronts can be computed by simply measuring the local, point-wise displacement of

the ice front between any two time steps. With the position of the ice front know,

this could, in theory, be achieved by

1. fitting smooth splines through the xy data at each time step to generate a family

of parametric curves which describe the shape and location of the freezing front

over time

2. evaluating the sequential, point-wise displacement of these curves from one time

step to the next

Unfortunately, there are some principles difficulties inherent to such a method. The

generally non-planar shape of the freezing front renders this approach susceptible to

considerable error for all but the simplest cases because the curvature of the solid-

liquid interface may change significantly over short distances. If Γ(t) denotes the

parameterized set of xy coordinates along the interface at any time t, then point-

wise computation of the associated normal velocity vectors VN(t) with this technique

would require the use of a discrete finite differencing scheme involving the neighboring

contours Γ(t+δt) and Γ(t−δt). As the calculations proceed through time, the accuracy

of this method would be progressively impacted by truncation error, particularly in

regions of rapidly changing curvature. In addition, handling multiple freezing fronts

with this approach presents a considerable challenge, particularly in terms of properly

tracking and resolving the collision of two or more interfaces.

To circumvent these issues, a more direct method was conceived to compute the

local aggregate ice front velocities on the substrate. The resulting technique was based

on the premise that all of the information needed to completely resolve the freezing

velocity vector field within the ROI is intrinsically contained within the topology of



111

each tψ = f(x, y) surface, such as the one shown in Figures 4.14 and 4.15(a). The

slope of the tψ surface in a direction normal to the temporal isocontours (and thus

the freezing fronts) at all points in space and time is defined by the gradient of tψ,

∇tψ =
∂tψ
∂x

ex +
∂tψ
∂y

ey (4.34)

Accordingly, Equation 4.34 may be used to define a unit normal vector at any point

by

n =
∇tψ
|∇tψ|

(4.35)

and the local curvature of any isocontour may be evaluated with the divergence of n,

κ = ∇ · ∇tψ
|∇tψ|

(4.36)

As long as the vector-valued function given by Equation 4.34 can be parameterized, it

can be shown that the x and y components of ∇tψ represent the inverse magnitudes

of the x and y components of the absolute front velocity, namely

∂tψ
∂x

=

(
∂xΓ

∂t

)−1

∂tψ
∂y

=

(
∂yΓ

∂t

)−1

Therefore, the the absolute velocity vector can be defined as

V =
∂x

∂t
ex +

∂y

∂t
ey =

(
∂t

∂x

)−1

ex +

(
∂t

∂y

)−1

ey (4.37)

where the subscripts ψ and Γ have been dropped for convenience. The component-

wise reciprocity between ∇t and V indicates that these vectors are defined as long

as ∂t
∂x

and ∂t
∂y

are non-zero and that they are co-linear when ∂t
∂x

= ∂t
∂x

; otherwise, they

differ in direction by the angle β as shown in Figure 4.17 and defined by

β = βV − β∇t (4.38)
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where

βV = tan−1


(
∂y

∂t

)
(
∂x

∂t

)
 (4.39)

and

β∇t = tan−1


(
∂t

∂y

)
(
∂t

∂x

)
 (4.40)

Figure 4.17: Freezing front velocity vectors and coordinate system transformation used

for the temporal gradient front tracking technique

Figure 4.17 also shows how V can be resolved into the normal and tangential

components VN and VT , respectively. Recall that it is VN , not V, that locally

defines the speed and direction with which the front propagates. Thus, the focus

is shifted towards determining the magnitude and direction of VN . The direction

of VN is always the same as ∇t; therefore its direction in the < x, y > coordinate

system is simply given by β∇t defined in Equation 4.404. With finding |VN | the only

4The co-linearity shared between VN and ∇t also implies that in a normalized
vector space, both vectors can be conceptualized as being eigenvectors of some trans-
formational matrix M with the eigenvalue λ and for which M~∇t = λ∇t = VN [74].
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remaining task at hand, the problem becomes one of establishing a coordinate-system-

independent relationship between ∇t and VN in terms of its normal and tangential

components.

Considerable simplification to the problem of finding |VN | can be achieved by

invoking a transformation to the orthogonal coordinate system < x′, y′ > shown in

Figure 4.17. The < x′, y′ > coordinate system is oriented such that the y′ component

of ∇t is always zero; as such, this is a rotational transformation only with the angle

between the x and x′ axes given by β∇t. Equations 4.34 and 4.37 can be rewritten in

matrix notation to highlight their equivalence in each coordinate system:

∇t =

 ∂t∂x 0

0
∂t

∂y


ex

ey

 =

 ∂t∂x′ 0

0 0


ex′

ey′

 (4.41)

and

V =

∂x∂t 0

0
∂y

∂t


ex

ey

 =

∂x
′

∂t
0

0
∂y′

∂t


ex′

ey′

 (4.42)

In addition, Equation 4.42 can be alternately expressed in terms of the normal and

tangential front velocities as

V =

VN

VT

 = |V|

cosβ 0

0 sinβ


ex′

ey′

 (4.43)

When β = 0, Equation 4.43 requires that

V
∣∣∣
β=0

= |V|

1 0

0 0


ex′

ey′

 = VN (4.44)

Thus, with Equations 4.41 and 4.42

∇t =
∂t

∂x′
ex′ (4.45)



114

and

VN =
∂x′

∂t
ex′ (4.46)

Because ∇t and VN are co-linear, their dot product must be unity:

VN · ∇t = |VN ||∇t|cos(0) = 1 (4.47)

This may be further validated by evaluating the product of the vector components

given by Equations 4.45 and 4.46, namely

|VN ||∇t| =
(
∂x′

∂t

∂t

∂x′

)
= 1 (4.48)

Equation 4.48 provides an expression for the normal freezing front velocity at all

points in space and time that is independent of the coordinate system used. It is

rewritten explicitly for convenience here as

|VN | =
1

|∇t|
(4.49)

Equation 4.49 is equivalent to the first order, non-linear partial differential equation

(PDE) otherwise known as the eikonal or Hamilton-Jacobi equation, depending on

whether the context stems from the subject of geometric optics or classical mechanics,

respectively [75–77]. It may be expressed in a more general form as(
∂u

∂ζ

)2

+

(
∂u

∂η

)2

= F (ζ, η)−2 (4.50)

where u(ζ, η) is generally sought given some function F (ζ, η). A class of level set

methods known as fast marching methods can be used to numerically solve this PDE

for u given some speed function F ; in fact, this technique is well suited for the nu-

merical solution of many types of moving boundary problems featuring complicated,

multi-dimensional interface dynamics [78, 79]. In physical terms, the eikonal equa-
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tion defines the field variable F in terms of the potential u, or vice versa. For the

application at hand, u and F in Equation 4.50 correspond to t and |VN | in Equation

4.49, respectively. Thus, the relationship given by Equation 4.49 can be understood

to equate the normal velocity magnitude of the ice front |VN | to the measured “tem-

poral” potential given by t. With t derived from the experimental data acquired in

this study, the representative PDE does not need to be solved; rather, |VN | is the

variable of interest and may be evaluated directly by computing the inverse of the

magnitude of ∇t.

For this study, Equation 4.49 was used with the fitted tψ surface from each

experimental dataset to numerically resolve the local freezing front velocity field over

the entire ROI. Use of this approach was critical because it allowed the aggregate

freezing dynamics of all experiments to be evaluated locally and compared on an

equal footing. An example of the results generated by this analysis is shown in

Figure 4.18 for the sample case previously considered: Figures 4.18(a) and (b) show

the same vector and contour data, with the latter featuring the addition of the freezing

position of the droplets. The vector calculations for all cases were carried out on the

same 50× 50 node grid used for the tψ surface fitting process.

The vector-contour plot shown in Figure 4.18(a) provides a number of intuitive

insights into the aggregate freezing process on the substrate. To begin with, the vec-

tors clearly delineate the local trajectory of the freezing front over the entire ROI

and are in full agreement with the observations previously noted from Figures 4.11

and 4.15(b). These vectors also reveal that the freezing velocity magnitude was

not generally uniform across the substrate, indicating that the ice front experienced

acceleration and deceleration as it propagated through certain regions. The most

pronounced changes in velocity invariably coincided with locations where the front

curvature changed appreciably as well; thus, the generally dynamic, non-planar mor-
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(a)

(b)

Figure 4.18: Freezing front normal velocity vectors VN and front position Γ at discrete

time intervals without (a) and with (b) droplet positions for substrate

SiA1 with Ts = −7.1◦C, Tair = 5.0◦C, and RH = 64.9%
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phology of the aggregate ice front can be attributed to localized variations in freezing

velocity. Figure 4.18(b) enhances this discussion by showing that the freezing velocity

was always higher in regions where the droplets were more closely spaced (i.e. a higher

droplet number density). These characteristics were observed for all experiments con-

ducted in this study, suggesting that the local condensate droplet distribution and

aggregate freezing velocity are closely related.

With the velocity vectors field resolved, it was possible to compare the aggregate

freezing dynamics from one surface and set of test conditions to the others. To do this,

an area-weighted average of the local freezing front velocity magnitude was computed

as

V̄n =
1

AROI

∫ X

0

∫ Y

0

|VN | dxdy (4.51)

where AROI is the viewable area of the ROI and X and Y are the geometric extents of

the ROI in the x and y directions, respectively. Based on Equation 4.51, the average

aggregate freezing velocity magnitude for the example case considered thus far was

found to be V̄n = 41.7 µm/s. This magnitude compares very well with the value of

41.5 µm/s measured directly by manual interrogation of the same data (see §A4).

The vector data shown in Figure 4.18 also highlight two important benefits af-

forded by the front tracking technique developed for this study, namely:

1. accurate resolution of collapsing, colliding, or merging ice fronts

2. identification of locations where spontaneous ice inception occurred

For example, consider the regions in Figure 4.18(a) where the vectors either converge

or diverge. Conceptually, areas in which the vectors converge to a point may either

indicate the collapse or self-enclosure of a single front5 or the collision of two or

5A single non-planar front undergoing significant distortion can repeatedly merge
with itself to form so-called “self-enclosed” sub-domains.
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more independent fronts; in both cases, the point of convergence represents a local

terminus in the droplet freezing process. In some cases, however, the vectors only

partially converge to form distinct “ridges” or “seams” in the vector field, indicating

that two or more fronts gradually collided while propagating in a generally common

direction. On the other hand, vectors which are seen to diverge from a single point

signify the emergence of a new ice front at that point brought about by an isolated

freezing event. It follows that the locations of these terminal or inceptive singularities

can be readily identified by evaluating the divergence of the associated velocity field.

Mathematically, the divergence of the freezing velocity vector field is defined as

∇ ·VN =
∂

∂x
(|VN,x|) +

∂

∂y
(|VN,y|) (4.52)

where the magnitudes of the x and y components of the normal freezing velocity VN

are given by

|VN,x| = |VN | cosβ∇t

|VN,y| = |VN | sinβ∇t
(4.53)

The divergence of the vector field for the example case presented in Figure 4.18(a) is

shown in Figure 4.19.

For the scalar contour plot shown in Figure 4.19, the value and sign of ∇ ·VN

natively specifies locations where front collision, merging, and inception occur on

the substrate. Specifically, the maximum positive values of divergence (dark red)

correlate directly with locations where new freezing fronts emerged within the ROI

whereas the minimum negative values (dark blue) identify the regions where fronts

collided to form a local terminus. These local maxima and minima stand in stark

contrast to the near-zero divergence seen throughout most of the ROI. In a few areas,

∇ ·VN can be seen to take on intermediate positive (yellow to orange) or negative

(cyan to light blue) values; these contour levels correspond to regions in which the
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Figure 4.19: ∇ · VN for substrate SiA1 with Ts = −7.1◦C, Tair = 5.0◦C, and

RH = 64.9%

freezing front experienced localized acceleration or deceleration in some preferential

direction, respectively. For the positive intermediate values, the contours of ∇ ·VN

physically correspond to regions in which the freezing front rapidly propagated into

the surrounding unfrozen area in a highly localized fashion. Likewise, negative in-

termediate values of divergence merely identify the regions where two or more fronts

merged while undergoing propagation.

6. Summary

The Type I data reduction and analysis techniques presented in the previous sections

were developed specifically to characterize the ice propagation process on horizontal

surfaces undergoing dropwise condensation. This methodology made it possible to

reliably measure the following parameters within the ROI:
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1. discrete inter-droplet freezing velocity magnitudes, v̂k,D̄

2. the average inter-droplet freezing velocity magnitude, v̄k,D̄

3. local aggregate freezing front velocities, VN

4. the average aggregate freezing velocity magnitude, V̄n

5. locations of spontaneous ice inception, defined by (∇ ·VN)max

6. the total number of droplets involved in freezing, K

7. the average droplet diameter just prior to freezing, D̄k

These parameters were determined for each test surface and condition previously

delineated in the test matrix of Table 3.10. Interpretation of these results along with

consideration of the associated thermophysics are discussed in subsequent chapters.

B. Type II and III Experiments

The Type I data reduction and analysis methodology developed in the foregoing

sections provided a means to quantitatively evaluate two important aspects of ice

propagation on surfaces undergoing dropwise condensation: the inter-droplet freezing

process and the dynamic behavior of the resulting aggregate freezing fronts. These

tools made it possible to characterize the freezing processes on a consistent basis

and over a wide range of conditions and surface properties representative of those

used in real engineering devices. The Type I experiments were conceived to study

the freezing process from a mesoscopic viewpoint with length and time scales on

the order of 10−4 to 10−2 m and 10−1 to 101 s, respectively. Although viewed with

a magnification of 5X (see Table 3.3, for example), the optical resolution from the

Type I perspective was actually not high enough to truly expose the mechanisms
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responsible for ice propagation amongst supercooled water droplets. And surprisingly,

the image acquisition rate of 100 Hz used for the Type I experiments was not nearly

fast enough to observe the freezing process within individual droplets. Consequently,

the Type II and III experiments were designed to bridge this gap by providing higher

magnification glimpses into the underlying phenomena.

A detailed overview of the Type II and III experiments and associated test ma-

trices were provided in the previous chapter (see Tables 3.11 and 3.12). Briefly, the

scope of each can be summarized as follows:

• The Type II experiments were designed to utilize the high optical resolving

power of the microscope to explore the microscopic length scales (on the order

of 10−7 to 10−4 m) associated with inter-droplet ice propagation.

• The Type III experiments were crafted to exploit the high speed capabilities

of the digital microscopy system to explore the microscopic time scales (on the

order of 10−4 to 10−3 s) associated with intra-droplet ice propagation.

The following sections outline the analysis techniques used to reduce the image data

acquired in these experiments.

1. Type II and III Data Analysis Overview

Compared to the Type I data, the reduction and analysis of the Type II and III image

data were very straightforward. This was primarily due to the fact that:

1. The ROI for the Type II experiments was always confined to a small area on the

substrate and therefore always focused on only one or two key freezing events

at a time.



122

2. The number of frames acquired for each Type III image sequence was relatively

small due to the high speed nature of the intra-droplet freezing process.

Thus, it was practical to manually analyze each image sequence acquired for these

types of experiments. This was accomplished by using the ImageJ software to con-

dition each image as necessary and then measure the displacement of the evolving

ice structures from one frame to the next. With the time step between each frame

known, the dynamics of the appropriate ice growth phenomena could be accurately

quantified. Perhaps of even more importance, the processed image sequences could

be used in a more qualitative fashion to provide more insight into ice propagation at

the microscale.

2. Type II Image Analysis

Representative examples of images acquired for the Type II experiments are shown

in Figure 4.20 where microscopic condensate droplets on the verge of freezing can

be seen at optical magnifications of 20X and 50X, as indicated. These images were

acquired from two separate tests conducted on the SiA1 substrate under identical

conditions and highlight the considerably smaller length scales able to be studied with

the Type II experiments. For example, the smallest droplets visible at 50X power

(Figure 4.20(b)) would be completely invisible at 20X (Figure 4.20(a)). Likewise, the

smallest droplets able to be resolved at 20X magnification would not be visible at 5X

magnification (see Figures 4.1 or 4.9, for example). The Type II test matrix (Table

3.11) was evaluated for each test surface at both the 20X and 50X configurations. And

while the 20X images provided a great deal qualitative insight into the inter-droplet

freezing dynamics, the 50X image sequences were used exclusively for all quantitative

analyses because of the higher spatial resolution they provided.
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(a) (b)

Figure 4.20: Field of view for Type II experiments at 20X (a) and 50X (b) optical

magnification

The clarity with which the droplet edges can be resolved in Figure 4.20 is a result

of the the microscope being focused directly on the substrate (as opposed to being

focused off-surface as required for the Type I experiments). The benefits of having this

level of detail are apparent from the results of a representative Type II test shown in

the image sequence of Figure 4.21. In this case, distinct ice crystals can be clearly seen

growing between the droplets over time; some of the finer details of this process are

highlighted in the magnified inlays. Higher constrast images suitable for extracting

quantatative measurements were generated by applying Gaussian smoothing to each

image followed by the Sobel edge detection method previously defined in Equation

4.18. Examples of applying these enhancements to the images presented in Figure 4.21

are shown Figure 4.22.
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Figure 4.21: Type II image sequence for substrate SiA1 at 50X magnification with

Ts = −10.0◦C, Tair = 5.1◦C, and RH = 65.4%

Figure 4.22: Image sequence from Figure 4.21 with Gaussian smoothing and Sobel

edge detection
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Because the images shown in Figures 4.21 and 4.22 were preferentially focused on

the substrate under high magnification, the sudden shift in the droplets’ refractive in-

dex which accompanies freezing did not generally produce a significant enough optical

perturbation to signal ice nucleation. However, the initiation of freezing was clearly

revealed by two other indicators: a sudden (albeit small) dilation of the droplets

as they begin to transition to the less dense ice phase followed immediately by the

emergence of dendritic ice crystals along the periphery of the newly frozen droplets.

Repeated observation of this inter-droplet ice crystal growth process for all Type II

experiments revealed a number of remarkable characteristics:

1. The ice crystals invariably grew outward from their newly frozen parent droplet

towards the nearest unfrozen droplet (referred to henceforth as the “target”

droplet). This process occurred independently of the direction of airflow over

the test substrate.

2. Upon contacting the target droplet, the ice crystal triggered freezing in that

droplet, spawning a new family ice crystals which in turn grew outwards from

the newly frozen target droplet. This process was also observed from the broader

perspective offered by the 20X images, implying that this process repeated until

all droplets on the substrate were frozen.

3. As the ice crystals grew towards their target liquid droplets, the unfrozen

droplets showed signs of evaporation. This phenomenon was more pronounced

for less massive liquid droplets, as evidenced by the notable shrinking or com-

plete disappearance of a number of the smaller droplets over time in the image

sequence shown in Figures 4.21 and 4.22.

4. A given ice crystal continued to grow until
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(a) it grew long enough to contact the target droplet and initiate freezing,

(b) freezing was induced in the target droplet by another crystal growing from

elsewhere, or

(c) the target droplet or droplets completely evaporated before freezing.

5. Given that the depth of focus for the 50X objective lens was previously calcu-

lated to be ± 0.62 µm (Table 3.3), the clarity with which the crystals can be

resolved indicate that they were in direct contact with the substrate and on the

order of 1 µm thick or less.

An additional item worthy of further discussion pertains to the in-plane (along the

substrate) versus out-of-plane (normal to the substrate) growth of ice during prop-

agation. Numerous observations at both 20X and 50X magnification revealed that

ice preferentially grew along the subtrate as long as at least one unfrozen droplet

remained in the local vicinity of the evolving crystals. Interestingly, once all liquid

droplets within a region had frozen, the crystal growth process did not cease, but

merely reoriented itself in an upward direction normal to the surface and toward the

ambient air stream. Thus, after exhausting the seemingly preferred liquid phase,

the ice phase began to grow away from the surface of the droplets and substrate in

the form of a thickening crystalline matrix, eventually manifesting as frost at larger

length scales.

The enhanced Type II images such as those shown in Figure 4.22 provided a

consistent demarcation of the droplet and crystal edges; as such, they were used

to carry out local quantitative measurements of individual inter-droplet ice crystal

growth rates. The crystal velocity was determined by manually measuring the change

in length of a selected crystal between successive frames with the ImageJ software.

Whenever practical, the target droplet evaporation rate was measured in a similar



127

fashion by tracking the corresponding change in droplet diameter from one frame to

the next6. Figure 4.23 shows an example of the position of the leading edge of the

crystal tip rc and target droplet diameter Dtd versus time for the test case presented

in Figure 4.22.

Figure 4.23: Measured inter-droplet ice crystal position and target droplet diameter

versus time from enhanced image sequence shown in Figure 4.22

The data shown in Figure 4.23 are representative of all quantitative manual

measurements acquired from the Type II experiments. In this plot, the crystal tip

position and target droplet diameter over time are given by the left and right ordinate

axes, respectively. The crystal tip position at time t = 0 s was taken to be at the

periphery of the parent droplet just prior to freezing and assigned a reference value

of zero. After the freezing process began, the crystal advanced towards the target

6This was not possible in a number of instances because the target droplet was so
large that its diameter did not measurably change before freezing occurred.
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droplet with increasing speed until reaching a length of about 11.5 µm. At this point,

the crystal contacted and initiated freezing in the target droplet and then ceased

growing altogether.

The diametral history shown in Figure 4.23 indicates that the target droplet

was essentially unaffected by the encroaching ice phase until the incipient crystal had

grown to within about 8 µm of the droplet’s edge; it was only after this point that the

diameter of the droplet began to measurably decrease, marking the onset of localized

evaporation. During evaporation, the diameter of the target droplet decreased from

its initial value of approximately 26.1 µm to a terminal freezing value of 22.3 µm.

Upon freezing, the diameter of the target droplet did not further change with time.

Remarkably, the onset of evaporation for the target droplet coincided with the point

in time at which the ice crystal growth rate began to markedly accelerate. This

phenomenon was observed for all Type II experiments in which the size of the target

droplets were able to be tracked with time, suggesting that the target droplets may

act as proximity-dependent mass sources for the inter-droplet crystal growth process.

This implies that the inter-droplet crystal growth process occurs as the result of ice

deposition from the vapor phase, which in turn indicates that the substrate between

droplets is essentially dry during the the freezing process.

The measured inter-droplet crystal growth velocity for all Type II experiments

was generally not constant over time and tended to increase as the crystal approached

the target droplet, as shown in Figure 4.23. Therefore, in order to properly com-

pare the crystal growth velocities between all test surfaces and conditions, a time-

integrated average velocity was used, given by

v̄c =
1

tf − ti

∫ tf

ti

vc dt (4.54)

where vc is the instantaneous crystal growth velocity. In practice, vc was approximated
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numerically from backward differences of the crystal position versus time data and the

integral in Equation 4.54 was evaluated using the trapezoid rule. For the example case

considered here, Equation 4.54 yielded an average inter-droplet crystal growth velocity

of v̄c = 1.91 µm/s. This value of v̄c was determined for a substrate temperature of

approximately −10◦C and ambient relative humidity of around 65% on the SiA1

test surface. As a point of comparison, the Type I inter-droplet freezing velocity

calculations previously outlined in §A4 gave a value of v̄k,D̄ = 2.03 µm/s for the same

surface and test conditions. The fact that v̄c and v̄k,D̄ agree to within less than 10%

is not coincidental: v̄c technically represents a single, high resolution “spot-check”

measurement of a much larger sample of inter-droplet freezing velocities represented

statistically by v̄k,D̄.

3. Type III Image Analysis

The field of view for the Type III experiments was scaled back to 5X magnification

(the same used for the Type I experiments) while the temporal emphasis was shifted

towards observing ice inception and propagation within individual droplets. These

phenomena were found to occur over much smaller time scales than the inter-droplet

crystal growth process and ultimately, camera frame rates as high as 2367 Hz were

required to accurately resolve them. The Type III image data were interrogated with

the ImageJ software in essentially the same manner as the Type II data; that is, the

evolution of the ice phase within a given droplet was tracked manually over time.

After acquisition, all frames in each Type III image sequence were spatially con-

volved with an exponential kernel to enhance sharpness and contrast for the manual

analysis. Three frames of one such sequence is shown in Figure 4.24. In this sequence,

the ice phase can be seen to have emanated from a single point of origin at the droplet

periphery and evolved rapidly throughout the droplet. The temporal resolution pro-
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vided by the high speed imaging system is highlighted by the time stamps associated

with each image shown; for this case, the time step between successive images is

4.2× 10−4 s (0.42 ms).

Figure 4.24: Type III image sequence for substrate SiA1 acquired at 2367 Hz and 5X

magnification with Ts = −20.1◦C, Tair = 4.9◦C, and RH = 65.2%

The magnified inlay shown in Figure 4.24 illuminates several important char-

acteristics of the intra-droplet freezing process. Perhaps one of the most noticeable

features is that the evolving ice front is not defined by a sharp interface, but rather

by a “feathery” or “mushy” phase-change region. The difference in refractive index of

ice and water suggests that these optically distorted, needle-like structures seen along

the leading edge of the front are actually dendritic ice crystals growing into the sur-

rounding liquid phase. This observation is supported by the more general theoretical

basis associated with unstable dendritic solidification in supercooled melts [80, 81].

In addition, the fact that the microscope was purposely focused on the substrate be-

neath the droplet indicates that the ice front propagated along the bottom edge of

the droplet (i.e. the droplet-substrate interface) and not within the bulk volume of

the interior. Based on the depth of focus offered by the 5X microscope objective lens
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(± 2.02 µm; see Table 3.3) the thickness of this ice front was estimated to be no more

than 3 µm.

Figure 4.24 also shows that the point of ice inception within the droplet tended

to occur along the periphery. As indicated in the inlay, a single ice crystal originating

from an adjacent frozen droplet can be seen to have grown across the inter-droplet gap

and a contacted the unfrozen droplet, triggering ice nucleation. This phenomenon was

observed for the vast majority of the Type III experiments and is consistent with the

findings of the the Type II data analysis discussed in the previous section. However,

there were a couple of notable instances in which freezing was actually observed

to have initiated independently within a particular droplet, without the influence

of any obvious external trigger. For the range of surface temperatures considered

in this study, kinetic theory suggests that thermodynamic conditions conducive to

heterogeneous ice nucleation was likely reached within those droplets [3, 46]. From

a considerably broader perspective, spontaneously nucleating droplets such as these

account for the emergence of independent aggregate ice fronts on the substrate, as

previously demonstrated in Figure 4.19 for the Type I results.

The Type III images like those shown in Figure 4.24 were also used to quantify

the intra-droplet ice front propagation velocity. Although the solid-liquid interface

was not clearly defined, the displacement of what was estimated to be the leading

edge of the ice front was manually tracked from its point of origin from one frame to

the next using the ImageJ software. The resulting ice front position versus time data

for the example case considered in this section is shown in Figure 4.25.

One of the most striking features associated with the data presented in Fig-

ure 4.25 is the sheer speed of the intra-droplet freezing front compared to those

associated with the inter-droplet and aggregate freezing processes. For comparison,

a time-integrated average velocity for the intra-droplet solidification front, v̄sl, was
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Figure 4.25: Measured intra-droplet ice front position versus time from the enhanced

image sequence shown in Figure 4.24

calculated in the same manner as v̄c previously defined by Equation 4.54. Used with

this expression, the data given in Figure 4.25 correspond to v̄sl = 3.00 × 105 µm/s,

which is several orders of magnitude larger than the inter-droplet freezing velocity

(given by v̄c or v̄k,D̄) measured for the same test surface and conditions! Considering

all Type III experiments conducted, v̄sl was found to vary in the range of 104 to 105

µm/s, depending on the substrate temperature. In general, the nearly linear instan-

taneous ice front displacement profile shown in Figure 4.25 was observed consistently

throughout the entire Type III dataset.

With a firmer grasp on the dynamics of the intra-droplet freezing process in

hand, it should be noted that this process does not correspond to the overall “bulk”

solidification of an individual droplet. This so-called bulk freezing process may be
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envisioned simply as the propagation of the ice phase throughout the volume of the

droplet and ending when the entire droplet has frozen. In a previous study, Gong

[39] found that this freezing process always begins at the droplet-substrate interface,

propagating upwards and away from the substrate through the bulk of the droplet in

the form of a distinct ice front. For this process, he measured bulk freezing velocities in

the range of 102 to 103 µm/s in sessile water droplets with base diameters in the range

of 2 to 3 mm. A remarkable finding from the Type III experiments conducted in this

study, however, was that the high velocity intra-droplet freezing front characterized

by v̄sl was observed to propagate along the entire free surface of the droplet prior to

the onset of the bulk freezing process. In other words, the nucleation of ice appears

to first induce the formation of a very thin ice shell which rapidly encases the entire

droplet long before the bulk freezing process begins. This effect is shown in Figure

4.26 with a high speed image sequence acquired for a freezing experiment conducted

on a manually implanted water droplet with the microscope oriented in the side-view

orientation. Figure 4.26 also shows the bulk freezing process, which can be seen to

transpire over a much longer time scale.

4. Summary

The techniques used to reduce and analyze the data acquired from the Type II and

III experiments were outlined in the previous sections. The results of these exper-

iments provided a great deal of qualitative and quantitative information about ice

propagation on surfaces undergoing dropwise condensation. Specifically:

1. Detailed observations from the Type II image data showed that one distinct ice

propagation mechanism for droplet-laden surfaces consists of an inter-droplet

crystal growth process in which microscopic ice crystals preferentially grow from
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Figure 4.26: High speed image sequence of the intra-droplet and bulk freezing processes

for a manually implanted water droplet on the CuA5 substrate; acquired

at 2770 Hz and 5X magnification with Ts = −7.1◦C, Tair = 5.1◦C, and

RH = 64.9%



135

frozen to unfrozen droplets along the substrate by what appears to be deposi-

tion.

2. Direct crystal growth velocity measurements (v̄c) taken from the Type II data

provided validation for the results of the broader-scoped Type I inter-droplet

freezing velocity calculations (v̄k,D̄).

3. The Type III experiments revealed that another distinct ice propagation mech-

anism for droplet-laden surfaces involves a very rapid liquid-to-solid phase tran-

sition within individual droplets.

4. Measurements of the intra-droplet freezing process (v̄sl) revealed that the crys-

tallization kinetics associated with this mechanism are several orders of magni-

tude faster than those for the inter-droplet freezing process.

These observations and measurements were carried out for each test surface and

condition listed in the Type II and III test matrices presented in Tables 3.11 and

3.12. The full range of results are presented in the next chapter.

C. Summary and Remarks

In order to investigate the complicated and random nature of ice propagation on

surfaces undergoing dropwise condensation, three general classes of experiments were

developed and conducted: Types I, II, and III. The largest fraction of the work

fell into the Type I category and in order to to process the plethora of data that

emerged, a set of analysis tools had to be developed. A central element in these

experiments was a phase tracking technique which exploited the optical properties of

sessile water droplets residing on reflective surfaces. The resulting visualization data

were processed with a custom image analysis routine written in MATLAB and fed into
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a pair of data processing algorithms. One algorithm was designed to systematically

detect the droplet-by-droplet freezing progression; this allowed inter-droplet freezing

velocities to be evaluated for all droplets residing within the ROI . The other algorithm

used a novel temporal gradient scheme which was developed to compute aggregate

freezing velocity vectors fields for the entire ROI from the raw image data. These tools

allowed key parameters to be measured in a largely automated fashion, providing the

fidelity needed to properly quantify and compare them on a consistent basis. Data

analysis for the Type II and III experiments was carried out in a largely manual

fashion by using the ImageJ software package to interrogate the appropriate image

sequences on a frame-by-frame basis.

The results of the Type I experiments revealed the presence of a characteristic

inter-droplet freezing velocity v̄k,D̄ for each test surface and set of conditions (Fig-

ure 4.12). This velocity, which was validated with single-point quantitative measure-

ments from the Type II experiments (v̄c), defines the speed with which the ice phase

propagates between droplets on the surface. The Type I experiments also showed

that the average velocity of the aggregate ice front, V̄n, was considerably greater than

v̄k,D̄ in all cases. On the other hand, the Type III experiments revealed that the

intra-droplet freezing velocity, represented by v̄sl, was always substantially greater

than both v̄k,D̄ and V̄n. These results suggest that the aggregate freezing process

may be better understood (and possibly modeled) via superposition of the inter- and

intra-droplet freezing mechanisms.

In addition to the quantitative results, the experiments conducted in this study

provided a number of qualitative insights into the ice propagation process at the

mircoscale. One particularly interesting observation taken from the Type II data was

that discrete ice crystals preferentially grew along the substrate from frozen droplets

towards unfrozen droplets. However, when all droplets within a given region had
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frozen, small ice crystals were seen to emerge from the surfaces of the frozen droplets

(as well as the substrate) and grow upwards, towards the humid air stream. Another

remarkable finding gleaned from the Type III data was that the intra-droplet freezing

process operates not just in the plane defined by the droplet-substrate interface,

but along the semi-spherical free surface of the droplet as well. As a result of this

phenomenon, freezing droplets appear to become encased with a very thin ice shell

before the bulk of the droplet freezes.

The present chapter has focused on the development and demonstration of the

methodology used to reduce and analyze the data acquired in this study. The full

gamut of results are discussed, interpreted, and analyzed in the chapters that follow.
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CHAPTER V

DYNAMIC CHARACTERISTICS OF ICE PROPAGATION ON

DROPLET-LADEN SURFACES

To characterize the dynamics of ice propagation on surfaces undergoing dropwise

condensation, a series of quantitative visualization experiments were conducted in a

psychrometric wind tunnel with a high speed digital microscopy system. In total, over

150 experiments were carried out for four different horizontal test surfaces over a wide

range of conditions. To investigate the different length and time scales associated

with ice propagation phenomena in this configuration, the experimental work was

partitioned into three main categories: Types I, II, and III. The details surrounding

each type of experiment, along with the associated testing procedures and facilities,

were previously outlined in Chapter III. In addition, the techniques used to reduce

and analyze the resulting data were presented in Chapter IV. In this chapter, the full

spectrum of experimental results for this investigation are reported and discussed.

A. Reduced Freezing Velocity Data

As previously discussed in Chapters III and IV, the three classes of experiments used

in this study (Types I, II, and III) were designed to target specific length or time

scales associated with the ice propagation process. The Type I experiments were

used primarily to characterize the freezing dynamics by tracking the motion of aggre-

gate freezing fronts while simultaneously capturing the individual droplet-to-droplet

freezing events with high fidelity. On the other hand, the Type II and III experiments

were tailored more towards identifying the underlying mechanisms responsible for the

ice propagation phenomenon. For example, the Type II experiments revealed that

the ice phase propagates between water droplets by way of microscopic ice crystals
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that preferentially grow from frozen to unfrozen droplets along the substrate. And

the Type III experiments showed that the solidification process associated with the

inceptive freezing of individual water droplets proceeds with kinetics that are several

orders of magnitude faster than those of the inter-droplet crystal growth process. In

addition to these and a number of other qualitative insights, extensive quantitative

inter- and intra-droplet freezing velocity data were gleaned from the Type II and III

experiments. The resulting quantitative data from all three types of experiments are

presented in the following sections. The uncertainty intervals associated with these

data are presented with error bars ascribed to the dependent variables; the details of

the uncertainty analysis are summarized in Appendix A.

1. Aggregate Freezing Front Velocity

The concept of an aggregate freezing front on a droplet-laden surface was previously

introduced in Chapter IV. In that same chapter, the methodology used to reduce

and analyze the image data acquired from the Type I visualization experiments was

outlined in detail. The parameter ultimately used to characterize the bulk freezing

dynamics on a given substrate was the average aggregate freezing velocity magnitude

V̄n, defined by Equation 4.51 as an area-integrated average of the local aggregate ve-

locity magnitude |Vn|. Based on the test matrix shown in Table 3.10, there were 32

unique combinations of substrate type (e.g. SiA2), temperature (Ts), and free stream

relative humidity (RH) for which values of V̄n were determined. In practice, each

experiment was repeated a minimum of two times, with the results being averaged

to produce one representative value of V̄n for each test condition and surface combi-

nation. The resulting values of V̄n are shown as a function of Ts and RH for each

substrate in Figure 5.1. Figure 5.2 presents the same reduced V̄n data as a function

of RH and surface type for each value of Ts considered.
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(a) (b)

(c) (d)

Figure 5.1: Area-weighted aggregate freezing velocity V̄n versus substrate temperature

Ts with Tair = 5◦C and Uair = 5 m/s for surfaces (a) SiA1, (b) SiA2, (c)

CuA5, and (d) AlA2
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(a) (b)

(c) (d)

Figure 5.2: Area-weighted aggregate freezing velocity V̄n versus free stream relative

humidity RH with Tair = 5◦C and Uair = 5 m/s for nominal substrate

temperatures of (a) −7, (b) −10, (c) −15, and (d) −20◦C
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In Figure 5.1, it can be seen that for a given surface temperature, V̄n increased

with increasing relative humidity, and that for a given humidity, V̄n increased with

decreasing substrate temperature. An interesting trend found in the data was that

regardless of the humidity value, V̄n tended to increase towards an asymptote as Ts

decreased. Another noteworthy observation was that for a given surface temperature,

the difference between the values of V̄n associated with the 65 and 90% RH condi-

tions tended to increase with decreasing surface temperature. This latter finding was

observed for all test conditions and surfaces and was most pronounced for the SiA1

substrate. In fact, the overlap of the error bars shown in Figure 5.1(a) suggested

that for the SiA1 surface, the effects of air stream humidity on V̄n were essentially

negligible for temperatures above −10◦C.

The data shown in Figure 5.2 are identical to those presented in Figure 5.1;

however, the bar chart arrangement used in Figure 5.2 was better suited for directly

comparing the full gamut of aggregate freezing velocity data. In particular, these

plots highlight the effects of air stream relative humidity and surface properties on

V̄n. Cast in this perspective, these data indicated that the surface type can have a

significant effect on the aggregate freezing velocity. For example, the values of V̄n for

the silicon SiA2 surface were found to be, on average, about 45% lower than those for

the SiA1 surface at the same conditions. Considering that surface SiA2 was notably

more hydrophobic than SiA1 while the roughness values were essentially the same1,

these findings indicate that the free energy of the substrate can have a substantial

impact on the aggregate freezing dynamics. Specifically, ice tended to propagate more

slowly amongst droplets on hydrophobic substrates (i.e. lower surface energy) than

on hydrophillic substrates (i.e. higher surface energy).

1Nominal values of the average surface roughness Ra and apparent hydrophobicity,
given in terms of the average static contact angle θave, are reported in Figure 5.2.
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The effects of surface roughness on the aggregate freezing dynamics were less

clear, however. Extending the previous comparison to include the values of V̄n for

the copper CuA5 and aluminum AlA2 substrates, it must first be recalled that the

roughness of the former was about an order of magnitude lower than that of the latter

while the apparent hydrophobicity of the two were very nearly the same. Figure 5.2

indicates that V̄n for the smoother CuA5 surface was generally higher than for the

AlA2 substrate. Remarkably, the values of V̄n for the SiA1, CuA5, and AlA2 surfaces

tended to agree to within a few percent for surface temperatures above −10◦C and

the lower humidity of 65%; at lower surface temperatures and the higher humidity

value of 90%, this variation increased to as much as 25%. Considering that the

apparent free energy of the SiA1 surface was less than that of the CuA5 or AlA2

specimens, these findings suggested that surface roughness and hydrophobicity were

likely to affect the aggregate freezing dynamics in a coupled manner. Unfortunately,

the results presented in Figures 5.1 and 5.2 did not offer any additional insights

into the relationship between surface roughness and hydrophobicity. Furthermore,

these data did not explicitly account for substrate thermophysical properties such as

thermal conductivity and heat capacity, attributes which vary substantially among

the silicon, copper, and aluminum specimens used. These issues are further addressed

in a subsequent section.

2. Inter-Droplet Freezing Velocity

Another key parameter extracted from the results of the Type I experiments was the

velocity with which ice propagated from one droplet to the next. With the methods

outlined in Chapter IV, discrete values of the inter-droplet freezing velocity v̂k,D̄,

defined by Equation 4.30, were determined for all droplets detected within the region

of interest (ROI) on the substrate during a given test. The values of v̂k,D̄ for each



144

case were based on an average droplet diameter D̄k, which was representative of the

entire ROI for the particular substrate and test conditions. For a given experiment,

the set of inter-droplet velocities given by v̂k,D̄ provided a time history of the local

freezing process, which in turn allowed the local progression of freezing to be tracked

on a droplet-by-droplet basis (see Figure 4.11). In addition, the set of velocities

given by v̂k,D̄ was found to follow a log-normal distribution such as that shown in

Figure 4.12. The mean value of the most frequently measured velocities that fell

within a specified interval of the peak was designated as v̄k,D̄ and was taken to be the

characteristic inter-droplet freezing velocity for the substrate and conditions under

test. Values of v̄k,D̄ were complied for all of the conditions covered by the average

aggregate freezing velocity results previously discussed. In Figure 5.3, the resulting

values of v̄k,D̄ are shown as a function of Ts and RH for each substrate. The same

v̄k,D̄ data are displayed alternatively as a function of RH and surface type for each

value of Ts considered in Figure 5.4.

One of the more notable features of the data shown in Figure 5.3 is that for a

given substrate, the inter-droplet freezing velocity tended to change very little with

substrate temperature. Overall, these data showed a very slight upwards trend in

v̄k,D̄ as Ts decreases. However, within the limits of experimental uncertainty denoted

by the error bars shown, v̄k,D̄ was essentially independent of the substrate tempera-

ture for a given humidity. This finding was somewhat unexpected considering that

the aggregate freezing velocity V̄n was found to be a relatively strong function of Ts

(Figures 5.1 and 5.2). The effects of air stream humidity on the inter-droplet freezing

dynamics were decidedly clearer: as RH increased, so did v̄k,D̄. This behavior is more

intuitive because for a given air and substrate temperature, higher humidity values

correspond to higher vapor-to-liquid (condensation) and vapor-to-solid (deposition)

mass transfer driving potentials. Figure 5.4 indicated that increasing the hydropho-
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(a) (b)

(c) (d)

Figure 5.3: Inter-droplet freezing velocity v̄k,D̄ versus substrate temperature Ts with

Tair = 5◦C and Uair = 5 m/s for test surfaces (a) SiA1, (b) SiA2, (c) CuA5,

and (d) AlA2
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(a) (b)

(c) (d)

Figure 5.4: Mean inter-droplet freezing velocity v̄k,D̄ versus free stream relative hu-

midity RH with Tair = 5◦C and Uair = 5 m/s for nominal substrate

temperatures of (a) −7, (b) −10, (c) −15, and (d) −20◦C
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bicity of the substrate consistently decreased the inter-droplet freezing velocity, with

v̄k,D̄ for SiA2 substrate being on the order of 30% lower than for the SiA1 surface.

This observation was consistent with the aggregate freezing velocity data shown previ-

ously. In addition, the trends of v̄k,D̄ with surface type were similar to those presented

in Figure 5.2; as was the case with V̄n, this implied that the isolated impact of surface

roughness on v̄k,D̄ cannot be readily isolated from the effects of hydrophobicity with

these data.

Because the inter-droplet freezing velocity was based on a single average droplet

diameter D̄k for each case, the question naturally arises of whether or not v̄k,D̄ accu-

rately represents a true characteristic velocity for the inter-droplet freezing process.

To address this concern, a series of quantitative measurements of the underlying

inter-droplet crystal growth process were extracted from the Type II data. The re-

sulting data consisted of manual crystal growth rate measurements carried out under

high magnification with the digital microscopy system. These growth rates, which

were designated as v̄c, were computed as time-integrated averages of the crystal tip

displacement over time, as given by Equation 4.54. As the resulting crystal growth

velocities were based on fundamental length and time measurements, v̄c was assumed

to be a reliable “spot check” measurement of the statistically-determined values of

v̄k,D̄ acquired from the much large sample sets associated with the Type I data. The

Type II experiments were carried out for each test surface at substrate temperatures

of −10 and −20◦C and relative humidity values of 65 and 90%. The resulting values

of v̄c are presented in Figure 5.5 as a function of RH and surface type for each value

of Ts considered. A direct comparison between v̄c and v̄k,D̄ for data at all matching

conditions is shown in Figure 5.6.

In general, Figure 5.5 indicates that the variation of v̄c with substrate tempera-

ture, relative humidity, and surface type was consistent with the matching v̄k,D̄ data
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(a) (b)

Figure 5.5: Type II inter-droplet freezing velocity measurements v̄c versus free stream

relative humidity RH Tair = 5◦C and Uair = 5 m/s for nominal substrate

temperatures of (a) −10 and (b) −20◦C

Figure 5.6: v̄k,D̄ versus v̄c for nominal surface temperatures of −10 and −20◦C and

relative humidity values of 65 and 90% for all test surfaces
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presented in Figure 5.4. This observation was further validated by Figure 5.6 which

shows that v̄k,D̄ and v̄c agreed to within ± 10% for the majority of the cases directly

compared; the velocities agreed to within ± 20% in all instances.

3. Intra-Droplet Freezing Velocity

The primary objective of the Type III experiments was to observe and characterize

the internal freezing process associated with individual droplets. High speed imag-

ing of this intra-droplet freezing process revealed that upon the initiation of freezing

within a droplet, a dendritic ice front rapidly propagated away from the point of in-

ception along the droplet-substrate and droplet-air interfaces. This process appeared

to encase the liquid droplet in a very thin ice shell prior to the onset of freezing in

the bulk volume2. The velocity with which this encasing ice front propagates was

designated as v̄sl and was computed as the time-integrated average of the ice front

displacement with time (in a manner analogous to v̄c and Equation 4.54). Values of

v̄sl were determined for the same conditions used in the Type II experiments discussed

previously. The resulting values of v̄sl are shown in Figure 5.7 as a function of Ts and

RH for each substrate. In Figure 5.8, the same data are displayed in terms of RH

and surface type for each value of Ts used.

Perhaps the most remarkable feature of the data shown in Figures 5.7 and 5.8

was the substantial difference in the overall magnitudes of v̄sl compared to V̄n and

v̄k,D̄ at comparable conditions. On average, the intra-droplet freezing velocity was

determined to be between three and five orders of magnitude greater than either the

2In this context, “bulk” freezing corresponds to the process by which the majority
of the liquid volume within a droplet eventually freezes. Observations have shown
that bulk freezing always starts at the droplet-substrate interface and proceeds in a
direction normal to the surface until the entire droplet is frozen [39]. A time-lapsed
image sequence of this process was shown in Figure 4.26
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(a) (b)

(c) (d)

Figure 5.7: Type III inter-droplet freezing velocity measurements v̄sl versus substrate

temperature Ts with Tair = 5◦C and Uair = 5 m/s for test surfaces (a)

SiA1, (b) SiA2, (c) CuA5, and (d) AlA2
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(a) (b)

Figure 5.8: Type III intra-droplet freezing velocity measurements v̄sl versus free stream

relative humidity RH with Tair = 5◦C and Uair = 5 m/s for nominal

substrate temperatures of (a) −10 and (b) −20◦C

aggregate or inter-droplet freezing velocity for the same surface and set of conditions.

Figure 5.7 clearly shows that the intra-droplet freezing velocity was a strong function

of the substrate temperature. These data also indicated that v̄sl was essentially

independent of the air stream relative humidity. This latter observation was consistent

with the expectation that any intra-droplet phenomena occurring along the droplet-

substrate interface should be largely isolated from any potential effects associated

with the ambient air stream.

The effects of surface properties on the intra-droplet freezing velocity were made

clearer in Figure 5.8. These data showed that the isolated impact of substrate hy-

drophobicity can be quite significant. For example, at Ts = −10◦C, v̄sl on the SiA2

surface was found to be about 50% less than that for the SiA1 specimen. Interestingly,

lowering the substrate temperature to −20◦C increased this difference to over 75%.

These data also revealed some information about the effects of surface roughness on
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the intra-droplet freezing process. In Figure 5.8, the magnitudes of v̄sl for the SiA1

(smoothest, lowest Ra) and AlA2 (roughest, largest Ra) substrates agreed to within

5% for all cases. This finding suggested that surface roughness did not appreciably

affect the intra-droplet freezing process. The fact that v̄sl for the CuA5 surface at

Ts = −20◦C agreed well with the SiA1 and AlA2 data lent support to this supposition.

However, the values of v̄sl for the CuA5 surface at Ts = −10◦C were as much as 65%

higher than those for the SiA1 and AlA2 surfaces at the same conditions. The reason

why this discrepancy emerged at the higher surface temperature but disappeared at

the lower surface temperature was not immediately clear. Considering the fact that

all of the latent heat evolved at the solid-liquid interface during freezing must even-

tually be conducted through the substrate, it was possible that the thermophysical

properties of the substrate played an increasingly important role in the intra-droplet

freezing process as the surface temperature increased.

B. Normalized Data and Predictive Correlations

The results presented in the previous section spawned two important questions about

the dynamics of ice propgation on surfaces undergoing dropwise condensation:

1. How does the surface roughness (Ra) and apparent hydrophobicity (θave) inter-

act in tandem to affect the freezing process?

2. What role do the thermophysical properties of the substrate play in the freezing

process, if any?

To addresses these questions, the reduced data presented in Figures 5.1 - 5.8 were

modified to account for the variation of the indicated parameters. For greater gener-

ality in the ensuing discussion, all temperatures were reported in the corresponding
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absolute units of Kelvin (K) and all relative humidity values were recast in terms of

the absolute humidity ratio, defined as

ωair = 0.622
Pw

P∞ − Pw
(5.1)

where Pw is the partial pressure of the water vapor in the air stream and P∞ is the

total ambient air pressure. The units of ωair are g/kg, which is interpreted in this

context as grams of water per kilogram of dry air. Given that the relative humidity

of the air could be defined in terms of the saturation vapor pressure of water Pw,sat

at a given temperature,

RH =
Pw
Pw,sat

(5.2)

an explicit relationship between ωair and RH could be cast as

ωair = 0.622
RH · Pw,sat

P∞ −RH · Pw,sat
(5.3)

In an effort to better understand the interplay of surface roughness and free

energy, the model of Wenzel [35] previously discussed in Chapter II (Equation 2.15)

was assessed as one way to anticipate the true or corrected contact angle θw for a

droplet that is in perfect contact with a given substrate. The Wenzel formula was

given by

cos θw = fw cos θapp (5.4)

where θapp was equivalent to the apparent contact angle θave reported in the previous

section and fw was the ratio of the actual to projected contact area between the

droplet and substrate. Because fw increases with increasing surface roughness, it

follows that for θapp < 90◦, θw ≤ θapp. Conversely, for θave > 90◦, Equation 5.4 requires

that θw ≥ θapp. The implications of these relationships for the problem at hand was

as follows. For the experiments conducted in this study, the droplets were always
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grown from condensation on a dry substrate. However, the apparent contact angles

given by θave were measured from implanted droplets which were manually pipetted

onto the test surfaces. Because the condensation process occured at a molecular

level, it was reasonable to assume that a droplet grown from water vapor was in

better overall contact with the microscopic topology of the surface as compared to

an implanted droplet. Thus θw in Equation 5.4 represented a logical parameter by

which to intrinsically couple the effects of surface roughness and wettability.

In the absence of precise surface profilometry, determining the value of fw for a

substrate would be difficult and subject to considerable uncertainty. To utilize the

Wenzel concept in the present analysis, it was more practical to simply measure θw

directly. To do this, the microscope had to be reconfigured from an top- to side-view

orientation such that the test surface could be viewed edge-on. With this arrange-

ment, each test surface was able to be placed on the thermal stage and cooled to

condensing temperatures. As droplets grew within the field of view, the digital imag-

ing system was used to acquire multiple images as the droplets grew through sizes

comparable to those reported in Figure 3.11. A minimum of 15 condensed contact

angle measurements were carried out for each surface with droplet base diameters

ranging from about 750 to 2500 µm. In addition, a comparable set of implanted

droplet contact angle measurements on the dry surfaces were carried out with the

same microscope setup to check for consistency with the previous measurements.

The implanted contact angles for each surface were found to be consistent with the

apparent values reported in Table 3.9. An example of the differences between con-

densed and implanted contact angles for the AlA2 surface can be seen in the pair of

contrast enhanced images shown in Figure 5.9. Mean values of the condensed (θw)

and implanted (θapp) contact angles for each surface, along with the nominal contact

angle deviation ∆θ = θapp− θw and calculated values of fw, are are reported in Table
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5.1.

(a) (b)

Figure 5.9: Example of (a) condensed and (b) implanted droplets and resulting contact

angles for the AlA2 substrate

Table 5.1: Average condensed and implanted contact angles for all test surfaces

Surface ID
θw θapp ∆θ

fw
degrees degrees degrees

SiA1 25.3 33.6 8.3 1.09

SiA2 83.0 83.9 0.9 1.16

CuA5 57.7 77.7 20.0 2.52

AlA2 41.5 76.4 34.9 3.14

The variation of θw with θapp shown in Table 5.1 was consistent with the gen-

eral relationship given by Equation 5.4: as roughness increased, so did the difference

between the apparent and corrected contact angles. For the smoothest SiA1 and

SiA2 surfaces, the difference between the corrected and apparent contact angles was
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relatively small, a fact which was further reflected by the near-unity3 values of fw.

However, the contact angle deviation for the CuA5 and AlA2 surfaces was consider-

ably higher, indicating that the use of the apparent contact angles θapp or θave can be

misleading for rougher surfaces. As a result of these findings, the corrected contact

angle θw was used as the sole parameter for quantifying the combined interfacical

properties of roughness and wettablillity for each test substrate.

By design, the testing configuration and conditions used in this study ensured

that all latent heat evolved during the freezing process was ultimately conducted away

from the phase-change regions and through the substrate. Even though the size of

the freezing droplets were quite small compared to the length, width, and thickness

of the test surfaces, the question still remained as to what role, if any, the substrate

thermophysical properties played in the ice propagation dynamics. For example, the

thermal conductivity of copper substrate was more than 2.5 times greater than that of

the silicon specimens; thus, latent heat rejected during freezing would be expected to

diffuse into and throughout the copper and silicon surfaces in different manners. With

this in mind, it was not difficult to envision a scenario in which the heat evolved by a

single droplet led to a localized surface temperature fluctuation within its immediate

vicinity. A phenomenon such as this occurring many times over on a droplet-laden

surface could be a major constituent of the overall freezing dynamics. If this was in

fact this case, then the thermophysical properties of the substrate could, by extension,

have a considerable impact on the freezing dynamics as well.

Directly measuring or simulating the localized effects of transient heat conduction

in the substrate were beyond the scope of this study. However, the effects of the

3Because the roughness values for surfaces SiA1 and SiA2 were assumed to be
essentially the same, one would expect fw for both surfaces to be effectively identical;
they actually differ by about 6%, which falls within the range of uncertainty for the
contact angle measurements
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properties most relevant to heat conduction in the substrate − thermal conductivity

ks, heat capacity Cs, and density ρs − were readily assessed. These three properties

can be combined to define the thermal diffusivity of the substrate,

αs =
ks
ρsCs

(5.5)

Thermal diffusivity may be understood as an indication the efficiency with which a

substance conducts heat in relation to its volumetric heat capacity. In general, the

higher the thermal diffusivity of a material, the faster it tends to approach thermal

equilibrium with its surroundings. The thermal diffusivities of the surfaces used in

this study are reported in Table 3.7.

The freezing velocity data presented in Figures 5.1 - 5.8 were normalized with

the substrate thermal diffusivities to form a set of dimensionless velocity parameters.

These normalized freezing velocities were then appropriately cast as functions of the

corrected contact angle, surface temperature, and absolute humidity ratio for each

case as

V · `r
αs

= f (θw, Ts, ωair) (5.6)

where V is a placeholder for the appropriate freezing velocity (V̄n, v̄k,D̄, or v̄sl) and `r

is a conduction length scale. Ideally, `r should be based on the substrate geometry

and the effective direction of the heat flux vectors4, but the latter item can not

be determined in practice without local temperature measurements. Therefore, for

consistency `r was assigned a constant value equal to the diagonal dimension of the

ROI for all cases. For the 5X microscope objective lens, this corresponded to `r =

1.902× 103 µm.

4As in accordance with the vector form of Fourier’s law, q′′ = −k∇T .



158

1. Aggregate Freezing Process

Normalization of the reduced aggregate freezing velocity data presented in Figures

5.1 and 5.2 produced a series of general trends which are shown in Figure 5.10.

In these plots, the surface properties of roughness and apparent hydrophobicty are

intrinsically represented by the values of θw while the nominal substrate temperature

is indicated by the data marker type. The normalized aggregate freezing velocity

data are presented for humidity ratios of 3.5 and 4.9 g/kg in Figures 5.10(a) and (b),

respectively.

The results shown in Figure 5.10 indicate that for a given substrate temperature

and humidity ratio, the normalized freezing velocity tracks inversely with the cor-

rected contact angle. This relationship is emphasized by the lines of best fit shown

for each substrate temperature in both Figures 5.10(a) and (b). These lines were

generated by way of non-linear regression analysis applied to the dataset associated

with each substrate temperature and humidity ratio condition. The only constraint

applied in the regression analyses was

lim
θw→180◦

V̄n = 0

which was predicated on the assumption that for a completely non-wettable surface,

the activation energy barrier for ice nucleation was high enough that freezing would

not occur within the range of substrate temperatures considered in this study. Consid-

ering this constraint, the data profiles suggested a sigmoidal or “S-curve” relationship

between the normalized velocity and corrected contact angle. A suitable correlating

function was determined to be a three-parameter sigmoid curve of the form

V̄n · `r
αs

= C1

(
1

1 + e
C3−θw
C2

−Θ0

)
(5.7)
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(a)

(b)

Figure 5.10: Normalized aggregate freezing front velocity V̄n·`r
αs

versus corrected contact

angle θw with Uair = 5 m/s for all test surfaces and nominal humidity

ratios of (a) 3.5 and (b) 4.9 g/kg



160

where

Θ0 =
1

1 + e
C3−180
C2

(5.8)

and C1, C2 and C3 were correlating parameters which were functions of the substrate

temperature and humidity ratio. Based on the results of a secondary multiple regres-

sion analysis, it was found that C1, C2 and C3 could be cast as linear functions of Ts

and ωair, leading to the common expression

Cn = a1ωairTs + a2Ts + a3ωair + a4 (5.9)

where Cn represented the appropriate correlating parameter used in Equations 5.7

and 5.8 and a1, a2, a3, and a4 were constants; the values of these constants are listed

in Table 5.2.

Table 5.2: Correlating constants for functions Cn given by Equation 5.9

n a1 a2 a3 a4

1 −1.901× 10−5 −7.000× 10−6 5.090× 10−3 3.028× 10−3

2 1.697× 10−2 5.097× 10−1 −4.075× 100 −1.693× 102

3 −9.106× 10−1 2.766× 100 2.538× 102 −7.140× 102

Considering all layers in this multi-parameter correlation, the coefficient of de-

termination (R2) for Equation 5.7 was found to be ≥ 0.90 for all but two datasets.

Inspection of Figure 5.10(b) revealed that the accuracy of the correlation was lowest

at substrate temperatures of 263 and 258 K for the highest humidity ratio considered

(ωair = 4.9 g/kg). The overall performance of Equation 5.7 was assessed by directly

evaluating the predicted against the corresponding measured values. A comparative

plot summarizing these results is shown in Figure 5.11.
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Figure 5.11: Predicted versus measured values of normalized aggregate freezing front

velocity V̄n·`r
αs

for all test surfaces and conditions: based on Equation 5.7

Figure 5.11 indicates that Equation 5.7 predicted 60% of the measured data to

within ± 10% and all data to within ± 20%. Based on these results, Equation 5.7 was

expected to provide reasonably accurate estimations of the average aggregate freezing

velocity within the ranges of substrate and environmental parameters listed in Figure

5.11.

2. Inter-Droplet Freezing Process

The inter-droplet freezing data shown in Figures 5.3 and 5.4 were normalized with the

substrate thermal diffusivity in the same manner described in the previous section.

The resulting normalized data are presented in Figure 5.12(a) in terms of the corrected

contact angle and the two humidity ratios considered. The large degree of overlap seen

in each humidity dataset at a given value of θw was similar to the previous assessment

of the inter-droplet freezing velocity not being very sensitive to the temperature of
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the substrate. To simplify the analysis, the normalized inter-droplet freezing velocity

was assumed to be completely independent of temperature; as such, each constant θw

and ωair dataset was averaged across all values of Ts to yield a single representative

value of
v̄k,D̄·`r
αs

for each combination of θw and ωair. These temperature-averaged data

are shown in Figure 5.12(b).

The results presented in Figure 5.12(b) suggested that for a given humidity ratio,

the normalized inter-droplet freezing velocity approached a finite value as θw → 0◦

and decayed asymptotically to a non-zero value as θw → 180◦. The former trend

was consistent with the fact that the activation energy barrier for solidification and

deposition was less for a hydrophillic surface than a hydrophobic surface. In the

absence of data in the upper ranges of θw, the physical significance of the latter trend

was not as clear. On one hand, it could be argued that v̄k,D̄ → 0 as θw → 180◦ based

simply on the premise that such a surface would not be wettable. However, if the

dominant mechanism responsible for inter-droplet crystal growth was ice deposition

from the vapor phase − the same mechanism responsible for atmospheric ice crystal

growth (e.g. snowflakes) [82–84] − it was not clear whether or not such a constraint

was even applicable to a completely hydrophobic surface. Nevertheless, the general

trends for the range of data shown in Figure 5.12 suggested the relationship between

the normalized velocity and corrected contact angle followed one of exponential decay.

The lines of best fit included in Figure 5.12 were derived from a non-linear regression

analysis based on a three-parameter fitting function of the form

v̄k,D̄ · `r
αs

= C4 + C5e
−C6θw (5.10)

where C4, C5, and C6 were correlating parameters which were a first order linear

function of ωair:

Cn = a5ωair + a6 (5.11)
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(a)

(b)

Figure 5.12: Normalized inter-droplet freezing velocity
v̄k,D̄·`r
αs

versus corrected contact

angle θw with Uair = 5 m/s for all test surfaces and nominal humidity

ratios of 3.5 and 4.9 g/kg: (a) all and (b) Ts-averaged data



164

The values of the constants a5 and a6 used in Equation 5.11 are given in Table 5.3.

Table 5.3: Correlating constants for functions Cn given by Equation 5.11

n a5 a6

4 6.000× 10−6 1.300× 10−5

5 1.900× 10−5 −2.100× 10−5

6 0 7.380× 10−2

The lines of best fit shown in Figure 5.12(b) indicated generally good agreement

between the data and Equation 5.10 (R2 ≥ 0.95). The accuracy of Equation 5.10

was assessed by contrasting the predicted and corresponding measured values for all

of the data shown in Figure 5.12(a). This results of this evaluation are presented in

Figure 5.13.

Figure 5.13: Predicted versus measured values of normalized inter-droplet freezing ve-

locity
v̄k,D̄·`r
αs

for all test surfaces and conditions: based on Equation 5.10
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Figure 5.13 shows that Equation 5.10 accurately captured the subtle impact of

humidity ratio and corrected contact angle on the normalized inter-droplet freezing

velocity. Specifically, this correlation predicted 90% of the measured data to within

± 10% and all data to within ± 20%.

3. Intra-Droplet Freezing Process

The normalized intra-droplet freezing velocity data, based on the reduced values

reported in Figures 5.7 and 5.8, are shown in Figure 5.14. The normalized data were

presented in terms of the corrected contact angle and substrate temperature only. The

effect of humidity on the intra-droplet freezing process was found to be negligible and

was not considered further.

Figure 5.14: Normalized intra-droplet freezing velocity v̄sl·`r
αs

versus corrected contact

angle θw for all test surfaces at nominal surface temperatures of 263 and

253 K and humidity ratios of 3.5 and 4.9 g/kg

Figure 5.14 indicated that for a given substrate temperature, the normalized
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intra-droplet freezing velocity decreased monotonically from a finite asymptotic value

as the corrected contact angle increased. Assuming that ice nucleation would not

occur on a completely hydrophobic surface within the range of substrate tempera-

tures considered in this investigation, the general shape of these trends suggested a

sigmoidal relationship between the normalized velocity and corrected contact angle.

The lines of best fit shown in Figure 5.14 were derived from a non-linear regression

analysis similar to that previously carried out for the normalized aggregate freezing

velocity data. Invoking the constraint defined by

lim
θw→180◦

v̄sl = 0

the optimal correlating function was determined to be a sigmoid curve similar to

Equation 5.7, namely

v̄sl · `r
αs

= C7

(
1

1 + e
C9−θw
C8

−Θ1

)
(5.12)

where

Θ1 =
1

1 + e
C9−180
C8

(5.13)

The correlating parameters C7, C8, and C9 were assumed to be functions of Ts only.

A generic first order linear function for these parameters was used:

Cn = a7Ts + a8 (5.14)

The values of the constants a7 and a8 used in Equation 5.14 are listed in Table 5.4.

The R2 values associated with Equation 5.12 were determined to be 0.71 and

0.98 for the substrate temperature conditions of 263 and 253 K, respectively. A

comparison between the predicted and measured values is shown in Figure 5.15.

Overall, Equation 5.12 predicted about 60% of the measured data to within
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Table 5.4: Correlating constants for functions Cn given by Equation 5.14

n a7 a8

7 −5.259× 10−1 1.397× 102

8 2.000× 10−1 −6.053× 101

9 1.250× 100 −2.463× 102

Figure 5.15: Predicted versus measured values of normalized intra-droplet freezing ve-

locity v̄sl·`r
αs

for all test surfaces and conditions: based on Equation 5.12
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± 20%. The poorer agreement between the predicted and measured values for the

higher temperature condition can be largely attributed to the data points located at

θw = 57.7◦, which where measured to have values that were, on average, about 70%

higher than implied by the trend. The underlying reason for this discrepancy was not

known, but two distinct possibilities include

1. microscopic defects, including contamination or oxidation, along the droplet-

substrate interface that may have had the net effect of accelerating the crystal-

lization kinetics at higher temperatures (in a manner somewhat analogous to

ice nuclei), or

2. localized fluctuations in substrate temperature.

C. Summary and Remarks

Three unique sets of freezing velocity data were used characterize the dynamics of

ice propagation on surfaces undergoing dropwise condensation. The dependent vari-

ables of interest consisted of the average aggregate freezing velocity V̄n, the average

inter-droplet freezing velocity v̄k,D̄, and the average intra-droplet freezing velocity v̄sl.

These parameters were normalized with the thermal diffusivities of the substrates and

modeled as functions of three independent variables quantified in or by the experi-

ments: the substrate temperature Ts, the absolute humidity ratio of the air stream

ωair, and the combined effects of surface roughness and hydrophobicity, as given by the

corrected contact angle θw. Generalized correlations were developed which predicted

the normalized velocities with reasonable accuracy: the resulting methods were found

to match at least 75% of the measured data from the aggregate, inter-droplet, and

intra-droplet freezing experiments to within ± 15%, ± 10%, and ± 35%, respectively.

The correlations for the aggregate (Equation 5.7) and inter-droplet freezing ve-
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locities (Equation 5.10) were found to provide accurate results over the following

ranges of substrate and environmental parameters:

• 253 ≤ Ts ≤ 266 K

• 3.5 ≤ ωair ≤ 4.9 g/kg

• 25 ≤ θw ≤ 85◦

• 8.9× 10−5 ≤ αs ≤ 1.2× 10−4 m2/s

The correlation for the intra-droplet freezing velocity (Equation 5.12) was applica-

ble over the same ranges of these parameters except for the substrate temperature;

this relationship has not been validated for Ts ≥ 263 K. The effects of air stream

temperature and velocity were not explicitly considered in this study.

It is worth noting that the effects of condensation and condensate distribution

have been implicitly incorporated into the aggregate freezing data. Inasmuch, Equa-

tion 5.7 can be thought of as type of higher level phenomenological model that could

eventually be reformulated to study the condensation process with greater detail.

The data reduction and analysis methods developed in Chapter IV would certainly

be conducive to such an investigation.
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CHAPTER VI

EVIDENCE FOR ICE PROPAGATION MECHANISMS ON DROPLET-LADEN

SURFACES

The results presented in the previous two chapters suggest that ice propagates across

surfaces undergoing dropwise condensation due to the combined effects of two distinct

mechanisms: inter- and intra-droplet ice crystal growth. A series of experimental

procedures and analysis techniques outlined in Chapters III and IV allowed these

mechanisms, as well as the resulting aggregate freezing dynamics, to be character-

ized independently as functions of surface properties and environmental parameters.

The resulting freezing velocity data, along with a set of predictive correlations, were

presented and discussed in Chapter V. As an extension to the reported methods and

results, it was desirable to evaluate the primary mechanisms of ice crystal growth in

terms of more fundamental principles. The benefits of such an analysis include:

1. Being able to explain the experimental results and observations within a more

fundamental framework provides further validation that the basic mechanisms

have been correctly identified.

2. Analyzing the ice propagation process at a basic level is a critical first step

towards developing a more comprehensive dynamical model.

3. A better understanding of the theoretical underpinnings associated with these

mechanisms ultimately contributes to the body of fundamental knowledge in

the areas of nucleation, crystallization kinetics, and surface science.

In this chapter, the aggregate freezing process is analyzed in terms of the constituent

crystal growth mechanisms and the thermophysics associated with these mechanisms

are analyzed and compared with the experimental data, where possible.
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A. Phenomenological Decomposition of the Aggregate Freezing Process

Numerous quantitative and qualitative observations reported in this study indicated

that the aggregate ice propagation process on droplet-laden surfaces can be described

as the manifestation of two distinct crystal growth mechanisms which operated over

a range of microscopic length and time scales. The first mechanism, referred to as the

inter-droplet freezing process, was responsible for the propagation of the ice phase

from one droplet to the next and appeared to operate exclusively along the substrate

between neighboring droplets. The second mechanism, branded the intra-droplet

freezing process, dictated the rate at which ice propagated throughout individual

supercooled droplets. Notwithstanding the fact that some droplets on the surface

naturally underwent spontaneous ice nucleation, the combined interaction of these

mechanisms eventually led to the freezing of all droplets within a given region, which

was found to be a necessary precursor to the localized formation of frost. The interac-

tion between these two mechanisms for an ideal, one-dimensional aggregate freezing

process is illustrated in Figure 6.1.

The results presented in Chapter V showed that the speed at which the intra-

droplet mechanism propagated (v̄sl) was as many as five orders of magnitude higher

than that of the inter-droplet freezing process (v̄k,D̄). Consequently, the manner in

which these two mechanisms affected the aggregate freezing process was considerably

different. As depicted in Figure 6.1, the slower inter-droplet mechanism controlled the

rate at which the ice phase migrated between droplets; as such, v̄k,D̄ acted exclusively

through length scales consistent with the local inter-droplet separation and defined a

lower limit for the average aggregate freezing velocity V̄n as long as droplets are present

on the surface. On the other hand, the significantly faster intra-droplet mechanism

defined the rate at which the ice phase propagated across individual supercooled liquid
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Figure 6.1: Illustration of an ideal 1-D aggregate freezing process in terms of the local

ice phase position versus time for the constituent inter- and intra-droplet

ice crystal growth mechanisms

droplets, (i.e. from one side to the other); v̄sl therefore operated at the diametral

length scales associated with individual droplets and served as an upper limit for

the aggregate freezing velocity. Assuming that the characteristic quantities given by

v̄k,D̄ and v̄sl did not vary appreciably over the surface, the aggregate freezing velocity

magnitude in any local region can be cast as a function of these two constituent

velocities, as well as two parameters that specified the distribution of condensate on

the substrate:

Vn = f
(
v̄k,D̄, v̄sl, D,∆r

)
(6.1)

In Equation 6.1, D and ∆r were the local droplet diameter and inter-droplet sep-

aration just prior to freezing, respectively. With regard to Figure 6.1, the droplet

diameter could be written as D = x2− x1 or D = x8− x7, depending on the position

of the ice phase at any time t. Likewise, the inter-droplet separation distance could

be expressed as ∆r = x3 − x2 or ∆r = x7 − x6, and so on.
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In considering the simple one-dimensional case depicted in Figure 6.1, a suitable

basis emerged for defining the aggregate freezing velocity in terms of the constituent

mechanisms. The most localized definition of Vn was based on the variable unit length

∆xψ = D + ∆r (6.2)

where the size of ∆xψ was such that the inter- and intra-droplet crystal growth

mechanisms were incorporated into the formulation just once. For example, Vn could

be defined between the points 1 and 3 or 6 and 8 shown in Figure 6.1, but not between

3 and 4 as the latter would simply be v̄sl. Within this framework, Vn varied locally

according to the droplet size and spatial distributions of the condensate droplets as

Vn(x) =
∆xψ
∆tψ

(6.3)

where ∆tψ was the unit time scale associated with ∆xψ defined by

∆tψ = ∆tinter + ∆tintra =
∆r

v̄k,D̄
+
D

v̄sl
(6.4)

Substituting the expressions for ∆xψ and ∆tψ into Equation 6.3 yielded

Vn(x) =
D + ∆r
∆r
v̄k,D̄

+ D
v̄sl

(6.5)

The partial fraction in Equation 6.5 can be further simplified by recalling that v̄sl � v̄k,D̄;

therefore, D
v̄sl
� ∆r

v̄k,D̄
and the local aggregate freezing velocity can be reduced to

Vn(x) = v̄k,D̄

(
1 +

D

∆r

)
(6.6)

By extending the foregoing analysis to include all unit length and time increments

present, an overall or average aggregate freezing velocity could be evaluated. For the

simple 1-D case shown in Figure 6.1, there were always N unit increments associated
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with a total of 2N − 2 droplets. Therefore, an average aggregate velocity V̄n could

be expressed in terms of the local values Vn,i for each increment i = 1 . . . N by the

general relationship

V̄n =
1

N

N∑
i=1

Vn,i(x) =
1

N

N∑
i=1

xi+2 − xi
ti+2 − ti

(6.7)

It can be shown that an equally valid expression for Equation 6.7 is

V̄n =
v̄k,D̄
N

N∑
i=1

(
1 +

Di

∆ri

)
(6.8)

Although Equations 6.7 and 6.8 can be applied directly to the ideal 1-D scenario de-

picted in Figure 6.1, they were not generally valid for the more realistic situation in

which the freezing process occurs in two spatial dimensions. This was due primarily to

the fact that for 2-D freezing, ice can propagate along any number of freezing pathlines

within a field of droplets (see Figure 4.11), in which case the number of correspond-

ing unit increments N would not typically correlate with the number of droplets.

Furthermore, evaluating Equation 6.8 for any region would require knowledge of the

local condensate droplet size (Di) and spatial distribution (∆ri). Accurately resolving

these parameters was beyond the scope of this study.

Equation 6.6, on the other hand, can be applied to the 2-D ice propagation

problem because it was based on a local formulation. This relationship revealed

an important aspect of the aggregate freezing process in general: the magnitude of

the intra-droplet freezing velocity v̄sl did not significantly affect the dynamics of the

aggregate freezing process. Equation 6.6 indicated that for a given value of v̄k,D̄,

the aggregate freezing velocity increased with increasing D and decreasing ∆r. The

results presented in Chapter V showed that the average aggregate freezing velocity V̄n

was dependent on three parameters: the substrate temperature (Ts), the free stream

humidity (RH or ωair), and the interfacial surface properties (as captured by θw,
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defined by Equation 5.4). Interestingly, the same dataset revealed that v̄k,D̄ was nearly

independent of Ts and very weakly dependent on ωair and θw. Equation 6.6 therefore

implied that it was the distribution of condensate on the surface that controlled

the dynamics of the aggregate freezing process, not the kinetics of the underlying

phase change mechanisms. The relative droplet size and spatial distributions of the

condensate were locally characterized by the ratio D
∆r

. In addition, D and ∆r were

inversely coupled1 and stemmed directly from the condensation process, which was

dependent on Ts, ωair and θw. Therefore, V̄n can be understood to be a function of

Ts, ωair, and θw as a consequence of the fact that D and ∆r were dependent on the

same parameters.

B. The Kinetics of Ice Crystal Growth within Supercooled Water Droplets

Using high speed digital microscopy, the solidification process for individual water

droplets was found to occur in two sequential steps:

1. an unstable, dendritic ice front that rapidly propagated away from the point of

inception along the droplet-substrate and droplet-air interface, and

2. a slower, more planar ice front that propagated upwards through the bulk of

the remaining liquid, eventually freezing the entire droplet.

Numerous observations made in this study have shown that the crystal growth process

in first stage effectively encases the supercooled liquid droplet with a very thin “ice

shell” prior to onset of bulk freezing in the second stage. Toward the end of the second

stage, the upward displacement of the remaining liquid phase above the solidification

1Consider that for a fixed number of droplets within an arbitrary region on the
surface, the separation distance between droplets (∆r) must decrease as the size of
the droplets (D) increase.
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front produced an inflected “spire” at the top of the droplet2. The rate at which the

encasement process occured was, on average, about two orders of magnitude greater

than the bulk freezing process. For example, the dynamics of the dendritic ice fronts

associated with the first stage were characterized by v̄sl and reported as a function

of substrate temperature and surface properties in Chapter V; the magnitude of v̄sl

was found to fall in the range of 104 to 105 µm/s for the conditions studied. The

dynamics of the bulk freezing process associated with the second stage were previously

characterized in an earlier study by Gong [39] in which he reported bulk freezing

velocities on the order of 102 to 103 µm/s under comparable conditions. As such, the

bulk freezing process was not considered further and the remaining discussion focuses

exclusively on the overall thermophysics of the inceptive crystallization mechanism.

A molecular analysis of the liquid-to-solid phase change process associated with

the intra-droplet crystal growth mechanism required the framework of statistical ther-

modynamics. As discussed in Chapter II, the condition of stable equilibrium within

any system undergoing a phase-change process at a fixed temperature T and pressure

P requires that the Gibbs free energy G of each phase are equal. For a liquid-solid

system, this condition specifically requires that

Gl(TM , P ) = Gs(TM , P ) (6.9)

where TM is the equilibrium melting point temperature of the solid phase at pressure

P and the subscripts s and l denoted the solid and liquid phases, respectively. The

equilibrium condition given by Equation 6.9 can be alternately expressed in terms of

2Examples of these processes may be seen in a series of selected frames from a
high speed image sequence in Figure 4.26
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the enthalpies and entropies of each phase as

Hl − TMSl = Hs − TMSs (6.10)

The expression given by Equation 6.10 can be rearranged to reveal the definition of

the enthalpy of formation associated with the phase change process, namely

Hl −Hs = TM∆S = Lsl (6.11)

or on a molecular basis as,

ĥl − ĥs = TM∆ŝ = l̂sl (6.12)

Because Lsl and l̂sl are representative of an isothermal change in energy, these param-

eters have historically been referred to as latent heats of formation. For a melting or

solidification process, these terms are more generally labeled as latent heats of fusion.

At temperatures above the melting point, Gs > Gl; hence, the liquid phase is

the more thermodynamically stable of the two phases for T > TM . Conversely, for

T < TM , Gs < Gl and the existence of the solid is more thermodynamically favorable.

The variation of the Gibbs free energy with temperature for each phase is illustrated

in Figure 6.2.

The existence of the liquid phase for temperatures below TM is the result of phe-

nomenon known as supercooling and represents a metastable thermodynamic condi-

tion. As shown in Figure 6.2, a Gibbs free energy potential ∆Gsl = Gl(T, P )−Gs(T, P )

exists between the liquid phase and the absent solid phase for all T < TM . For a given

pressure, this potential energy increases with the degree of supercooling ∆T = TM−T

until a critical nucleation limit is reached, at which point a stable ice nucleus forms

and the supercooled liquid begins to crystallize. The Gibbs potential for this process
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Figure 6.2: Illustration of the isobaric variation of Gibb’s free energy with temperature

for solid and liquid phases

may be approximated by a first order expansion in temperature as

∆Gsl ≈
(
∂Gl

∂T

)
P

∆T −
(
∂Gs

∂T

)
P

∆T (6.13)

Using Equation 6.11 with the thermodynamic relation S = −
(
∂G
∂T

)
P

[85], Equation

6.13 becomes

∆Gsl = Lsl
∆T

TM
(6.14)

Equation 6.14 is a fundamental relationship for the thermodynamic driving potential

for crystal growth within the supercooled liquid phase. It can also be expressed on a

molecular basis as

∆µ = l̂sl
∆T

TM
(6.15)

where µ = G
Nm

is often referred to as the chemical potential. It should be noted that

because of the metastable conditions for which they were defined, Equations 6.13 -

6.15 are inherently non-equilibrium relationships.
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For an ice crystal to evolve within the liquid phase, water molecules must over-

come an activation energy barrier associated with molecular diffusion to freely adsorb

onto and properly reorient with a crystalline surface. If the diffusion energy barrier

is represented by Ead, the probability that a given molecule will exceed this energy

barrier is proportional to the Boltzmann weight given by [86]

P ∝ e
−Ead
kBT

where kB is Boltzmann’s constant. If the water molecules vibrate around their aver-

age position with a frequency ν, then the average molecular adsorption flux at the

crystalline interface is given by

fad = νe
−Ead
kBT (6.16)

The adsorption of water molecules at the crystalline interface is met with some degree

of desorption (melting), represented by fds. The molecular fluxes of adsorption and

desorption can be shown to differ by the factor [80]

fad
fds

= e
−∆µ
kBT

where ∆µ is the chemical driving potential given by Equation 6.15. Therefore, the

net growth rate of the crystal is given by

vWF = dmνe
−Ead
kBT

[
1− e

−∆µ
kBT

]
(6.17)

where dm is the molecular diameter. Equation 6.17 is known as the Wilson-Frenkel

formula and describes the evolution rate of crystals from their melt. The leading

terms in Equation 6.17 may be equated with the Brownian diffusion coefficient D

given by the Einstein-Stokes relation [87],

D =
kBT

3πηdm
= d2

mνe
−Ead
kBT (6.18)
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This allows Equation 6.17 to be rewritten in terms of the liquid dynamic viscosity η

as

vWF =
kBT

6πηd2
m

[
1− e

−∆µ
kBT

]
(6.19)

For moderate degrees of supercooling, Equations 6.17 and 6.19 have been shown to

be approximated by [88]

vWF ≈ KT∆T (6.20)

where KT is a kinetic coefficient defined by

KT =
l̂sl

6πηd2
mTM

(6.21)

The liquid viscosity η, molecular diameter dm, and latent heat per molecule l̂sl

must be known to evaluate Equations 6.19 or 6.20. For water and ice-Ih, dm =

2.8Å = 2.8 × 10−10 m and l̂sv = 9.97 × 10−21 J/molecule are taken as reasonable

values [89]. Viscosity data for supercooled liquids were found to be scarce; however,

measurements of η for water have been reported for temperatures down to 248 K by

Hallett [90]. These data, shown in Figure 6.3, were found to correlate well with the

general relationship given by

η = η0 +
a1

T
+
a2

T 2
+
a3

T 3
(6.22)

where

η0 = −2.47× 103

a1 = 2.00× 106

a2 = −5.41× 108

a3 = 4.89× 1010

Figure 6.3 shows that the viscosity of supercooled water can vary markedly with

the degree of supercooling, increasing rapidly with decreasing temperature. The
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Figure 6.3: Variation of dynamic viscosity with temperature for supercooled water;

from Hallett [90]

general forms of Equations 6.19 and 6.20 indicated that the crystal growth rate can be

substantially reduced at larger supercooling because of the increase in liquid viscosity.

However, the results of early molecular dynamics study of the crystallization process

for a Lennard-Jones liquid [91] suggested that the molecular mobility in the melt

does not appreciably affect the crystal growth rate due to a “pre-aligning” effect in

the region near the liquid-solid interface. Indeed, using the variable viscosity relation

(Equation 6.22) in Equations 6.19 or 6.20 was found to produce physically unrealistic

crystal growth velocities for the larger values of ∆T considered in this study. However,

if an constant value of η was used, evaluated at the average substrate temperature

spanned by the experimental data reported in this study (for Ts,ave = 260 K, η = 3.01

mPa·s), Equations 6.19 and 6.20 produced more reasonable velocities over the full

range of substrate temperatures considered in this study. The corresponding values
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of the intra-droplet freezing velocity v̄sl taken from the Type III experimental data

could then be directly compared with these predictions. The results of this analysis

are shown in Figure 6.4.

Figure 6.4: Rate of crystal growth in melt versus degree of supercooling given by Equa-

tions 6.19 and 6.20 with Type III experimental data

The results presented in Figure 6.4, which provide a direct comparison between

theory and experiment, demonstrated that the dynamics of the intra-droplet freezing

process were consistent with those of the crystal growth mechanism in supercooled

melts. This observation was underscored by the remarkably good agreement between

the experimental data and the predictions of Equations 6.19 and 6.20 seen for higher

values of the supercooling ∆T . And as indicated in the plot annotations, the lower ∆T

data acquired for the CuA5 test surface compared favorably with these predictions

as well. However, Figure 6.4 also showed that with the exception of the CuA5 data,
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Equations 6.19 and 6.20 over-predicted all of the lower ∆T data by about a factor of

four, on average. The same relative over-prediction was observed for the SiA2 data

for the higher ∆T condition.

There were a number of potential explanations for the differences observed be-

tween theory and experiment in these results. The possibilities range from unexpected

bias in the data due to factors such as surface contamination to the application of an

overly simplistic theoretical model. It should be noted that only the kinetics of the

crystallization process were considered in this analysis; the interaction between the

substrate, ice, and supercooled water was not incorporated into the theoretical model.

Furthermore, deeper-seeded effects such as those associated with morphological insta-

bilities in the evolving solid-liquid interface, spontaneous ice nucleation, and thermal

effects associated with local heat conduction into the substrate were not considered.

Nonetheless, this analysis was carried out with the intention of demonstrating that

the intra-droplet freezing process is consistent with and amenable to further analysis

with established theory.

Aside from the overall kinetic arguments presented in the foregoing analysis,

a fascinating question remains: why does the intra-droplet freezing process rapidly

encase the droplet in an ice shell prior to the onset of bulk freezing? One possible

explanation for this interesting phenomenon can be framed in the context of molecular

interactions within the confines of a liquid. Any molecule residing within the bulk

interior of a liquid will experience inter-molecular forces of attraction from neighboring

molecules in essentially all directions, resulting in a net force of zero acting on that

molecule. Conversely, a molecule located along or near the liquid-vapor interface will

experience these attractive forces from one side only, resulting in a non-zero net force

acting towards the bulk interior. It is this resulting force imbalance along the interface

that gives rise to the phenomenon of surface tension. Because the molecules along
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the surface experience fewer interactions with other molecules, they naturally possess,

on average, higher free energies than those in bulk liquid. Therefore, based on the

free energy minimization principles discussed previously, it is logical to speculate that

once ice nucleation occurs, regions with higher free energy potentials ∆Gsl (e.g. the

droplet-air interface) are more likely to undergo freezing before those with lower free

potentials (e.g. the bulk interior of the droplet). This ice encasement phenomenon is

also consistent with results reported in two investigations in which the solidification

process was modeled with molecular dynamics simulations [62,91].

C. The Kinetics of Ice Crystal Growth between Supercooled Water Droplets

High resolution microscopy used in conjunction with a novel image analysis technique

revealed that the inter-droplet freezing process occured as the result of targeted ice

crystal growth along the substrate between neighboring droplets. The data showed

that once a given droplet began to freeze, an ice crystal emerged from its periphery

and began to grow along the substrate directly toward the nearest unfrozen droplets

(for example, see Figure 4.21). In many instances, the so-called “target droplets” that

the crystals grew towards showed signs of evaporation and this process always tracked

consistently with the local crystal tip velocity. This later observation suggested that

the basic inter-droplet ice propagation mechanism was fundamentally based on that

of crystal growth from the vapor phase. Remarkably, this also implied that the mass

source for crystal growth may in fact be vapor that was derived from the evaporation

of a proximal liquid phase. Thus, the inter-droplet crystal growth phenomenon may

very well be the result of a complicated three-phase heat and mass transfer process.

In general, the basic mechanisms which determine dynamics of ice crystal growth

from the vapor phase are poorly understood. The growth of any crystal from its
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vapor is an incredibly complex process which depends on many factors, including

temperature, vapor pressure, as well as the underlying lattice structure of the atoms

or molecules in the solid phase. At the most fundamental level, the evolution of

crystals are thought to occur through the adsorption and incorporation of vapor

atoms or molecules into sub-microscopic steps and kinks on the advancing solid-vapor

interface [92]. Depending on the substance and conditions, the process by which the

atoms or molecules are incorporated into the kinks can occur as the result of several

distinct mechanisms, including surface diffusion, circular or spiral step growth, and

two-dimensional nucleation [88]. Additional complications arise in the case of the

ice-water vapor system because, owing to the hexagonal structure of ice-Ih, growth

can occur in a direction normal to two principle crystallographic planes: the basal

and prism facets [89].

Despite the complexities noted above, a more general analysis, formulated in

terms of ideal kinetics, can provide considerable insight into the purported inter-

droplet ice crystal growth mechanism. For a dilute, ideal gas, the probability that

a given molecule has a velocity somewhere within the region dvxdvydvz around the

central value of v = vxei + vyej + vzek in velocity space is given by the Maxwell

velocity distribution [93]

P(v)dv =

(
m

2πkBT

)3/2

e
− mv2

2kBT dv (6.23)

For simplicity, it will be assumed that the solid-vapor interface of the growing crystal

is a perfectly flat, two-dimensional surface oriented parallel to the yz plane, initially

located at x = 0, and growing in the positive x-direction. In a unit time dt, the flux

of molecules impinging on the surface may be evaluated by

f =

∫ ∞
−∞

∫ ∞
−∞

∫ 0

−∞
n|vx|P(v) dvxdvydvz (6.24)
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where n is the mean number density of the vapor molecules given by

n =
P

kBT
(6.25)

and P is the parital pressure of the vapor phase. Evaluating Equation 6.24 provides

the molecular adsorption flux

fad =
P√

2πmkBT
(6.26)

For a given temperature and pressure, the adsorption of vapor molecules at the surface

is met with some degree of sublimation or desorption. For an ideal gas, the desorption

flux is independent of the adsorption flux and may be evaluated by Equation 6.26

when P = Psat(T ), which is the saturation or equilibrium vapor pressure at the

temperature T :

fsat =
Psat√

2πmkBT
= fds (6.27)

Now, in an infinitesimal timespan dt, the crystal face advances a distance dx in

the positive x-direction due to the progressive impingment and “stacking” of vapor

molecules of diameter dm onto the surface. Therefore, the advancement rate dx
dt

of the

crystal surface can be equated to the net molecular flux as

vHK = d3
m (fad − fds) =

d3
m (P − Psat)√

2πmkBT
(6.28)

Equation 6.28 is known as the Hertz-Knudsen formula. With the supersaturation

ratio σ defined by

σ =
P − Psat
Psat

(6.29)

the Hertz-Knudsen formula may also be written as

vHK =
d3
mσPsat√

2πmkBT
(6.30)
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Using arguments similar to those presented in association with Figure 6.2, Equation

6.28 can be alternatively expressed in terms of the chemical driving potential µ:

vHK = d3
mfsat

[
e
− ∆µ
kBT − 1

]
(6.31)

Experiments have shown that due to kinetic-limiting effects associated with basal

and prism facet growth, formulations such as Equation 6.28 tend to overpredict mea-

sured vapor growth rates for ice crystals under normal atmospheric conditions [83].

To address this issue, Equation 6.28 may be modified with the addition of a semi-

empirical parameter known as the condensation coefficient αcond to yield and expres-

sion of the form

vHK = αcond
d3
m (P − Psat)√

2πmkBT
(6.32)

for which αcond ≤ 1. The condensation coefficient is a function of the local vapor

pressure and temperature; Libbrecht [83] reported that measured values of αcond cor-

related well with σ through the functional form given by

αcond = Ae−
σ0
σ (6.33)

From reported values of these coefficients, A and σ0 can be approximated by a linear

function of the supercooling degree ∆T with

A = 0.0038∆T − 0.0377

σ0 = 0.0069∆T + 0.0514

The crystal growth velocities predicted by Equations 6.28 through 6.32 are di-

rectly proportional to the vapor pressure imbalance relative to saturated conditions

and inversely proportional to the square root of the temperature. The saturation

pressure of water vapor above an ice surface is less than that above liquid water, a

fact which is demonstrated in Figure 6.5 with the saturation pressure versus temper-
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ature profiles for ice and water derived from the thermodynamic formulations of the

IAPWS3. Figure 6.5 shows the variation in Psat for both water and ice with the de-

Figure 6.5: Saturation vapor pressures of water vapor above water and ice as a function

of supercooling degree (based on IAPWS)

gree of supercooling ∆T . Recall that for the inter-droplet freezing process observed in

this study, ice crystals were observed to preferentially grow along the substrate away

from newly frozen droplets toward nearby unfrozen droplets. Thus, the directional

crystal growth observed for the inter-droplet freezing process can be explained by

phase-induced vapor pressure gradients. In this process, newly frozen and unfrozen

3The International Association for the Properties of Water and Steam



189

droplets on the substrate assume the roles of mass sinks and sources, respectively,

with the former drawing water molecules from the latter via evaporation. The evapo-

ration process itself can be explained by the vapor pressure imbalance resulting from

the segregated liquid and solid phases coexisting with subsaturated vapor at temper-

atures below the triple point. It is also possible that latent heat conduction through

the substrate contributes to this process to some extent.

The secondary axis shown in Figure 6.5 displays the relative difference between

the saturation vapor pressures for each phase; a maximum value for ∆Psat occurs for

∆T ≈ 12 K. This particular curve provided some indications as to how the dynamics

of the crystal growth process was affected by temperature: considering the impact

of the temperature term in the denominator, the crystal growth rate predicted by

Equation 6.32 can be expected to peak for ∆T ≥ 12 and then monotonically decrease

with increasing ∆T beyond that point. To assess how well Equation 6.32 compared

with the inter-droplet freezing velocity data collected in this study (v̄k,D̄), the following

assumptions were made:

1. The driving force in Equation 6.32 was based on the difference between the sat-

uration pressures of water and ice at a given temperature: Pw,sat(T )− Pi,sat(T ).

2. The leading edge or tip of the inter-droplet crystal modeled by Equation 6.32

was assumed to behave as a flat interface that was oriented perpendicular to

the substrate along which it grew.

3. Despite having a thickness of the order of microns, the overall dimensions of

this idealized interface were assumed to be several orders of magnitude larger

than the size of an individual water molecule

4. Because the thickness of the crystal was relatively small compared to the thick-
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ness of the substrate, the ice temperature in a region near the interface was

assumed to be effectively the same as that of the test substrate. As such, any

thermal effects at the interface due to the evolution of latent heating were ig-

nored.

Using the appropriate values for dm and m along with the saturation pressures shown

in Figure 6.5, Equation 6.32 was evaluated over the range of substrate temperatures

considered in this study. Corresponding values of the inter-droplet freezing velocity

v̄k,D̄ taken from the Type I experimental data were compared with this prediction.

The results of the analysis are presented in Figure 6.6.

Figure 6.6: Rate of crystal growth from vapor versus degree of supercooling given by

Equation 6.32 with measured values of v̄k,D̄ from Type I experimental data

The comparison shown in Figure 6.6 indicated that the modified Hertz-Knudsen
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formula predicted the measured values of v̄k,D̄ reasonably well, with Equation 6.32

falling about 20% short of the inter-droplet freezing velocity data, on average. Figure

6.6 also showed that the predicted crystal growth velocity reached a maximum value

at ∆T ≈ 18 K. The experimental data for nominal ∆T values of 10, 15, and 20 K

appeared to follow this trend. However, the freezing velocity data for ∆T = 7 K were

over 60% higher than the predicted value and did not support the extension of this

trend into higher substrate temperatures. The reason for this discrepancy was not

entirely clear, although Libbrecht [83] had noted that the effects of latent heating at

the solid-vapor interface may begin to impact the dynamics of the real crystal growth

process for ∆T < 10 K. The results of this analysis suggested that the dynamics of

the inter-droplet freezing process were consistent with the basic mechanism of crystal

growth from vapor. Furthermore, the fact that such consistency was obtained by

using the difference in water and ice saturation vapor pressures as the driving force

for crystal growth lent support to the notion that the inter-droplet crystals grew as a

result of a vapor pressure gradients generated by a three-phase freezing-evaporation-

deposition cycle.

The results of this analysis also raised two important questions. First of all,

why did the direction of airflow over the test surface not have a discernible impact

on the direction of the inter-droplet freezing velocities? Second, why did the relative

humidity have such a minor effect on this process? Reasonable explanations for both

of these questions can be found from a qualitative consideration of the air boundary-

layer development over the test surface. In order to discuss the possible boundary-

layer effects, the following assumptions were made:

1. the dimensions of the test section duct were much larger than the air boundary-

layer thickness in the vicinity of the test surface; thus, locally, airflow over the



192

test surface could be approximated as external flow

2. the boundary-layer started to form at the leading edge of the test surface,

For incompressible laminar flow over a flat plate, the streamwise velocity boundary-

layer thickness δ(x) may be approximated by the relation [94]

δ(x) ≈ 5

√
νx

U∞
=

5x√
Rex

(6.34)

where U∞ is the free stream longitudinal velocity of the air, ν is the kinematic viscosity

of the air, x is the location downstream from the leading edge of the plate, and Rex is

the local Reynolds number of the airflow based on the free steam velocity. Assuming

that the measured test section centerline air velocity Uair was representative of U∞,

for the conditions prescribed in these experiments (see Chapter III), δ(x) was found

to be on the order of about 1000 µm at the downstream location corresponding to the

optical region of interest (ROI). The presence of droplets on the substrate undoubtedly

affected the development of the boundary-layer to some extent, particularly near

the leading edge where the boundary-layer was thin; however, the largest droplets

observed prior to freezing for any experiment conducted in this study were on the

order of 100 µm in diameter. It was therefore likely that all of the droplets within

the ROI were fully enveloped within some form of a “primary” boundary-layer, the

thickness of which was many times greater than the protrusion height of the droplets

from the surface. With regard to the flow field near the substrate, there is ample

theoretical, numerical, and experimental evidence to suggest that the formation and

separation of secondary boundary-layers would have tended to generate vortices and

other coherent flow structures in the wake region of each droplet [95,96]. A simplified

illustration of this concept applied to a two-droplet system is shown in Figure 6.7.

If the flow field within the larger primary boundary-layer was predominantly
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Figure 6.7: Illustration of possible intra-boundary-layer phenomena associated with

inter-droplet freezing process (not to scale)

streamwise, the more complex secondary flow field associated with the near-droplet

region would tend to be suppressed or smoothed by the bulk airflow at some height

above the droplet field. The interaction of these two flow fields would probably

have produced an interfacial shear or buffer layer, as depicted in Figure 6.7. The

thickness of the inter-droplet ice crystals were consistently measured to be on the

order of 1 µm (Chapter IV). Accordingly, the inter-droplet crystal growth process

would have always been confined to a lower-pressure recirculation zone in between

neighboring droplets, far below the buffer layer. It therefore stands to reason that

the buffer layer could have served to effectively “shield” the evolving inter-droplet

ice crystals from any effects associated with the direction of the free stream airflow.

And due to the effects of intra-boundary layer mixing and advection, this buffer layer

could have had the added effect of imposing what was essentially a mass transfer
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resistance for condensation or deposition. Although measuring or simulating these

effects were beyond the scope of this investigation, these explanations were consistent

with the experimental observations that the magnitude of the inter-droplet freezing

velocity v̄k,D̄ was 1) independent of the airflow direction and 2) increased slightly with

increasing humidity ratio ωair.

As an extension to the previous discussion, Figure 6.7 also illustrates some poten-

tial thermal effects that the evolution of the crystal could have had on the substrate.

As the leading tip of the crystal propagated from left to right, the local substrate

temperature may have increased to some extent due to the rejection of latent heat

associated with the deposition process. In principle, evaluating the extent of these

substrate temperature fluctuations would require knowing the local convective ther-

mal boundary conditions as well as the molecular kinetics at the solid-vapor interface.

For kinetic-limited conditions, the increase in substrate temperature in the vicinity

of the crystal tip might not be substantial. For very fast crystal growth kinetics,

however, the local substrate temperature could increase enough to affect a change in

the local saturation vapor pressure for ice, which in turn would alter the deposition

process.

D. Summary and Remarks

To obtain a better understanding of the thermophysics of ice propagation on droplet-

laden surfaces, the three principle freezing processes discovered in this study − the

aggregate, inter-, and intra-droplet freezing processes − were analyzed from a mecha-

nistic standpoint. Based on the results of this analysis, the aggregate freezing process

did not appear to be a basic ice propagation mechanism itself, but rather comprised

of two constituent mechanisms: the inter- and intra-droplet freezing processes. A
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more detailed analysis of the inter- and intra-droplet freezing processes revealed that

these mechanisms were capable of being understood in terms of molecular kinetics.

A phenomenological breakdown of the aggregate freezing process in terms of its

constituents showed that the aggregate freezing velocity was dependent on the inter-

droplet freezing velocity as well as the size and spatial distribution of the condensate

droplets just prior to the onset of freezing. Surprisingly, it was found that the magni-

tude of the intra-droplet freezing velocity did not directly affect the dynamics of the

aggregate freezing process. This later finding could be explained with the simple fact

that intra-droplet freezing velocity was, on average, about five orders of magnitude

faster than that of inter-droplet freezing process. Because the intra-droplet freezing

process acted over the diametral length scales associated with individual droplets, it

only affected the aggregate freezing process indirectly by significantly shortening the

corresponding diametral freezing time scales.

The dynamics of the inter- and intra-droplet freezing mechanisms were found to

be consistent with the kinetics of crystal growth from the vapor and liquid phases,

respectively. Experimental measurements of the intra-droplet freezing velocity com-

pared favorably with predictions from a simplified form of the Wilson-Frenkel formula

for crystal growth in melts. Likewise, a modified form of the Hertz-Knudsen formula

was found to agree quite well with inter-droplet freezing velocity data. In addition

to increasing confidence that these dropwise ice propagation mechanisms were in fact

fundamental, these results could serve as a starting point for more detailed investi-

gations in the future.
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CHAPTER VII

CONCLUSIONS AND RECOMMENDATIONS

The primary objective of this investigation was to determine and characterize the

mechanisms responsible for ice propagation on surfaces undergoing dropwise conden-

sation. To study the underlying phenomena responsible for this freezing process,

a series of visualization experiments were conducted for four test surfaces. These

experiments were carried out for a wide range of carefully controlled environmental

conditions in an apparatus that was capable of simulating psychrometric airflows typ-

ically encountered in sub-freezing refrigeration applications. The experiments were

divided into three classes of tests, each designed to utilize certain capabilities of the

high speed digital microscopy system built to observe the freezing process in situ over

various length and time scales. To analyze the large volumes of visualization data

that were generated, a set of image and data analysis methods were developed which

allowed the freezing dynamics from each experiment to be quantified on a consistent

basis.

Based on the results of this study, three primary freezing events were identified:

they were designated as the 1) inter-droplet, 2) intra-droplet, and 3) aggregate freezing

processes. The inter-droplet freezing process served as the dominant mode of of ice

propagation between neighboring droplets; it was observed to occur as the result of

directional ice crystal growth from the vapor phase along the substrate. The intra-

droplet freezing process was responsible for the evolution of ice within individual

supercooled droplets; it was found to operate at rates as many as five orders of

magnitude faster than the inter-droplet process. The aggregate freezing process was

determined to be a larger scale manifestation of the inter- and intra-droplet freezing

processes operating together.
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The dynamics of these three freezing processes were quantified by reduced freez-

ing velocities that were normalized with the substrate thermal diffusivity (αs) and

correlated with the independent variables of substrate roughness and hydrophobicity

(collectively represented by the corrected contact angle θw), substrate temperature

(Ts), and the free stream humidity ratio (ωair). The normalized aggregate freezing

velocity was determined to be dependent on all of these parameters; however, the

normalized inter- and intra-droplet freezing velocities were found to be essentially

independent of Ts and ωair, respectively. A set of predictive correlations were devel-

oped from the normalized data corresponding to each process and in general, they

predicted the dynamics of these phenomena quite well.

Through mechanistic analyses of the underlying thermophysics, the dynamics

of the inter- and intra-droplet freezing processes were found to be consistent with

the kinetics of generic crystal growth from the vapor and supercooled liquid phases,

respectively. Furthermore, the aggregate freezing process was broken down and ana-

lyzed in terms of the constituent inter- and intra-droplet crystal growth mechanisms.

The results of those analyses should provide a good starting point for more funda-

mental studies in this area in the future.

A. Conclusions

A number of conclusions can be drawn from the results of this investigation:

1. A comparison between the experimental data and the results of generalized ki-

netic analyses showed that the dynamcis of the inter- and intra-droplet freezing

processes were consistent with the basic mechanisms of crystal growth from the

vapor and liquid phases, respectively. Therefore, these freezing processes ap-

peared to be fundamental ice propagation mechanisms for surfaces undergoing
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dropwise condensation.

2. Based on the reduced data, the aggregate freezing dynamics were found to be

dependent on Ts, ωair, and θw. An analysis of the aggregate freezing process in

terms of its constituent mechanisms showed that the aggregate freezing velocity

was dependent on the magnitude of the inter-droplet freezing velocity as well the

distribution of condensate on the surface. However, the inter-droplet freezing

velocity was found to be independent of Ts and only weakly dependent on ωair.

Therefore, the reason that the aggregate freezing dynamics were affected by

the substrate temperature and the humidity ratio of the air was because the

dropwise condensation process was strongly dependent on these parameters.

3. The dynamics of the inter-droplet freezing mechanism were found to be weakly

dependent on the free stream humidity ratio and independent of the airflow

direction. A simple boundary-layer analysis revealed that the thickness of the

free flow or primary boundary-layer was several times greater than the radius of

the largest droplets measured in this study. Given that the flow field near and

amongst the droplets would tend to be quite complicated (Figure 6.7), it was

possible that a shear or buffer layer could have formed just above the droplets

and effectively isolated the inter-droplet crystal growth mechanism from the

effects of the free stream airflow.

4. For a given surface roughness value, an increase in the contact angle was ob-

served to significantly slow the propagation of ice. The data indicated that

the inter- and intra-droplet freezing velocities were greatly reduced after a hy-

drophobic coating was applied to one of the smoothest test substrates. Measure-

ments also showed that the aggregate freezing velocity decreased with increasing

surface hydrophobicity as well. The manner in which hydrophobicity impacted
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the fundamental ice propagation mechanisms was not clear. However, the ef-

fects of hydrophobicity on the aggregate freezing process can be understood, to

some extent, as being due to the alteration of the condensate distribution prior

to the onset of freezing.

5. According to Song et al. [50], a liquid film with a thickness on the order of

microns coexists amongst the droplets on surfaces undergoing dropwise conden-

sation. However, the dynamics of the inter-droplet ice propagation mechanism

were determined to be very consistent with those of crystal growth from the

vapor phase. These results do not necessarily preclude the possibility that a

condensate film can exist amongst the droplets prior to the onset of freezing.

They do, however, imply that for the range of substrate properties and environ-

mental conditions considered in this study, the exposed substrate area between

individual condensate droplets was actually dry during the freezing process. If

such a liquid film was present during freezing, the measured inter-droplet freez-

ing velocities would have compared more favorably with the much faster kinetics

associated with crystal growth in melts.

B. Recommendations

The results obtained in this study have prompted the following recommendations for

future work:

1. The manner in which surface energy affects the fundamental inter- and intra-

droplet freezing processes is not well understood. Thus, a logical extension to

this work would be to conduct similar freezing experiments for hydrophobic

and superhydrophoic surfaces. Broadening the range of this parameter could

provide further insights into the relationship between the surface energy of the
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substrate and the freezing dynamics.

2. The inter-droplet freezing and condensation processes could be studied with

greater precision if the diameter of each droplet within the optical region of

interest (ROI) could be reliably measured and tracked in an automated fashion.

Several attempts were made to incorporate this functionality into the image

processing algorithms used in this study and unfortunately, all were met with

limited success. Due to the lens-like geometry inherent to sessile water droplets,

it may be possible to correlate the shapes and contact angles of individual

droplets with the size and intensity of the corresponding magnified light cones.

3. Additional non-invasive thermal measurements of the inter- and intra-droplet

freezing processes could reveal important details about the crystallization kinet-

ics associated with these mechanisms. One way this could be accomplished is

by integrating a diagnostic-quality infrared camera into the digital microscopy

system; this would provide real time and continuous temperature measurements

of the exposed side of the test surface during the freezing process. Another type

of instrument that could be employed to do this is a high frequency thin-film

thermocouple (TFT) integrated into the substrate itself.

4. The impact that the flow of latent heat into the substrate could have on the

fundamental freezing mechanisms is not currently known and has only been

roughly accounted for in this study by normalizing the appropriate freezing

velocities with the thermal diffusivity of the substrate. A detailed study of

this transient phenomenon could provide valuable information about the local

dynamics of the fundamental freezing mechanisms.
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APPENDIX A

ANALYSIS OF UNCERTAINTY

The overall uncertainties associated with the data presented in this study were

reported in terms of error bars affixed to the dependent variables. The methodology

used to determine these uncertainty intervals is outlined in this appendix.

Assessment of Systematic and Random Components of Overall Uncertainty

The overall limits of uncertainty UY associated with a measured variable Y can

be ascribed to two primary components [97]:

1. a bias limit, Ub, resulting from systematic errors that remain constant from one

measurement of the variable to the next (e.g. calibration, offset, or anticipated

drift errors)

2. a precision limit, Up, resulting from random errors associated with repeated

measurements of the variable

In these definitions, use of the term error implies that the true value of the variable

in question is precisely known; in practice, however, this is never the case, so the

operative term limit is applied to these components to denote that the true and

measured values are expected to fall within some interval of confidence. The size

of this interval can vary, but the most commonly accepted value for experiments in

the engineering sciences is based on 20:1 odds, or a 95% confidence level [98]. This

implies that for a fixed set of conditions, 19 out of every 20 measurements of Y are

expected to fall within the bounds defined by ±UY
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For a set of N independent measurements of Y , the precision limit Up can be

defined from the statistics of the sample set taken from an assumed Gaussian parent

population as

Up = ± tS̄R̄ (A.1)

where t is a value from the t-distribution that yields a particular confidence level and

S̄Ȳ is the sample standard error defined by

S̄Ȳ =
SȲ√
N

(A.2)

In Equation A.2, SȲ is the sample standard deviation given by

SȲ =

[
1

N − 1

N∑
i=1

(
Yi − Ȳ

)2

]1/2

(A.3)

where Yi and Ȳ are the individual and mean values of the sample set, respectively.

The value of t used in Equation A.1 is a function of the degrees of freedom used in

calculating SȲ ; for large samples (N > 30), a constant value of t = 1.96 corresponds

to a 95% confidence level [72].

Unlike the precision limit, the bias limit Ub does not necessarily have a com-

parable statistical basis and must often be estimated from other sources with some

degree of judgment. A reasonable estimate for Ub might stem from the calibrated

repeatability or reported accuracy of a particular instrument with respect to a trace-

able standard. In such cases, the determined or assumed bias limit may be based

on the statistical precision associated with repeated trial measurements taken with

respect to some reference value and therefore subject to its own confidence interval.

With the bias and precision limits defined, the question remains of how to com-

bine the two into an overall measure of uncertainty. Two accepted methods include
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one of straight addition,

UY,ADD = Ub + Up (A.4)

and another based on the root-sum-square (RSS) of the component uncertainties,

UY,RSS =
(
U2
b + U2

p

)1/2
(A.5)

If Ub and Up are both based on 95% confidence levels, then Equation A.4 represents a

95% to 99% confidence interval for the measured variable Y , depending on the relative

magnitudes of the components1 [99]. On the other hand, Equation A.5 provides an

overall confidence interval of 95% for all cases. In this investigation, the RSS method

given by Equation A.5 was used exclusively to quantify the uncertainty of all variables.

Statistical samples of repeated measurements may not be practical or even possi-

ble to obtain, particularly for single-sample experiments; therefore the true precision

limits (Equation A.1) for such measurements are not generally known. The overall

uncertainty intervals for such variables are often determined from an estimate of the

bias limit which may include some form of a precision index. For example, the un-

calibrated accuracy of a certain type of temperature probe may be reported by its

manufacturer to be, based on a presumed 95% confidence level, ± 0.5◦C within some

specified temperature range. In this case, the overall uncertainty of the temperature

measurement, including the bias and precision limits, would simply be taken to be

Uprobe = ± 0.5◦C. If the end user calibrates the temperature probe with a known stan-

dard of much higher accuracy and precision than the probe itself (thereby reducing

the bias limit) and subsequently compiles a number of calibrated sensitivity measure-

1If O(Ub) ≈ O(Up), then UY,ADD represents a confidence interval about Y that
approaches 99%. However, if one component is negligible compared to the other,
then the overall confidence level approaches that of the non-negligible component,
which would be 95% in this case.
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ments at a fixed value of that standard (thereby quantifying the calibrated precision

limit), then the overall uncertainty of the temperature measurement may be able to

be reduced considerably.

Propagation of Uncertainty into Dependent Variables

The uncertainty interval for a calculated variable R that is a function of n inde-

pendent variables, R = f(x1, x2, . . . , xn), can be expressed as [100]

UR =

[(
∂R

∂x1

Ux1

)2

+

(
∂R

∂x2

Ux2

)2

+ · · ·+
(
∂R

∂xn
Uxn
)2
]1/2

(A.6)

where Ux1 ,Ux2 , . . . ,Uxn are the uncertainty intervals associated with each independent

variable xn. If the relationship for R can be expressed as a continuous product of the

form

R = xa1x
b
2 · · ·xnn (A.7)

then Equation A.6 can be used to define an closed-form expression for the uncertainty

interval, namely

UR = R

[(
a
Ux1

x1

)2

+

(
b
Ux2

x2

)2

+ · · ·+
(
n
Uxn
xn

)2
]1/2

(A.8)

or in relative terms as

UR
R

=

[(
a
Ux1

x1

)2

+

(
b
Ux2

x2

)2

+ · · ·+
(
n
Uxn
xn

)2
]1/2

(A.9)

Although Equation A.6 is conceptually straightforward, evaluating the partial

derivatives can become unwieldy for cases in which R happens to be a complicated

function of many independent variables. This difficulty can be circumvented in prac-
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tice by recognizing that with the definition of the derivative operator,

∂R

∂xi
= lim

∆xi→0

R(xi + ∆xi)−R(xi)

∆xi
(A.10)

the exact derivative can be approximated with a finite perturbation δxi of the inde-

pendent variable xi by

∂R

∂xi
≈ R(xi + δxi)−R(xi)

δxi
(A.11)

If it is assumed that δxi ≈ Uxi , then Equation A.11 can be expressed as [101]

∂R

∂xi
Uxi ≈ R(xi + Uxi)−R(xi) (A.12)

Equation A.12 has the same form as each squared term on the right hand side of

Equation A.6. Therefore, UR may be approximated by sequentially perturbing each

independent variable xi by its uncertainty Uxi and computing the root-sum-square of

the resulting contributions:

UR =
[
U2
R,x1

+ U2
R,x2

+ · · ·+ U2
R,xn

]1/2
(A.13)

where UR,x1 ,UR,x2 , . . . ,UR,xn are appropriately referred to as the sensitivity compo-

nents of R, given by

UR,x1 = R(x1 + Ux1 , x2, . . . , xn)−R(x1, x2, . . . , xn)

UR,x2 = R(x1, x2 + Ux2 , . . . , xn)−R(x1, x2, . . . , xn)

...

UR,xn = R(x1, x2, . . . , xn + Uxn)−R(x1, x2, . . . , xn)

(A.14)
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Example Calculations

The following sections present representative examples of how the overall un-

certainty intervals were determined for the dependent variables in this investigation.

For congruity, these calculations correspond directly to the example cases previously

discussed throughout Chapter IV.

Average Inter-Droplet Freezing Velocity Magnitude, v̄k,D̄

The overall uncertainty of v̄k,D̄ was assumed to consist of two primary components:

random (Up,v̄k,D̄) and systematic (Ub,v̄k,D̄) uncertainty. Although the full spectrum of

inter-droplet freezing velocities calculated for all test conditions and surfaces were

found to follow log-normal distributions (Figure 4.12), it was shown that the average

inter-droplet freezing velocity v̄k,D̄ could be calculated as a weighted mean over a range

limited to the most dominant velocities (Equations 4.31 and 4.32). Within this range,

the velocity distribution was assumed to be Gaussian2; therefore, for the example case

presented in Figure 4.12, the random component of uncertainty associated with v̄k,D̄

was previously shown to be Up,v̄k,D̄ = ± 0.25 µm/s.

The fundamental relationship used to calculate the discrete value of the inter-

droplet freezing velocity was given by Equations 4.28 and 4.29, presented here in

simplified form as

v̂k,D̄ =
∆r̄

∆t̄
(A.15)

where ∆r̄ = r̄ − D̄ is the average inter-droplet spacing for the region of interest

(Figure 4.10) based on the average center-to-center droplet spacing r̄ and the average

droplet diameter D̄. The systematic component of uncertainty for v̄k,D̄ was evaluated

2The effects of non-Gaussian sample distributions on the evaluation of precision
limits are generally negligible expect for cases in which the tails of the distributions
are important [99,100].



219

by applying Equation A.8 to Equation A.15, resulting in

Ub,v̄k,D̄ = v̄k,D̄

[(
U∆r̄

∆r̄

)2

+

(
−U∆t̂

∆t̂

)2
]1/2

(A.16)

For the example case shown in Figure 4.12,

v̄k,D̄ = 2.03µm/s

∆r̄ = 64.4µm

∆t̂ = 0.05 s

U∆r̄ = 4.91µm

U∆t̂ = 0.005 s

where the value of U∆r̄ accounted for the optical resolving power of the digital mi-

croscopy system as well as the bias and precision limits associated with the mean

values of r̄ = 130.3 µm and D̄ = 65.9 µm. The values of ∆t̂ and U∆t̂ were based

on the computational time steps used in the data reduction algorithm and the im-

age acquisition speed, respectively. Using these values in Equation A.16 yielded

Ub,v̄k,D̄ = 0.12µm/s. With Ub,v̄k,D̄ and Up,v̄k,D̄ known, the overall uncertainty for v̄k,D̄

was determined to be

Uv̄k,D̄ =

[(
Ub,v̄k,D̄

)2

+
(
Up,v̄k,D̄

)2
]1/2

=
[
(0.12)2 + (0.25)2]1/2 = ± 0.27µm/s (A.17)

or in relative terms,
Uv̄k,D̄
v̄k,D̄

= ± 0.137 (13.7%) (A.18)

The relative uncertainty given by Equation A.18 varied from approximately 7 to 15%

for all inter-droplet freezing velocity data compiled in this study. In general, the lower

the surface temperature for an experiment, the lower the corresponding uncertainty

value. This occurred because for given surface and set of environmental conditions,

lower surface temperatures typically produced larger numbers of droplets within the
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region of interest before freezing occurred.

Average Aggregate Freezing Velocity Magnitude, V̄n

As in the previous example calculation, the overall uncertainty associated with V̄n was

assumed to be a combination of systematic (Ub,V̄n) and random (Up,V̄n) uncertainties.

The value of V̄n determined for each experiment was evaluated as the area weighted

average (Equation 4.51) of the local freezing velocity magnitude |VN | computed on a

50 × 50 grid (Figure 4.18); thus, the correspondingly large sample of local velocities

could be used to evaluate Up,V̄n . For the example case presented in Figure 4.18, the

sample standard deviation was determined to be SV̄n = 12.81 µm/s. With N = 2500,

this equated to a sample standard error of S̄V̄n = 0.26 µm/s for which Equation A.1

gave the random component of uncertainty to be Up,V̄n = ± 0.50 µm/s.

An estimate for Ub,V̄n was obtained by evaluating the propagation of uncertainty

through the eikonal equation used to compute the magnitudes of the local freezing

velocity vectors (Equation 4.49), rewritten here as

|VN | =
1

|∇t|
(A.19)

The systematic uncertainty associated with the local freezing velocity |VN | was as-

sumed to be constant for a given experiment and therefore representative of the

systematic uncertainty associated with the aggregate velocity V̄n. Applying Equation

A.8 to Equation A.19 yields

Ub,V̄n = V̄n

[(
−
U|∇t|
|∇t|

)2
]

= V̄n

(
U|∇t|
|∇t|

)
(A.20)
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In order to determine Ub,V̄n , the uncertainty associated with |∇t| needed to be evalu-

ated. The magnitude of the gradient of t was defined by

|∇t| =

[(
∂t

∂x

)2

+

(
∂t

∂y

)2
]1/2

(A.21)

which may be equivalently expressed in discrete form as

|∇t| =

[(
∆t

∆x

)2

+

(
∆t

∆y

)2
]1/2

(A.22)

Equation A.8 could not be applied to Equations A.21 or A.22 because of their non-

product form. The uncertainty interval for |∇t| could have been evaluated with the

general analytical form given by Equation A.6, but evaluating the partial derivatives

would have been complicated and prone to error due to the common variable ∂t or ∆t

embedded in the root of the summed square. Therefore, the perturbation technique

defined by Equation A.13 was used to determine U|∇t|. Using Equation A.22 as the

basis, the sensitivity components defined by Equation A.14 were cast as

U|∇t|,∆x =

[(
∆t

∆x− U∆x

)2

+

(
∆t

∆y

)2
]1/2

− |∇t|

U|∇t|,∆y =

[(
∆t

∆x

)2

+

(
∆t

∆y − U∆y

)2
]1/2

− |∇t|

U|∇t|,∆t =

[(
∆t− U∆t

∆x

)2

+

(
∆t− U∆t

∆y

)2
]1/2

− |∇t|

(A.23)
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where |∇t| was a nominal value given by Equation A.22. For the example case shown

in Figure 4.18,

V̄n = 41.7µm/s

∆x = 60.9µm

∆y = 51.4µm

∆t = 0.94 s

U∆x = U∆y = 3.36µm

U∆t = 0.025 s

The values of ∆x, ∆y, and ∆t represented the unit size of the computational grid

used to numerically compute ∇t while U∆x, U∆y, and U∆t accounted for the spatial

and temporal resolution of the discrete experimental data points superimposed onto

that grid (Figures 4.13 and 4.14). With the exception of ∆t, all of these parameters

were fixed for all experiments. The value of ∆t used in Equations A.22 and A.23

varied from one experiment to the next based on the speed of the detected aggregate

freezing front and was calculated as

∆t =
1

V̄n

[
1

(∆x)−2 + (∆y)−2

]1/2

(A.24)

With the values listed above, Equation A.23 yielded the following values for the

sensitivity components:

U|∇t|,∆x = −5.14× 10−4 s/µm

U|∇t|,∆y = −8.49× 10−4 s/µm

U|∇t|,∆t = 6.36× 10−4 s/µm

(A.25)

From Equation A.13, U|∇t| was determined to be
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U|∇t| =
[(
U|∇t|,∆x

)2
+
(
U|∇t|,∆y

)2
+
(
U|∇t|,∆t

)2
]2

=
[(
−5.14× 10−4

)2
+
(
−8.49× 10−4

)2
+
(
6.36× 10−4

)2
]1/2

(A.26)

= 1.18× 10−3 s/µm

Using this value in Equation A.20, the systematic component of uncertainty was de-

termined to be Ub,V̄n = 2.04 µm/s. With Ub,V̄n and Up,V̄n known, the overall uncertainty

associated with V̄n was found to be

UV̄n =
[(
Ub,V̄n

)2
+
(
Up,V̄n

)2
]1/2

=
[
(2.04)2 + (0.50)2]1/2 = ± 2.10µm/s (A.27)

or in relative terms,

UV̄n
V̄n

= ± 0.051 (5.1%) (A.28)

The overall relative uncertainty for V̄n varied from approximately 5 to 13% for all

data acquired in this investigation. The uncertainty interval tended toward the lower

values within this range for tests that exhibited smooth, semi-planar aggregate freez-

ing fronts. Conversely, fronts with more complicated morphologies generally corre-

sponded to uncertainty intervals in the higher end of this range.

Inter- and Intra-Droplet Crystal Growth Rates, v̄c and v̄sl

Because v̄c and v̄sl were determined from direct optical measurements, the corre-

sponding uncertainty intervals Uv̄c and Uv̄sl were assumed to consist of systematic

components only. These velocities were computed as numerically-integrated aver-

ages of the instantaneous crystal tip velocity over a characteristic timespan tf − ti

(Equation 4.54), rewritten here in generic form as

v̄ =
1

tf − ti

∫ tf

ti

v dt (A.29)
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where the instantaneous velocity v was computed for each discrete time step ∆t cor-

responding to direct measurements of the crystal displacement ∆r by the relationship

v =
∆r

∆t
(A.30)

On a relative basis, the uncertainty associated with v and v̄ was assumed to be the

same; therefore, Equation A.8 was applied to Equation A.30 to yield the following

expression for Uv̄:

Uv̄ = v̄

[(
U∆r

∆r

)2

+

(
−U∆t

∆t

)2
]1/2

(A.31)

For the example cases shown in Figures 4.23 and 4.25,

v̄c = 1.91µm/s v̄sl = 3.00× 105 µm/s

∆rv̄c = 2.30µm ∆rv̄sl = 476.3µm

∆tv̄c = 1.20 s ∆tv̄sl = 0.0017 s

U∆rv̄c = 0.34µm U∆rv̄sl
= 3.36µm

U∆tv̄c = 0.005 s U∆tv̄sl
= 0.0002 s

The values of ∆r and ∆t listed above corresponded to the average displacements and

time steps used in the calculation of v̄c and v̄sl. Likewise, U∆r and U∆t represented the

respective spatial and temporal resolution of the digital microscopy system. Using

these values in Equation A.31, the uncertainty intervals associated with the inter-

and intra-droplet crystal growth rates were found to be

Uv̄c = ± 0.28µm/s (A.32)

Uv̄sl = ± 3.53× 104 µm/s (A.33)
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or in relative terms,

Uv̄c
v̄c

= ± 0.148 (14.8%) (A.34)

Uv̄sl
v̄sl

= ± 0.118 (11.8%) (A.35)

The overall relative uncertainties for v̄c and v̄sl for all experiments varied from ap-

proximately 7 to 15% and 9 to 16%, respectively.

Normalized Freezing Velocity Correlations

The propagation of uncertainty through the predictive methods developed from the

normalized freezing velocity data presented in Figures 5.10, 5.12, and 5.14 were also

considered. The modeling equations for the normalized aggregate, inter-, and intra-

droplet freezing velocities were given by Equations 5.7, 5.10, and 5.12, respectively.

These correlations have been rewritten here in explicit terms of the appropriate ve-

locity as

V̄n|pred =
C1αs
`r

(
1

1 + e
C3−θw
C2

−Θ0

)
= f (Ts, ωair, θw, αs, `r) (A.36)

v̄k,D̄|pred =
αs
`r

(
C4 + C5e

−C6θw
)

= f (ωair, θw, αs, `r) (A.37)

v̄sl|pred =
C7αs
`r

(
1

1 + e
C9−θw
C8

−Θ1

)
= f (Ts, θw, αs, `r) (A.38)

where αs was the substrate thermal diffusivity, `r was a latent heat conduction length

scale, θw was the corrected droplet contact angle, and Θ0 and Θ1 were offset param-

eters defined by Equations 5.8 and 5.13, respectively. The correlating parameters

C1 -C9 were cast as functions of the absolute substrate temperature Ts and humidity

ratio ωair, depending on the correlation; they were defined by Equations 5.9, 5.11,

and 5.14 along with Tables 5.2, 5.3, and 5.4.
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To demonstrate a representative uncertainty interval for the predicted aggregate,

inter- and intra-droplet freezing velocities, the following values of the independent

variables along with conservative estimates of their respective uncertainties were used:

Ts = 260 K UTs = 0.5 K

ωair = 4.0 g/kg Uωair = 0.1 g/kg

θw = 60◦ Uθw = 3◦

αs = 8.92× 10−5 m2

s
Uαs = 7.5× 10−6 m2

s

`r = 1.90× 103 µm U`r = 3.36µm

Using these values in Equations A.36 - A.38, the following values for V̄n, v̄k,D̄, and v̄sl

were calculated:

V̄n|pred = 46.2µm/s (A.39)

v̄k,D̄|pred = 1.74µm/s (A.40)

v̄sl|pred = 1.26× 105 µm/s (A.41)

Applying the sequential perturbation method given by Equations A.13 and A.14

to those same equations, the corresponding uncertainty intervals for the predicted

freezing velocities were found to be

UV̄n|pred = ± 5.13µm/s (A.42)

Uv̄k,D̄ |pred = ± 0.15µm/s (A.43)

Uv̄sl |pred = ± 1.73× 104 µm/s (A.44)
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In relative terms, these intervals corresponded to

UV̄n
V̄n

∣∣∣
pred

= ± 0.111 (11.1%) (A.45)

Uv̄k,D̄
v̄k,D̄

∣∣∣
pred

= ± 0.086 (8.6%) (A.46)

Uv̄sl
v̄sl

∣∣∣
pred

= ± 0.137 (13.7%) (A.47)
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