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#### Abstract

Temperature and Scaling Studies from Projectile Fragmentation of ${ }^{86,78} \mathrm{Kr}+{ }^{64,58} \mathrm{Ni}$ at $35 \mathrm{MeV} / \mathrm{A}$. (August 2009)

Sara Katherine Wuenschel, B.S., LeTourneau University Chair of Advisory Committee: Dr. Sherry J. Yennello


Many observables have been developed to study the effects of the two component nature of nuclei. This dissertation has experimentally probed caloric curves as well as scaling observables for their dependence on the asymmetric portion of the nuclear equation of state. Projectile fragmentation sources were identified from the reactions of ${ }^{86,78} \mathrm{Kr}+{ }^{64,58} \mathrm{Ni}$ at $35 \mathrm{MeV} / \mathrm{A}$ taken on the NIMROD-ISiS array. The angular coverage, excellent isotopic resolution, and Neutron Ball allow for quasi-complete event reconstruction in both charge and mass.

A new thermometer for nuclear fragmentation studies has been derived and is presented here. In this thermometer, the temperature is obtained from fluctuations of the transverse momentum. The proton transverse momentum fluctuations are used in this thesis to study the $\mathrm{N} / \mathrm{Z}$ dependence of the nuclear caloric curve. The caloric curve constructed from proton momentum fluctuations does not show a significant dependence on the source $\mathrm{N} / \mathrm{Z}$ ratio. Two other thermometers have also been studied in this thesis: the double isotope ratio, and moving source slope thermometers. These thermometers show no statistically significant dependence on the source N/Z.

The source density has been derived from the evolution of fragment Coulomb barriers with increasing $\mathrm{E}^{*} / \mathrm{A}$. This density showed no source N/Z dependence. However, a strong evolution in source density over the $E^{*} / A=1.5-7.5 \mathrm{MeV}$ region was observed.

Fragment scaling was investigated through isoscaling and power law scaling. The
power law scaling showed a strong dependence on the source $\mathrm{N} / \mathrm{Z}$. This source $\mathrm{N} / \mathrm{Z}$ dependence was further investigated through isoscaling. The fragment yields of this data have been shown to exhibit consistent isoscaling for $\mathrm{Z}=1-17$. In addition, isoscaling was observed in data cut on the $\mathrm{E}^{*} / \mathrm{A}$ of the source yielding decreasing slopes $(\alpha)$ as a function of $\mathrm{E}^{*} / \mathrm{A}$. This decrease, normalized to the asymmetries of the sources $(\alpha / \Delta)$, has been linked to a decrease in the asymmetry coefficient $\mathrm{C}_{\text {sym }}$.

This dissertation has shown that the experimentally observed decrease in $\mathrm{C}_{\text {sym }}$ with $\mathrm{E}^{*} / \mathrm{A}$ is well correlated to the temperature and density changes experimentally observed in this data.
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## CHAPTER I

## INTRODUCTION

For many years, the onset of multi-fragmentation in excited nuclei has been associated with a liquid-to-gas type phase transition $[1,2]$. Phase transition studies have been conducted using yields from discrete telescopes $[1,3,4]$ and quasi-complete event detectors $[5,6,7,8,9]$. These efforts have yielded general information about nuclear phase transitions [10, 11, 12, 13]. However, significant questions about the effect of the two-component nature of the nucleus on experimental observables remain $[9,14$, $15,16,17]$.

## A. Equation of State

Nuclear binding energy as a function of pressure, temperature, composition, etc. may be described by means of an equation of state (EOS). These EOS's vary from the schematic phenomenological models $[18,19]$ to very complex quantum descriptions [20, 21]. The nuclear binding energy is well understood for ground state nuclei with $\mathrm{T}=0, \rho / \rho_{0}=1$. In the ground state, the nuclear binding energy of a finite nucleus can be described through a liquid drop model. The basis of nuclear phase transition studies can be easily understood in the framework of this simple model.

The Weisacker model is based on a liquid drop description of the nucleus [22, 23]. The energy holding a liquid-like drop together is referred to as the binding energy (BE). The leading terms of this formalism describe the volume ( $\mathrm{a}_{v} \mathrm{~A}$ ) and surface $\left(\mathrm{a}_{s} A^{2 / 3}\right)$ effects. The Weisaker model (Eq. 1.1) incorporates additional terms to accommodate the charged, two-component, and structured nature of nuclei. In
this model, the nuclear binding energy is parameterized as

$$
\begin{equation*}
B E=a_{v} A-a_{s} A^{2 / 3}-a_{c} Z(Z-1) A^{-1 / 3}-a_{s y m}(A-2 Z)^{2} A^{-1}+\delta \tag{1.1}
\end{equation*}
$$

where Z is the proton number, A is the mass number, and coefficients of each term ( $a_{v}$, $\mathrm{a}_{s}, \mathrm{a}_{c}$, and $\mathrm{a}_{\text {sym }}$ ) have been obtained from fitting to known nuclear binding energies obtained from experimentally measured nuclear masses [22, 23]. Because the nucleonnucleon interaction is short range, only the nearest neighbor nucleons contribute to the volume term. This interaction is proportional to $A$, the total number of neutrons (N) and protons $(Z)$. The decrease in binding energy due to the surface must be considered to accurately describe a finite liquid drop. This decrease in total binding energy is the result of the surface nucleons (neutrons or protons) having fewer neighboring nucleons to interact with. From geometry, the decrease in binding energy due to the surface is proportional to $\mathrm{A}^{2 / 3}$.

In nuclei, we must differentiate between the number of neutrons and the number of protons. The Coulomb repulsion between the protons in the nucleus decreases the total binding energy. The Coulomb force is a relatively long range force, thus the repulsion between the protons must be taken as $\mathrm{Z}(\mathrm{Z}-1)$. Assuming a spherical nucleus, the Coulomb term of the nuclear binding energy becomes $Z(Z-1) A^{-1 / 3}$.

The symmetry term reflects the loss in the binding energy from an inequality in the total number of neutrons and protons. The loss of binding energy arises from the interaction potential difference between like and unlike nucleons [24]. In small nuclei with low Coulomb repulsion, there is a strong tendency for the number of neutrons and protons to be equal. As the size of the nucleus increases, an increasing number of neutrons are required to moderate the drop in binding energy due to increased Coulomb repulsion. Thus, for larger Z nuclei there are more $\mathrm{N} \neq \mathrm{Z}$ isotopes energetically available. The generally accepted form of this term is $(A-2 Z)^{2} / A$. The
final term $(\delta)$ is the pairing factor accounting for the odd-even structure in nuclei.
The coefficients used in this binding energy parameterization have been well established for ground state nuclei. It should be noted, however, that the symmetry energy coefficient is not constant in the nuclear equation of state. Rather, it is a function of the temperature and density of the nuclear material. The density and temperature dependence of this symmetry coefficient, which is often referred to in the literature as $\mathrm{C}_{s y m}$, is of particular interest to current nuclear physics research.

As a nucleus is heated, the largest effects result from the energy cost of increasing the nuclear surface through deformation or fragmentation. These effects have long been studied through Fisher's droplet model $[1,25,26]$ by means of power law scaling. In the Fisher Droplet Model (FDM), the probability of a fragment being produced can be written as

$$
\begin{equation*}
\text { Yield } \propto l^{-\tau} \exp \left[-\left(f_{l}-\mu l\right) \beta\right] \tag{1.2}
\end{equation*}
$$

where $l$ is the fragment size, $\mathrm{f}_{l}$ is the fragment free energy, $\mu$ is the chemical potential per particle, and $\beta$ is $1 / \mathrm{T}[27]$. The term incorporating $\tau$ results mathematically from accounting for variations in the fragment surface geometry. In the phase transition region the free energy and chemical potential terms cancel and the nucleus breaks up as a result of the Coulomb potential [27]. The formula then becomes

$$
\begin{equation*}
\text { Yield } \propto l^{-\tau} \tag{1.3}
\end{equation*}
$$

where the probability of a particle of size $l$ being produced has a negative power law behavior. Experimentally, $l$ is defined as the A or Z of the fragment and $\tau$ is a fitting parameter describing the slope of a charge or mass distribution.

The schematic drawings in the left panels of Fig. 1 depict a nucleus at three possible stages of heating: evaporation (top), multi-fragmentation (middle), and va-
porization(bottom). At low energy, (top, left panel of Fig. 1) the excited nuclear system disposes of excess energy by evaporating one or more small particles thereby creating more surface. The corresponding charge distribution is shown in the right panel with peaks corresponding to the small evaporated fragments and the residue. In this low energy regime, the evaporation of light particles produces a very steep slope in the charge (or mass) distribution if the residue is excluded.

At higher energies, the nucleus will break into several similarly sized fragments as is shown in the middle, left panel of Fig. 1. This phenomena is referred to as multi-fragmentation and is the result of more decay channels becoming energetically accessible. The slope of the charge (or mass) distribution is much more shallow in this energy regime as depicted in the middle, right panel of Fig. 1.

At relatively high energy, the system undergoes quasi-complete vaporization into light charged particles and free neutrons (Fig. 1 bottom, left panel). This again creates a very steep particle distribution. Though the system shown in the bottom, right panel is clearly not vaporized, the increase in slope of the distribution can be seen between the middle and bottom panels of this figure.

Theoretically and experimentally, the minimum in the slope parameter $(\tau)$ should correspond to multi-fragmentation behavior in nuclei. Theory also dictates that the value of $\tau$ should be between 2 and 3 in the phase transition region [25].

Smaller effects, resulting from the Coulomb and symmetry contributions to nuclear binding energy, can be seen in phase transition observables. These effects have been investigated through caloric curve studies. The caloric curve represents the relationship between temperature and excitation energy. Thermodynamically, the temperature should pass through a plateau or singularity as the result of a phase transition. In nuclei this temperature is referred to as the limiting temperature which is the maximum temperature a finite nucleus can obtain. This is related to, though


FIG. 1. Left: The figure depicts evaporation (top), multi-fragmentation (middle), vaporization (bottom) for a large nucleus. The radius corresponds to the size of the nuclear fragment produced. Right: This figure presents the corresponding fragment charge distributions for a nucleus at low (top), medium (middle), and high (bottom) excitation energies.
not the same as, the critical temperature that is achievable only in theory and infinite nuclear matter [14, 28, 29]. Limiting temperatures have been experimentally measured to be $\sim 6-9 \mathrm{MeV}$ while the critical temperature is calculated to be $\sim 14-$ 16 MeV [28]. Through comparison of caloric curves constructed from a wide range of system sizes, the decrease in binding energy due to Coulomb repulsion has been shown to lower the limiting temperature with increasing system size [28].

The effect of the two-component nature of nuclei on phase change behavior has yet to be experimentally determined. A key challenge in these studies is to accurately determine the neutron-to-proton ratio of the fragmenting source [30]. Traditionally, the source composition has been most often derived from the reacting system [13, 17]. This assumption neglects the neutron and proton exchange occurring during the interaction between projectile and target nuclei. Recently, quasi-projectile reconstruction studies have sought to improve the knowledge of the neutron and proton composition of the source [30, 31].

## B. Experimental Signatures of Phase Transitions in Nuclei

Studies of phase transition signatures can be categorized in two broad groups: discrete telescopes and $4 \pi$ experiments. The discrete telescopes have generally contributed isotopically resolved particle yields with little global event characterization. On the opposite end of the spectrum, the $4 \pi$ experiments have provided global event characterization with limited isotopic information. These experiments have yielded productive phase transition research in which many signatures of a nuclear phase transition have been proposed and tested [32]. Here we will focus on the power law scaling and caloric curve observables.

The first experimental study to show signatures consistent with a nuclear liquid-
gas phase transition was conducted using discrete telescope fragment yields from the reaction of $80-350 \mathrm{GeV}$ Protons on Xe and Kr [1]. The isobaric fragment yield distribution exhibited power law scaling as predicted by Fisher [25]. This study also yielded a value of $\tau(\sim 2.6)$ consistent with the theoretically predicted range of $2-3$. After further analysis of this data set $[26,27]$, the authors expanded the one-component Fisher scaling formalism to account for the two component nature of nuclei in the chemical potential term.

Scaling studies have also been conducted on source-selected data taken on multidetector arrays. It was shown by Mastinu et al. [6] that multiple regions of the nuclear phase diagram could be investigated in a single reaction at a single beam energy by selecting on impact parameter observables or event excitation energy. Subsequently, source selected nuclear systems have been studied extensively by the ISiS, INDRA, MINIBALL, CHIMERA, NIMROD, etc. $[5,6,7,8,33]$ collaborations.

Through comparing the large body of nuclear scaling data some consensus has been achieved $[10,11,12]$. The slope parameter, $\tau$, clearly changes with $\mathrm{E}^{*} / \mathrm{A}$ and a minimum should be achieved in the multi-fragmentation region [6, 8, 27]. Additionally, while some experimental and theoretical works question the implication of criticality from Fisher scaling, scaling studies retain theoretical impact through correlation with other observables more directly indicative of phase change such as caloric curves $[7,34,35]$.

Throughout the literature, caloric curves are most often constructed using one of three methods for calculating nuclear temperature: Maxwellian fits to kinetic energy distributions, excited state populations, and yield ratios of isotopes [36, 37, 38].

The first thermometer follows from the Maxwell-Boltzmann relation

$$
\begin{equation*}
\text { Yield } \propto \exp ^{-E / k T} \tag{1.4}
\end{equation*}
$$

between energy state occupation probability and system temperature. The temperature is obtained experimentally by fitting the particle kinetic energy distribution where the slope of the distribution is related to the temperature of the system.

In a notable study by Wada et al. [39], the slope thermometer was implemented to construct one of the first nuclear caloric curves. This data exhibited a plateau for excitation energies above $3 \mathrm{MeV} / \mathrm{A}$. The slope thermometer has since been used in a wide variety of experiments [27, 39, 40, 41]. However, as reaction mechanisms become increasingly violent the values obtained with this thermometer become higher relative to other thermometers. Additionally, the values obtained are significantly larger than the $\sim 5-8 \mathrm{MeV}$ commonly used in statistical multifragmentation models to reproduce fragment yields [42]. Theoretical analysis with the single particle model has explained the measured temperature as $50 \%$ thermal with the remainder resulting from particle Fermi momenta [27, 40, 42] and/or collective radial flow resulting from compression during projectile-target interaction [43, 44].

The second thermometer examines the relative probability of two excited states being produced in a system. The probabilities are linked to temperature through

$$
\begin{equation*}
\frac{P_{1}}{P_{2}}=\frac{2 s_{1}+1}{2 s_{2}+1} \exp \left[\frac{-\left(E_{1}-E_{2}\right)}{T}\right] \tag{1.5}
\end{equation*}
$$

where $P_{1,2}$ are the probabilities of state 1 and $2, s_{1,2}$ is the spin of state 1 and 2 , and $\mathrm{E}_{1,2}$ is the excitation energy of the states 1 and 2 . When using particle unbound states to observe high temperatures, this thermometer has an advantage over other thermometers due to the relatively weak influence of secondary decays [13]. However, this thermometer has been shown to saturate in sources with $\mathrm{E}^{*} / \mathrm{A}$ above the excitation energy of the excited states being studied [10, 13].

Excited state temperatures were directly compared to double isotope temperatures by Imme et al. [45]. This study showed a strong saturation at high reaction
energy in the excited state temperature while the double isotope temperatures continued to rise.

The double isotope ratio thermometer was proposed by Albergo [36] and has been widely used for $4 \pi$ type experiments [5, 8, 46]. This thermometer operates on the assumption that the source is thermally and chemically equilibrated. A temperature is then obtained via the relation

$$
\begin{equation*}
T_{a p p}=B / \ln \left(a R_{a p p}\right) \tag{1.6}
\end{equation*}
$$

where

$$
\begin{aligned}
B & =B E\left(A_{i}, Z_{i}\right)-B E\left(A_{i}+1, Z_{i}\right)+B E\left(A_{j}, Z_{j}\right)-B E\left(A_{j}+1, Z_{j}\right), \\
a & =\frac{\left[2 S\left(A_{j}, Z_{j}\right)+1\right] /\left[2 S\left(A_{j}+\Delta A_{j}, Z_{j}+\Delta Z_{j}\right)+1\right]\left[\frac{A_{j} /\left(A_{j}+\Delta A_{j}\right)}{A_{i} /\left(A_{i}+\Delta A_{i}\right)}\right]^{\eta},}{\left[2 S\left(A_{i}, Z_{i}\right)+1\right] /\left[2 S\left(A_{i}+\Delta A_{i}, Z_{i}+\Delta Z_{i}\right)+1\right]} \\
R_{\text {app }} & =Y\left(A_{i}, Z_{i}\right) / Y\left(A_{i}+1, Z_{i}\right) / Y\left(A_{j}, Z_{j}\right) / Y\left(A_{j}+1, Z_{j}\right) .
\end{aligned}
$$

$B$ is a function of the ground state binding energies, $\mathrm{R}_{a p p}$ is the observed apparent yield ratio, and $a$ is a function of the ground state particle spins of the chosen isotopes. The factor $\eta$ in $a$ varies depending on whether volume or surface emission is assumed. For $\Delta \mathrm{A}=1, \eta \sim 1$ in either case [37]. The elements chosen for $\mathrm{R}_{\text {app }}$ generally differ by only one proton, and the isotopes of each element by only one neutron. The binding energy term is required to be large relative to the temperatures derived [36]. For this reason, double isotope thermometers generally incorporate the ${ }^{3,4} \mathrm{He},{ }^{11,12} \mathrm{C}$, or ${ }^{15,16} \mathrm{O}$ isotopes.

Using the isotopic ratios obtained via peripheral heavy-ion reactions, a landmark study by Pochadzilla et al. [46] produced a caloric curve spanning a wide range of excitation energies. This data showed a rise in the region of surface evaporation, a strong plateau through multifragmentation, and at high excitation energy exhibited another rise that was interpreted as vaporization of the system. Subsequent studies


FIG. 2. Compilation of experimental caloric curves from sources with $A=60-100[28]$.
have investigated a wide range of reaction mechanisms and isotope ratios $[5,37,41$, 44, 47].

In response to caloric curve studies, an important question arose as to whether the strong plateau seen in caloric curves obtained from heavy ion reactions is truly a signature of a nuclear phase transition or rather the result of collective radial flow. This concern is particularly important for very central heavy ion reactions. However, a benchmark for nearly pure thermal expansion was provided by the ISiS light-ion induced reactions [5, 41]. This reaction mechanism has been shown to produce very little collective radial expansion when compared to theoretical multifragmentation codes [48]. In addition, the data from these studies exhibit a plateau similar to those observed in heavy ion reactions.

Temperatures derived using the double isotope method must be corrected for secondary decay effects on the observed isotopic fragment yields. Various models have
been used to estimate the magnitude of this correction [37, 47]. $\mathrm{T}_{\text {app }}$ is generally somewhat lower than the model corrected value. The magnitude of this correction varies with the isotopes chosen for the thermometer. It has been proposed by Trautman et al. that the inconsistency between double isotope ratio pairs may indicate a disconnection between chemical and thermal equilibrium in the fragmenting source [47].

Published experimental caloric curves have been compiled by Natowitz et al. [28]. The various experimental caloric curves were found to agree within errors of each other when compiled by the size of the fragmenting source nucleus. A representative curve from this compilation is plotted in Fig. 2. This figure corresponds to systems in the $\mathrm{A}=60-100$ region and exhibits a limiting temperature of approximately 7 MeV .

## C. This Dissertation

The effect of the ratio of neutrons-to-protons ( $\mathrm{N} / \mathrm{Z)} \mathrm{is} \mathrm{a} \mathrm{challenging} \mathrm{experimental}$ problem remaining for nuclear phase transition studies. To investigate this effect, $35 \mathrm{MeV} / \mathrm{A}{ }^{86,78} \mathrm{Kr}+{ }^{64,58} \mathrm{Ni}$ reaction systems were studied with the $4 \pi$ NIMRODISiS detector. The projectiles, targets, and detection system were selected to provide projectile fragmentation sources with a wide range of N/Z [30]. The intermediate system size was chosen to minimize both the Coulomb instability present in large nuclear systems and the structure effects present in small nuclei [28]. Projectile fragmentation sources are believed to have only small collective radial flow [43] and thus provide minimal collective radial contamination to the thermal expansion. In addition, this size of system should be optimal for observing a change in limiting temperature with respect to $\mathrm{N} / \mathrm{Z}$ [14].

## CHAPTER II

## EXPERIMENTAL

Quasi-projectiles were identified from the projectile fragmentation reactions of ${ }^{86,78} \mathrm{Kr}$ $+{ }^{64,58} \mathrm{Ni}$ (Table I) at $35 \mathrm{MeV} /$ nucleon. The reactions were conducted at the Texas A\&M University Cyclotron Institute and the results collected using the NIMRODISiS $4 \pi$ array [49]. The detector thresholds, inverse kinematics reaction mechanism, and electronic triggers were chosen to maximize the desired projectile fragmentation events. The fragment particle identification method was chosen to retain the highest quality of elemental and isotopic fragment designation for the events.

The experimental reactions are summarized in Table I. Each beam was accelerated to $35 \mathrm{MeV} /$ nucleon and impinged upon a self supporting Ni target. The charge state of each beam as well as the target thicknesses are provided in Table I. In addition, the beam intensity is provided in electrical units of pA or nA. The two key systems are the most neutron-rich ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ and least neutron-rich ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ as is reflected in the number of hours of data acquired for each beam-target combination.

## A. Detector Configuration

The NIMROD-ISiS detector array is a $4 \pi$ charged particle array within a neutron calorimeter. The 14 concentric rings of the charged particle array cover the lab angles between 3.6 and 167 degrees. Table II shows the angular range of each ring and the $\Delta \phi^{\prime}$ s associated with them. Each ring is composed of 12,18 , or 24 detector modules generally referred to as telescopes. The telescopes are composed of one or two thin energy loss detectors and a final thick stopping detector. The comparison of energy loss and remaining energy capitalizes on the charge and mass dependence of fragment energy loss in matter [22]. In NIMROD-ISiS the energy loss detectors are

TABLE I. Beams and target reaction systems taken for this thesis.

| Beam | ${ }^{86} \mathrm{Kr}$ | ${ }^{86} \mathrm{Kr}$ | ${ }^{78} \mathrm{Kr}$ | ${ }^{78} \mathrm{Kr}$ |
| :---: | :---: | :---: | :---: | :---: |
| Target | ${ }^{64} \mathrm{Ni}$ | ${ }^{58} \mathrm{Ni}$ | ${ }^{58} \mathrm{Ni}$ | ${ }^{64} \mathrm{Ni}$ |
| Target Thickness | $1.05 \mathrm{mg} / \mathrm{cm}^{2}$ | $1.7 \mathrm{mg} / \mathrm{cm}^{2}$ | $1.7 \mathrm{mg} / \mathrm{cm}^{2}$ | $1.05 \mathrm{mg} / \mathrm{cm}^{2}$ |
| Target Purity | $97.9 \%$ | $99 \%$ | $99 \%$ | $97.9 \%$ |
| Beam Charge State | $27+$ | $27+$ | $25+$ | $25+$ |
| Avg. Beam Intensity | 300 pA | 300 pA | 10 nA | 10 nA |
| Hours | 82.96 | 40.31 | 52.95 | 32.83 |

150,300 , or $500 \mu \mathrm{~m}$ Si wafers. The stopping detectors are either $500 \mu \mathrm{~m}$ Si wafers or CsI crystals.

NIMROD-ISiS is the result of combining the NIMROD (Neutron Ion Multidetector for Reaction Oriented Dynamics) and the ISiS (Indiana Silicon Sphere) [50] arrays. The forward most eight rings of the array are based on the design for the INDRA [51] $4 \pi$ array. The intermediate rings (10-11) provide detection in the 45-90 degree region and were designed based on the ISiS geometry. These two rings also serve to mate the forward rings with the rear hemisphere that is composed of one half of the original ISiS array.

As shown in Fig. 3, the charged particle array is housed inside the TAMU Neutron Ball [49, 52]. The Neutron Ball provides signal and background neutron multiplicities for each event. The neutrons are detected using a scintillator made of $\sim 0.3 \mathrm{wt} \% \mathrm{Gd}$ doped pseudocumene. Each segment of the Neutron Ball is read out with either 3 or 4 (quadrant and hemisphere respectively) photomultiplier tubes mounted on viewing ports equipped with fish eye lenses to maximize the detection efficiency. The upper and side quadrants of the neutron ball are radially displaced outward,

TABLE II. Angular layout of the NIMROD-ISiS array. The telescope and super telescope Si configurations at each angle are given with the CsI crystal lengths.

| Ring | Q Range <br> degrees | $\phi$ Range <br> degrees | Telescopes <br> Silicon <br> number (thickness) | Super <br> Telescopes | Cength <br> cm |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $3.6-5.0$ | 30 | $10(300 \mu \mathrm{~m})$ | 2 | 10.0 |
| 3 | $5.0-7.6$ | 30 | $10(300 \mu \mathrm{~m})$ | 2 | 10.0 |
| 4 | $8.0-10.8$ | 30 | $10(300 \mu \mathrm{~m})$ | 2 | 10.0 |
| 5 | $10.8-14.7$ | 30 | $10(300 \mu \mathrm{~m})$ | 2 | 10.0 |
| 6 | $15.3-20.9$ | 30 | $5(300 \mu \mathrm{~m})$ | 2 | 6.5 |
| 7 | $20.9-27.6$ | 15 | $5(300 \mu \mathrm{~m})$ | 2 | 6.5 |
| 8 | $28.6-35.8$ | 30 | $6(300 \mu \mathrm{~m})$ | 2 | $2(150 \mu \mathrm{~m})$ |



FIG. 3. Charged particle array inside Neutron Ball. Beam enters from the left of this figure. (color online)
providing 4 in and 2 in gaps respectively. The upper opening provides a clearer path for neutron time of flight measurements in experiments using supplementary discrete neutron detectors. However, there is no change in the charged particle array detector configuration or the chamber thickness in these regions. Each of the three major portions of the Neutron Ball is mounted on a track. This allows them to be moved independently and provides access to the inner charged particle detector chamber. The beam enters the array from the left in Fig. 3.

The GEANT-3 [54] simulation code was used in conjunction with the GCALOR [55] package to evaluate the Neutron Ball efficiency [49, 53]. Fig. 4 shows the calculated results for the Neutron Ball efficiencies. DENIS code [56] predictions are depicted


FIG. 4. Calculated neutron ball efficiency without the charged particle array (a) and with the charged particle array (b). Intrinsic neutron efficiency at a given energy is shown by dots. The contribution of the first detected neutrons is shown by triangles and that of the second and higher order detected neutrons is shown by squares. The solid line in the left figure shows results from the DENIS code. The open circles in the right figure display the detection efficiency of generated neutrons when a proton of an initial energy, given on x -axis, is emitted at the target [49, 53]. (color online)
by a solid line for the case without the charged particle array [52]. Below 10 MeV both calculations agree reasonably well. However, for the higher energy neutrons, the efficiency calculated by DENIS is lower than the results for the first detected neutrons in the GEANT-3 simulation (triangles). This results from the lack of neutron generation in DENIS and indicates that a significant number of secondary neutrons are generated by high energy neutrons.

A large number of energetic electrons are produced during the interaction phase of a nuclear reaction. These electrons can interact with the detectors creating background. The target ladder of NIMROD-ISiS is designed to hold up to 40 kV for suppression of these electrons. The voltage was set to 25 kV for this experiment.

Angular coverage, detection thresholds, and granularity are important when selecting or configuring a detector for an experiment. This experiment was carried out with inverse kinematics (heavy projectile on lighter target) and focused on projectilelike events. Thus the forward most angles are the most important for particle detection and the particles of interest are carrying some remnant of the beam momentum. The addition of beam momentum to the event break-up energy effectively lowers the center of mass energy required for particles to overcome detector thresholds. The detection thresholds important for this configuration of NIMROD-ISiS are shown in Table III.

Table II lists the number of telescopes and super telescopes for each ring as the detector was configured for this experiment. Each of the rings 2-9 contained two super telescopes. The super telescopes consist of a 150 and $500 \mu \mathrm{~m} \mathrm{Si}$ and a CsI crystal and were placed at the 1 and 2 o'check positions as viewed from the target. The remainder $^{\prime}$ of these rings were composed of regular telescopes with a 150 or $300 \mu \mathrm{~m} \mathrm{Si}$ and a CsI crystal. At these angles the Si detectors (3.6-45 degrees) are segmented on the p+ side (front) and have a single n+ backplane. Rings 10 and 11 did not include Si

TABLE III. Detector energy thresholds relevant to the configuration of NIMROD-ISiS for this thesis. Thresholds were calculated using the energy loss code SRIM [57].

| Si Thickness | $\alpha$ Threshold | ${ }^{12} \mathrm{C}$ Threshold |
| :---: | :---: | :---: |
| $140 \mu \mathrm{~m}$ | 15 MeV | 85 MeV |
| $150 \mu \mathrm{~m}$ | 16 MeV | 89 MeV |
| $300 \mu \mathrm{~m}$ | 24 MeV | 134 MeV |
| $500 \mu \mathrm{~m}$ | 32 MeV | 182 MeV |
| $650 \mu \mathrm{~m}$ | 38 MeV | 212 MeV |
| $1000 \mu \mathrm{~m}$ | 49 MeV | 274 MeV |

detectors during this experiment. The remaining angles (rings 12-15) are composed of $500 \mu \mathrm{~m}$ Si and CsI. For these Si the backplane is $\mathrm{n}+$. A graphical layout of each ring, with detector numbers, can be see in Appendix A. This appendix also provides details about non-functioning detectors.

Raw experimental spectra are shown in Fig. 5 for the three possible sources of particle identification in the telescopes and super telescopes. Pulse shape discrimination based on the fast and slow components of the CsI light output can provide isotopic identification of $\mathrm{Z}=1,2$ particles. This is shown in the top panel of the figure. Energy loss versus remaining energy, such as Si-CsI (middle panel) and Si-Si (bottom panel), provide charge and mass identification for heavier particles.

The experimental data was taken with downscaled minimum bias, high multiplicity, and pulser triggers. The minimum bias triggered on any event, regardless of the number of particles detected, and was downscaled by a factor of 10 . The high multiplicity trigger was set with a threshold of 3-5 CsI detectors providing signals. The


FIG. 5. Sources of particle identification in a detector module. Top) CsI pulse shape discrimination of the light output of the CsI crystal. Middle) Energy deposited in Si vs the energy deposited in the CsI. Bottom) Energy deposited in the $150 \mu \mathrm{~m} \mathrm{Si}$ vs $500 \mu \mathrm{~m} \mathrm{Si}$. (color online)
pulser trigger provided background events for the Neutron Ball. During the experiment, data was acquired with proprietary software based on the ROOT [58] package and was written to disk in packets that were then converted to event-by-event files. The acquisition software also provided real time monitoring of the detectors.

## B. Electronic Set Up

A significant effort was made during set up, to modularize the detector outputs for signal correlation. Motherboards house preamplifiers [59] on the outside surface of the vacuum chamber and collect the telescope signals to be passed modularly to the electronics. Two designs of motherboards are used. The first eight rings employ custom boards. However, the ISiS region functions with boards supplied by Zepto Systems [59]. The modular signals are passed through coaxial ribbon cables to a splitting panel where the signals are then sent to the next stage of electronics.

The electronic signal analysis will be addressed in six logical segments: the forward angle (3.6-45 degrees) Si , the ISiS (90-167 degrees) Si , the forward angle (3.6-90 degrees) CsI, the ISiS (90-167 degrees) CsI, the Neutron Ball, and the triggering logic. The Si signals are divided based on the detector design, and the CsI are divided based on the light read out mechanism. A schematic representation of the electronic and triggering logic can be found in Figs. 6-9 and a description of the modules used is given in Table IV.

In rings 2-9, the energy deposited in the Si is read from both the front and back of the detector. Signals taken from the front quadrants are amplified by CAMAC Pico System [60] shaping amplifiers. Signals from the back plane are processed by CAMAC Pico System Shaper Discriminators that provide both amplified and trigger logic timing outputs. The amplified signals from both the front and back of the detectors
Si signals

FIG. 6. Si electronics diagram


FIG. 7. CsI electronics diagram

FIG. 8. Neutron Ball electronics diagram


FIG. 9. Trigger logic electronics diagram

| Module Name | Abv. | Function | Modules Used |
| :---: | :---: | :---: | :---: |
| Constant Fraction <br> Discriminator | CFD | Determines if the signal is above threshold with minimal walk in the timing signal produced | LeCroy 3420, <br> Tennelec 454 |
| Leading Edge Discriminator | LED | Determines if a signal is above a threshold | LeCroy 623B, Pico Sys. Shaper Disc. |
| Peak Sensing Analog to Digital Converter | ADC | Converts analog peak height to digital signal | Phillips 7164 |
| Peak Integrating Analog to Digital Converter | QDC | Converts peak integral to digital signal | LeCroy 1885F, Phillips 7166 |
| Fast Amplifier | FA | Amplifies the signal without changing its shape | LeCroy 612A |
| Shaping Amplifier | - | Amplifies, integrates, and differentiates the signal producing a uni- or bipolar signal | Pico Sys. Shaper,Pico Sys. <br> Shaper Disc., Orange Quad |

TABLE IV, Continued

| Module Name | Abv. | Function | Modules Used |
| :---: | :---: | :---: | :---: |
| Linear Fan in Fan out | AND | Creates a linear sum of the input signals, multiple <br> copies of this signal are available | LeCroy 428F |
| Logic Fan in Fan out | FI/FO, <br> OR | Creates a single logic signal if any input fired, <br> multiple copies of this signal are available | LeCroy 429A, <br> PS 757,756 |
| Coincidence | - | Produces a logic signal when the selected <br> coincidence level is achieved among the inputs | LeCroy 356AL |
| Time to Digital Converter | TDC | Digitizes the time difference between two <br> input signals | LeCroy 1875A |

are then digitized by CAMAC Phillips peak sensing ADCs. The ISiS Si signals are amplified by shaping amplifiers inherited from the original ISiS electronics [50] and use VME peak sensing ADCs. The silicon signals were not used in the triggering logic for this experiment.

In the forward hemisphere (3.6-90 degrees), the CsI are read by photomultiplier tubes (PMT). These signals are passed through a proprietary splitter-attenuator and three copies of the signal sent out. One copy is attenuated and passed through 300 ns of delay cables before entering a charge to digital converter (QDC). Another copy is attenuated and sent directly to a QDC to digitize the slow portion of the light. A third copy of the signal is passed to a fast amplifier. The amplified signal enters a constant fraction discriminator (CFD) that provides a logic output for the triggering system. During a good event, the logic returns a gate for the QDCs. This gate is 400 ns long and slightly delayed for the fast signal. The delay time was chosen such that the gate opened at the peak of the PMT signal. The gate for the slow signal is delayed to open $1 \mu \mathrm{~s}$ after the PMT signal began and is $1 \mu \mathrm{~s}$ long. These gates are not traditional in their placement on the signal. However, these delay settings were experimentally determined to provide the best isotopic resolution in these detectors.

The photomultiplier signals from the Neutron Ball are passed to fast amplifiers and the amplified outputs are split. One copy is sent through 300 ns of delay to a QDC. A copy of the DAQ trigger generates a $100 \mu$ s gate that joins the data at the QDC. The second copy of the amplified signal is passed to a CFD and from there to a logic fan-in-fan-out (FI/FO) that performs a logical OR over all of the PMT signals. The CFD thresholds are set to reproduce the modeled efficiency of the Neutron Ball for ${ }^{252} \mathrm{Cf}$ neutrons. The trigger also passes to a coincidence module where it is overlapped with the logical OR of the PMTs. The overlap is output to a TDC. A third copy of the DAQ trigger generates a $100 \mu$ s gate that is passed
through a coincidence overlap with the logic OR of the PMTs. The signals collected within this gate are counted as the true event signals. The delayed output logic signal from this gate is sent to a second gate generator to create a second $100 \mu$ s gate for background counting.

The triggering logic was based entirely off of the CsI signals for this experiment. Three logical triggers were constructed: minimum bias, high multiplicity, and pulser. A minimum of one PMT was required for the minimum bias trigger. The high multiplicity trigger required 3 or more PMTs to have signals. A beam pulser deflected the beam for 1 ms while an event was collected. This minimized the probability of two events being counted as one. It was also intended to minimize background in the Neutron Ball signal gate. The pulser trigger was included to provide a more accurate Neutron Ball background accounting for the time before the beam pulser activates. The triggers were run simultaneously and scaled using a prescaler (trigger module).

The minimum bias trigger is constructed from the CsI PMT CFD logic OR signals. This OR output is present if any PMT in the CFD produced a signal. The OR CsI CFD signal is passed to a logic FI/FO over all CsI PMTs to create a combined OR. This combined OR signal provides the minimum bias event trigger to the prescaler. The high multiplicity trigger is constructed from the CsI PMT CFD SUM logic signals. The SUM signal indicates the number of PMTs in the CFD that produced a signal. This SUM from each CFD is passed through a decoupler to ensure that the baseline is zero before being passed to a FI/FO over all of the PMT CFDs to create a combined SUM. A threshold is set on the combined SUM signal to provide a high multiplicity trigger. The pulser trigger for Neutron Ball background is also passed to the prescaler.

A divide factor is placed on each trigger in the prescaler to adjust the relative acquisition rates. A signal related to which trigger fired is output by the prescaler to
a bit register. This signal also passes to a coincidence module that provides a logical OR over the triggers. The OR signal passes to the trigger module (logic FI/FO) where it joins with the computer busy veto. If the computer is not busy, this final trigger is fanned out to provide a start for the computer DAQ and gate generators for the CsI, Si, Neutron Ball, and beam pulser.

## C. Particle Identification

Particle identification can be done on either calibrated or uncalibrated data. If calibrated spectra are used, changes to the calibrations necessitate alterations in the particle identification. In light of this, uncalibrated spectra were used for particle identification in this data set. The particle identification was carried out using a linearization method.

The data plots provide separation between the elements and in most cases the isotopes, however these bands have a curvature that follows a complex function. The goal of linearization is to straighten these lines and then project the straightened lines onto an axis resulting in a plot such as Fig. 10. The top, left panel is $\mathrm{Z}=1,2$ isotopic yield distributions obtained from pulse shape discrimination of CsI light output. The top, right $(Z=3-6)$ and bottom, left $(Z=7-10)$ panels are from energy lost in Si versus the remaining energy collected in the CsI. The final panel (bottom, right) shows isotopic resolution for $\mathrm{Z}=11-14$ from energy lost in the $150 \mu \mathrm{~m}$ si versus the remaining energy collected in the $500 \mu \mathrm{~m}$ Si.

To linearize the data, lines were first chosen to follow along each elemental band. Fig. 11 shows these lines overlaid on raw data from a Si-CsI telescope. The lines were chosen to follow either the most prominent isotope or the left-most strong isotope. Two lines were generally chosen for $\mathrm{Z}=1$ to optimize the isotopic resolution of this


FIG. 10. Projected results of the linearization procedure. $\mathrm{Z}=1,2$ are identified in the CsI fast-slow, $\mathrm{Z}=3-10$ are representative of Si-CsI data, and $\mathrm{Z}=11-14$ were derived from a $\mathrm{Si}-\mathrm{Si}$ data plot. [49]
element. For each data point, the distance to the two closest lines was calculated. The shorter distance was then normalized by the Z assigned to the two lines as well as the distance between the lines.

$$
\begin{align*}
& L_{X}=\frac{\text { dist }_{1}}{\mid \text { dist }_{1}-\text { dist }_{2} \mid} Z_{2}-\frac{\text { dist }_{2}}{\mid \text { dist }_{1}-\text { dist }_{2} \mid} Z_{1}  \tag{2.1}\\
& L_{X}=\frac{\text { dist }_{1}}{\mid \text { dist }_{1}+\text { dist }_{2} \mid} Z_{2}+\frac{\text { dist }_{2}}{\mid \text { dist }_{1}+\text { dist }_{2} \mid} Z_{1}  \tag{2.2}\\
& L_{X}=\frac{\text { dist }_{2}}{\mid \text { dist }_{2}-\text { dist }_{1} \mid} Z_{1}-\frac{\text { dist }_{1}}{\mid \text { dist }_{2}-\text { dist }_{1} \mid} Z_{2} \tag{2.3}
\end{align*}
$$

Eqs. 2.1-2.3 define the normalization where $\mathrm{L}_{X}$ is the linearized X -axis value, dist $_{1,2}$


FIG. 11. Si-CsI raw data plot with overlayed user picked lines. (color online)
are the distances to the two closes lines, and $\mathrm{Z}_{1,2}$ are elemental designations of these closest lines. The first normalization function (Eq. 2.1) is implemented for any point to the right of the right-most user chosen line. The second equation (Eq. 2.2) is used for any point that is between two lines. The final function (Eq. 2.3) is used for any point to the left of the left-most line. If the process performed well, a straight-line plot such as Fig. 12 was constructed. This plot shows linearized $\mathrm{Z}=3-7$ fragments from a Si-CsI telescope.

The distance calculation method has an effect on the quality of the linearization [61]. A new distance calculation method was developed by May et al. [62] to mathematically determine the shortest distance $\left(\mathrm{L}_{X}\right)$ between a point and a polynomial curve. This function was implemented with excellent results.

After linearization, data was then projected onto an axis producing quasi-Gaussian peaks. The isotopic peaks in the projected distributions were fitted with Gaussian


FIG. 12. Linearized Si-CsI plot. The X -axis $\left(\mathrm{L}_{X}\right)$ is normalized to Z and the Y -axis is related to energy in the CsI.
functions. The mass of each particle was assigned by determining the probability of the particle belonging to a given isotope. This probability $\left(\mathrm{P}_{A}\right)$ was calculated by comparing the value of the the isotopic Gaussian functions at the $\mathrm{L}_{X}$ value of the particle

$$
\begin{equation*}
P_{A}=\frac{G_{A}\left(L_{X}\right)}{\sum_{i} G_{i}\left(L_{X}\right)} \tag{2.4}
\end{equation*}
$$

where $\mathrm{G}_{A}$ is the fit to the selected isotope which is compared to the summation over all Gaussians $\left(\mathrm{G}_{i}\right)$ of the element. For this thesis, a non-zero mass was defined only if the $P_{A}$ was $\geq 0.75$. This method of fitting the linearized data with Gaussians provided the ability to estimate the average contamination between neighboring isotopes. The contamination in the yield of a given isotope as defined here was calculated to be $\leq 5 \%$ across all reaction systems and all detectors.

TABLE V. Calibration beams and targets.

| Beam | $\mathrm{H}_{2}$ | $\mathrm{H}_{2}$ | ${ }^{4} \mathrm{He}$ | ${ }^{2} 0 \mathrm{Ne}$ | HD | HD |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Target | Th (nat) | ${ }^{28} \mathrm{Si}$ | Th (nat) | Th (nat) | Th (nat) | ${ }^{28} \mathrm{Si}$ |
| Energy (Mev/u) | 55 | 55 | 25 | 25 | 30 | 30 |

In this particle identification method the user defines the mass designation of each peak. Mass designations may be checked against published distributions such as those of Mocko or Souliotis [63, 64]. The Gaussian peak shape assumption is also important to note. The Gaussian shape assumption works very well for Si-CsI or Si-Si linearization. The shapes, however, can deviate somewhat for the pulse shape discrimination plots.

## D. Calibration

After the particles were identified, the detectors were calibrated. External calibrations were provided by a ${ }^{228} \mathrm{Th} \alpha$ source and calibration beams. The ${ }^{228} \mathrm{Th}$ calibration was taken immediately after the thesis data was acquired. However, the calibration beam data was acquired the following year. The list of calibration beams, targets, and energies are given in Table V and the table of elastic scattering energy versus ring for each beam is given in Appendix B. Only elastic scattering points were used for calibration.

The Si detectors were calibrated assuming a linear function. The calibration points were obtained from three sources: ${ }^{228} \mathrm{Th} \alpha \mathrm{s}$, punch-in points, and punchthrough points. In rings 2-7, the Si amplification was too low to take advantage of ${ }^{228} \mathrm{Th}$ calibration. However, the Si in rings 8-9 were calibrated using these $\alpha$ energies. The super telescope Si-Si were calibrated using punch-through points. These punch-
through points result from particles passing through both detectors and have well known energies. The telescope Si detectors were calibrated using punch-in points. Punch-in points correspond to the minimum energy required for a particle to pass through the Si and provide a signal in the CsI. The quality of the punch-in calibration depends on the software thresholds of the detector. Low detector thresholds provide the best values for this calibration. The punch-in and punch-through methods of calibration are compared in Fig. 13. These channel-energy calibration points are from a $500 \mu \mathrm{~m}$ super telescope Si detector. The calibration points obtained from each of these two methods were fit with linear functions which can be seen in the figure. The functions obtained are in good agreement with each other.

For $\mathrm{Z}>3$, the total energy of the particle was derived from the energy lost in the silicon detector via an energy loss code. The extrapolation performs well for these fragments because a large fraction of the total energy is lost in the Si detector. The resulting total energy spectra were compared to those from a similar reaction [53] as well as the super telescopes at the same angle. Low Si electronic gains and high particle energy in ring 2 made deriving the total $\mathrm{Z}=3$ energy from the Si problematic. For this reason, the ring $2, \mathrm{Z}=3$ total energy was derived from the CsI energy calculation. In all other rings, the $\mathrm{Z}=3$ energy was derived from the Si energy loss.

The CsI calibration was based on the slow portion of the light output. The slow component was used because it is less likely than the fast component to saturate. The Tassan-Got [65] formula worked well for this data with a single set of parameters


FIG. 13. Si calibration functions as for the punch in and punch through methods for a $500 \mu \mathrm{~m}$ super telescope Si . Open symbols are punch in points and closed symbols are punch through points. The relevant calibration formulae are also shown.
for a small range of elements. The formula relates channel number to energy as:

$$
\begin{align*}
& \mathrm{E}=\sqrt{h^{2}+2 \rho h\left[1+\ln \left(1+\frac{h}{\rho}\right)\right]} \\
& \text { where } \\
& \mathrm{h} \quad=\quad(\text { CsI light output - pedestal }) / \text { scaling parameter }  \tag{2.5}\\
& \\
& \quad \text { and } \\
& \rho \quad=\quad \eta Z^{2} A .
\end{align*}
$$

The scaling parameter and $\eta$ are both fitting parameters. In this data, Eq. 2.5 was fit to relate the channel-energy relationship for $\mathrm{Z}=1,2$ simultaneously. The fitting
parameters were obtained using the calibration beam data points and spectra from a similar system [53] as references. $\mathrm{Z}=1,2$ energy were obtained from the CsI calibration. In ring 2 , the $\mathrm{Z}=3$ energy was also derived from the CsI calibration though it was not included in the parameter fitting. Based on the CsI energy obtained from the calibration, the energy lost in the $\Delta \mathrm{E}$ Si was derived from a code and added to the CsI energy to create a total energy for the fragment.

Example total energy spectra are shown in Fig. 14 for protons from ring $2(\sim 4$ degrees in lab). The variation in spectrum starting energy on the left is the result of individual detector thresholds for proton detection and identification. The position of the spectrum peak along the X -axis is the result of a combination of the beam velocity, internal source temperature, and Coulomb acceleration of the protons. Above this peak, the spectrum falls off exponentially. Extended energy distributions are compiled in Appendix C.

## E. Physics Tapes

The particle identification logic flow chart is given in Fig. 15. Event by event, a buffer was filled with the data from all detectors that fired. The buffer was processed by looping over the CsI detectors. If a signal was found in the CsI, linearization was attempted. If the particle was successfully identified in the CsI linearization, it was then tested for energy thresholds. The lower threshold in the CsI was used to define the value at which the isotopic identification became useful. This is important because the lowest energy (least resolved) signals in the CsI are generally the best resolved signals in the Si-CsI. A particle within the lower and upper thresholds was then assigned a charge and mass using the Gaussian probability function (Eq. 2.4). In the CsI, ${ }^{8} \mathrm{He}$ particles fall in the same band as the double alpha particles. However, in


FIG. 14. Energy spectra for protons in ring 2. (color online)
the Si-CsI the particles identify as $\mathrm{Z}=2$ for ${ }^{8} \mathrm{He}$ and $\mathrm{Z}=3$ for the double alpha. Thus, particles that tested as ${ }^{8} \mathrm{He}$ in the CsI were also tested for $\mathrm{Z}=2$ identification in the Si-CsI before being accepted. The CsI linearization was the primary identification source for $\mathrm{Z}=1,2$ in all detectors. It was also the primary identification source for $\mathrm{Z}=3$ in ring 2.

If identification was not assigned in the CsI, linearization was attempted on the Si-CsI. If the Si-CsI linearization was successful, the signal was tested with the upper and lower thresholds. Particles within the thresholds were assigned a charge and mass from the Gaussian probability function and retained in the event. In the Si-CsI, the threshold was placed directly below the lowest energy signals that could be clearly identified as above background. If the particle was $\mathrm{Z}<3$, the charge identified in the $\mathrm{Si}-$ CsI was compared to that of the CsI. If the charges were equal, the particle was mass identified and retained. This cut was useful for eliminating high energy background


FIG. 15. Logical flow for particle identification designation.
in the low Z region of the Si-CsI plots. If the linearization was unsuccessful for the Si-CsI, the particle was omitted.

If the loop over detectors during an event did not find a signal in the CsI and the module was a super telescope, the Si detectors were checked for signals. If signals were present, then linearization was attempted. Successful linearization led to particle identification and retention in the output file. The mass was obtained from the most probable isotope identified from the Gaussian probability function (Eq. 2.4).

Two points should be highlighted about the physics tape logic. First, the thresholds for Si-CsI and CsI were important for maximizing isotopic resolution. The lowest energy signals in the CsI were the least resolved isotopically. Conversely, the lowest energy signals in the Si-CsI were the best isotopically resolved. Carefully placing the threshold on these two modes of particle identification maximized the isotopic resolution for $\mathrm{Z}=1,2$ particles. The other issue of note is the removal of low level noise in the Si . If a particle identified as $\mathrm{Z}=1,2$ in the $\mathrm{Si}-\mathrm{CsI}$, the Z was compared to the Z obtained in the CsI. If these did not agree, the particle was omitted. This cut was found to be effective in reducing low energy background in the Si-CsI detectors.

## CHAPTER III

## EVENT SELECTION

A well-defined source that covers a wide range of excitation energies should be used when studying phase transitions. Projectile fragmentation was chosen for this thesis because of its range of excitation energies with low effective energy thresholds for detecting particles of interest. The low effective energy threshold is the result of residual beam momentum and remains low for even relatively massive particles.

A projectile-like source should retain a velocity along the beam axis $\left(\mathrm{V}_{z}\right)$ similar to that of the projectile, have a sumZ (Eq. 3.1) of fragments similar to the Z of the projectile, and exclude mid-velocity, target-like, and pre-equilibrium particles. This chapter will step through the quasi-projectile (QP) source definition cuts and show the effect of the cuts on experimental and theoretical data. The HIPSE-SIMON [19] event generator provided quantitative information on the quality of the source definition.

$$
\begin{equation*}
\operatorname{sum} Z=\sum_{i}^{\text {fragments }} Z_{i} \tag{3.1}
\end{equation*}
$$

The HIPSE-SIMON event generator has been shown to accurately simulate the energy and particle distributions in similar reactions measured by the INDRA detector [19]. Due to its similarity to the INDRA array, the code was used to understand the effect of software source cuts on the NIMROD-ISiS array. The theoretical data from HIPSE was de-excited by SIMON and passed through a software filter. This filter replicated the geometry, energy thresholds, and particle identification characteristics of the NIMROD-ISiS detector for the corresponding experimental data sets. The filter also addressed free neutron detection probabilities in the Neutron Ball.

A center of mass was constructed from the fragments detected in an event. The Zaxis velocity of this event center of mass is plotted in Fig. 16. There are no source cuts


FIG. 16. Event center of mass velocity along the beam axis in units of $c . V_{\text {beam }}$ is shown by the red line at 0.274 c . Raw Data. (color online)
implemented on this data. The velocity of the beam (0.274c) along this axis is also shown. The data is clearly peaked slightly below the beam velocity and thus contains an enhanced concentration of projectile-like events. The breadth of this distribution likely results from a combination of detector geometry, threshold characteristics, and projectile-target dissipation effects during the interaction [66]. Dynamically emitted fragments result in the high energy tail seen on the right. The low energy tail is likely the result of very damped collisions between the target and projectile. The peak, slightly below the projectile velocity, is the projectile fragmentation peak.

The HIPSE-SIMON code provides fragments tagged with the relative quasiprojectile, quasi-target, or quasi-fusion sources. Fig. 17 is the distribution of fragment sources for filtered theoretical events without additional cuts. The sources are listed in Table VI with 0: quasi-fusion, 1: quasi-projectile, and 2: quasi-target. The dominance of the quasi-projectile source in Fig. 17 implies that a high fraction of particles


FIG. 17. Relative yield of fragments from quasi-projectile, quasi-target, and quasi-fusion sources in filtered theoretical data with no additional cuts. See Table VI for description of sources.
resulted from this source in the raw data. Figs. 16 and 17 show that the experimental configuration was successful in optimizing the fraction of particles from the quasi-projectile source.

The first software cut implemented was the sumZ $\geq 30$ (Eq. 3.1) placed on raw events. Comparing Fig. 18 to Fig. 17 shows that the ratio of fragment sources does not change appreciably as a result of this cut. It is apparent that the primary result of this cut was to eliminate incompletely detected events and events not belonging to the projectile fragmentation mechanism. The effect of this cut on the experimental event velocity spectrum is shown in Fig. 19. The velocity of the center of mass of the detected particles is now approximately Gaussian in shape and positioned slightly below the velocity in the Z-axis $\left(\mathrm{V}_{z}\right)$ of the beam. Collectively, the remaining events are now beginning to look like the result of projectile fragmentation.

TABLE VI. Numerical particle source list as generated by HIPSE-SIMON and the corresponding particle source description.

| Value | Source |
| :---: | :---: |
| 0 | Quasi-fusion |
| 1 | Quasi-projectile |
| 2 | Quasi-target |
| $\geq 3$ | Other |



FIG. 18. Distribution of fragment sources present in filtered theoretical data with sumZ $\geq 30$. See Table VI for description of sources.


FIG. 19. Event center of mass velocity along the beam axis in units of c for reconstructed quasi-projecteiles with sumZ $\geq 30 . V_{\text {beam }}$ is shown by the red line at 0.274 c . (color online)

Within an event, the fragments were analyzed individually to assess the likelihood of their belonging to a QP source. Particle sources can be visually identified in a plot of the fragment parallel versus perpendicular velocity $(\mathrm{V} \| \mathrm{V} \perp)$. Fig. 20 is the $\mathrm{Z}=1,2$ $\mathrm{V} \| \mathrm{V} \perp$ of experimental data after the sumZ $\geq 30$ cut was applied. The velocity of the beam is shown at 0.274 c . The data shows a concentration of fragments in this velocity region. However, the presence of particles at very high and low velocities indicates that the sumZ $\geq 30$ cut was not sufficient to satisfactorily remove target-like and mid-velocity source fragments from the data.

A parallel velocity $\left(\mathrm{V}_{z}\right)$ cut was implemented to remove individual fragments that can not be reasonably associated with a QP source [67]. Within an event, the velocity in the beam direction of each particle was compared to the $V_{z}$ of the largest fragment. Fragments with relatively low or relatively high $\mathrm{V}_{z}$ were associated with non-QP


FIG. 20. Velocity in the beam axis versus velocity out of the beam axis in units of $1 / c$. Events have a sum $Z \geq 30$. The vertical black line is at the beam velocity. Left) $\mathrm{Z}=1$ Right) $\mathrm{Z}=2$ (color online)
sources. Velocity windows of $\pm 65 \%, 60 \%$, and $45 \%(\mathrm{Z}=1, \mathrm{Z}=2, \mathrm{Z} \geq 3$ respectively) of $\mathrm{V}_{z}$ (largest fragment) were imposed on all particles in the experimental and theoretical data. Fig. 21 shows the effect of this cut on the $\mathrm{Z}=1,2 \mathrm{~V} \| \mathrm{V} \perp$ of experimental data. The velocity of the beam is shown and a strong concentration of fragments exist in this velocity region. The data no longer includes the most forward and backward velocities seen in Fig. 20. The improvement in the fraction of particles belonging to the QP source is shown in Fig. 22 where the relative fraction of quasi-projectile source particles was improved by approximately a factor of two over that of the quasi-target source particle yield. Narrower windows of velocity provided negligible improvement in the ratio of QP source in the theoretical data.

At this point it is reasonable to associate the selected events with an isolated quasi-projectile source. The event was transformed into the center of mass (COM) of the accepted fragments to determine the velocity and excitation energy (Eq. 3.2) of the fragmenting source. The momentum in the X, Y, and Z directions were summed across an event to determine the COM. The event COM velocity in each axis was


FIG. 21. Velocity in the beam axis versus velocity out of the beam axis in units of $1 / \mathrm{c}$. Events have sumZ $=30-34$ and $\mathrm{V}_{z}$ cuts. The vertical black line is at the beam velocity. Left) $\mathrm{Z}=1$ Right) $\mathrm{Z}=2$ (color online)


FIG. 22. Distribution of fragment sources present in filtered theoretical data with sumZ $=30-34$ and $V_{z}$ cuts. See Table VI for description of sources.
subtracted from each fragment's lab velocity. The kinetic energy of each fragment was then calculated from the velocity in the COM.

Reconstruction of the quasi-projectile allows us to calculate the excitation energy through calorimetry:

$$
\begin{equation*}
E_{\text {source }}^{*}=\sum_{i}^{M_{c p}} K_{c p}(i)+M_{n}\left\langle K_{n}\right\rangle-Q \tag{3.2}
\end{equation*}
$$

The excitation energy ( $\mathrm{E}_{\text {source }}^{*}$ ) was defined as the sum over the accepted particles' center of mass kinetic energy $\left(\mathrm{K}_{c p}\right.$ and $\left.\mathrm{K}_{n}\right)$ minus the reaction Q-value. The average kinetic energy of the neutrons was calculated as the proton average kinetic energy with a correction for the Coulomb barrier energy [68].

Proper calculation of the excitation energy should include the neutron and gamma energy corrections. The Neutron Ball provides an experimental neutron multiplicity per event that must be corrected for background, neutron source, and efficiency. The background provided by the pulser trigger is not correlated to any event. It, however, does provide a detector environment identical to that of a true event for background calculation. An additional background is collected with each event immediately after signal collection. The event background and pulser trigger backgrounds are plotted in Fig. 23. There is a strong similarity between these two distributions in peak position and overall shape. Thus the background correction was taken as the raw counts in the background gate corresponding to the event. The multiplicity of free neutrons was extracted from the experimental data using:

$$
\begin{equation*}
M u l t_{Q P}=\frac{M u l t_{e x p}-\text { Mult }_{b k g}}{\left(E f f_{Q P}+\frac{N_{T}}{N_{P}} E f f_{Q T}\right)(.7 / .6)} \tag{3.3}
\end{equation*}
$$

The multiplicity of neutrons assigned to the projectile source $\left(\right.$ Mult $\left._{Q P}\right)$ was calculated from the background (Mult ${ }_{\text {bkg }}$ ) corrected experimental neutron multiplicity (Mult ${ }_{\text {exp }}$ ). This multiplicity was then corrected using the relative efficiency of the Neutron Ball


FIG. 23. Neutron background distributions. Pulser trigger background distribution (red) obtained from the first Neutron Ball signal gate for events triggered by the electronic pulser signal. High multiplicity trigger background (black) obtained event by event from the second Neutron Ball signal gate. (color online)
for detecting free neutrons emitted from a quasi-projectile ( $\mathrm{Eff}_{Q P}$ ) and quasi-target $\left(\mathrm{Eff}_{Q T}\right)$ for this reaction. The free neutron correction also accounted for the respective total neutron contributions from both the target $\left(\mathrm{N}_{T}\right)$ and projectile $\left(\mathrm{N}_{P}\right)$ nuclei. The efficiencies were extracted from tagged neutrons generated by the HIPSE-SIMON code and the GEANT3 simulation of the detector [30]. Simulation and filtering provided $\mathrm{Eff}_{Q P}=0.65$ and $\mathrm{Eff}_{Q T}=0.40$. The Neutron Ball was calibrated with a ${ }^{252} \mathrm{Cf}$ source to $70 \%$ efficiency for this experiment. The correction factor in the denominator accounts for the experimental calibration of the Neutron Ball to $70 \%$ efficiency rather than the $60 \%$ efficiency obtained from the GEANT3 simulation of the detector. Event by event, the Mult ${ }_{Q P}$ provided an estimate of the free neutrons emitted from the quasiprojectile.

The energy carried away by gammas is generally considered to be small [11, 69]. In an effort to account for gamma energy, the ISiS collaboration calculated $E_{\gamma}=$ $1 \mathrm{MeV}\left(\mathrm{Mult}_{Z \geq 3}\right)$ [69]. However, this energy has not been constrained experimentally [70]. Using this formula the gamma energy is $\leq 1 \%$ of the total excitation energy of the event. The gamma energy correction is not included in calorimetry for this thesis as it is small compared to that of the neutron and event energies and is poorly constrained.

A further cut was made on the data to improve its applicability to phase transition studies. Phase transition behavior is sensitive to the size of the studied system [28]. For this reason, the accepted events were required to have $30 \leq \operatorname{sumZ} \leq 34$ after the $\mathrm{V}_{z}$ cut.

To focus on events for which collective motion along the beam axis is minimized, the final cut constrained the shape of the event. The shape of each event was tested with the quantity

$$
\begin{equation*}
R=2 P_{z}^{2} / P_{t}^{2} \tag{3.4}
\end{equation*}
$$

where $\mathrm{P}_{z}$ is the momentum in Z -axis and $\mathrm{P}_{t}$ is the transverse momentum. On average, for a group of events, this quantity should equal one if the class of events is spherical. Limits were placed on the values of this ratio such that the mean for each excitation energy bin equaled $1 \pm .05$. This ratio was the final cut placed on the events. The resulting sphericity of the defined source can be seen in Fig. 24. The Y-axis corresponds to the momentum in the Z direction, the negative X -axis is momentum in the Y direction, and the positive X -axis is momentum in the X direction. The strong concentration of points around $(0,0)$ indicates that the source is nearly symmetric in all directions. The strong sphericity of the source is consistent with a well-defined source without visible collective behavior along any axis.


FIG. 24. Dalitz plot after all source cuts. The Y-axis corresponds to the momentum in the Z direction, the negative X -axis is momentum in the Y direction, and the positive X -axis is momentum in the X direction. (color online)

## CHAPTER IV

## TEMPERATURE FROM MOMENTUM FLUCTUATIONS

A new method of calculating the system temperature can be derived from the momentum fluctuations of particles in the center of mass frame of the fragmenting source. In this case, the frame is that of the reconstructed quasi-projectile. The momentum is constructed for each particle in the projectile frame center of mass for each axis. The momenta are then compared using Eq. 4.1

$$
\begin{equation*}
Q=2 P_{z}^{2}-P_{t}^{2} \tag{4.1}
\end{equation*}
$$

where $\mathrm{P}_{z}^{2}$ is the momentum in the Z -axis and $\mathrm{P}_{t}^{2}$ is the transverse momentum. In an ideal, spherical, fragmenting source the sum of $Q$ for all fragments in the event in the center of mass of that event should be a $\delta$ function at zero. However, in a real system fluctuations occur within a class of events. These fluctuations convert the momentum $\delta$ function into a distribution that can be characterized by a mean and width. In an equilibrated system, the mean should still equal zero.

The variance ( $\sigma^{2}$ ) may be obtained from the distribution through

$$
\begin{equation*}
\sigma^{2}=\left\langle Q^{2}\right\rangle-\langle Q\rangle^{2} \tag{4.2}
\end{equation*}
$$

where Q is the quadrupole moment (Eq. 4.1). For a mean equal to zero, the second term cancels. Taking the first term as

$$
\begin{equation*}
\left\langle Q^{2}\right\rangle=\int d^{3} p\left(2 P_{Z}^{2}-P_{X}^{2}-P_{Y}^{2}\right)^{2} f(p)=\int d^{3} p\left(2 P_{Z}^{2}-P_{T}^{2}\right)^{2} f(p) \tag{4.3}
\end{equation*}
$$

and assuming a Maxwellian distribution of the particles yields

$$
\begin{equation*}
\left\langle Q^{2}\right\rangle=\frac{1}{(2 \pi m T)^{3 / 2}} \int d^{3} p\left(4 P_{Z}^{2}-4 P_{Z}^{2} P_{T}^{2}+P_{T}^{4}\right) e^{-\frac{P_{Z}^{2}+P_{X}^{2}+P_{Y}^{2}}{2 m T}} . \tag{4.4}
\end{equation*}
$$

A Gaussian integral is used

$$
\begin{equation*}
I_{n}(a)=\int_{0}^{\infty} x^{n} e^{-a x^{2}} d x \tag{4.5}
\end{equation*}
$$

and the results that are of interest to this derivation are:

$$
\begin{align*}
I_{0}(a) & =\frac{1}{2} \sqrt{\frac{\pi}{a}}  \tag{4.6}\\
I_{2}(a) & =\frac{1}{4 a} \sqrt{\frac{\pi}{a}}  \tag{4.7}\\
I_{4}(a) & =\frac{3}{8 a^{2}} \sqrt{\frac{\pi}{a}} \tag{4.8}
\end{align*}
$$

It is important to note that these integrals are only for 0 to $\infty$ and therefore should be doubled for $-\infty$ to $\infty$.

If we break $\mathrm{Q}^{2}$ into three parts:

$$
\begin{equation*}
\operatorname{Part1}=\left(\frac{\pi}{a}\right)^{-3 / 2} \int d P_{X} e^{-a P_{X}^{2}} \int d P_{Y} e^{-a P_{Y}^{2}} \int d P_{Z} P_{Z}^{2} e^{-a P_{Z}^{2}} \tag{4.9}
\end{equation*}
$$

where

$$
\begin{equation*}
a=\frac{1}{2 m T} \tag{4.10}
\end{equation*}
$$

The first two terms, after being integrated from $-\infty$ to $\infty$ both equal

$$
\begin{equation*}
\sqrt{\frac{\pi}{a}} \tag{4.11}
\end{equation*}
$$

The third term becomes:

$$
\begin{equation*}
\left(\frac{3}{4 a^{2}}\right) \sqrt{\frac{\pi}{a}} \tag{4.12}
\end{equation*}
$$

The product of these three terms yields:

$$
\begin{equation*}
\text { Part } 1=\frac{3}{4 a^{2}} . \tag{4.13}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{Part2}=\left(\frac{\pi}{a}\right)^{-3 / 2} \int d^{3} P P_{Z}^{2}\left(P_{X}^{2}+P_{Y}^{2}\right) e^{a\left(P_{Z}^{2}+P_{X}^{2}+P_{Y}^{2}\right)} \tag{4.14}
\end{equation*}
$$

This yields:

$$
\begin{gather*}
\sqrt{\frac{\pi}{a}}\left(\frac{1}{2 a} \sqrt{\frac{\pi}{a}}\right)^{2}  \tag{4.15}\\
\operatorname{Part} 2=\frac{1}{2 a^{2}}  \tag{4.16}\\
\operatorname{Part} 3=\left(\frac{\pi}{a}\right)^{-3 / 2} \int d^{3} P\left(P_{X}^{2}+P_{Y}^{2}\right)^{2} e^{a\left(P_{Z}^{2}+P_{X}^{2}+P_{Y}^{2}\right)}  \tag{4.17}\\
\operatorname{Part3}=\left(\frac{\pi}{a}\right)^{-3 / 2} \int d^{3} P\left(P_{X}^{4}+P_{Y}^{4}+2 P_{Y}^{2} P_{X}^{2}\right) e^{a\left(P_{Z}^{2}+P_{X}^{2}+P_{Y}^{2}\right)} \tag{4.18}
\end{gather*}
$$

This yields:

$$
\begin{gather*}
2\left(\frac{3}{4 a^{2}} \sqrt{\frac{\pi}{a}} \sqrt{\frac{\pi}{a}} \sqrt{\frac{\pi}{a}}\right)+2\left(\left(\frac{1}{2 a^{2}} \sqrt{\frac{\pi}{a}}\right)^{2} \sqrt{\frac{\pi}{a}}\right)  \tag{4.19}\\
\text { Part } 3=\frac{2}{a^{2}} \tag{4.20}
\end{gather*}
$$

Summing these three parts yields:

$$
\begin{equation*}
\sigma^{2}=4\left(\frac{3}{4 a^{2}}\right)-4\left(\frac{1}{2 a^{2}}\right)+\frac{2}{a^{2}}=12 m^{2} T^{2} . \tag{4.21}
\end{equation*}
$$

For a single fragment type from a nuclear multi-fragmentation:

$$
\begin{equation*}
\sigma^{2}=12 A^{2} m_{0}^{2} T^{2} \tag{4.22}
\end{equation*}
$$

where $m_{0}$ is the mass of a nucleon and $A$ is the mass number of the fragment. For multiple particle types, the formula becomes:

$$
\begin{equation*}
\sigma^{2}=12 m_{0}^{2} T^{2} \sum_{i}\left(\zeta_{i} A_{i}\right)^{2} \tag{4.23}
\end{equation*}
$$



FIG. 25. $\mathrm{Q}_{x}, \mathrm{Q}_{y}, \mathrm{Q}_{z}$ and $\mathrm{Q}_{x y}$ (Eqs. 4.24 and 4.35) temperatures (Eqs. 4.23 and 4.36) as a function of $\mathrm{E}^{*} / \mathrm{A}$ of the source event. (color online)
where $\zeta$ is the concentration of the particle in question.
The temperature evaluated from all fragments assigned to the quasi-projectile fragmentation event via Eq. 4.23 is shown in Fig. 25. Here the Q (Eq. 4.1) are defined as

$$
\begin{align*}
\mathrm{Q}_{x} & =2 \mathrm{P}_{x}^{2}-P_{y}^{2}-P_{z}^{2} \\
\mathrm{Q}_{y} & =2 \mathrm{P}_{y}^{2}-P_{x}^{2}-P_{z}^{2}  \tag{4.24}\\
\mathrm{Q}_{z} & =2 \mathrm{P}_{z}^{2}-P_{y}^{2}-P_{x}^{2}
\end{align*}
$$

The statistical error bars are smaller than the size of the points in Fig. 25. The $\mathrm{Q}_{x}, \mathrm{Q}_{y}$ thermometers are identical within errors and the $\mathrm{Q}_{z}$ thermometer is slightly lower. In spite of the velocity and shape source cuts, the Z-axis does not exhibit the
same momentum distributions as are seen in the $\mathrm{X}, \mathrm{Y}$-axes. This behavior is likely the result of residual collective motion along the beam axis. Thus, when this axis is used to calculate $\mathrm{Q}_{x}, \mathrm{Q}_{y}$, or $\mathrm{Q}_{z}$ the distributions are contaminated by the remaining collective behavior.

To remove the collective behavior present in the Z-axis from the temperature calculation, the temperature was re-derived using only the X and Y -axes and employing the same Maxwellian distribution and Gaussian integral assumptions. Here $Q^{2}$ is defined as

$$
\begin{equation*}
Q^{2}=\int d^{2} p\left(P_{X}^{4}-2 P_{X}^{2} P_{Y}^{2}+P_{Y}^{4}\right) f(p) \tag{4.25}
\end{equation*}
$$

and after the Maxwellian distribution assumption becomes

$$
\begin{equation*}
Q^{2}=\frac{1}{(2 \pi m T)} \int d^{2} p\left(P_{X}^{4}-2 P_{X}^{2} P_{Y}^{2}+P_{Y}^{4}\right) e^{-\frac{P_{X}^{2}+P_{Y}^{2}}{2 m T}} \tag{4.26}
\end{equation*}
$$

If we break $\mathrm{Q}^{2}$ into three parts and implement Gaussian integrals (Eq. 4.5):

$$
\begin{equation*}
\text { Part } 1=\left(\frac{\pi}{a}\right)^{-1} \int d P_{X} P_{X}^{4} e^{-a P_{X}^{2}} \int d P_{Y} e^{-a P_{Y}^{2}} \tag{4.27}
\end{equation*}
$$

where

$$
\begin{gather*}
a=\frac{1}{2 m T}  \tag{4.28}\\
\operatorname{Part3}=\left(\frac{\pi}{a}\right)^{-1} \int d P_{Y} P_{Y}^{4} e^{-a P_{Y}^{2}} \int d P_{X} e^{-a P_{X}^{2}} \tag{4.29}
\end{gather*}
$$

where

$$
\begin{equation*}
a=\frac{1}{2 m T} \tag{4.30}
\end{equation*}
$$

Part1 equals Part 3 and the sum of them becomes

$$
\begin{equation*}
\frac{3}{2 a^{2}} \tag{4.31}
\end{equation*}
$$

$$
\begin{equation*}
\text { Part2 }=2\left(\frac{\pi}{a}\right)^{-1} \int d P_{X} P_{X}^{2} e^{-a\left(P_{X}^{2}\right)} \int d P_{Y} P_{Y}^{2} e^{-a\left(P_{Y}^{2}\right)} . \tag{4.32}
\end{equation*}
$$

This yields:

$$
\begin{equation*}
-\frac{1}{2 a^{2}} . \tag{4.33}
\end{equation*}
$$

Summing these three parts yields:

$$
\begin{equation*}
\sigma^{2}=\frac{1}{a^{2}}=4 m^{2} T^{2} \tag{4.34}
\end{equation*}
$$

For a single fragment type from a nuclear multi-fragmentation:

$$
\begin{equation*}
\sigma^{2}=4 A^{2} m_{0}^{2} T^{2} \tag{4.35}
\end{equation*}
$$

where $m_{0}$ is the mass of a nucleon and $A$ is the mass number of the fragment. For multiple fragment types,

$$
\begin{equation*}
\sigma^{2}=4 m_{0}^{2} T^{2} \sum_{i}\left(\zeta_{i} A_{i}\right)^{2} \tag{4.36}
\end{equation*}
$$

where $\zeta$ is again the concentration of a given particle type. The temperature is now linked to the variance through Eq. 4.36 and the caloric curve obtained using the $\mathrm{Q}_{x y}$ fluctuations is plotted in Fig. 25. This thermometer provides a higher source temperature across all excitation energies than was obtained using the $\mathrm{Q}_{x}, \mathrm{Q}_{y}$, or $\mathrm{Q}_{z}$ thermometers. This difference in temperature is the result of removing the remaining collective behavior along the Z-axis.

Combining all of the fragments together to create a Q distribution depends on the assumption that all of the fragments, regardless of mass or charge, have the same distribution width. This implies a simultaneous, statistical emission of fragments. The temperatures obtained from the $\mathrm{Q}_{x y}$ distributions for selected particle types are plotted as a function of excitation energy in the top panel of Fig. 26. Though the temperature increases with excitation energy regardless of particle type, there is a
significant spread in measured temperature across the fragment types.
Three Li isotopes have been plotted in the middle panel of Fig. 26 to provide a mass comparison at constant Z . These Li isotopes agree well across most excitation energies and show only a small mass dependence. A more significant mass dependence at constant Z may be seen in the ${ }^{3,4} \mathrm{He}$ isotopes plotted in the bottom panel of Fig. 26. The ${ }^{3} \mathrm{He}$ yields a $\sim 35 \%$ higher temperature than the ${ }^{4} \mathrm{He}$ across all $\mathrm{E}^{*} / \mathrm{A}$. The ${ }^{4} \mathrm{He}$ apparent temperatures show a $\sim 15 \%$ increase across $\mathrm{E}^{*} / \mathrm{A}=1.5-7.5$. The ${ }^{3}$ He temperatures, on the other hand, increase by $\sim 50 \%$ across the same $\mathrm{E}^{*}$ / A region.

To observe the change in measured temperature at constant mass and differing charge, the apparent temperatures of ${ }^{3} \mathrm{He}$ and ${ }^{3} \mathrm{H}$ are plotted in the bottom panel of Fig. 26. The ${ }^{3} \mathrm{He}$ observed temperatures are $\sim 35 \%$ higher than those of the ${ }^{3} \mathrm{H}$ across all $\mathrm{E}^{*} / \mathrm{A}$. However, the rate of increase is $\sim 50 \%$ for both of these isotopes across $\mathrm{E}^{*} / \mathrm{A}=1.5-7.5$.

It is possible that some of the mass dependence of the apparent temperature is the result of differential fragment emission time. This is particularly likely for the difference seen in the He isotopes. It is known that ${ }^{3} \mathrm{He}$ is emitted early in the fragmentation process. Conversely, ${ }^{4} \mathrm{He}$ is emitted throughout the de-excitation cascade [71].

The difference in measured temperature seen in the $A=3$ isotopes may indicate a Coulomb contribution to the momentum distributions widths. A Coulomb contribution to the fragment widths should increase with fragment Z . However, the ${ }^{10} \mathrm{~B}$ and ${ }^{12} \mathrm{C}$ exhibit higher variances and temperatures than ${ }^{16} \mathrm{O}$. This indicates that Coulomb repulsion cannot be the entire explanation to the momentum distribution width dependence on fragment type.

The momentum distributions may also be widened by recoil during the source break up. The recoil effect on the momentum Q distributions has been parameterized


FIG. 26. Apparent temperatures extracted from the $\mathrm{Q}_{x y}$ distributions as a function of particle type. (color online)


FIG. 27. Apparent temperatures extracted from the recoil corrected $\mathrm{Q}_{x y}$ distributions as a function of particle type. (color online)
as

$$
\begin{equation*}
Q_{x y(0)}=Q_{x y(a p p)}\left(\frac{A-A_{f}}{A-1}\right) \tag{4.37}
\end{equation*}
$$

where $\mathrm{Q}_{x y(0)}$ is the recoil corrected value, $\mathrm{Q}_{x y(a p p)}$ is the experimental value (Eq. 4.36), A is the mass of the source, and $\mathrm{A}_{f}$ is the mass of the fragment being considered [42]. The apparent temperatures obtained from the recoil corrected $\mathrm{Q}_{x y}$ distributions as a function of particle type and source excitation energy are plotted in Fig. 27. This figure shows that the recoil correction decreased the variation in the momentum distribution widths slightly as a function of particle type. Even after recoil correction, the Coulomb repulsion still cannot explain the mass dependence of this thermometer as the ${ }^{10} \mathrm{~B}$ and ${ }^{12} \mathrm{C}$ still exhibit higher temperatures than ${ }^{16} \mathrm{O}$ does.

In addition to the above mentioned factors, the temperature obtained with this thermometer could be a combination of thermal energy and Fermi momentum in the detected fragments [42]. Following the paper of Bauer, the measured fragments exhibit a momentum distribution resulting not only from thermal sources but also the Fermi momentum of the component nucleons. This effect increases as a function of fragment size until a limiting value is observed. This correction is only meaningful for fragments with $\mathrm{A} \geq 2$. Thus, the momentum distributions of protons are free of this complication.

The caloric curve derived from the proton momentum fluctuation widths of the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ system is plotted in Fig. 28. The fluctuations for this thermometer were measured along the $\mathrm{X}, \mathrm{Y}$-axes. For reference, the compilation of Natowitz et al. [28] and two Fermi Gas curves $\left(\mathrm{T}=\sqrt{a E^{*} / A}\right.$ with $\left.\mathrm{a}=8,13\right)$ are plotted. As shown in this figure, the protons produce temperatures similar to what is obtained from a Fermi Gas at low $\mathrm{E}^{*} / \mathrm{A}$ indicating that this thermometer does indeed yield reasonable temperature values. The errors plotted in Fig. 28 for the Y-axis are estimated systematic errors of 0.5 MeV .

Four momentum thermometers have been defined in this chapter (Eqs. 4.24, 4.36). The first three $\left(\mathrm{Q}_{x}, \mathrm{Q}_{y}\right.$, and $\left.\mathrm{Q}_{z}\right)$ should theoretically be degenerate. However, the Z-axis was found to contain residual collective behavior. This contaminated all three of these thermometers. To remove the collective behavior along the Z-axis, the temperature was then derived using only the X and Y-axes. This thermometer provides a slightly higher temperature reflecting the removal of the Z-axis with its incorrect width. The high value of T obtained from this thermometer may be a result of Fermi momentum in the fragments. This effect is zero for protons. The proton caloric curve is shown in Fig. 28. This proton based $\mathrm{Q}_{x y}$ thermometer, in conjunction with the slope (Eq. 1.4) and double isotope (Eq. 1.6) thermometers, will be used in the next


FIG. 28. $\mathrm{Q}_{x y}$ (Eq. 4.35) temperatures derived from proton momentum fluctuations as a function of $\mathrm{E}^{*} / \mathrm{A}$ of the source event. For reference the caloric curve for $\mathrm{A}=60-100$ from the Natowitz compilation [28] as well as two Fermi Gas (T $=\sqrt{a E^{*} / A}$ with $\left.\mathrm{a}=8,13\right)$ curves are plotted. (color online)
chapter to investigate the $\mathrm{N} / \mathrm{Z}$ dependence of the nuclear caloric curve.

## CHAPTER V

## CALORIC CURVES

A major challenge for experimentally investigating the asymmetry term of the nuclear equation of state is to accurately determine the neutron-to-proton ratio ( $\mathrm{N} / \mathrm{Z}$ ) of the fragmenting source. By combining the excellent isotopic resolution in the NIMRODISiS array and experimental free neutron multiplicities obtained from the Neutron Ball a quasi-projectile can be reconstructed in both charge and mass. In this chapter we will investigate the effect of the experimentally determined source $N / Z$ on the caloric curve.

Often, in studies requiring knowledge of the source $N / Z$, this quantity has been estimated via a theoretical code or assumed to be equal to the $N / Z$ of the composite system or the projectile [13]. However, several years ago, a significant effort was made by Rowland et al. [31], to reconstruct the charged particles resulting from a quasi-projectile break-up of $A=20$ systems. The source $N / Z$ was calculated from the summation of the neutrons and protons bound in the detected charged particles:

$$
\begin{equation*}
\frac{N}{Z}_{\text {bound }}=\frac{\sum_{i}^{M_{c p}} N_{i}}{\sum_{i}^{M_{c p}} Z_{i}} \tag{5.1}
\end{equation*}
$$

The reconstructed quasi-projectile $\mathrm{N} / \mathrm{Z}_{\text {bound }}$ from the reactions of ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ and ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ are shown in Fig. 29. The $\mathrm{N} / \mathrm{Z}$ of ${ }^{86} \mathrm{Kr}$ is 1.38 and the $\mathrm{N} / \mathrm{Z}$ of ${ }^{78} \mathrm{Kr}$ is 1.16. The centroid of the reconstructed quasi-projectile $\mathrm{N} / \mathrm{Z}_{\text {bound }}$ distributions show a shift away from the $\mathrm{N} / \mathrm{Z}$ of the projectile towards the valley of stability. The $\mathrm{N} / \mathrm{Z}_{\text {bound }}$ distribution widths are the result of neutron and proton exchange during the projectile-target interaction. The widths and means have been estimated by fitting with a Gaussian function. The ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ mean is 1.07 with a $\sigma$ of $8.0 \mathrm{e}-2$. The ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ mean is 0.99 with a $\sigma$ of $7.6 \mathrm{e}-2$. The width of the $\mathrm{N} / \mathrm{Z}_{\text {bound }}$ distributions


FIG. 29. $\mathrm{N} / \mathrm{Z}_{\text {bound }}$ distribution for the most neutron rich and most neutron poor reacting systems. Triangles are ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ and squares are ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$. Five bins were placed on the $\mathrm{N} / \mathrm{Z}_{\text {bound }}: 0.9-0.96$ (bin 1), 1.0-1.06 (bin 2),1.1-1.16 (bin 3), 1.2-1.26 (bin 4), and 1.3-1.36 (bin 5). (color online)
are large, particularly as compared to the difference between the average $N / Z_{\text {bound }}$ of the two reaction systems. Five bins in $\mathrm{N} / \mathrm{Z}_{\text {bound }}$ were placed on these distributions regardless of the reacting system: $\mathrm{N} / \mathrm{Z}_{\text {bound }}=0.9-0.96($ bin 1$), 1.0-1.06($ bin 2$), 1.1-$ 1.16 (bin 3), 1.2-1.26 (bin 4), and 1.3-1.36 (bin 5). These bins provide a more precise source $\mathrm{N} / \mathrm{Z}$ than the beam-target combinations for comparing observables.

The isoscaling [30] observable in Fig. 30 shows the effect of improving the precision of the source $\mathrm{N} / \mathrm{Z}$ definition. In heavy-ion collisions, fragment yield ratios $\mathrm{R}_{21}(\mathrm{~N}, \mathrm{Z})$, obtained from two reactions, have been shown to exhibit an exponential dependence on the neutron $(\mathrm{N})$ and proton $(\mathrm{Z})$ numbers of the fragments. This scaling was derived assuming a statistical fragment production mechanism where two
reactions are occurring at the same temperature and differ only in their isospin asymmetry $[72,73,74]$. The ratios are defined as

$$
\begin{equation*}
R_{21}(N, Z)=Y_{2}(N, Z) / Y_{1}(N, Z)=C \exp (N \alpha+Z \beta) \tag{5.2}
\end{equation*}
$$

where $\alpha$ and $\beta$ are the fitting parameters and C is an overall normalization constant. Traditionally, reaction 2 corresponds to the more neutron-rich source and reaction 1 to the less neutron-rich source. This scaling behavior is called isotopic scaling or isoscaling [73], and has been observed in a variety of reactions [72, 75, 76, 77].

The top panel of Fig. 30 is isoscaling with reconstructed quasi-projectiles from ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ as the neutron-rich and ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ as the neutron-poor sources (system-to-system). The fragment yield ratios for each element are plotted with a different symbol and the fit of Eq. 5.2 to the yield ratios of each element are depicted by the solid lines. An overall value of $\alpha=0.245$ and $\beta=-0.266$ were obtained by globally fitting across all isotopes and elements. While some scaling behavior is present, the isoscaling is not of exceptional quality.

The middle panel of this same figure shows the quality of isoscaling observed using well defined and separated bins of quasi-projectile $\mathrm{N} / \mathrm{Z}_{\text {bound }}$. The data from each beam/target combination was cut using reconstructed quasi-projectile $\mathrm{N} / \mathrm{Z}_{\text {bound }}$ bins of 1.0-1.06 (bin 2) and 1.2-1.26 (bin 4) to construct the neutron-poor and neutron-rich sources of Eq. 5.2. Similar isoscaling behavior was observed from each beam-target combination; thus, the reaction systems were added together to increase statistics. The ratio of the isotopic yields from the combined systems for $\mathrm{Z}=1-17$ as a function of neutron number is shown in the middle panel of Fig. 30 using $\mathrm{N} / \mathrm{Z}_{\text {bound }}$ bin 2 and bin 4. As in the system-to-system isoscaling, the lines are the result of individually fitting each element with Eq. 5.2. The global fit isoscaling parameter $\alpha$ for this plot is 0.912 and the $\beta$ parameter is -1.089 . The range in $\mathrm{N} / \mathrm{Z}_{\text {bound }}$ in bins


FIG. 30. Global Ratios no E* cuts. Top: System to system isoscaling ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$, ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$. Middle: Isoscaling using neutron-rich and neutron-poor bins on the reconstructed, $\mathrm{N} / \mathrm{Z}_{\text {bound }}$ of the quasi-projectiles from all four reaction systems $\left({ }^{86,78} \mathrm{Kr}+{ }^{64,58} \mathrm{Ni}\right)$. Bottom: isoscaling using bins of 1.0-1.06 (bin 2) and 1.2-1.26 (bin 4) on the reconstructed, $\mathrm{N} / \mathrm{Z}_{\text {meas }}$ of the quasi-projectiles from all four reaction systems $\left({ }^{86,78} \mathrm{Kr}+{ }^{64,58} \mathrm{Ni}\right)$. (see text)

2 and 4 is $\sim 25 \%$ of the difference between the means of these two bins. The clear improvement in the isoscaling between the top and middle panels demonstrates the importance of precisely defining the $\mathrm{N} / \mathrm{Z}$ of the source.

To access the nuclear symmetry energy from isoscaling, free neutrons emitted by the source must be accounted for. Attempts have been made to account for the undetected neutrons by using a source $\mathrm{N} / \mathrm{Z}$ derived from the reacting systems [75] or from theoretically corrected $\mathrm{N} / \mathrm{Z}_{\text {bound }}$ [78]. The current data, however, includes experimentally detected neutrons from the Neutron Ball [49] thereby allowing an experimentally based determination of the source $N / Z$ :

$$
\begin{equation*}
\frac{N}{Z_{\text {meas }}}=\frac{\sum_{i}^{M_{c p}} N_{i}+M_{n}}{\sum_{i}^{M_{c p}} Z_{i}} \tag{5.3}
\end{equation*}
$$

The multiplicity of free neutrons $\left(M_{n}\right)$ was extracted from the experimental data using Eq. 3.3.

The $\mathrm{N} / \mathrm{Z}_{\text {meas }}$ of the reconstructed quasi-projectiles from the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ and ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ reaction systems are plotted in Fig. 31. The widths and means have again been estimated by fitting with a Gaussian function. The mean of the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ distribution is 1.26 with a $\sigma$ of $9.3 \mathrm{e}-2$, and the mean of the ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ is 1.12 with a $\sigma$ of $8.6 \mathrm{e}-2$. The difference between the means of the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ and ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni} \mathrm{N} / \mathrm{Z}_{\text {meas }}$ distributions is larger than was observed for the $\mathrm{N} / \mathrm{Z}_{\text {bound }}$ distributions of these two systems.

The effect of free neutron correction is shown by placing bins of $N / Z_{\text {meas }}$ equal to 1.0-1.06 (bin2) and 1.2-1.26 (bin4) on the reconstructed quasi-projectiles. The resulting isoscaling is shown as the bottom panel of Fig. 30. The consistency and linearity of the elemental lines are notable, especially in light of the wide range in asymmetry of isotopes shown for each element. Each element has been fitted individually with Eq. 5.2. A global fit across isotopes and elements to obtain $\alpha$ and $\beta$ produced 0.733 and -0.841 respectively.


FIG. 31. $\mathrm{N} / \mathrm{Z}_{\text {meas }}$ distribution for the most neutron rich and most neutron poor reacting systems. Triangles are ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ and squares are ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$. Six bins were placed on the $\mathrm{N} / \mathrm{Z}_{Q P}: 0.9-0.96$ (bin 1), 1.0-1.06 (bin 2),1.1-1.16 (bin 3 ), 1.2-1.26 (bin 4), 1.3-1.36 (bin 5), and 1.4-1.46 (bin 6). (color online)

The isoscaling has shown that observables are dependent on the $N / Z_{\text {meas }}$. This dependence carries over to reaction system dependence to the extent that the systems populate different ranges in $\mathrm{N} / \mathrm{Z}_{\text {meas }}$. As above, the four reaction systems are combined to provide maximum statistics. The $\mathrm{N} / \mathrm{Z}_{\text {meas }}$ distribution of the combined systems is shown in Fig. 32. Six bins were placed on this distribution regardless of the reacting system: $\mathrm{N} / \mathrm{Z}_{\text {meas }}=0.9-0.96(\operatorname{bin} 1), 1.0-1.06(\operatorname{bin} 2), 1.1-1.16(\operatorname{bin} 3)$, 1.2-1.26 (bin 4), 1.3-1.36 (bin 5), and 1.4-1.46 (bin 6).

Three thermometers were investigated to study the source $\mathrm{N} / \mathrm{Z}$ dependence of the nuclear caloric curve: the double isotope method, the slope method, and the momentum fluctuations method. The double isotope temperature is obtained via the


FIG. 32. N/ $\mathrm{Z}_{\text {meas }}$ distribution of the combined reaction systems. Six bins were placed on the $\mathrm{N} / \mathrm{Z}_{Q P}: 0.9-0.96(\operatorname{bin} 1), 1.0-1.06$ (bin 2),1.1-1.16 (bin 3), 1.2-1.26 (bin 4), 1.3-1.36 (bin 5), and 1.4-1.46 (bin 6). (color online)
relation

$$
\begin{equation*}
T_{a p p}=B / \ln \left(a R_{a p p}\right) \tag{5.4}
\end{equation*}
$$

where B is a function of the ground state binding energies, $\mathrm{R}_{\text {app }}$ is the observed apparent yield ratio, and $a$ is a function of the ground state particle spins of the chosen isotopes. These terms are further explained in Eq. 1.6 though it is important to remember that the binding energy term should be large compared to the source temperature. This thermometer employs the relative production of four isotopes produced in the system [36]. The $\mathrm{T}_{\text {HeLi }}$ thermometer is shown in Fig. 33 for the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ system. This thermometer employs the yield ratios of ${ }^{3,4} \mathrm{He}$ and ${ }^{6,7} \mathrm{Li}$.

Overlaid with the experimental data in the top panel of Fig. 33 are data from


FIG. 33. Top: Temperatures derived from the double isotope ratio method for the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ system using ${ }^{3} \mathrm{He} /{ }^{4} \mathrm{He} /{ }^{6} \mathrm{Li} /{ }^{7} \mathrm{Li}$ (closed circles). Temperatures compiled by Natowitz et al. [28] from similarly sized systems are also shown (stars). SMM hot and cold temperatures are overlaid (closed squares and open circles respectively). Bottom: Experimental data corrected for secondary decay with SMM (open circles) and with a 20 percent factor (squares). Natowitz compilation is also plotted for reference (stars). (color online)
the published compilation of Natowitz et al. [28] for sources with $A=60-100$. The caloric curve obtained from this data is clearly not in agreement with the compilation caloric curve. In a study by Wada et al. [3], a discrepancy similar to what is seen here between the data and other published works was attributed to secondary decay effects on the yield ratios. The DIT-SMM [79, 80] simulation codes were run to estimate the secondary decay effects on the experimentally derived temperature.

The Deep Inelastic Transfer (DIT) model was used to prepare excited quasiprojectiles from peripheral to mid-peripheral nuclear interactions. The statistical multifragmentation model (SMM) [80] was used to decay the excited projectiles from DIT. This model assumes a statistical break up at $\rho / \rho_{0}=1 / 3$ or $1 / 6$. However in the most recent version, it accounts for the whole range of break up mechanisms from fission to vaporization. SMM provides access to the fragments produced in the initial break-up partition as well as the final, cold fragments. Thus, secondary decay effects may be studied by comparing the fragment production from the hot, initial partition to the production in the final, cold products.

The $\mathrm{T}_{\text {HeLi }}$ was obtained from both the hot and cold fragments obtained from the DIT-SMM simulation of the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ system with a freeze out density of $\rho / \rho_{0}=1 / 6$. The DIT-SMM simulated hot and cold caloric curves are plotted with the experimental and Natowitz curves in the top panel of Fig. 33. DIT-SMM does not show any difference between the caloric curve obtained from the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ and the ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ systems for either the hot or the cold fragments. Hence, the difference between the hot and cold caloric curves for the ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ system was used to estimate the secondary decay correction for the experimental data. The SMM corrected caloric curve as well as a $\mathrm{T}_{0}=1.2 \mathrm{~T}_{\text {app }}$ [47] corrected curve are plotted with the Natowitz compilation in the bottom panel of Fig. 33. These secondary decay corrections do not overlay the experimental $\mathrm{T}_{\text {HeLi }}$ obtained in this data with the published caloric curves of similar
nuclei.
A similar result was found in the work of Wada et al [3]. In that work, fragment isotopic temperatures from neither the simultaneous nor sequential decay codes were able to reproduce the input model temperatures. The authors concluded that the mechanism of intermediate mass fragment production is not adequately understood. Thus, the interpretation of this thermometer is not straightforward.

For this data, the correction factors provided by SMM do not change with reacting system and thus only affect the absolute magnitude of the temperature obtained. Accordingly, the experimental data, uncorrected for secondary decay, will be used to study the caloric curve dependence on the $\mathrm{N} / \mathrm{Z}$ of the fragmenting source. Plotted in Fig. 34 are $\mathrm{T}_{\text {HeLi }}$ caloric curves constructed from $\mathrm{N} / \mathrm{Z}_{\text {meas }}$ bins 2-5. Comparing across $N / Z_{\text {meas }}$ bins, this thermometer does not exhibit a statistically significant change with source N/Z. From Fig. 34, it appears that the data cut in this way does not have the statistics to investigate the N/Z dependence of this observable. To increase statistics, the complete isotopic reconstruction constraint was removed and the most neutron-rich and most neutron-poor reaction systems compared.

The ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ and ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ system caloric curves obtained using $\mathrm{T}_{\text {HeLi }}$ are plotted in Fig. 35. At some excitation energies, it appears that a statistically significant difference may be occuring between the two systems. The thermometer shows a higher temperature for the less neutron-rich source. This trend with source N/Z is opposite to what has been theoretically predicted [14, 15]. To test if this dependence on $\mathrm{N} / \mathrm{Z}$ is an artifact of the isotopes chosen for the thermometer, other isotope ratios were investigated.

There are many combinations of isotopes that have been and can be used for double isotope thermometers. In general, the binding energy term of the ratios must be large in comparison to the temperature to be studied [47]. The effect of the iso-


FIG. 34. $\mathrm{T}_{\text {HeLi }}$ temperatures obtained from source $\mathrm{N} / \mathrm{Z}_{\text {meas }}$ bins. (color online) topes chosen for the thermometer was investigated by employing a range of isotopic thermometers (see Eqs. 5.5). The caloric curves for each of these four thermometers are plotted in Fig. 36 for the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ and ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ systems. The top two panels employ $\mathrm{Z}=1-3$ fragments. These two thermometers provide a higher temperature for the less-neutron rich system. An opposite trend with N/Z is seen in the bottom two thermometers. These thermometers employ isotopes of Li and C and indicate a higher temperature for the more neutron-rich system. Additionally, the Li-C thermometer predicts a larger difference in temperature with respect to source $N / Z$ than is predicted by the C-C thermometer. From this figure, it can be seen that the magnitude as well as the sign of the difference between the two systems is dependent on the


FIG. 35. $\mathrm{T}_{\text {HeLi }}$ temperatures measured between the most neutron-rich and most neu-tron-poor reaction systems $\left({ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}\right.$ and $\left.{ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}\right)$. (color online)
isotopes chosen for the thermometer.

$$
\begin{align*}
\mathrm{T}_{H e L i} & =13.3 / \ln \left(2.2\left(Y_{6 L i} / Y_{7 L i}\right) /\left(Y_{3 H e} / Y_{4 H e}\right)\right) \\
\mathrm{T}_{H e D T} & =14.3 / \ln \left(1.6\left(Y_{2 H} / Y_{3 H}\right) /\left(Y_{3 H e} / Y_{4 H e}\right)\right) \\
\mathrm{T}_{L i C} & =11.5 / \ln \left(5.9\left(Y_{6 L i} / Y_{7 L i}\right) /\left(Y_{11 C} / Y_{12 C}\right)\right)  \tag{5.5}\\
\mathrm{T}_{C C} & =13.8 / \ln \left(7.9\left(Y_{12 C} / Y_{13 C}\right) /\left(Y_{11 C} / Y_{12 C}\right)\right)
\end{align*}
$$

The $\mathrm{N}<\mathrm{Z}$ isotopes have been shown [71] to be more dependent than the $\mathrm{N} \geq \mathrm{Z}$ isotopes on the $N / Z$ of the source. However, these $N<Z$ isotopes are necessary to obtain binding energy terms large relative to the system temperature. The caloric curves from Fig. 36 are re-plotted in Fig. 37 as a function of the source N/Z. This figure indicates that the less neutron rich ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ system yields consistent tem-


FIG. 36. $\mathrm{T}_{H e L i}, \mathrm{~T}_{H e D T}, \mathrm{~T}_{L i C}$, and $\mathrm{T}_{C C}$ temperatures (Eq. 5.5) measured between the most neutron-rich and most neutron-poor reaction systems $\left({ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}\right.$ and ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ ). (color online)


FIG. 37. $\mathrm{T}_{H e L i}, \mathrm{~T}_{H e D T}, \mathrm{~T}_{L i C}$, and $\mathrm{T}_{C C}$ temperatures from Fig. 36 plotted as a function of the reaction systems $\left({ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}\right.$ and $\left.{ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}\right)$. (color online)
peratures regardless of the isotopes chosen for the thermometer. In contrast, the more neutron rich ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ system shows a larger difference in temperature as a function of the isotopes used for the thermometer. In addition, the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ system exhibits a flatter trend of increasing temperature as a function of excitation energy as compared to the ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ system. In the previous figure (Fig. 36), the $\mathrm{T}_{\text {HeLi }}$ and $\mathrm{T}_{H e D T}$ thermometers indicated that the less neutron rich source has a higher temperature. Conversely, the more neutron rich thermometer was shown to have a higher temperature in the $\mathrm{T}_{L i C}$ and $\mathrm{T}_{C C}$ thermometers. This change in dependence on source $N / Z$ may result from the sensitivity of the $N<Z$ isotopes to the source $N / Z$.

As seen in Fig. 33, even after estimating secondary decay corrections, the observed temperature obtained from the double isotope ratios are noticeably lower than
expected for this size of source. This could be a product of sequential decay [81]. If the fragments are not emitted simultaneously but rather sequentially, the temperatures obtained would be affected. The He based thermometers have been shown in the Expanding Emitting Source model $[71,81]$ to have a strong dependance on the time at which the particle is emitted. Higher Z, such as carbon, based thermometers have been proposed to be less dependent on the time scale of fragment emission and to sample the system very late in the emission process [71].

The effect of sequential decay on the double isotope thermometers has been studied through relating the fragment velocity to time of emission. Fragment velocity cuts in the source frame were made on the four double isotope thermometers studied (Eq. 5.5). The observed temperatures as a function of fragment velocities are plotted in the top panels of Fig. 38 for the ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ and ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ systems.

In the top panels of Fig. 38, the measured temperature exhibits an increase with fragment velocity. This increase is seen in the He based thermometers for both the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ and ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ systems. For the $\mathrm{T}_{\text {HeLi }}$ and $\mathrm{T}_{H e D T}$ thermometers, the ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ system has a slightly higher temperature across the velocity bins. This is the same behavior as is observed for the velocity integrated temperature. In addition, the small difference with respect to source $\mathrm{N} / \mathrm{Z}$ increases with the fragment velocity. In the C based thermometers, the neutron-poor system shows the same steadily increasing trend in temperature that is seen in the He thermometers. However, only at low velocity does the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ system have a higher temperature relative to the ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ system as was observed in the velocity integrated thermometer. In the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ system this thermometer not only falls below the ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ system, but also decreases in absolute value.

To investigate this decrease in temperature as a function of fragment velocity, the individual isotopic ratios have been plotted in the middle $\left({ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}\right)$ and bottom


FIG. 38. Top: Temperature versus fragment velocity in the frame of the source for the ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ and ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ reaction systems. Middle: Isotope ratios for the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ system. Bottom: Isotope ratios for the ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ system. (color online)
$\left({ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}\right)$ panels of this figure. The He based thermometers show a smoothly increasing trend in the component isotope ratios as a function of fragment velocity. This same smooth trend can be seen in the ${ }^{6,7} \mathrm{Li}$ and ${ }^{12,13} \mathrm{C}$ isotopes used in the C thermometers. The decrease in temperature seen in the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ system is caused by the decrease in the ${ }^{11,12} \mathrm{C}$ ratio at high velocity. This change in the ${ }^{11,12} \mathrm{C}$ ratio at high velocity does not occur in the ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ system. As mentioned earlier, the $\mathrm{N}<\mathrm{Z}$ isotopes have been shown [71] to be more dependent than the $\mathrm{N} \geq \mathrm{Z}$ isotopes on


FIG. 39. Center of mass (projectile frame) energy distribution for Li particles. The line is the Eq. 5.6 fit to the distribution. (color online)
the $\mathrm{N} / \mathrm{Z}$ of the source. The evolution of the ${ }^{12,13} \mathrm{C}$ and ${ }^{11,12} \mathrm{C}$ ratios plotted in Fig. 38 are consistent with this.

The double isotope thermometer is a chemical thermometer and thus should not depend on fragment motion in any way. This means that while the isotope ratios are subject to errors due to feeding from secondary decay and fragment time of emission, the temperature should not be intrinsically affected by Coulomb driven expansion or collective motion of the source. However, the yields of isotopes along the beam axis are known to be asymmetric. Thus, the data cuts used to define the source can alter the measured isotope ratios. This source dependence can reduce the impact of comparisons between reaction mechanisms and data sets.

In this data, a second thermometer has been derived from moving source fitting. This fitting has been widely used as a method of defining the probability of a fragment resulting from a given source such as pre-equillibrium, quasi-projectile, quasi-target,
etc. However, because cuts have been imposed to define the quasi-projectile source in this data, the fitting is conducted assuming a single well defined source with the aim of measuring the source temperature. Moving source fitting obtains a value for temperature from the energy distribution of particles (Fig. 39). This distribution has been parameterized by Moretto [82] as

$$
\begin{equation*}
P(x) d x \propto\left\{(2 x-p) \exp \left(-\frac{x}{T}\right) \operatorname{erfc}\left(\frac{p-2 x}{2 \sqrt{p T}}\right)+2 \sqrt{\frac{p T}{\pi}} \exp \left(-\frac{p^{2}+4 x^{2}}{4 p T}\right)\right\} d x \tag{5.6}
\end{equation*}
$$

where $\mathrm{P}(\mathrm{x})$ is the probability of a given energy value, x is the Coulomb barrier corrected fragment energy in the source frame, p is an amplification parameter, and T is the temperature. The x variable is parameterized as $\mathrm{x}=\mathrm{E}-\mathrm{k} * \mathrm{CB}$. In this parameterization, CB is the touching spheres Coulomb Barrier calculated with $\mathrm{r}_{0}=1.9$ [5]. The parameter k is a fitting parameter representing the fraction of the barrier required to fit the experimental distribution. An example fit of this function to Li particles is plotted in Fig. 39. The fit reproduces this Li data well with parameter values of $\mathrm{p}=1.3, \mathrm{~T}=9.5 \mathrm{MeV}$, and Coulomb fraction $\mathrm{k}=\sim 0.8$.

The amplification parameter p corresponds to fluctuations in the relative strength of the surface and Coulomb potential energy contributions. As p becomes large, the energy distribution becomes Gaussian in shape. Conversely, small values of p correspond to Maxwellian distributions of the energy spectra. The evolution of p with respect to particle type and excitation energy is shown in Fig. 40 for the ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ and ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ systems. The magnitude of this parameter clearly increases with Z as well as with excitation energy. This parameter yields similar values for both sources.

A series of temperatures were obtained by fitting the slopes of $\mathrm{Z}=3-7$ elements. This collection of caloric curves are plotted in the left panels of Fig. 41. The errors plotted in this figure are statistical. However, a reasonable estimate of the systematic


FIG. 40. The moving source fitting parameter p (Eq. 5.6) as a function of particle type and excitation energy of the source. Top) ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ Bottom) ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$. (color online)
error in the measured temperatures is $\sim 0.5 \mathrm{MeV}$. The caloric curves plotted in this figure indicate that for $\mathrm{Z}=4-7$, the measured temperatures are within errors of each other across all excitation energies. Additionally, Fig. 41 indicates that the temperature difference between the ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ and ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ systems is negligible across all fragment Z.

In addition to extracting temperature from moving source fits, a study by Viola et al. [5] of light ion induced reactions demonstrated that the density of the system may be derived from moving source fitting. The Coulomb repulsion $(\mathrm{k} * \mathrm{CB})$ was calculated between the fragment of interest and the residue. The residue was assumed to be a single fragment defined as the sum of all uncollected charge of the composite system. This assumption implies that the fragment of interest is the last fragment emitted. Thus, the source size is minimized and detection of the residue is not required. The assumption is useful because, in light-ion induced reactions, it is likely that a large residue fragment would not be detected.

In this thesis data of reconstructed quasi-projectiles there are no large missing portions of the source. The residue in this case is defined as all fragments detected in the event other than the fragment of interest. This assumes that the fragment in question is the first fragment emitted from the source. The Coulomb repulsion $(\mathrm{k} * \mathrm{CB})$ was approximated by fitting with Eq. 5.6 where the factor k is a fitting variable corresponding to the fraction of the Coulomb barrier observed for a given particle within an $\mathrm{E}^{*} / \mathrm{A}$ bin.

Example energy spectra in the fragmenting source frame are plotted in Fig. 42 for carbon fragments. The distributions have been normalized to provide visual separation. The peaks of these spectra evolve with the $\mathrm{E}^{*} / \mathrm{A}$ of the source. This is most visible in the three lowest $\mathrm{E}^{*} / \mathrm{A}$ distributions. The Coulomb barrier is strongly correlated to the position of the distribution peak. Thus, the evolution in peak position


FIG. 41. Left: $\mathrm{T}_{\text {slope }}$ as a function of $\mathrm{E}^{*} / \mathrm{A}$ of the source event for $\mathrm{Z}=3-7$ elements. Right: The associated densities obtained from the fitting procedure and normalized to the lowest excitation energy bin. (color online)


FIG. 42. Center of mass energy distributions for $\mathrm{Z}=6$ cut on the excitation energy of the source. The lowest curve is 1.5 MeV and the curves are in $1 \mathrm{MeV} \mathrm{E}^{*} / \mathrm{A}$ increments with the highest curve at 7.5 MeV . (color online)
seen in this figure is correlated to a decrease in source density.
The source density was derived by taking the cube of $k$ obtained from the moving source fitting and normalizing the value obtained from each $\mathrm{E}^{*} / \mathrm{A}$ bin to the value obtained for the lowest $\mathrm{E}^{*} / \mathrm{A}$ bin. Though the density is designated as $\rho / \rho_{1 \mathrm{MeV}}$, it should be noted that it is likely that the density of a nucleus at 1 MeV of $\mathrm{E}^{*} / \mathrm{A}$ is very near or equal to normal nuclear density. The density, as obtained from the moving source fitting and normalized to the $\mathrm{E}^{*} / \mathrm{A}=1 \mathrm{MeV} / \mathrm{A}$ point is plotted in the right hand panels of Fig. 41 for $\mathrm{Z}=3-7$. The two systems exhibit similar evolution in density across all $\mathrm{E}^{*} / \mathrm{A}$.

The average density as a function of $\mathrm{E}^{*} / \mathrm{A}$ was calculated by averaging the density of each system and each element. This average density is plotted in Fig. 43. The calculated average density is clearly falling over the $\mathrm{E}^{*} / \mathrm{A}=1.5-7.5$ range. The rate


FIG. 43. Density ( $\rho / \rho_{1 \mathrm{MeV}}$ ) obtained from averaging the density calculated from moving source fits to $\mathrm{Z}=3-7$ spectra for the ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ and ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ systems. The average density is plotted in solid squares. In addition, the solid triangles are experimentally obtained densities from light-ion reactions [83]. (color online)
of decrease is greatest at the low $\mathrm{E}^{*} / \mathrm{A}$ though the density evolves over the entire excitation energy range.

A similar decrease in density with increasing excitation energy has been sen in previous data [83, 84]. Plotted with the average density from this data in Fig. 43, is the data of Viola et al [83] from light-ion reactions. The density from these two data sets changes at different rates for low $\mathrm{E}^{*} / \mathrm{A}$. This difference results from the assumption that the fragment of interest is either emitted first (this data) or emitted last (ISiS data [83]). The time of fragment emission assumption is most important at low $\mathrm{E}^{*} / \mathrm{A}$. Thus, these data sets provide upper and lower bounds for the change in density as a function of $\mathrm{E}^{*} / \mathrm{A}$.

The temperatures obtained through moving source fits are well accepted to be relatively high for the reaction energy of this thesis [42]. Some years ago, it was proposed that this thermometer could reflect not only the thermal energy of the source, but also the fragment internal Fermi momentum. According to Bauer's hypothesis, this behavior is of increasing importance until a limiting value is reached around $A=12$ [42]. In this theory, the effect of the Fermi momentum is density dependent and would induce plateau like behavior in the caloric curves presented in Fig. 41.

The Fermi momentum explains the high value of $T$ obtained for $E^{*} / \mathrm{A} \sim 3-7$ MeV . However, it does not explain the high values of temperature observed at lower excitation energy. These low $\mathrm{E}^{*} / \mathrm{A}$ points could be exhibiting residual collective motion along the beam axis. Moreover, the collective behavior along the beam axis could be contributing across all of the $\mathrm{E}^{*} / \mathrm{A}$ bins.

Residual collectivity along the beam axis has been addressed explicitly for the third thermometer which is derived from momentum fluctuations. As described in the previous chapter, the the temperature of a source may be measured through observing the momentum fluctuations of the fragments for a class of events. In this case, the fragments have been grouped into excitation energy bins. The momentum fluctuations show a strong mass dependence as well as residual collective behavior along the beam axis. The collective behavior has been removed by studying the momentum fluctuations in the transverse direction. The Fermi momentum contribution to the mass dependence of this thermometer is not present for protons. Consequently, the proton momentum fluctuations have been measured in the transverse direction to derive the source temperature.

The caloric curves obtained from the transverse momentum fluctuation of protons from the ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ and ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ reaction systems are plotted in Fig. 44. This thermometer indicates that the systems are at temperatures well within systematic


FIG. 44. $\mathrm{Q}_{x y}$ temperature obtained from protons as a function of $\mathrm{E}^{*} / \mathrm{A}$ of the source event for ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ and ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$. For reference the caloric curve for $\mathrm{A}=60-100$ from the Natowitz compilation [28] as well as two Fermi Gas ( $\mathrm{T}=\sqrt{a E^{*} / A}$ with $\left.\mathrm{a}=8,13\right)$ curves are plotted. (color online)
errors of each other. Secondary decay should not affect this result because it is random in direction and would thus cancel out. Furthermore, movement of the nuclear system from evaporation to multi-fragmentation is theoretically unimportant in this thermometer due to random fragment emission directions.

To conclude, this chapter has investigated the effect of the source $N / Z$ ratio on the measured temperatures. Three thermometers were investigated: the double isotope thermometer, the slope thermometer from moving source fits, and the momentum fluctuation thermometer.

The double isotope thermometer showed a strong dependence on the $N / Z$ of the source. This dependence was introduced through the $\mathrm{N}<\mathrm{Z}$ isotopes. The temper-
atures measured were relatively low compared to other thermometers and reference caloric curves. These low values are partially due to secondary decay corrections which do not change any source $\mathrm{N} / \mathrm{Z}$ trends but only alter the absolute value of temperature by $\sim 20 \%$. In addition, the temperatures obtained with this thermometer are affected by the assumption of simultaneous multi-fragmentation versus sequential binary decay of the excited source.

The slope thermometer produced consistent temperatures across the $\mathrm{Z}=4-7$ intermediate mass fragments. The temperatures are attributed here to a combination of thermal energy, Fermi momentum of nucleons, and collective motion of the fragments along the beam axis. The slope thermometer did not show any statistically significant dependence of the measured temperature on the source neutron to proton ratio.

Finally, the momentum fluctuation thermometer has been investigated. This thermometer, as shown in the previous chapter, exhibits a small contamination from collective motion of the fragments along the beam axis. Thus, in this chapter the transverse direction is explored to avoid any contamination from collective motion in the beam direction. In addition, this study focused on proton momentum fluctuations since heavier particles may contain contributions from Fermi momentum. The proton transverse momentum fluctuations were used to investigate the temperature dependence on the source N/Z. Any source N/Z dependence of the measured temperature has been shown here to be well within errors for the ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ and ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ systems.

## CHAPTER VI

## SCALING

Scaling studies are a very useful experimental tool for comparing fragmenting sources. This tool has strong theoretical ties to the nuclear equation of state that extend beyond the nuclear phase transition debate. For example, both power law and isoscaling studies exhibit a strong sensitivity to the asymmetric portion of the nuclear equation of state. Additionally, isoscaling studies provide a direct experimental link to the symmetry energy coefficient $\mathrm{C}_{\text {sym }}$.

To extract power law scaling, both charge and mass distributions can be examined. Historically, there is little consensus about the region in Z or A that should be fit to extract an experimental value of the slope parameter $\tau[1,5,8,9]$. However, there are two fragment size factors to bear in mind. At the low end of a charge or mass distribution, the number of bound isotopes varies widely with Z leading to nonstatistical behavior [1, 85]. Additionally, the largest fragment produced in an event has been associated with a remaining liquid drop and omitting this particle has been shown to improve the power law behavior of the distribution [34].

With the largest fragment removed, the effect of the chosen charge distribution fitting region on the evolution of the $\tau$ parameter is shown in Fig. 45 for the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ system. In this plot (Fig. 45), the charge distributions were fitted with

$$
\begin{equation*}
\text { Yield }=C Z^{-\tau} \tag{6.1}
\end{equation*}
$$

where C is a free fitting parameter, Z is the charge of the fragment, and $\tau$ is the power law exponent of Fisher scaling.

From Fig. 45, it is clear that the fitting region chosen has a significant effect on the magnitude of $\tau$. These fitting regions were selected with source contamination


FIG. 45. Comparison of the value and behavior of the $\tau$ parameter (Eq. 6.1) as a function of $\mathrm{E}^{*} / \mathrm{A}$ from fitting various regions of the charge yield distributions. (color online)
and particle yield fluctuations in mind. The fitting regions omit $\mathrm{Z}=4$ because ${ }^{8} \mathrm{Be}$ is unbound which significantly lowers the overall yield of this element. A fitting region with $\mathrm{Z}=5$ omitted was also tested because this element was found to have a lower yield than $\mathrm{Z}=6$. Finally, the $\mathrm{Z}=1,2$ fragments are relatively susceptible to source contamination and have been omitted from the fitting.

The value of $\tau$ plotted in Fig. 45 increases at high $\mathrm{E}^{*} / \mathrm{A}$ as low Z fragments are omitted from the fit. In addition, the value of $\tau_{\min }$ varies widely with fitting region. In contrast to the widely varying values of $\tau$, the position along the $\mathrm{E}^{*} / \mathrm{A}$ axis at which the minimum is reached is consistent within these fitting regions with


FIG. 46. Comparison of the value and behavior of the $\tau$ parameter (Eq. 6.1) as a function of $\mathrm{E}^{*} / \mathrm{A}$ from fitting various regions of the mass yield distributions. (color online)
an average value of $2.5-3 \mathrm{MeV} / \mathrm{A}$.
Similar dependance on the fitting region can be observed when mass distributions are fitted with

$$
\begin{equation*}
\text { Yield }=C A^{-\tau} . \tag{6.2}
\end{equation*}
$$

A selection of mass distribution fitting regions are plotted in Fig. 46. As seen in the charge distributions, the magnitude of $\tau$ varies with the fitting region chosen. The $\mathrm{A} \leq 10$ region was excluded due to the large fluctuations in the number of available isotopes for low Z elements $[1,85]$. At low $\mathrm{E}^{*} / \mathrm{A}$, the fitting regions yield consistent values of $\tau$ except for the $\mathrm{A}=11$-19 fitting region which produced a significantly higher


FIG. 47. Comparison of the value and behavior of the $\tau$ parameter (Eq. 6.1) as a function of $\mathrm{E}^{*}$ /A from fitting the charge and mass distributions. (color online)
value. The $\mathrm{A}=11-19$ fitting region also provides a higher value of $\tau_{\text {min }}$ than the other fitting regions. At high energy, all of the fitting regions agree within errors except for the $\mathrm{A}=13$-24 fitting region which diverges to much higher $\tau$ values. As seen previously in the charge distribution fitting, the region of $\mathrm{E}^{*} / \mathrm{A}$ at which the $\tau$ reaches a minimum is fairly consistent within these mass fitting regions.

The fitting regions for both the charge and mass distributions were selected to maximize the width of the fitting region. The $A=11-24$ and $Z=5-10$ fitting regions are plotted together in Fig. 47. The position of the $\tau_{\min }$ along the $\mathrm{E}^{*} / \mathrm{A}$ axis is consistent for both mass and charge distributions though the value of $\tau_{\text {min }}$ is not equivalent. These two fits show a very similar evolution in $\tau$ across all $\mathrm{E}^{*} / \mathrm{A}$. The


FIG. 48. Comparison of the value and behavior of the $\tau$ parameter (Eq. 6.1) as a function of $\mathrm{E}^{*} / \mathrm{A}$ from fitting the mass distributions for $\mathrm{A}=11-24$. The solid line is the $\tau$ obtained by fitting over all $\mathrm{N} / \mathrm{Z}_{Q P}$ bins. (color online)
mass distributions provide a wider fitting region free of obvious structure effects as well as a theoretically acceptable value of $\tau_{\min }$. For these reasons, this scaling study will focus on mass distributions fitted over the $\mathrm{A}=11-24$ region.

In the previous chapter, the reconstructed quasi-projectiles from all four reaction systems were divided into bins based on the $\mathrm{N} / \mathrm{Z}_{\text {meas }}$ of the event. Fig. 48 shows the evolution of $\tau$ as a function of $\mathrm{E}^{*} / \mathrm{A}$ for each of these bins in $\mathrm{N} / \mathrm{Z}_{\text {meas }}$. For reference, the $\tau$ points are also plotted for the system as a whole. Though the error bars are large, the low $\mathrm{N} / \mathrm{Z}_{\text {meas }}$ bins provide higher values of $\tau$ than the higher $\mathrm{N} / \mathrm{Z}_{\text {meas }}$ bins at high $\mathrm{E}^{*} / \mathrm{A}$. All of the $\mathrm{N} / \mathrm{Z}_{\text {meas }}$ bins converge within errors at $2.5 \mathrm{MeV} / \mathrm{A}$.


FIG. 49. Evolution of the $\tau$ parameter (Eq. 6.2) with respect to system excitation energy for the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ and ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ systems. (color online)

To minimize the error bars, the most neutron-rich and least neutron-rich systems $\left({ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}\right.$ and ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ respectively) were also studied. The $\tau\left(E^{*} / A\right)$ from mass distribution fitting can be seen in Fig. 49 for the two reaction systems. It is evident that the position and value of $\tau_{\min }$ are not changing appreciably in these fits. However, above the $\tau_{\text {min }}$ at $\sim 3 \mathrm{MeV},{ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ yields larger $\tau$ than ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ does. This difference increases with the $\mathrm{E}^{*} / A$ of the source.

Away from the critical region, the mass distributions must be fitted using a modified Fisher equation

$$
\begin{equation*}
\text { Yield }=Y_{0} A^{-\tau} X^{A^{2 / 3}} Y^{A} \tag{6.3}
\end{equation*}
$$

incorporating terms for the surface $\left(\mathrm{X}^{A^{2 / 3}}\right)$ and volume $\left(\mathrm{Y}^{A}\right)$. In this equation, $\mathrm{Y}_{0}$,


FIG. 50. Evolution of the X and Y parameters (Eq. 6.3) with respect to system excitation energy for the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ and ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ systems. (color online)

X , and Y are fitting parameters [86]. At the critical point theory dictates that both X and Y equal 1 which yields Eq. 6.2. Above the critical point, theory also indicates that X (the surface) must equal 1.

The experimental mass distributions were fitted using Eq. 6.3. The value of $\tau$ in this case does not change with respect to $\mathrm{E}^{*} / \mathrm{A}$. To obtain $\tau$, the reference bin was chosen by fitting the $\mathrm{E}^{*} / \mathrm{A}$ bins in the $2-4.5 \mathrm{MeV}$ region with Eq. 6.3. The fitting was carried out with $\tau$ required to be within the theoretical limits of 2-3. Additionally, the $\mathrm{X}, \mathrm{Y}$ parameters were constrained to equal 1 . The 3.25 MeV bin was chosen in each system as the bin with the lowest value of $\tau$. The $\tau$ parameter was then held constant and the fragment yields fitted for each $\mathrm{E}^{*} / \mathrm{A}$ bin to obtain the X and Y values. Below the 3.25 MeV bin, the X and Y values were allowed to vary freely. However, at and above $3.25 \mathrm{MeV} / \mathrm{A} \mathrm{E}^{*} / \mathrm{A} \mathrm{X}$ was defined as 1 .

The evolution of $X$ and $Y$ as a function of $E^{*} / A$ across the $A=11-24$ mass region for the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ and ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ systems is shown in Fig. 50. The Y parameter
decreases to a lower value for the less neutron-rich source. The less neutron-rich source also exhibits a lower value of X below the $3.25 \mathrm{MeV} / \mathrm{A}$ bin. Because $\mathrm{X} \equiv 1$ above the limiting temperature, the deviation of Eq. 6.2 between the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ and ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ systems seen in Fig. 49 for $\mathrm{E}^{*} / \mathrm{A} \geq 3 \mathrm{MeV} / \mathrm{A}$ may be interpreted as reflecting the sensitivity of the volume term to the source $\mathrm{N} / \mathrm{Z}$.

The system wide fits with Eq. 6.3 provided $\tau$ values of 2.29 (0.12) and 2.21 (0.11) respectively. These minima are well within errors of each other. This insignificant source $\mathrm{N} / \mathrm{Z}$ dependence of $\tau$ appeared inconsistent with the strong particle asymmetry ( $I$ ) dependance seen by Bonasera et al. [4]. To examine the apparent discrepancy, particle scaling was investigated in this data for fragments with $A=11-24$. For consistency with the work of Bonasera et al., the particle asymmetry is defined as

$$
\begin{equation*}
I=N-Z \tag{6.4}
\end{equation*}
$$

where N is the neutron number and Z the proton number of the fragment.
Fig. 51 depicts the particle scaling fitted with Eq. 6.2 as a function of $I$ and the reaction system. The left panels are derived from the ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ system and the right panels from the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ system. The slope of the mass distribution clearly decreases as the asymmetry of the fragments increases. It is clear that the asymmetry $(I)$ of the fragment has a large influence on the scaling parameter obtained from the fit. All fragment asymmetries show an increase in the slope with increased source N/Z. There is also an odd-even effect that necessitates two sets of fitting parameters to adequately describe the data. This odd-even behavior was also observed by Bonasera et al. [4] and was attributed to secondary decay through neutron emission.

The change in $\tau$ with respect to source $\mathrm{N} / \mathrm{Z}$ was further investigated by implementing the $\operatorname{six} N / Z_{\text {meas }}$ bins taken from the four reaction systems. The $\mathrm{E}^{*} / \mathrm{A}$ averaged $\tau$ for each of these bins was extracted and is plotted in Fig. 52. The slight


FIG. 51. Evolution of the fragment scaling as a function of system and particle asymmetry for $\mathrm{A}=11-24$. Left) ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ Right) ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ (color online)


FIG. 52. Evolution of the fragment scaling as a function of system and particle asymmetry for $\mathrm{A}=11-24$. Fragments with even Z are open symbols and fragments with odd Z are closed symbols. Symbol color indicates the $I$ of the fragments. (color online)


FIG. 53. Evolution of the fragment scaling $\tau$ as a function of system and $\mathrm{E}^{*} / \mathrm{A}$ for $I=0-2$ fragments and $\mathrm{A}=11-24$ using Eq. 6.2. (color online)
trend of increasing $\tau$ with increasing source $\mathrm{N} / \mathrm{Z}$ seen in the last plot can be more clearly seen here with the increased number of data points. For $\mathrm{N} / \mathrm{Z}_{\text {meas }}$ sources from $0.9-1.0$, there is no significant change in $\tau$ as a function of source N/Z. However, the individual fragment asymmetries still show a decrease in $\tau$ with increasing asymmetry. The trend of increasing $\tau$ with increasing source N/Z seen in Fig. 51 is clearly visible for $\mathrm{N} / \mathrm{Z}_{\text {meas }} \geq 1.0$. In light of the strong dependence of $\tau$ on the relative asymmetry $(I)$ of the measured fragments, the particle and system scaling are consistent. In addition, the fragments exhibit a consistent sensitivity to the source asymmetry regardless of the fragment I.

The insignificant change in $\tau$ as a function of source $\mathrm{N} / \mathrm{Z}$ is also notably different


FIG. 54. Evolution of the X (surface) and Y (volume) parameters (Eq. 6.3) with respect to system excitation energy for the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ and ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ systems for fragments with $I=0-2$. (color online)
than the results of Jandel et al. [9]. In that sumZ $=12-15$ study, the magnitude of $\tau_{\text {min }}$ increased more significantly with increasing N/Z. However, as reaction system size decreases the observed fragments will preferentially populate $\mathrm{N} \sim \mathrm{Z}$ isotopes. This may be the source of the similarity between this sumZ $=30-34, I=0-2$ and the sumZ $=12-15$ data.

The ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ and ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ mass distribution fitting with Eq. 6.2 was reexamined for fragments with $I=0-2$. The evolution of the $\tau$ parameter as a function of $\mathrm{E}^{*} / \mathrm{A}$ is shown in Fig. 53. Here the high energy tail of the distribution agrees between the two systems while value of $\tau_{\min }$ is higher for the more neutron-rich source with respect to the less neutron-rich source. This behavior is similar to what was observed by Jandel et al. [9]. In that sumZ $=12-15$ study, the value of the $\tau_{\text {min }}$ increased with increasing $N / Z$ as is seen here. The sumZ $=12-15$ study did not include free neutrons in the calculation of $\mathrm{E}^{*} / \mathrm{A}$. Thus, the evolution of the position in $\mathrm{E}^{*} / \mathrm{A}$ of $\tau_{\text {min }}$ seen by Jandel et al cannot be compared to this data because of the difference in excitation energy calculations.

The $I=0-2$ mass distributions were also refitted with the modified scaling equation (Eq. 6.3). The same method was used for obtaining $\tau, \mathrm{X}$, and Y as above and yielded $\tau 2.73$ (0.10) for ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ and $2.24(0.11)$ for ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$. However, in this case the 3.25 MeV bin was retained as the reference bin for consistency. The X and Y parameters are plotted in Fig. 54. The Y parameter is not appreciably different from the previous fitting (Fig. 50) across all isotopes. The X parameter is slightly lower with respect to the previous fitting for both sources. Both the volume and surface parameters retain source $N / Z$ dependence.

The scaling methods (Eq. 6.2 and Eq. 6.3) implemented here provide some insight into the evolution of $\tau$ with respect to the $\mathrm{N} / \mathrm{Z}_{\text {meas }}$ of the source. Fitting with either equation illustrates the sensitivity of $\tau$ to the mass fitting region. Additionally, theory dictates that a single value of $\tau$ exist for a source. Thus, fitting with only the power law term (Eq. 6.2) shows the necessity of including the volume and surface terms to obtain a consistent value of $\tau$ across all energy bins. The source $N / Z_{\text {meas }}$ does not appear to make a statistically significant effect on the $\tau_{\min }$ obtained with either Eq. 6.2 or Eq. 6.3 when fitting across all detected fragments. However, the surface and volume terms are sensitive to the source $\mathrm{N} / \mathrm{Z}_{\text {meas }}$.

In the scaling formulae investigated above (Eqs. 6.2 and 6.3), a consistent source $\mathrm{N} / \mathrm{Z}$ dependence was observed. Thus, the fragments yields may also be parameterized by

$$
\begin{equation*}
Y=Y_{0} A^{-\tau} e^{-\beta \Delta \mu A} \tag{6.5}
\end{equation*}
$$

where Y is the yield, $\mathrm{Y}_{0}$ is a normalization fitting parameter, $\tau$ is the scaling parameter, $\beta$ is $1 / \mathrm{T}$, and $\Delta \mu$ is the chemical potential difference between neutrons and protons which is the Gibbs free energy per nucleon ( $\mathrm{F}(\mathrm{I} / \mathrm{A})$ ) [4]. At the energies and densities present in this data, this free energy is expected to be dominated by the
symmetry energy.
When using Eq. 6.5, the ratio of yields from two sources, differing only in neutron-to-proton ratio, may be related by:

$$
\begin{equation*}
R_{1,2}=C e^{-\frac{\Delta F A}{T}} \tag{6.6}
\end{equation*}
$$

In this formula, C is a constant reflecting the ratios of the normalization parameters and $\Delta \mathrm{F}$ is

$$
\begin{equation*}
\Delta F=\left(\mu_{n}-\mu_{p}\right)_{1}-\left(\mu_{n}-\mu_{p}\right)_{2}=\frac{N-Z}{A} \Delta H \tag{6.7}
\end{equation*}
$$

where $\mu_{n, p}$ are the neutron and proton chemical potentials and $\Delta \mathrm{H}$ is related to the difference in $N / Z$ of the two sources. Scaling emerges when the $-\ln \left(R_{1,2}\right) / A$ is plotted as a function of $\frac{N-Z}{A}$. The source $N / Z_{\text {meas }}$ bins $1.0-1.06$ (bin 2) and 1.2-1.26 (bin 4) were used to experimentally observe this scaling. The overall scaling obtained from the fragment yield ratios is plotted in Fig. 55 and exhibits a single linear slope corresponding to $\Delta H / T$. In this plot, the $\Delta H / T$ is 0.983 . The $\Delta H$ is linked to the symmetry energy coefficient $\mathrm{C}_{\text {sym }}$ through it's relation to the chemical potentials. However, the analytical derivation has not yet been established.

In the previous chapter, isoscaling was used to show the effect of source N/Z assumptions on experimental observables. However, isoscaling was originally derived to provide an experimental means to access the symmetry energy coefficient $\mathrm{C}_{\text {sym }}$ [73]. The analytical connection between isoscaling and $\mathrm{C}_{\text {sym }}$ is well established and has been utilized in experimental investigations of the nuclear symmetry energy [73, 75, 87, 88]. The $\alpha$ obtained from fitting the fragment yield ratios with Eq. 5.2 has been theoretically linked to $\mathrm{C}_{\text {sym }}$ through

$$
\begin{equation*}
\frac{\alpha}{\Delta}=\frac{4 C_{\text {sym }}}{T} \tag{6.8}
\end{equation*}
$$



FIG. 55. Left: $-\ln (\mathrm{F} / \mathrm{T}) / \mathrm{A}$ as a function of fragment $(\mathrm{N}-\mathrm{Z}) / \mathrm{A}$. The slope of the fitted line corresponds to $\Delta \mathrm{H} / \mathrm{T}$.
where $\mathrm{C}_{\text {sym }}$ is the symmetry energy coefficient, T is temperature, and $\Delta$ is given by the following relationship

$$
\begin{equation*}
\Delta=\left(\frac{Z}{A}\right)_{1}^{2}-\left(\frac{Z}{A}\right)_{2}^{2} \tag{6.9}
\end{equation*}
$$

Fig. 56 shows the isoscaling parameter $\alpha$ derived from various combinations of $N / Z_{\text {meas }}$ bins. An additional point was included in Fig. 56 from the isoscaling of the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ and ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ systems for the same quasi-projectile $\mathrm{N} / \mathrm{Z}_{\text {meas }}$ bin (bin 2). This isoscaling provided a point with both the $\alpha$ and $\Delta$ very near zero. The $\alpha$ shows a linear dependence on the $\Delta$ calculated from the neutron-rich and neutron-poor sources. The slope of this linear dependence yields an average $\alpha / \Delta$ of $15.9( \pm 0.3)$.

Using $N / Z_{\text {meas }}$ bins 2 and 4 , the evolution of $\alpha / \Delta$ with respect to $\mathrm{E}^{*} / \mathrm{A}$ can


FIG. 56. Isoscaling $\alpha$ parameter as a function of the $\Delta$ of the reconstructed sources. The points were obtained from global $\alpha$ fits to combinations of five bins in $\mathrm{N} / \mathrm{Z}(0.90-0.96,1.0-1.06,1.1-1.16,1.2-1.26$, and $1.3-1.36)$ as a function of the calculated average $\Delta(\mathrm{Z} / \mathrm{A})^{2}$ of the sources (Eq. 6.9). An additional point (triangle) is added from the isoscaling of ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ and ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ using the single $\mathrm{N} / \mathrm{Z}$ bin 2 for each system. The propagated error on these values, where not visible, are smaller than the size of the points.
be seen in Fig. 57. The value of $\alpha / \Delta$ is clearly decreasing with increasing source excitation energy. Because of the direct connection between $\alpha / \Delta$ and $\mathrm{C}_{\text {sym }}$, this decrease may indicate a decrease in $\mathrm{C}_{\text {sym }}$ with increasing $\mathrm{E}^{*} / \mathrm{A}[89,90]$. However, to convert $\alpha / \Delta$ into $\mathrm{C}_{s y m}$, the system temperature must be understood.

In the previous chapter, the source temperature was derived as a function of $\mathrm{E}^{*} / \mathrm{A}$ for this data. Over this $2.5-7.5 \mathrm{MeV} \mathrm{E}^{*} /$ A region, the proton momentum fluctuation thermometer indicates a temperature change from $\sim 5.3 \mathrm{MeV}$ to $\sim 7.2 \mathrm{MeV}$. Using $\mathrm{T}=5.3 \mathrm{MeV}$, at $\mathrm{E}^{*} / \mathrm{A}=2.5 \mathrm{MeV} / \mathrm{A}$, the measured $\alpha / \Delta$ of $\sim 25$ yields a $\mathrm{C}_{\text {sym }} \sim 26.6$


FIG. 57. Isoscaling $\alpha / \Delta$ parameter as a function of the $\mathrm{E}^{*} / \mathrm{A}$ of the reconstructed source. The source N/Z bins were chosen as 2 and 4 . The propagated errors are based on fragment yields as described in the text.

MeV . Taking this same temperature of 5.3 MeV at $\mathrm{E}^{*} / \mathrm{A}=7.5 \mathrm{MeV}$ and $\alpha / \Delta$ of 9.4 yields $\mathrm{C}_{\text {sym }} \sim 12.6 \mathrm{MeV}$. However, if the temperature has indeed increased to 7.2 MeV at $\mathrm{E}^{*} / \mathrm{A}=7.5 \mathrm{MeV}$ the $\mathrm{C}_{\text {sym }}$ would become $\sim 16.7 \mathrm{MeV}$. Thus this change in temperature can account for less than $30 \%$ of the decrease in $\alpha / \Delta$ observed here. From this estimation of $\Delta \mathrm{C}_{s y m}$, it is clear that the change in temperature across this region is not sufficient to account for the observed decrease in the experimental $\alpha / \Delta$. The $\mathrm{C}_{\text {sym }}$ calculated for each excitation energy with constant and evolving temperature are plotted in Fig. 58. The decrease in $\mathrm{C}_{\text {sym }}$, calculated with constant temperature, has the same overall shape as a function of $\mathrm{E}^{*} / \mathrm{A}$ as the $\alpha / \Delta$ plotted


FIG. 58. $\mathrm{C}_{\text {sym }}\left(\mathrm{E}^{*} / \mathrm{A}\right)$ derived from the isoscaling $\alpha / \Delta$ and the the proton momentum fluctuation thermometer. Square symbols are calculated with constant $\mathrm{T}=5.3$ MeV . Circles are calculated with evolving temperature. (color online)
above. In comparison, the evolution in $\mathrm{C}_{\text {sym }}$, calculated with evolving values of temperature, shows a slightly flatter trend as a function of $\mathrm{E}^{*} / \mathrm{A}$.

To conclude, this chapter has focused on the source $\mathrm{N} / \mathrm{Z}$ dependence of fragment yield scaling. A simple power law function (Eq. 6.2) was examined. This function is valid only near the phase transition region. The values of $\tau$ obtained were similar in the $\mathrm{E}^{*} / \mathrm{A}=2-3 \mathrm{MeV}$ region for the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ and ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ systems. However, outside of this region the values varied significantly with the source $N / Z$. This behavior prompted analysis with the more complex yield function of Eq. 6.3 which incorporates terms for surface and volume. The taus for the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ and ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ systems obtained with this second equation were well within errors of each other. The volume and surface terms, on the other hand, still exhibited significant sensitivity to the source $\mathrm{N} / \mathrm{Z}$.

To truly understand the fragment yields, a function incorporating an asymmetry term must be used. By including a fragment asymmetry term and taking the fragment yield ratio between the two sources, scaling studies become a useful method for understanding the neutron and proton chemical potentials and through these the symmetry energy coefficient $\mathrm{C}_{\text {sym }}$. Eq. 6.6 relates the ratio of fragment yields to the free energy which at these temperatures and densities is likely dominated by the symmetry energy. The analytical connection between the scaling slope and $\mathrm{C}_{\text {sym }}$ has not been derived. However, isoscaling provides a connection between fragment yield ratios and $\mathrm{C}_{\text {sym }}$ through Eqs. 5.2 and 6.8. Isoscaling of this thesis data indicates that the symmetry energy coefficient $\left(\mathrm{C}_{\text {sym }}\right)$ decreases with increasing excitation energy of the source. The decrease seen in $\mathrm{C}_{\text {sym }}$ as a function of $\mathrm{E}^{*} / \mathrm{A}$ is not removed by the change in source temperature.

## CHAPTER VII

## CONCLUSIONS

A widely studied group of experimental observables in nuclear physics are utilized to study the effects of the two component nature of nuclei. Asymmetry of the neutron to proton ratio contributes to the binding energy of nuclei across all temperatures and densities. This thesis has probed two groups of experimental observables for their dependence on this portion of the nuclear equation of state.

Fragment yield scaling was explored to study the source N/Z dependence of this observable. First, the yield was related to the mass of a fragment through a simple power law ( Eq. 6.2 ). This function is valid only near the phase transition region and outside of this region the measured values varied significantly with the source $N / Z$. A more complex function with power law, volume, and surface terms ( Eq. 6.3 ) was investigated next. The taus for the ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ and ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ systems obtained with this second equation were well within errors of each other. However, the volume and surface terms still exhibited significant sensitivity to the source N/Z. Both of these analyses indicated a strong sensitivity to the source N/Z. Thus, to truly understand the fragment yields, a function incorporating an asymmetry term must be used ( Eq. 6.5 ). This term accounts for the effect of source N/Z on fragment yields through the neutron and proton chemical potentials. These chemical potentials provide a connection to the symmetry energy coefficient $\mathrm{C}_{\text {sym }}$.

In scaling studies, the symmetry energy coefficient $\mathrm{C}_{\text {sym }}$ may be accessed experimentally through the ratio of fragment yields from two sources differing in $\mathrm{N} / \mathrm{Z}$. In this thesis, isoscaling provided the connection between fragment yield ratios and $\mathrm{C}_{\text {sym }}$ through Eqs. 5.2 and 6.8. This data indicates that the isoscaling $\alpha / \Delta$ parameter decreases as the source $\mathrm{E}^{*} / \mathrm{A}$ increases. This trend of decreasing $\alpha / \Delta$ has been
observed previously and linked to a decrease in $\mathrm{C}_{\text {sym }}$ with increasing $\mathrm{E}^{*} / \mathrm{A}[90,89]$.
To demonstrate that $\mathrm{C}_{\text {sym }}$ decreases with increasing $\mathrm{E}^{*} / \mathrm{A}$, the source temperature must be known. This thesis has examined the experimental temperature dependence on source $\mathrm{N} / \mathrm{Z}_{\text {meas }}$ through constructing caloric curves. The nuclear caloric curve was studied using three methods of calculating nuclear temperature: the double isotope thermometer, the slope thermometer from moving source fits, and the momentum fluctuation thermometer.

The temperatures measured with the double isotope ratio thermometer were relatively low compared to those obtained with the other thermometers and reference caloric curves. These low values are partially remedied by secondary decay corrections. These corrections did not change any source N/Z trends but only altered the absolute value of temperature by $\sim 20 \%$. In addition, the temperatures obtained with this thermometer may be affected by the method of source selection as well as the assumptions about the nuclear fragmentation mechanism. The double isotope thermometer showed a sensitivity to the source $\mathrm{N} / \mathrm{Z}$. This dependence was introduced through strong sensitivity of the $\mathrm{N}<\mathrm{Z}$ isotopes to the source $\mathrm{N} / \mathrm{Z}$.

The slope thermometer, on the other hand, did not show any statistically significant dependence on the source neutron to proton ratio. This thermometer yielded consistent temperatures across the $\mathrm{Z}=4-7$ intermediate mass fragments. The apparent temperatures from the slope thermometer exhibit a combination of thermal energy, Fermi momentum of nucleons, and collective motion of the fragments along the beam axis.

The momentum fluctuation thermometer was the third thermometer investigated. This thermometer exhibits a small, residual contamination from the collective motion of the fragments along the beam axis. For this reason, the transverse direction has been explored. Additionally, a mass dependence was observed for this thermome-


FIG. 59. Re-plotting of: Top) the Proton transverse momentum fluctuation thermometer for the ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ and ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ systems. Additionally, the Natowitz [28] compilation for $\mathrm{A}=60-100$ and two Fermi gas curves are also plotted. Middle) $\mathrm{C}_{\text {sym }}$ obtained from isoscaling and the proton fluctuation thermometer as a function of the source $\mathrm{E}^{*} / \mathrm{A}$. Bottom) Average density obtained from moving source fits to $\mathrm{Z}=3-7$ fragments is plotted in solid squares. In addition, the solid triangles are experimentally obtained densities from light-ion reactions [83]. (color online)
ter. This mass dependence may be the result of Fermi momentum of nucleons. This effect is defined as zero for protons; consequently, the proton transverse momentum fluctuations were used to investigate the temperature dependence on the source $N / Z$.

The proton momentum fluctuation thermometer is re-plotted in the top panel of Fig. 59 for the ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ and ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ systems. For reference, the compilation of Natowitz et al. [28] and two Fermi Gas curves $\left(\mathrm{T}=\sqrt{a E^{*} / A}\right.$ with $\left.\mathrm{a}=8,13\right)$ are plotted. As shown in this figure, the proton momentum temperatures are similar to what is obtained from a Fermi Gas at low E*/A and are consistent with the Natowitz compilation [28] throughout the $\mathrm{E}^{*} /$ A range. Source $\mathrm{N} / \mathrm{Z}$ dependence of the measured temperature is well within errors for the ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ and ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ systems.

The temperatures obtained from the proton momentum fluctuation thermometer were used to convert the isoscaling $\alpha / \Delta$ to $\mathrm{C}_{\text {sym }} . \mathrm{C}_{\text {sym }}$ shows a decreasing trend as a function of $\mathrm{E}^{*} / \mathrm{A}$. This result is re-plotted here as the middle panel of Fig. 59. It should be noted that the experimental values of $\alpha$ obtained here may be modified by fragment secondary decays [91].

The asymmetry term of the nuclear equation of state is a function of both the temperature and density of the source. The density of the ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ and ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ systems was calculated from moving source fitting of the data. The average system density, re-plotted in Fig. 59, was calculated by averaging the density extracted from fitting the kinetic energy spectra of the $\mathrm{Z}=3-7$ elements from the ${ }^{78} \mathrm{Kr}+{ }^{58} \mathrm{Ni}$ and ${ }^{86} \mathrm{Kr}+{ }^{64} \mathrm{Ni}$ systems. The density is clearly falling over the $\mathrm{E}^{*} / \mathrm{A}=1.5-7.5$ range. The rate of decrease is greatest at low $\mathrm{E}^{*} / \mathrm{A}$ though the density evolves over the entire excitation energy range. For reference, density points as a function of $\mathrm{E}^{*} / \mathrm{A}$ are also included in the bottom panel of Fig. 59 from the analysis of Viola et al [83]. These two data sets provide upper and lower bounds for the change in density as a function of $\mathrm{E}^{*} / \mathrm{A}$.

In conclusion, the proton fluctuation thermometer, derived in this thesis and implemented on this data, does not indicate a significant dependence of the measured temperature on the source $\mathrm{N} / \mathrm{Z}$. In addition, this thesis has shown that the experimentally obtained symmetry energy coefficient $\mathrm{C}_{\text {sym }}$ is decreasing by as much as $60 \%$ over the $\mathrm{E}^{*} / \mathrm{A}=2.5-7.5$ range. Additionally, both the temperature and density of the source evolve as the $\mathrm{E}^{*} / \mathrm{A}$ increases. The momentum thermometer indicates that the temperature increases by $\sim 15-25 \%$ across the $\mathrm{E}^{*} / \mathrm{A}=2.5-7.5 \mathrm{MeV}$ region. Meanwhile, across this same $\mathrm{E}^{*} / \mathrm{A}=2.5-7.5 \mathrm{MeV}$ region, the density decreases by $\sim 50-75 \%$. Thus, the experimentally observed decrease in $\mathrm{C}_{\text {sym }}$ with $\mathrm{E}^{*} / \mathrm{A}$ is well correlated to the temperature and density changes observed in this data.
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## APPENDIX A

DETECTOR LAYOUT

This section contains information on the physical layout of the detector array. The rings are labeled with their respective detectors, power supply boards, and motherboards. In addition, some information about signal cable number in is included for the R10-11 region of the detector. Notes are also included about configuration anomalies.

It is important to note that depicted in Fig. 63 is the one J offset on R8-9 in the relationship between the flat the HV board is on and the Js of the flats that it powers. This offset it indicated with the arrows along the outer circle on the left hand side. Also of interest is that there is no observable correlation between CsI113 and any Si in NIMROD-ISiS.


FIG. 60. Detector layout Ring 2-3.(color online.)


FIG. 61. Detector layout Ring 4-5.(color online.)


FIG. 62. Detector layout Ring 6-7. (color online.)


FIG. 63. Detector layout Ring 8-9. (color online.)


FIG. 64. Detector layout key Ring 10-11 Si. (color online.)


FIG. 65. Detector layout Ring 10-11 Si. (color online.)


FIG. 66. Detector layout Ring 10-11 CsI. (color online.)

## APPENDIX B

CALIBRATION BEAMS
TABLE VII. Calibration beams.

| Ring | Run 208 <br> $(\mathrm{p}, \mathrm{p}$ ' $)$ | Run 209 <br> $(\mathrm{p}, \mathrm{p})$ GS+1st Ex | Run 210 <br> (ne,ne) | Run 212 <br> $(\mathrm{a}, \mathrm{a})$ | Run 232 <br> $(\mathrm{p}, \mathrm{p})$ | Run 232 <br> $(\mathrm{d}, \mathrm{d})$ | Run 233 <br> $(\mathrm{p}, \mathrm{p})$ GS+1st Ex | Run 233 <br> (d,d) GS+1st Ex |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 55 | 29 | 499.79 | 99.49 | 30 | 60 | 45 | 52.5 |
| 3 | 55 | 29.5 | 499.5 | 99.48 | 30 | 60 | 45 | 52.5 |
| 4 | 55 | 30 | 498.7 | 99.44 | 30 | 59.98 | 44.99 | 52.485 |
| 5 | 55 | 30.5 | 497.7 | 99.4 | 30 | 59.97 | 44.985 | 52.4775 |
| 6 | 54.98 | 30.99 | 495.7 | 99.3 | 29.98 | 59.95 | 44.965 | 52.4575 |
| 7 | 54.96 | 31.48 | 492.5 | 99.2 | 29.97 | 59.9 | 44.935 | 52.4175 |
| 8 | 54.93 | 31.965 | 486.9 | 98.97 | 29.96 | 59.84 | 44.9 | 52.37 |
| 9 | 54.88 | 32.44 | 480 | 98.7 | 29.4 | 59.75 | 44.575 | 52.1625 |
| 10 | 54.75 | 32.875 | 457 | 97.7 | 29.86 | 59.46 | 44.66 | 52.06 |
| 11 | 54.6 | 27.3 | 435 | 96.78 | 29.8 | 59.16 | 44.48 | 51.82 |

## APPENDIX C

ENERGY SPECTRA IN LAB FRAME


FIG. 67. Lab frame energy spectra for ring 2. (color online.)


FIG. 68. Lab frame energy spectra for ring 3. (color online.)


FIG. 69. Lab frame energy spectra for ring 4. (color online.)


FIG. 70. Lab frame energy spectra for ring 5. (color online.)


FIG. 71. Lab frame energy spectra for ring 6. (color online.)


FIG. 72. Lab frame energy spectra for ring 7. (color online.)


FIG. 73. Lab frame energy spectra for ring 8. (color online.)


FIG. 74. Lab frame energy spectra for ring 9. (color online.)
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