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#### Abstract

We study the multi-constrained quality-of-service (QoS) routing problem where one seeks to find a path from a source to a destination in the presence of $K \geq 2$ additive end-to-end QoS constraints. This problem is NP-hard and is commonly modeled using a graph with $n$ vertices and $m$ edges with $K$ additive QoS parameters associated with each edge. For the case of $K=2$, the problem has been well studied, with several provably good polynomial time-approximation algorithms reported in the literature, which enforce one constraint while approximating the other. We first focus on an optimization version of the problem where we enforce the first constraint and approximate the other $K-1$ constraints. We present an $O(m n \log \log \log n+m n / \epsilon)$ time $(1+\epsilon)(K-1)$-approximation algorithm and an $O\left(m n \log \log \log n+m(n / \epsilon)^{K-1}\right)$ time $(1+\epsilon)$-approximation algorithm, for any $\epsilon>0$. When $K$ is reduced to 2 , both algorithms produce an $(1+\epsilon)$-approximation with a time complexity better than that of the best-known algorithm designed for this special case. We then study the decision version of the problem and present an $O\left(m(n / \epsilon)^{K-1}\right)$ time algorithm which either finds a feasible solution or confirms that there does not exist a source-destination path whose first weight is bounded by the first constraint and whose every other weight is bounded by $(1-\epsilon)$ times the corresponding constraint. If there exists an $\mathcal{H}$-hop source-destination path whose first weight is bounded by the first constraint and whose every other weight is bounded by $(1-\epsilon)$ times the corresponding constraint, our algorithm finds a feasible path in $O\left(m(\mathcal{H} / \epsilon)^{K-1}\right)$ time. This algorithm improves previous best-known algorithms with $O((m+n \log n) n / \epsilon)$ time for $K=2$ and $O\left(m n(n / \epsilon)^{K-1}\right)$ time for $K \geq \mathbf{2}$.


Index Terms-Efficient approximation algorithms, multiple additive constraints, quality-of-service ( QoS ) routing.

## I. Introduction

IN THE multi-constrained quality-of-service ( QoS ) routing problem, one seeks for a path from a source node to a destination node that satisfies multiple QoS constraints, where the constraints could be cost, delay, and reliability of the path [3], [11], [16], [17], [23]. We model the network by a directed graph

[^0]with $n$ vertices and $m$ edges where the vertices represent computers or routers and the edges represent communication links. Each edge has $K$ weights associated with it, representing the edge cost, edge delay, and edge reliability. Weights on edges can be extended to weights on paths in a natural way. If the edge weights represent cost and delay, then the corresponding path weight is the summation of the weights of the edges on the path. If the edge weight represents reliability, then the corresponding path weight is the product of the weights of the edges on the path. Note that the logarithm of the product of $H$ positive numbers is equal to the sum of the logarithms of the $H$ positive numbers. Therefore, these QoS parameters are said to be additive. QoS parameters such as bandwidth are known as bottleneck parameters where the corresponding weight of a path is the smallest of the weights of the edges on the path [8], [23]. Problems involving bottleneck QoS constraints can be solved efficiently by considering only those edges whose weights are no less than a chosen value. Problems involving two or more additive QoS constraints have been shown to be NP-hard [23]. In this paper, we restrict our attention to the multi-constrained path problem (MCP) with $K \geq 2$ additive QoS parameters.

Due to its important applications, the MCP problem has been studied extensively. Most of the existing works concentrate on an optimization version of MCP for the special case of $K=2$, known as the delay-constrained least cost path problem (DCLC) where the two edge weights are cost and delay, and one seeks for a least-cost path under the constraint that the delay of the path is within a given delay constraint. Warburton in [24] first developed a fully polynomial time-approximation scheme (FPTAS) [4] for the DCLC problem on acyclic graphs. In [5], Ergun et al. presented an FPTAS for the case of acyclic graphs with a time complexity of $O(m(n / \epsilon))$. For the problem on general graphs, Hassin in [9] presented an FPTAS with a time complexity of $O(m n(n / \epsilon) \log (n / \epsilon))$, where $\epsilon$ is the approximation parameter. Lorenz and Raz in [15] presented a faster FPTAS with a time complexity of $O(m n(\log \log n+1 / \epsilon))$. All of these FPTAS's share the following feature. Given a delay constraint $\mathcal{D}$, an approximation parameter $\epsilon>0$, and a pair of source-destination nodes, the FPTASs find a source-destination path whose delay is at most $\mathcal{D}$ and whose cost is no more than $(1+\epsilon)$ times the cost of the least-cost delay-constrained path, provided that there is a source-destination path whose delay is at most $\mathcal{D}$. We wish to emphasize that if every source-destination path has delay greater then $\mathcal{D}$, then all of these algorithms will terminate declaring that the problem is infeasible.

Chen and Nahrstedt [3] studied the decision version of the DCLC problem where we want to find a path that satisfies both the delay constraint and the cost constraint. They proposed a polynomial time heuristic algorithm based on scaling and
rounding of the delay parameter so that the delay parameter of each edge is approximated by a bounded integer. For any given $\epsilon>0$, if there is a path whose cost is within the cost constraint and whose delay is within $(1-\epsilon)$ times the delay constraint, the heuristic guarantees finding a feasible path in $O((m+n \log n) n / \epsilon)$ time.

In [32], Yuan presented a limited granularity heuristic and a limited path heuristic for the decision version of the general MCP problem ( $K \geq 2$ ) with a time complexity of $O\left(m n(n / \epsilon)^{K-1}\right)$. Similar to the algorithm of Chen and Nahrstedt [3], Yuan's algorithm guarantees finding a feasible path, provided that there exists a source-destination path whose first path weight is bounded by the first constraint and whose every other path weight is bounded by $(1-\epsilon)$ times the corresponding constraint.

The aforementioned works are closely related to the current paper. Our results can be viewed as improvements/extensions of the works of Hassin [9], Lorenz and Raz [15], Chen and Nahrstedt [3], and Yuan [32].

There are many other works related to this topic. Most of them deal with the MCP problem with two constraints. Goel et al. [7] presented an approximation algorithm for the single source all destinations delay sensitive routes problem. Given a delay constraint $\mathcal{D}$, an approximation parameter $\epsilon>0$, and a source node, the algorithm finds a source-destination path for every destination node such that the delay of the path is no more than $(1+\epsilon) \mathcal{D}$, and the cost of the path is no more than the cost of the delay-constrained least cost path for that source-destination pair. In other words, if the delay-constrained (path delay bounded by $\mathcal{D}$ ) least-cost path has a cost of $\mathcal{C}$ (note that $\mathcal{C}$ cannot be computed in polynomial time, unless $P=N P$ ), the algorithm computes a path whose cost is bounded by $\mathcal{C}$ and whose delay is bounded by $(1+\epsilon) \mathcal{D}$. The time complexity of this algorithm is $O((m+n \log n) \mathcal{H} / \epsilon)$, where $\mathcal{H}$ is the hop-count of the longest computed path. The authors of [12], [28], [29] proposed to use a linear combination of the two weights and presented simple algorithms for finding a good linear combination of the two weights. Liu et al. [14] proposed a select-function-based heuristic algorithm. Xiao et al. [27] presented a primal simplex approach. Orda and Sprintson [18] presented a precomputation scheme for QoS routing with two additive parameters. Guerin and Orda [8] presented efficient approximation algorithms for QoS routing with inaccurate information. Orda and Sprintson [19] presented efficient approximation algorithms for computing a pair of disjoint QoS paths.

For the general MCP problem with $K \geq 2$, Korkmaz and Krunz [13] proposed a randomized heuristic for the MCP problem. Van Mieghem et al. [21], [22] proposed a self-adaptive multiple constraints routing algorithm. Xue et al. [30] presented an FPTAS for an optimization version of the $K$-constrained QoS routing problem with a worst-case running time fully polynomial, but not strongly polynomial (the running time depends on the encoding size of the values of link weights). In a recent paper, Xue et al. [31] studied the MCP problem with $K \geq 2$ and presented an efficient $K$-approximation algorithm and an FPTAS. In the optimization problems studied in [31], all $K$ constraints are approximated, with no constraint being enforced. This is different from the common practice for the
case of $K=2$, where one constraint is enforced, while the other constraint is approximated.

In this paper, we study an optimization version the MCP problem with $K \geq 2$ (to be called OMCP), where the first constraint is enforced while the other $K-1$ constraints are approximated. We also study the decision version of the problem, where we seek for a path which satisfies all $K$ constraints. We make the following contributions.

1) For the DCLC problem, we present an $O(m n \log \log \log n+m n / \epsilon)$ time $(1+\epsilon)$-approximation algorithm, improving the current best $O(m n \log \log n+m n / \epsilon)$ time algorithm of [15].
2) For the OMCP problem, we present an $(1+\epsilon)(K-$ 1)-approximation algorithm with a time complexity of $O(m n \log \log \log n+m n / \epsilon)$, where $\epsilon>0$ is any given constant. We also present an $(1+\epsilon)$-approximation scheme for OMCP with a time complexity of $O\left(m n \log \log \log n+m(n / \epsilon)^{K-1}\right)$. This contribution differs from the work of Lorenz and Raz [15] in that we deal with the more general case of the MCP problem with $K \geq 2$, while Lorenz and Raz [15] deal with the DCLC problem, which is equivalent to the special case of OMCP with $K=2$. Our work also differs from that of Xue et al. [31] in that we enforce one constraint and approximate the other $K-1$ constraints, while Xue et al. [31] approximate all $K$ constraints without enforcing any of the constraints.
3) For the decision version of the problem, we present an $O\left(m(n / \epsilon)^{K-1}\right)$ time algorithm which either finds a feasible solution or confirms that there does not exist a source-destination path whose first path weight is bounded by the first constraint and whose every other path weight is bounded by $(1-\epsilon)$ times the corresponding constraint. If there exists an $\mathcal{H}$-hop source-destination path whose first path weight is bounded by the first constraint and whose every other path weight is bounded by $(1-\epsilon)$ times the corresponding constraint, our algorithm finds a feasible path in $O\left(m(\mathcal{H} / \epsilon)^{K-1}\right)$ time. This contribution improves the previously best-known $O((m+n \log n) n / \epsilon)$ time algorithm of Chen and Nahrstedt [3] for the special case of $K=2$ and previously best-known $O\left(m n(n / \epsilon)^{K-1}\right)$ time algorithm of Yuan [32] for the general case of $K \geq 2$. In other words, our algorithm has the same performance guarantee while having a better time complexity.

The rest of this paper is organized as follows. In Section II, we define the problems and some notations. In Section III, we present some basic results that will be used in later sections. In Section IV, we present our improved approximation scheme for the DCLC problem. In Section V, we present our $(1+\epsilon)(K-1)$-approximation algorithm and our FPTAS for OMCP. In Section VI, we present our algorithm for the decision version of the MCP problem. In Section VII, we present numerical results. We conclude this paper in Section VIII.

## II. Definitions and Notations

We use an integer constant $K \geq 2$ to denote the number of QoS parameters. Unless specified otherwise, all constants, functions, and variables are assumed to have real values. We refer readers to [4] and [26] for graph theoretic notations not defined here. We refer readers to [4] and [6] for definitions of "NP-hard" and other concepts in complexity theory that are not
defined here. We use the symbol $\square$ to denote the end of the description of a definition/lemma/theorem and use the symbol $\square$ to denote the end of the proof of a lemma/theorem. All logarithms are base-2 logarithms.

We model a computer network by an edge-weighted directed graph $G=(V, E, \vec{\omega})$, where $V$ is the set of $n$ vertices, $E$ is the set of $m$ edges, and $\vec{\omega}=\left(\omega_{1}, \ldots, \omega_{K}\right)$ is an edge weight vector so that $\omega_{k}(e) \geq 0$ is the $k$ th weight of edge $e, \forall e \in E$, $1 \leq k \leq K$. For a path $\pi$ in $G$, the $k^{t h}$ weight of $\pi$, denoted by $\omega_{k}(\pi)$, is the sum of the $k$ th weights over the edges on $\pi$ : $\omega_{k}(\pi) \triangleq \sum_{e \in \pi} \omega_{k}(e)$. We study the following Decision version of the Multi-Constrained Path problem (DMCP).

Definition $2.1(\mathrm{DMCP}(G, s, t, K, \vec{W}, \vec{\omega}))$ : Instance: An edge-weighted directed graph $G=(V, E, \vec{\omega})$, with $K$ nonnegative real-valued edge weights $\omega_{k}(e), 1 \leq k \leq K$, associated with each edge $e \in E$; a constraint vector $\overline{\vec{W}}=\left(W_{1}, \ldots, W_{K}\right)$, where each $W_{k}$ is a positive constant; and a source-destination node pair $(s, t)$. QUESTION: Is there an $s-t$ path $\pi$ such that $\omega_{k}(\pi) \leq W_{k}, 1 \leq k \leq K$ ?

In the above definition, the inequality $\omega_{k}(\pi) \leq W_{k}$ is called the $k$ th $Q o S$ constraint. An $s-t$ path $\pi$ satisfying all $K$ QoS constraints is called a feasible path or a feasible solution of $\operatorname{DMCP}(G, s, t, K, \vec{W}, \vec{\omega})$. We say that $\operatorname{DMCP}(G, s, t, K, \vec{W}, \vec{\omega})$ is feasible if it has a feasible path and infeasible otherwise. We may simply use DMCP to denote $\operatorname{DMCP}(G, s, t, K, \vec{W}, \vec{\omega})$, if no confusion can be caused. The DMCP problem is known to be NP-hard [6], [23], even for the case of $K=2$. We will also consider a tightened version of DMCP, defined in the following, for a given $\epsilon \in(0,1)$.

Definition $2.2\left(\mathrm{DMCP}_{\epsilon}(G, s, t, K, \vec{W}, \vec{\omega})\right)$ : Instance: A constant $\epsilon \in(0,1)$, an edge-weighted directed graph $G=(V, E, \vec{\omega})$, with $K$ nonnegative real-valued edge weights $\omega_{k}(e), 1 \leq k \leq K$, associated with each edge $e \in E$; a constraint vector $\vec{W}=\left(W_{1}, \ldots, W_{K}\right)$ where each $W_{k}$ is a positive constant; and a source-destination node pair $(s, t)$. QUESTION: Is there an $s-t$ path $\pi$ such that $\omega_{1}(\pi) \leq W_{1}$ and $\omega_{k}(\pi) \leq(1-\epsilon) W_{k}, 2 \leq k \leq K$ ?

An $s-t$ path $\pi$ satisfying the above $K$ QoS constraints is called a feasible path or a feasible solution of $\mathrm{DMCP}_{\epsilon}(G, s, t, K, \vec{W}, \vec{\omega})$. The $\mathrm{DMCP}_{\epsilon}$ problem is also NP-hard, as it is equivalent to the DMCP problem.

In Section VI, we will present a polynomial time algorithm which either finds a feasible solution of DMCP or verifies that $\mathrm{DMCP}_{\epsilon}$ is infeasible, for any given constant $\epsilon \in(0,1)$.

We also study the OMCP problem, an Optimization version of MCP, which is defined in the following.

Definition $2.3(\mathrm{OMCP}(G, s, t, K, \vec{W}, \vec{\omega}))$ : Instance: An edge-weighted directed graph $G=(V, E, \vec{\omega})$, with $K$ nonnegative real-valued edge weights $\omega_{k}(e), 1 \leq k \leq K$, associated with each edge $e \in E$; a constraint vector $\vec{W}=\left(W_{1}, \ldots, W_{K}\right)$ where each $W_{k}$ is a positive constant; and a source-destination node pair $(s, t)$. Problem: Find an $s-t$ path $\pi$ such that $\max _{2 \leq k \leq K}\left(\omega_{k}(\pi) / W_{k}\right)$ is minimized, subject to the constraint $\omega_{1}(\pi) \leq W_{1}$.

We use $\pi^{\text {OMCP }}$ to denote an optimal solution (also called an optimal path) to $\operatorname{OMCP}(G, s, t, K, \vec{W}, \vec{\omega})$ and call $\max _{2 \leq k \leq K}\left(\omega_{k}\left(\pi^{\mathrm{OMCP}}\right) / W_{k}\right)$ (denoted by $\nu^{\mathrm{OMCP}}$ ) the optimal value of $\operatorname{OMCP}(G, s, t, K, \vec{W}, \vec{\omega})$.

A $\beta$-approximation algorithm for a minimization problem is an algorithm that, for any instance of the problem, finds a solution whose value is at most $\beta$ times the optimal value of the instance, in time bounded by a polynomial in the encoding size of the instance [6]. $\mathcal{A}_{\epsilon}$ is called a fully polynomial time-approximation scheme (FPTAS), if for any fixed $\epsilon>0, \mathcal{A}_{\epsilon}$ is an (1+ $)$-approximation algorithm whose running time is a polynomial in the encoding size of the instance, and in $1 / \epsilon$.

When $K=2$, the OMCP problem becomes the well-known Delay-Constrained Least-Cost path problem (DCLC). In this case, for an edge $e \in G, \omega_{1}(e)$ denotes the delay of $e$ and $\omega_{2}(e) / W_{2}$ denotes the cost of $e$. We are seeking a least-cost $s-t$ path in $G$ with path delay no more than $W_{1}$. Although DCLC is a special case of OMCP, in this paper, we use slightly different notations to define the DCLC problem. We will use $\delta(e)$ (rather than $\omega_{1}(e)$ ) to denote the delay of edge $e$, use $\kappa(e)$ (rather than $\omega_{2}(e) / W_{2}$ ) to denote the cost of edge $e$, and use $\mathcal{D}$ (rather than $W_{1}$ ) to denote the delay constraint. These notations help simplify the presentation of our algorithms for OMCP (in Section V) where we need to transform an instance of OMCP to an instance of DCLC such that $\delta(e)=\omega_{1}(e), \mathcal{D}=W_{1}$, and $\kappa(e)=\max _{2 \leq k \leq K}\left(\omega_{k}(e) / W_{k}\right)$.

Definition $2.4 \overline{\operatorname{DCLC}}(G, s, t, \mathcal{D}, \delta, \kappa))$ : Instance: An edgeweighted directed graph $G=(V, E, \delta, \kappa)$, where each edge $e \in E$ is associated with a nonnegative real-valued delay $\delta(e)$ and a nonnegative real-valued cost $\kappa(e)$; a positive constant $\mathcal{D}$ (the delay constraint); and a source-destination node pair $(s, t)$. Problem: Find an $s-t$ path $\pi$ such that $\kappa(\pi) \triangleq \sum_{e \in \pi} \kappa(e)$ is minimized, subject to the constraint $\delta(\pi) \triangleq \sum_{e \in \pi} \delta(e) \leq \mathcal{D} . \square$

An $s-t$ path $\pi$ in $G$ is called a $\mathcal{D}$-delay-constrained $s-$ $t$ path if $\delta(\pi) \leq \mathcal{D}$. DCLC seeks for a least-cost $\mathcal{D}$-delayconstrained $s-t$ path, which we denote by $\pi^{\text {DCLC }}$. We also use $\nu^{\mathrm{DCLC}}$ to denote $\kappa\left(\pi^{\mathrm{DCLC}}\right)$ and call it the optimal value of $\operatorname{DCLC}(G, s, t, \mathcal{D}, \delta, \kappa)$.
In Section IV, we will present an $O(m n \log \log \log n+$ $m(n / \epsilon))$ time FPTAS for DCLC. In Section V, we will present an $O(m n \log \log \log n+m(n / \epsilon))$ time $(1+\epsilon)(K-1)$-approximation algorithm and an $O\left(m n \log \log \log n+m(n / \epsilon)^{K-1}\right)$ time FPTAS for OMCP. Our approximation algorithm and FPTAS's for $\operatorname{OMCP}(G, s, t, K, \vec{W}, \vec{\omega})$ and for DCLC need to solve instances of the following two restricted versions of DMCP, denoted by MCPP and MCPN, respectively.

Definition $2.5(\operatorname{MCPP}(G, s, t, K, \mathcal{D}, \mathcal{C}, \vec{\omega}))$ : Instance: An edge-weighted directed graph $G=(V, E, \vec{\omega})$, with $K$ nonnegative edge weights $\omega_{k}(e), 1 \leq k \leq K$, associated with each edge $e \in E$ such that $\omega_{k}(e)$ is a positive integer for $e \in G$ and $k=2, \ldots, K$; a positive constant $\mathcal{D}$ and a positive integer constant $\mathcal{C}$; and a source-destination node pair $(s, t)$. QUESTION: Is there an $s-t$ path $\pi$ such that $\omega_{1}(\pi) \leq \mathcal{D}$ and $\omega_{k}(\pi) \leq \mathcal{C}$, $2 \leq k \leq K$ ?

Definition $2.6(\operatorname{MCPN}(G, s, t, \mathcal{D}, \mathcal{C}, \delta, \kappa))$ : Instance: An edge-weighted directed graph $G=(V, E, \delta, \kappa)$, with nonnegative real-valued weight $\delta(e)$ and nonnegative integer-valued weight $\kappa(e)$ associated with each edge $e \in E$; a positive constant $\mathcal{D}$ and a positive integer constant $\mathcal{C}$; and a source-destination node pair $(s, t)$. QUESTION: Is there an $s-t$ path $\pi$ such that $\delta(\pi) \leq \mathcal{D}$ and $\kappa(\pi) \leq \mathcal{C}$ ?


Fig. 1. Network where each edge $e$ has three QoS parameters $\left(\omega_{1}(e), \omega_{2}(e), \omega_{3}(e)\right) . s$ is the source node and $t$ is the destination node.

TABLE I
Frequently Used Notations

| $\bar{K}$ | number of additive QoS parameters |
| :---: | :---: |
| $s, t$ | source and destination nodes |
| $\vec{\omega}=\left(\omega_{1}, \ldots, \omega_{K}\right)$ | edge weight vector |
| $\vec{W}=\left(W_{1}, \ldots, W_{K}\right)$ | the $K$ QoS constraints |
| $\delta(e), \kappa(e)$ | edge delay, and edge cost (used in DCLC) |
| MCP | multi-constrained path problem |
| OMCP $(G, s, t, K, \vec{W}, \vec{\omega})$ | optimization version of MCP |
| $\pi^{\mathrm{OMCP}}, \nu^{\mathrm{OMCP}}$ | optimal path and value of OMCP |
| $\operatorname{DMCP}(G, s, t, K, \vec{W}, \vec{\omega})$ | decision version of MCP |
| $\mathrm{DMCP}_{\epsilon}(G, s, t, K, \vec{W}, \vec{\omega})$ | tightened version of DMCP |
| $\operatorname{DCLC}(G, s, t, \mathcal{D}, \delta, \kappa)$ | the DCLC problem |
| $\pi^{\text {DCLC }}, \nu^{\text {DCLC }}$ | optimal path and value of DCLC |
| $\operatorname{MCPP}(G, s, t, K, \mathcal{D}, \mathcal{C}, \vec{\omega})$ | DMCP w. $\omega_{k}(e)$ positive integers, $k>1$ |
| $\operatorname{MCPN}(G, s, t, \mathcal{D}, \mathcal{C}, \delta, \kappa)$ | DMCP w. $\kappa(e)$ nonnegative integers |
| PseudoMCPP | algorithm for solving MCPP |
| PseudoMCPN | algorithm for solving MCPN |
| $\mathrm{TEST}_{P}$ | approximate testing w. PseudoMCPP |
| $\underline{\mathrm{TEST}_{N}}$ | approximate testing w. PseudoMCPN |

In MCPP, the edge weights $\omega_{2}, \ldots, \omega_{K}$ all take positive integer-values, $\mathcal{D}$ corresponds to $W_{1}$ in DMCP, and $\mathcal{C}$ corresponds to $W_{2}, \ldots, W_{k}$ (with equal values) in DMCP. In MCPN, the edge weight $\kappa$ takes nonnegative integer-values.

Before moving on, we use the simple network in Fig. 1 to illustrate the concepts (DMCP, OMCP and $\mathrm{DMCP}_{\epsilon}$ ) defined in this section. In this network an edge $e$ has $K=3 \mathrm{QoS}$ parameters $\left(\omega_{1}(e), \omega_{2}(e), \omega_{3}(e)\right)$. Assume $\left(W_{1}, W_{2}, W_{3}\right)=(3,5,7)$. DMCP is infeasible, as is DMCP $_{\epsilon}$ for any $\epsilon \in(0,1)$. OMCP has an optimal value $\nu^{\mathrm{OMCP}}=9 / 7$ with $s \rightarrow y \rightarrow t$ as the only optimal path. If we change the constraints to $\left(W_{1}, W_{2}, W_{3}\right)=$ $(5,6,11)$, then all three paths are feasible for DMCP. In this case, OMCP has an optimal value of $5 / 11$, with $s \rightarrow z \rightarrow t$ as the only optimal path. The path $s \rightarrow y \rightarrow t$ is not a feasible solution of $\mathrm{DMCP}_{\epsilon}$ for any $\epsilon \in(0,1)$. The path $s \rightarrow x \rightarrow t$ is a feasible solution of $\mathrm{DMCP}_{\epsilon}$ for any $\epsilon \in(0,1 / 11]$. The path $s \rightarrow z \rightarrow t$ is a feasible solution of $\mathrm{DMCP}_{\epsilon}$ for any $\epsilon \in(0,6 / 11]$.
Note that, in the problems DMCP, OMCP, and $\mathrm{DMCP}_{\epsilon}$, we are enforcing the first constraint $\omega_{1}(\pi) \leq W_{1}$. Therefore, we assume throughout this paper that there exists an $s-t$ path $\pi$ such that $\omega_{1}(\pi) \leq W_{1}(\delta(\pi) \leq \mathcal{D}$ in the case of DCLC). This condition can be verified in $O(m+n \log n)$ time by Dijkstra's shortest path algorithm using $\omega_{1}$ as the metric. We also assume that $s \neq t$. Table I lists frequently used notations.

## III. Exact Algorithms for MCPP and MCPN, Scaling and Rounding, and Approximate Testing

Here, we present some building blocks that will be used in later sections. These include an $O\left(m \mathcal{C}^{K-1}\right)$ time algorithm for MCPP, an $O((m+n \log n) \mathcal{C})$ time algorithm for MCPN, two scaling and rounding techniques, and their corresponding polynomial time approximate testing procedures.

## A. Pseudo-Polynomial Time Algorithm for MCPP

We first present an $O\left(m \mathcal{C}^{K-1}\right)$ time algorithm for $\operatorname{MCPP}(G, s, t, K, \mathcal{D}, \mathcal{C}, \vec{\omega})$. The algorithm is named PseudoMCPP and listed as Algorithm 1. When the MCPP problem is feasible, our algorithm outputs YES, together with an $s-t$ path $\pi$ such that $\omega_{1}(\pi) \leq \mathcal{D}$ and $\omega_{k}(\pi) \leq \mathcal{C}$, $2 \leq k \leq K$. When the MCPP problem is infeasible, our algorithm outputs NO. This algorithm is well known and has been used in [7] and [15] in the case of $K=2$. We provide a formal presentation for the sake of completeness. It is assumed that, at each vertex $v \in V$, there is a $(K-1)$-dimensional array $d\left[c_{2}, \ldots, c_{K}\right]$ (where $c_{k} \in\{0,1, \ldots, \mathcal{C}\}$ ) which is used to hold the least delay (measured by $\omega_{1}$ ) among $s-v$ paths $\pi$ such that $\omega_{k}(\pi) \leq c_{k}, 2 \leq k \leq K$. At each vertex $v \in V$, there is also a $(K-1)$-dimensional array $\pi\left[c_{2}, \ldots, c_{K}\right]$ which holds the predecessor of $v$ on the $s-v$ path $\pi$ such that $\omega_{1}(\pi)=d\left[c_{2}, \ldots, c_{K}\right]$ and $\omega_{k}(\pi) \leq c_{k}, 2 \leq k \leq K$. In the description of the algorithm, we will use $d\left[v ; c_{2}, \ldots, c_{K}\right]$ and $\pi\left[v ; c_{2}, \ldots, c_{K}\right]$ to denote the two arrays at node $v$.

```
Algorithm 1 PseudoMCPP \((G, s, t, K, \mathcal{D}, \mathcal{C}, \vec{\omega})\)
    for \(c_{k}:=0\) to \(\mathcal{C}, 2 \leq k \leq K\) do
        \(d\left[v ; c_{2}, \ldots, c_{K}\right]:=\infty, \pi\left[v ; c_{2}, \ldots, c_{K}\right]:=\) null,\(\forall v \in V\),
        \(d\left[s ; c_{2}, \ldots, c_{K}\right]:=0\).
    end for
    for all \(\left(c_{2}, \ldots, c_{K}\right) \in\{0,1, \ldots, \mathcal{C}\}^{K-1}\) in increasing
    lexicographic order do
        for each \((u, v) \in E\) s.t. \(b_{k} \triangleq c_{k}-\omega_{k}(u, v) \geq 0,2 \leq\)
        \(k \leq K\) do
            if \(\left(d\left[v ; c_{2}, \ldots, c_{K}\right]>d\left[u ; b_{2}, \ldots, b_{K}\right]+\omega_{1}(u, v)\right)\) then
                \(d\left[v ; c_{2}, \ldots, c_{K}\right]:=d\left[u ; b_{2}, \ldots, b_{K}\right]+\omega_{1}(u, v)\),
                \(\pi\left[v ; c_{2}, \ldots, c_{K}\right]:=u\).
            end if
        end for
    end for
    if \((d[t ; \mathcal{C}, \ldots, \mathcal{C}]>\mathcal{D})\) then
        output NO and stop: MCPP is infeasible.
    end if
    Find the smallest integer \(c \leq \mathcal{C}\) s.t. \(d[t ; c, \ldots, c] \leq \mathcal{D}\).
    output YES and an \(s-t\) path \(\pi\) s.t. \(\omega_{1}(\pi) \leq \mathcal{D}\) and
    \(\omega_{k}(\pi) \leq c, 2 \leq k \leq K ;\)
    stop: Path \(\pi\) is feasible for MCPP.
```

Lemma 3.1: The worst-case time complexity of Algorithm 1 is $O\left(m \mathcal{C}^{K-1}\right)$. If $\operatorname{MCPP}(G, s, t, K, \mathcal{D}, \mathcal{C}, \vec{\omega})$ is feasible, the algorithm computes a feasible path $\pi$ for $\operatorname{MCPP}(G, s, t, K, \mathcal{D}, c, \vec{\omega})$, where $c$ is the smallest nonnegative integer less than or equal to $\mathcal{C}$ such that $\operatorname{MCPP}(G, s, t, K, \mathcal{D}, c, \vec{\omega})$ is feasible.

Proof: The for-loop in lines $1-3$ takes $O\left(n \mathcal{C}^{K-1}\right)$ time to initialize the table entries. The inner for-loop in lines 5-9 spends $O(m)$ time for the corresponding tuple $\left(c_{2}, \ldots, c_{K}\right) \in\{0,1, \ldots, \mathcal{C}\}^{K-1}$, trying to update the entries $d\left[v ; c_{2}, \ldots, c_{K}\right]$ and $\pi\left[v ; c_{2}, \ldots, c_{K}\right]$. Hence, the total time spent by the outer for-loop in lines $4-10$ is bounded by $O\left(m \mathcal{C}^{K-1}\right)$. The if-statement in lines 11-13 takes constant time. Lines $14-16$ take $O(\mathcal{C}+n)$ time. Therefore, the time
complexity of Algorithm 1 is $O\left(m \mathcal{C}^{K-1}\right)$. We prove the correctness of the algorithm next.

We call an $s-v$ path $\pi$ a $\left(c_{2}, \ldots, c_{K}\right)$-constrained $s-v$ path, if $\omega_{k}(\pi) \leq c_{k}$ for $2 \leq k \leq K$. We call an $s-v$ path $\pi$ a $\left(c_{2}, \ldots, c_{K}\right)$-constrained shortest $s-v$ path, if $\pi$ is a $\left(c_{2}, \ldots, c_{K}\right)$-constrained $s-v$ path and $\omega_{1}(\pi) \leq \omega_{1}\left(\pi^{\prime}\right)$ for any $\left(c_{2}, \ldots, c_{K}\right)$-constrained $s-v$ path $\pi^{\prime}$. The for-loop in lines 4-10 computes a $\left(c_{2}, \ldots, c_{K}\right)$-constrained shortest $s-v$ path for each $v \in V$ and each $\left(c_{2}, \ldots, c_{K}\right) \in\{0,1, \ldots, \mathcal{C}\}^{K-1}$ (where the length is stored in $d\left[v ; c_{2}, \ldots, c_{K}\right]$ and the predecessor of $v$ on this path is stored in $\pi\left[v ; c_{2}, \ldots, c_{K}\right]$ ).

Recall that in the MCPP problem, $\omega_{k}(e)$ is a positive integer for each edge $e$ and $2 \leq k \leq K$. Therefore, if $\pi$ is a $\left(c_{2}, \ldots, c_{K}\right)$-constrained shortest $s-v$ path (measured in $\left.\omega_{1}(\pi)\right)$ and that $u$ is the predecessor of $v$ on the path, we must have $\omega_{k}\left(\pi_{u}\right)=\omega_{k}(\pi)-\omega_{k}(u, v)<\omega_{k}(\pi)$ for $2 \leq k \leq K$, where $\pi_{u}$ is the subpath of $\pi$ from $s$ to $u$. Since the outer for-loop in lines $4-10$ loops over all $\left(c_{2}, \ldots, c_{K}\right) \in\{0,1, \ldots, \mathcal{C}\}^{K-1}$ in increasing lexicographic order, the inner for-loop in lines 5-9 correctly computes the $\left(c_{2}, \ldots, c_{K}\right)$-constrained shortest $s-v$ path, since before the relaxation for edge $(u, v)$ is performed (for the chosen $\left(c_{2}, \ldots, c_{K}\right)$ ), the $\left(b_{2}, \ldots, b_{K}\right)$-constrained shortest $s-u$ path has already been correctly computed. Therefore, $\operatorname{MCPP}(G, s, t, K, \mathcal{D}, \mathcal{C}, \omega)$ is feasible if and only if $d[t ; \mathcal{C}, \ldots, \mathcal{C}] \leq \mathcal{D}$ at the end of the outer for-loop of the algorithm. When $\operatorname{MCPP}(G, s, t, K, \mathcal{D}, \mathcal{C}, \omega)$ is feasible, lines 14-16 of the algorithm find the smallest integer $c \leq \mathcal{C}$ such that $\operatorname{MCPP}(G, s, t, K, \mathcal{D}, c, \omega)$ is feasible and outputs the corresponding path. This proves the correctness of Algorithm 1.

## B. Pseudo-Polynomial Time Algorithm for MCPN

We now present an $O((m+n \log n) \mathcal{C})$ time algorithm for MCPN. The algorithm, named PseudoMCPN, is listed as Algorithm 2. When the MCPN problem is feasible, our algorithm outputs YES, together with an $s-t$ path $\pi$ such that $\delta(\pi) \leq \mathcal{D}$ and $\kappa(\pi) \leq \mathcal{C}$. When the MCPN problem is infeasible, our algorithm outputs NO. The arrays $d[v ; c]$ and $\pi[v ; c]$ are similarly defined as in PseudoMCPP. The separation of relaxations of edges with positive cost (lines 5-9) from relaxations of edges with zero cost (lines 10-17) makes the algorithm very fast in practice. The idea of PseudoMCPN is also well-known, and has been used in [3], [7]. We list it here for the sake of completeness. We will see later that novel combinations of PseudoMCPP and PseudoMCPN lead to our new algorithms with improved time complexities.

Lemma 3.2: The worst-case time complexity of PseudoMCPN is $O((m+n \log n) \mathcal{C})$. If $\operatorname{MCPN}(G, s, t, \mathcal{D}, \mathcal{C}, \delta, \kappa)$ is feasible, the algorithm computes a feasible path $\pi$ for $\operatorname{MCPN}(G, s, t, \mathcal{D}, c, \delta, \kappa)$ where $c$ is the smallest nonnegative integer less than or equal to $\mathcal{C}$ such that $\operatorname{MCPN}(G, s, t, \mathcal{D}, c, \delta, \kappa)$ is feasible.

Proof: The for-loop in lines $1-3$ of the algorithm spends $O(n \mathcal{C})$ time to initialize the arrays. The outer for-loop in lines 4-20 of the algorithm loops the value $c$ from 0 to $\mathcal{C}$ to compute the table entries for $d[v ; c]$ and $\pi[v ; c]$. For each value of $c$, we first spend $O(m)$ time performing relaxations via edges $(u, v)$ with $\kappa(u, v)>0$. We then perform relaxations on edges $(u, v)$ with $\kappa(u, v)=0$. This round of relaxations is performed in a nondecreasing order of $d[u ; c]$ and is accomplished in $O(m+$

```
Algorithm 2 PseudoMCPN \((G, s, t, \mathcal{D}, \mathcal{C}, \delta, \kappa)\)
    for \(c:=0\) to \(\mathcal{C}\) do
        \(d[v ; c]:=\infty, \pi[v ; c]:=\) null, \(\forall v \in V . d[s ; c]:=0\).
    end for
    for \(c:=0\) to \(\mathcal{C}\) do
        for each \((u, v) \in E\) s.t. \(\kappa(u, v)>0\) and \(b \triangleq c-\)
        \(\kappa(u, v) \geq 0\) do
            if \((d[v ; c]>d[u ; b]+\delta(u, v))\) then
                \(d[v ; c]:=d[u ; b]+\delta(u, v), \pi[v ; c]:=u\).
            end if
        end for
        Construct an auxiliary graph \(G^{c}\left(V^{c}, E^{c}, \delta\right)\), where \(V^{c}\)
        is the same as \(V, E^{c}\) contains all edges \(e \in E\) such that
        \(\kappa(e)=0\) (with the same weight \(\delta(e)\) as in \(G\) ). For each
        \(v \in V \backslash\{s\}\) such that \(d[v ; c]<\infty, E^{c}\) also contains an
        edge \((s, v)\) with weight \(\delta(s, v)=d[v ; c]\).
        Apply Dijkstra's shortest path algorithm to compute
        shortest paths from \(s\) to all other nodes in \(G^{c}\), with
        respect to weights defined below.
        for all \(v \in V\) do
            Let \(d^{\prime}[v ; c]\) denote the weight of the shortest \(s-v\) path
            in \(G^{c}\). Let \(\pi^{\prime}[v ; c]\) denote the predecessor of \(v\) on the
            shortest \(s-v\) path in \(G^{c}\).
            if \(d[v ; c]>d^{\prime}[v ; c]\) then
            \(d[v ; c]:=d^{\prime}[v ; c], \pi[v ; c]:=\pi^{\prime}[v ; c]\).
            end if
        end for
        if \((d[t ; c] \leq \mathcal{D})\) then
            output YES and the \(s-t\) path \(\pi\) s.t. \(\delta(\pi) \leq \mathcal{D}\) and
            \(\kappa(\pi) \leq c\); stop: Path \(\pi\) is feasible for MCPN.
        end if
    end for
    output NO and stop: MCPN is infeasible.
```

$n \log n$ ) time by applying Dijkstra's algorithm on the auxiliary graph $G^{c}$. At this time, the table entries $d[v ; c]$ and $\pi[v ; c]$ are correctly computed. Therefore, the algorithm solves the MCPN problem in $O((m+n \log n) \mathcal{C})$ time.

## C. Scaling, Rounding, and Polynomial Time Approximate Testing

Here, we describe the scaling, rounding, and polynomial time approximate testing procedure used by Hassin [9] for DCLC. We also describe a scaling, rounding, and polynomial time approximate testing procedure for OMCP that was used by Lorenz and Raz [15] (for DCLC).

For a given positive real number $\theta$ and an instance of $\operatorname{DCLC}(G, s, t, \mathcal{D}, \delta, \kappa)$, we construct an auxiliary graph $G_{N}^{\theta}=\left(V, E, \delta, \kappa_{N}^{\theta}\right)$ which is the same as $G=(V, E, \delta, \kappa)$ except that the edge weight $\kappa$ is changed to $\kappa_{N}^{\theta}$ such that, for each edge $e \in G, \kappa_{N}^{\theta}(e)=\lfloor\kappa(e) \cdot \theta\rfloor$. For given real numbers $\mathbf{C}>0$ and $\zeta \in(0, n-1]$, we define $\operatorname{TEST}_{N}(\mathbf{C}, \zeta)=$ YES if $\operatorname{MCPN}\left(G_{N}^{\theta}, s, t, \mathcal{D},\lfloor(n-1) / \zeta\rfloor, \delta, \kappa_{N}^{\theta}\right)$ is feasible (where $\theta=(n-1) /(\mathbf{C} \cdot \zeta))$ and define $\mathrm{TEST}_{N}(\mathbf{C}, \zeta)=\mathrm{NO}$ otherwise. This is the rounding and approximate testing technique used by Hassin [9] for DCLC and can be implemented using PseudoMCPN. Using the techniques of [9], [10], and [20], one can prove the following lemma (proof in Appendix A).

Lemma 3.3: Let $\nu^{\text {DCLC }}$ be the optimal value of $\operatorname{DCLC}(G, s, t, \mathcal{D}, \delta, \kappa)$. Let $\mathbf{C}$ and $\zeta$ be two fixed positive numbers such that $0<\zeta \leq n-1$. Then:

- $\operatorname{TEST}_{N}(\mathbf{C}, \zeta)=\mathrm{YES}$ implies $\nu^{\mathrm{DCLC}}<\mathbf{C} \cdot(1+\zeta)$;
- $\mathrm{TEST}_{N}(\mathbf{C}, \zeta)=\mathrm{NO}$ implies $\nu^{\text {DCLC }}>\mathbf{C}$.
$\mathrm{TEST}_{N}(\mathbf{C}, \zeta)$ has $O((m+n \log n)(n / \zeta))$ time complexity. $\square$
For a given positive real number $\theta$ and an instance of OMCP $(G, s, t, K, \vec{W}, \vec{\omega})$, we construct an auxiliary graph $G_{P}^{\theta}=\left(V, E, \vec{\omega}_{P}^{\theta}\right)$ which is the same as $G=(V, E, \vec{\omega})$ except that the edge weight vector $\vec{\omega}$ is changed to $\vec{\omega}_{P}^{\theta}$ such that, for each $e \in G, \omega_{P 1}^{\theta}(e)=\omega_{1}(e), \omega_{P k}^{\theta}(e)=\left\lfloor\left(\omega_{k}(e) \cdot \theta\right) / W_{k}\right\rfloor+1$, $2 \leq k \leq K$. For given real numbers $\mathbf{C}>0$ and $\zeta \bar{\in}(0, \bar{n}-1]$, we define $\operatorname{TEST}_{P}(\mathbf{C}, \zeta)=$ YES if $\operatorname{MCPP}\left(G_{P}^{\theta}, s, t, K, \mathcal{D},\lfloor(n-1 / \zeta)\rfloor+n-1, \vec{\omega}_{P}^{\theta}\right)$ is feasible (where $\theta=(n-1) /(\mathbf{C} \cdot \zeta)$ ) and define $\operatorname{TEST}_{P}(\mathbf{C}, \zeta)=\mathrm{NO}$ otherwise. This is a generalization of the rounding and approximate testing technique for DCLC used by Lorenz and Raz [15] and can be implemented using PseudoMCPP. Using the techniques of [15], one can prove the following lemma (proof in Appendix B).

Lemma 3.4: Let $\nu^{\mathrm{OMCP}}$ be the optimal value of $\operatorname{OMCP}(G, s, t, K, \vec{W}, \vec{\omega})$. Let $\mathbf{C}$ and $\zeta$ be two fixed positive numbers such that $0<\zeta \leq n-1$. Then:

- $\mathrm{TEST}_{P}(\mathbf{C}, \zeta)=$ YES implies $\nu^{\mathrm{OMCP}}<\mathbf{C} \cdot(1+\zeta)$;
- $\mathrm{TEST}_{P}(\mathbf{C}, \zeta)=\mathrm{NO}$ implies $\nu^{\mathrm{OMCP}}>\mathbf{C}$.
$\operatorname{TEST}_{P}(\mathbf{C}, \zeta)$ has $O\left(m \cdot(\max \{n / \zeta, n\})^{K-1}\right)$ time complexity.

When TEST $_{P}$ is applied to DCLC (equivalent to the special case of OMCP with $K=2$ ), we adopt the convention that $\omega_{P 1}^{\theta}(e)=\delta(e), \omega_{P 2}^{\theta}(e)=\lfloor\kappa(e) \cdot \theta\rfloor+1, \forall e \in E$. Note also that $\nu^{\mathrm{OMCP}}=\nu^{\mathrm{DCLC}}$ in this case. Both $\mathrm{TEST}_{N}$ and TEST $P_{P}$ work for any positive constant $\zeta \leq n-1$. The time complexity of $\operatorname{TEST}_{N}(\mathbf{C}, \zeta)$ can be made as low as $O(m+n \log n)$ by increasing the value of $\zeta$. However, the time complexity of $\mathrm{TEST}_{P}(\mathbf{C}, \zeta)$ cannot be made lower than $O\left(m n^{K-1}\right)$ by increasing the value of $\zeta$. For the case of $K=2$ in particular, if we use $\zeta=(\log n)^{2}$, TEST $_{N}$ has a time complexity of $O(m n / \log n)$, while TEST $_{P}$ has a time complexity of $O(m n)$. If we set $\zeta \leq 1$, TEST $_{P}$ has a time complexity of $O(\mathrm{mn} / \zeta)$, while $\mathrm{TEST}_{N}$ has a time complexity of $O\left(\left(m n+n^{2} \log n\right) / \zeta\right)$. These observations lead to our improved FPTAS for DCLC using a novel combination of existing techniques.

## IV. Improved FPTAS FOR DCLC

The best known FPTAS for DCLC is due to Lorenz and Raz [15], which has a worst-case running time of $O(m n \log \log n+$ $m n / \epsilon)$ for computing an $(1+\epsilon)$-approximation for any given $\epsilon>0$. Their scheme first spends $O(m n \log \log n)$ time to compute a lower bound LB and an upper bound UB of $\nu^{\mathrm{DCLC}}$ such that $\mathrm{LB} \leq \nu^{\mathrm{DCLC}} \leq \mathrm{UB} \leq 4 \mathrm{LB}$. It then spends $O(m n / \epsilon)$ time to compute an $(1+\epsilon)$-approximation of DCLC by solving $\operatorname{MCPP}\left(G^{\theta}, s, t, 2, \mathcal{D},\lfloor(\mathrm{UB} \cdot(n-1)) /(\mathrm{LB} \cdot \epsilon)\rfloor+n-1, \delta, \kappa_{P}^{\theta}\right)$ with $\theta=(n-1) /(\mathrm{LB} \cdot \epsilon)$.

Here, we use a novel combination of the techniques of Hassin [9] and the techniques of Lorenz and Raz [15] to obtain a new FPTAS for DCLC, listed as Algorithm 3, with a time complexity of $O(m n \log \log \log n+m n / \epsilon)$.

The basic idea of FPTAS-DCLC is as follows. First, in line 1, we spend $O\left(m \log n+n(\log n)^{2}\right)$ time to obtain an initial lower

```
Algorithm 3 FPTAS-DCLC \((G, s, t, \mathcal{D}, \delta, \kappa)\)
    Find the smallest \(c \in\{\kappa(e) \mid e \in E\}\) such that any \(s-t\)
    path \(\pi\) with \(\delta(\pi) \leq \mathcal{D}\) must contain at least one edge \(e\)
    with \(\kappa(e) \geq c\). Set \(\mathrm{LB}^{[0]}:=c, \mathrm{UB}^{[0]}:=c \times n\), Set \(i:=0\).
    Set \(\zeta_{N}:=(\log n)^{2}\).
    while \(\mathrm{UB}^{[i]} \geq 2 \times\left(1+\zeta_{N}\right) \times \mathrm{LB}^{[i]}\) do
        Let \(\mathbf{C}:=\sqrt{\frac{\mathrm{LB}^{[i]} \times \mathrm{UB}^{[i]}}{1+\zeta_{N}}}\).
        if \(\operatorname{TEST}_{N}\left(\mathbf{C}, \zeta_{N}\right)=\mathrm{YES}\) then
            \(\mathrm{UB}^{[i+1]}:=\mathbf{C} \cdot\left(1+\zeta_{N}\right), \mathrm{LB}^{[i+1]}:=\mathrm{LB}^{[i]}\).
        else
            \(\mathrm{UB}^{[i+1]}:=\mathrm{UB}^{[i]}, \mathrm{LB}^{[i+1]}:=\mathbf{C}\).
        end if
        \(i:=i+1\).
    end while
    Set \(\zeta_{P}:=1\).
    while \(\mathrm{UB}^{[i]} \geq 2 \times\left(1+\zeta_{P}\right) \times \mathrm{LB}^{[i]}\) do
        Let \(\mathbf{C}:=\sqrt{\frac{\mathrm{LB}^{[i]} \times \mathrm{UB}^{[i]}}{1+\zeta_{P}}}\).
        if \(\mathrm{TEST}_{P}\left(\mathbf{C}, \zeta_{P}\right)=\mathrm{YES}\) then
            \(\mathrm{UB}^{[i+1]}:=\mathbf{C} \cdot\left(1+\zeta_{P}\right), \mathrm{LB}^{[i+1]}:=\mathrm{LB}^{[i]}\).
        else
            \(\mathrm{UB}^{[i+1]}:=\mathrm{UB}^{[i]}, \mathrm{LB}^{[i+1]}:=\mathrm{C}\).
        end if
        \(i:=i+1\).
    end while
    Set \(L B:=L^{[i]}, U B:=U B^{[i]}\).
    Set \(\theta:=\frac{n-1}{\mathrm{LB} \cdot \epsilon}\). Apply Algorithm 1 to \(\operatorname{MCPP}\left(G_{P}^{\theta}, s, t, 2\right.\),
    \(\left.\mathcal{D},\left\lfloor\frac{\mathrm{UB}(n-1)}{\mathrm{LB} \epsilon}\right\rfloor+n-1, \delta, \kappa_{P}^{\theta}\right)\) to compute a path \(\pi\).
    output \(\pi\) as an (1+ \()\)-approximation of DCLC.
```

bound LB and an initial upper bound UB of $\nu^{\mathrm{DCLC}}$ such that $\mathrm{LB} \leq \nu^{\mathrm{DCLC}} \leq \mathrm{UB} \leq n \mathrm{LB}$ using the technique of Lorenz and Raz [15]. Second, in lines 2-11, we spend $O(m n)$ time to refine the pair of lower and upper bounds such that $\mathrm{LB} \leq \nu^{\mathrm{DCLC}} \leq$ $\mathrm{UB} \leq 2\left(1+(\log n)^{2}\right)$ LB using the technique of Hassin [9]. This is accomplished by repeated applications of TEST $_{N}$ with $\zeta$ set to $\left.(\log n)^{2}\right)$. Note that Hassin [9] used $\zeta=\epsilon$ (a small value) in TEST $_{N}$, while we use $\zeta=(\log n)^{2}$ (a large value) in $\mathrm{TEST}_{N}$ to achieve the reduced time complexity. Note that with $\zeta=(\log n)^{2}$, TEST $_{N}$ has a lower time complexity than TEST $_{P}$. Third, in lines $12-21$, we spend $O(m n \log \log \log n)$ time to further refine the pair of lower and upper bounds such that $\mathrm{LB} \leq \nu^{\mathrm{DCLC}} \leq \mathrm{UB} \leq 4 \mathrm{LB}$ using the technique of Lorenz and $\operatorname{Raz}$ [15]. This is accomplished by repeated applications of $\mathrm{TEST}_{P}$ with $\zeta$ set to 1 . Note that with $\zeta=1, \mathrm{TEST}_{P}$ has a lower time complexity than $\mathrm{TEST}_{N}$. Finally, in lines $22-23$, we spend $O(\mathrm{mn} / \epsilon)$ time to compute an $(1+\epsilon)$-approximation of DCLC using the technique of Lorenz and Raz [15].

Theorem 4.1: For any given $\epsilon>0$, Algorithm 3 computes an $s-t$ path $\pi$ that is an $(1+\epsilon)$-approximation of $\operatorname{DCLC}(G, s, t, \mathcal{D}, \delta, \kappa)$ in $O(m n \log \log \log n+m n / \epsilon)$ time. $\square$

Proof: In line 1 of the algorithm, we find the bottleneck edge $\operatorname{cost} c$ such that: 1) there is an $s-t$ path $\pi$ with $\delta(\pi) \leq \mathcal{D}$ and that $\kappa(e) \leq c, \forall e \in \pi$ and 2) any $s-t$ path $p$ with $\delta(p) \leq \mathcal{D}$ must contain at least one edge $e$ with $\kappa(e) \geq c$. This can be accomplished by $O(\log m)=O(\log n)$ executions of Dijkstra's shortest path algorithm, after the edges are sorted according
their cost values in $O(m \log n)$ time. Therefore, the time required by line 1 is $O((m+n \log n) \log n)$, which is bounded by $O(m n)$. By definition of the bottleneck edge cost, we know that $c \leq \nu^{\mathrm{DCLC}} \leq c \cdot n$. Therefore, at the end of line 1 , we have

$$
\begin{equation*}
\mathrm{LB}^{[0]} \leq \nu^{\mathrm{DCLC}} \leq \mathrm{UB}^{[0]} \leq n \cdot \mathrm{LB}^{[0]} \tag{1}
\end{equation*}
$$

By the choices of $\zeta_{N}$ and $\mathbf{C}$ in lines 2 and 4 of the algorithm, we have $\mathrm{C} / \mathrm{LB}^{[i]}=\mathrm{UB}^{[i]} / \mathrm{C}=\sqrt{\left(1+\zeta_{N}\right)\left(\mathrm{UB}^{[i]} / \mathrm{LB}^{[i]}\right)}$ throughout the while-loop in lines 3-11. It follows from Lemma 3.3 that $\operatorname{TEST}_{N}\left(\mathbf{C}, \zeta_{N}\right)=$ YES implies that $\left(1+\zeta_{N}\right) \cdot \mathbf{C}$ is an upper bound of $\nu^{\mathrm{DCLC}}$ and $\mathrm{TEST}_{N}\left(\mathbf{C}, \zeta_{N}\right)=\mathrm{NO}$ implies that $\mathbf{C}$ is a lower bound of $\nu^{\mathrm{DCLC}}$. Therefore, we have

$$
\begin{align*}
\frac{\mathrm{UB}^{[i]}}{\mathrm{LB}^{[i]}} & =\left(1+\zeta_{N}\right)^{\frac{1}{2}+\frac{1}{4}+\cdots+\frac{1}{2^{2}}} \cdot\left(\frac{\mathrm{UB}^{[0]}}{\mathrm{LB}^{[0]}}\right)^{\frac{1}{2^{i}}} \\
& \leq\left(1+\zeta_{N}\right) \cdot\left(\frac{\mathrm{UB}^{[0]}}{\mathrm{LB}^{[0]}}\right)^{\frac{1}{2^{i}}}, \quad i=1,2, \ldots \tag{2}
\end{align*}
$$

Therefore, the while-loop in lines $3-11$ is executed at most $O\left(\log \log \left(\mathrm{UB}^{[0]} / \mathrm{LB}^{[0]}\right)\right)=O(\log \log n)$ times. Since each execution of $\operatorname{TEST}_{N}\left(\mathbf{C}, \zeta_{N}\right)$ takes $O\left((m+n \log n)\left(n / \zeta_{N}\right)\right)=$ $O\left((m+n \log n)\left(n /(\log n)^{2}\right)\right)$ time, the time complexity of all executions of this while-loop is bounded by $O(m n)$. Let $i_{N}$ denote the value of $i$ when Algorithm 3 enters line 12. We have

$$
\begin{align*}
\mathrm{LB}^{\left[i_{N}\right]} & \leq \nu^{\mathrm{DCLC}} \leq \mathrm{UB}^{\left[i_{N}\right]} \leq 2\left(1+\zeta_{N}\right) \mathrm{LB}^{\left[i_{N}\right]} \\
& =2\left(1+(\log n)^{2}\right) \mathrm{LB}^{\left[i_{N}\right]} \tag{3}
\end{align*}
$$

By the choices of $\zeta_{P}$ and $\mathbf{C}$ in lines 12 and 14 of the algorithm, we have $\mathbf{C} / \mathrm{LB}^{[i]}=\mathrm{UB}^{[i]} / \mathbf{C}=$ $\sqrt{\left(1+\zeta_{P}\right)\left(\mathrm{UB}^{[i]} / \mathrm{LB}^{[i]}\right)}$ throughout the while-loop in lines 13-21. It follows from Lemma 3.4 that $\mathrm{TEST}_{P}\left(\mathbf{C}, \zeta_{P}\right)=\mathrm{YES}$ implies that $\left(1+\zeta_{P}\right) \cdot \mathbf{C}$ is an upper bound of $\nu^{\mathrm{DCLC}}$ and $\operatorname{TEST}_{P}\left(\mathbf{C}, \zeta_{P}\right)=$ NO implies that $\mathbf{C}$ is a lower bound of $\nu^{\mathrm{DCLC}}$. Therefore, we have

$$
\begin{align*}
\frac{\mathrm{UB}^{\left[i_{N}+i\right]}}{\mathrm{LB}^{\left[i_{N}+i\right]}} & =\left(1+\zeta_{P}\right)^{\frac{1}{2}+\frac{1}{4}+\cdots+\frac{1}{2^{i}}} \cdot\left(\frac{\mathrm{UB}^{\left[i_{N}\right]}}{\mathrm{LB}^{\left[i_{N}\right]}}\right)^{\frac{1}{2^{i}}} \\
& \leq\left(1+\zeta_{P}\right) \cdot\left(\frac{\mathrm{UB}^{\left[i_{N}\right]}}{\mathrm{LB}^{\left[i_{N}\right]}}\right)^{\frac{1}{2^{i}}}, i=1,2, \ldots \tag{4}
\end{align*}
$$

Therefore, the while-loop in lines $13-21$ is executed at most $O\left(\log \log \left(\mathrm{UB}^{\left[i_{N}\right]} / \mathrm{LB}^{\left[i_{N}\right]}\right)\right)=O(\log \log \log n)$ times. Since each execution of $\operatorname{TEST}_{P}\left(\mathbf{C}, \zeta_{P}\right)$ takes $O\left(m n / \zeta_{P}\right)=O(m n)$ time, the time complexity of all executions of this while-loop is bounded by $O(m n \log \log \log n)$. Let $i_{P}$ denote the value of $i$ when Algorithm 3 enters line 22. We have

$$
\begin{equation*}
\mathrm{LB}^{\left[i_{P}\right]} \leq \nu^{\mathrm{DCLC}} \leq \mathrm{UB}^{\left[i_{P}\right]} \leq 2\left(1+\zeta_{P}\right) \mathrm{LB}^{\left[i_{P}\right]}=4 \cdot \mathrm{LB}^{\left[i_{P}\right]} \tag{5}
\end{equation*}
$$

We will now prove that the algorithm finds a path $\pi$ in line 23 of the algorithm and that $\pi$ is indeed an $(1+\epsilon)$-approximation of DCLC. Note that, when the algorithm enters line 23, we have

$$
\begin{equation*}
\mathrm{LB} \leq \nu^{\mathrm{DCLC}} \leq \mathrm{UB} \leq 4 \cdot \mathrm{LB} . \tag{6}
\end{equation*}
$$

Let $\pi^{\mathrm{DCLC}}$ denote an optimal solution of $\operatorname{DCLC}(G, s, t, \mathcal{D}, \delta, \kappa)$, i.e., $\pi^{\mathrm{DCLC}}$ is an $s-t$ path s.t.

$$
\begin{equation*}
\delta\left(\pi^{\mathrm{DCLC}}\right) \leq \mathcal{D}, \quad \kappa\left(\pi^{\mathrm{DCLC}}\right) \leq \nu^{\mathrm{DCLC}} \tag{7}
\end{equation*}
$$

We have (note that the hop-count of $\pi^{\text {DCLC }}$ is $\left|\pi^{\mathrm{DCLC}}\right| \leq n-1$ and that $\theta=(n-1) / \mathrm{LB} \cdot \epsilon)$

$$
\begin{align*}
\kappa_{P}^{\theta}\left(\pi^{\mathrm{DCLC}}\right) & =\sum_{e \in \pi^{\mathrm{DCLC}}}(\lfloor\kappa(e) \theta\rfloor+1) \leq n-1+\theta \cdot \sum_{e \in \pi^{\mathrm{DCLC}}} \kappa(e) \\
& =n-1+\theta \kappa\left(\pi^{\mathrm{DCLC}}\right) \leq n-1+\frac{\mathrm{UB}(n-1)}{\mathrm{LB} \cdot \epsilon} \tag{8}
\end{align*}
$$

Since $\kappa_{P}^{\theta}\left(\pi^{\mathrm{DCLC}}\right)$ is an integer, (8) also implies that

$$
\begin{equation*}
\kappa_{P}^{\theta}\left(\pi^{\mathrm{DCLC}}\right) \leq\left\lfloor\frac{\mathrm{UB}(n-1)}{\mathrm{LB} \cdot \epsilon}\right\rfloor+n-1 \tag{9}
\end{equation*}
$$

This shows that $\pi^{\text {DCLC }}$ is a feasible solution of $\operatorname{MCPP}\left(G_{P}^{\theta}, s, t, 2, \mathcal{D},\lfloor(\mathrm{UB}(n-1)) / \mathrm{LB} \epsilon\rfloor+n-1, \delta, \kappa_{P}^{\theta}\right)$. Therefore, we are guaranteed to find a path $\pi$ in line 23 of the algorithm. Note that $\pi$ may be different from $\pi^{\mathrm{DCLC}}$.

Next we prove that the path $\pi$ found in line 23 is guaranteed to be an $(1+\epsilon)$-approximation of DCLC. Since $\pi$ is computed in line 23 of the algorithm, we have

$$
\begin{equation*}
\delta(\pi) \leq \mathcal{D}, \text { and } \kappa_{P}^{\theta}(\pi) \leq\left\lfloor\frac{\mathrm{UB}(n-1)}{\mathrm{LB} \cdot \epsilon}\right\rfloor+n-1 \tag{10}
\end{equation*}
$$

and (refer to lines 14-15 of Algorithm 1)

$$
\begin{equation*}
\kappa_{P}^{\theta}(\pi) \leq \kappa_{P}^{\theta}\left(\pi^{\mathrm{DCLC}}\right) \tag{11}
\end{equation*}
$$

Therefore, we have

$$
\begin{align*}
\kappa(\pi) & \leq \frac{1}{\theta} \kappa_{P}^{\theta}(\pi) \leq \frac{1}{\theta} \kappa_{P}^{\theta}\left(\pi^{\mathrm{DCLC}}\right) \leq \frac{1}{\theta}\left(\theta \kappa\left(\pi^{\mathrm{DCLC}}\right)+n-1\right) \\
& \leq \frac{1}{\theta}\left(\theta \nu^{\mathrm{DCLC}}+n-1\right) \leq \nu^{\mathrm{DCLC}}(1+\epsilon) \tag{12}
\end{align*}
$$

Equations (10) and (12) together show that $\pi$ is an $(1+\epsilon)$-approximation of DCLC.

## V. Approximation Schemes for OMCP

Here, we present an $O(m n \log \log \log n+m n / \epsilon)$ time $(1+\epsilon)(K-1)$-approximation algorithm and an $O\left(m n \log \log \log n+m(n / \epsilon)^{K-1}\right)$ time FPTAS for $\operatorname{OMCP}(G, s, t, K, \vec{W}, \vec{\omega})$, where $\epsilon>0$ is the approximation parameter. Our approximation algorithm is based on a transformation from the $K$-constrained QoS routing problem OMCP to the DCLC problem (which has two QoS parameters).

Theorem 5.1: Let an instance $\ell$ of $\operatorname{OMCP}(G, s, t, K, \vec{W}, \vec{\omega})$ be given by an edge-weighted directed graph $G=(V, E, \vec{\omega})$, a constraint vector $\vec{W}=\left(W_{1}, \ldots, W_{K}\right)$, and a source-destination node pair $(s, t)$. Define a corresponding instance $\ell^{\prime}$ of $\operatorname{DCLC}(G, s, t, \mathcal{D}, \delta, \kappa)$ by the following rules.

- $G$ and $(s, t)$ are the same as in $\ell$.
- $\mathcal{D}=W_{1}$.
- $\delta(e)=\omega_{1}(e), \forall e \in G$;
- $\kappa(e)=\max _{2 \leq k \leq K}\left(\omega_{k}(e) / W_{k}\right), \forall e \in G$.

Assume that the optimal value of $\ell$ is $\nu_{\ell}^{\mathrm{OMCP}}$ and the optimal value of $\ell^{\prime}$ is $\nu_{\ell^{\prime}}^{\mathrm{DCLC}}$. Then, $\nu_{\ell^{\prime}}^{\mathrm{DCLC}} \leq \nu_{\ell}^{\mathrm{OMCP}} \cdot(K-1)$. For any given $\psi \geq 1$, an $s-t$ path $\pi$ is a $\psi$-approximation of $\operatorname{DCLC}(G, s, t, \mathcal{D}, \delta, \kappa)$ implies that $\pi$ is a $\psi \cdot(K-1)$-approximation of $\operatorname{OMCP}(G, s, t, K, \vec{W}, \vec{\omega})$.

Proof: As discussed at the end of Section II, we assume that there is an $s-t$ path in $G$ whose first weight is no more than $W_{1}$, as otherwise neither of the two problems has a feasible solution.

Use $\pi_{\ell}^{\text {OMCP }}$ to denote an optimal solution of $\ell$. We have $\delta\left(\pi_{\ell}^{\mathrm{OMCP}}\right)=\omega_{1}\left(\pi_{\ell}^{\mathrm{OMCP}}\right) \leq W_{1}=\mathcal{D}$. In addition, we have

$$
\begin{equation*}
\omega_{k}\left(\pi_{\ell}^{\mathrm{OMCP}}\right) \triangleq \sum_{e \in \pi_{\ell}^{\mathrm{OMCP}}} \omega_{k}(e) \leq \nu_{\ell}^{\mathrm{OMCP}} \cdot W_{k}, \quad 2 \leq k \leq K \tag{13}
\end{equation*}
$$

Inequality (13) implies

$$
\begin{equation*}
\sum_{e \in \pi_{\ell}^{\text {OMCP }}} \frac{\omega_{k}(e)}{W_{k}} \leq \nu_{\ell}^{\mathrm{OMCP}}, \quad 2 \leq k \leq K \tag{14}
\end{equation*}
$$

Summing (14) over $k=2,3, \ldots, K$, we obtain

$$
\begin{equation*}
\sum_{e \in \pi_{\ell}^{\mathrm{OMCP}}} \sum_{k=2}^{K} \frac{\omega_{k}(e)}{W_{k}} \leq(K-1) \cdot \nu_{\ell}^{\mathrm{OMCP}} \tag{15}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\sum_{e \in \pi_{\ell}^{\text {OMCP }}} \max _{2 \leq k \leq K} \frac{\omega_{k}(e)}{W_{k}} \leq \sum_{e \in \pi_{\ell}^{\text {OMCP }}} \sum_{k=2}^{K} \frac{\omega_{k}(e)}{W_{k}} \leq(K-1) \nu_{\ell}^{\mathrm{OMCP}} \tag{16}
\end{equation*}
$$

Inequality (16) implies

$$
\begin{equation*}
\kappa\left(\pi_{\ell}^{\mathrm{OMCP}}\right) \triangleq \sum_{e \in \pi_{\ell}^{\mathrm{OMCP}}} \max _{2 \leq k \leq K} \frac{\omega_{k}(e)}{W_{k}} \leq(K-1) \cdot \nu_{\ell}^{\mathrm{OMCP}} \tag{17}
\end{equation*}
$$

Since $\delta\left(\pi_{\ell}^{\mathrm{OMCP}}\right) \leq W_{1}=\mathcal{D}, \pi_{\ell}^{\mathrm{OMCP}}$ is a feasible solution to $\ell^{\prime}$. Therefore, we have $\kappa\left(\pi_{\ell}^{\mathrm{OMCP}}\right) \geq \nu_{\ell^{\prime}}^{\mathrm{DCLC}}$. This leads to

$$
\begin{equation*}
\nu_{\ell^{\prime}}^{\mathrm{DCLC}} \leq \kappa\left(\pi_{\ell}^{\mathrm{OMCP}}\right) \leq(K-1) \cdot \nu_{\ell}^{\mathrm{OMCP}} \tag{18}
\end{equation*}
$$

Let a $\psi$-approximation of $\operatorname{DCLC}(G, s, t, \mathcal{D}, \delta, \kappa)$ be denoted by an $s-t$ path $\pi$. Thus, we have $\omega_{1}(\pi)=\delta(\pi) \leq \mathcal{D}=W_{1}$ and $\kappa(\pi) \leq \psi \cdot \nu_{\ell^{\prime}}^{\mathrm{DCLC}}$. Using inequality (18), we have

$$
\begin{equation*}
\kappa(\pi) \leq \psi \nu_{\ell^{\prime}}^{\mathrm{DCLC}} \leq \psi(K-1) \nu_{\ell}^{\mathrm{OMCP}}=\psi(K-1) \nu_{\ell}^{\mathrm{OMCP}} \tag{19}
\end{equation*}
$$

On the other hand, we have

$$
\begin{align*}
\kappa(\pi) & \triangleq \sum_{e \in \pi} \max _{2 \leq k \leq K} \frac{\omega_{k}(e)}{W_{k}} \geq \max _{2 \leq k \leq K} \sum_{e \in \pi} \frac{\omega_{k}(e)}{W_{k}} \\
& =\max _{2 \leq k \leq K} \frac{\omega_{k}(\pi)}{W_{k}} \geq \frac{\omega_{k}(\pi)}{W_{k}}, \quad 2 \leq k \leq K \tag{20}
\end{align*}
$$

Combining (20), the fact that $\kappa(\pi) \leq \psi \cdot \nu_{\ell^{\prime}}^{\text {DCLC }}$, and (18), we know that for $2 \leq k \leq K$, we have

$$
\begin{equation*}
\omega_{k}(\pi) \leq \kappa(\pi) W_{k} \leq \psi \nu_{\ell^{\prime}}^{\mathrm{DCLC}} W_{k} \leq \psi(K-1) \nu_{\ell}^{\mathrm{OMCP}} W_{k} \tag{21}
\end{equation*}
$$

Therefore $\pi$ is a $\psi \cdot(K-1)$-approximation of $\operatorname{OMCP}(G, s, t, K, \vec{W}, \vec{\omega})$.

Algorithm $4(1+\epsilon)(K-1)$-Approx $(G, s, t, K, \vec{W}, \vec{\omega})$
Construct the instance $\ell^{\prime}$ of DCLC corresponding to the given instance $\ell$ of OMCP as in Theorem 5.1.
: Apply FPTAS-DCLC to compute an $s-t$ path $\pi_{\epsilon}$ which is an $(1+\epsilon)$-approximation of $\ell^{\prime}$.
Output $\pi_{\epsilon}$ as an $(1+\epsilon)(K-1)$-approximation of $\ell$.
Based on Theorem 5.1 and FPTAS - DCLC presented in Section IV, we present an $(1+\epsilon)(K-1)$-approximation algorithm for $\operatorname{OMCP}(G, s, t, K, \vec{W}, \vec{\omega})$, which is listed as Algorithm 4.

The basic idea of Algorithm 4 is as follows. In line 1, we spend $O(K m)=O(m)$ time to construct an instance $\ell^{\prime}$ of DCLC corresponding to the instance $\ell$ of OMCP as in Theorem 5.1. In line 2, we apply FPTAS-DCLC to compute an $s-t$ path $\pi_{\epsilon}$ which is an $(1+\epsilon)$-approximation to the newly constructed instance $\ell^{\prime}$ of DCLC, in $O(m n \log \log \log n+(m n / \epsilon))$ time. According to Theorem 5.1, $\pi_{\epsilon}$ is a $(1+\epsilon)(K-1)$-approximation to the instance $\ell$ of OMCP. Therefore, we have proved the following theorem.

Theorem 5.2: The path $\pi_{\epsilon}$ found by Algorithm 4 is an $(1+\epsilon)(K-1)$-approximation of $\operatorname{OMCP}(G, s, t, K, \vec{W}, \vec{\omega})$, i.e., $\omega_{1}\left(\pi_{\epsilon}\right) \leq W_{1}$ and $\omega_{k}\left(\pi_{\epsilon}\right) \leq(1+\epsilon)(K-1) \nu^{\mathrm{OMCP}} \cdot W_{k}$, $2 \leq k \leq K$, where $\nu^{\mathrm{OMCP}}$ is the optimal value of $\operatorname{OMCP}(G, s, t, K, \vec{W}, \vec{\omega})$. Algorithm 4 has $O(m n \log \log \log n+(m n / \epsilon))$ time complexity.

Using the above approximation algorithm, we design an $O\left(m n \log \log \log n+m(n / \epsilon)^{K-1}\right)$ time FPTAS for OMCP, named FPTAS - OMCP, and presented as Algorithm 5.

The basic idea of FPTAS-OMCP is as follows. First, in line 1, we apply Algorithm 4 with $\epsilon=0.5$ to compute an $s-t$ path $p$. According to Theorem 5.2, $\max _{2 \leq k \leq K}\left(\omega_{k}(p) / 1.5(K-1) W_{k}\right)$ is a lower bound for $\nu^{\mathrm{OMCP}}$ and $\max _{2 \leq k \leq K}\left(\omega_{k}(p) / W_{k}\right)$ is an upper bound for $\nu^{\mathrm{OMCP}}$. Second, in lines $2-4$, we check to see whether the path $p$ is actually an optimal solution for $\operatorname{OMCP}(G, s, t, K, \vec{W}, \vec{\omega})$. If so, the algorithm stops with an optimal solution $p$. If not, in line 5 , we set the initial lower bound of $\nu^{\mathrm{OMCP}}$ to $\mathrm{LB}^{[0]} \equiv$ $\max _{2 \leq k \leq K}\left(\omega_{k}(p) / 1.5(K-1) W_{k}\right)$ and the initial upper bound of $\nu^{\mathrm{OMCP}}$ to $\mathrm{UB}^{[0]} \equiv \max _{2 \leq k \leq K}\left(\omega_{k}(p) / W_{k}\right)$. Then, in lines $6-13$, we use the approximate testing procedure TEST $_{P}$ to generate a sequence of refined lower bound-upper bound pairs so that the ratio of the upper bound over the corresponding lower bound becomes sufficiently small (less than or equal to 4). Finally, in line 14, we solve an instance of MCPP to obtain an $(1+\epsilon)$-approximation of OMCP.

Following the techniques of [15] and [31], we can prove the following theorem, whose proof is left in Appendix C.

Theorem 5.3: Algorithm 5 finds an $(1+\epsilon)$-approximation of $\operatorname{OMCP}(G, s, t, K, \vec{W}, \vec{\omega})$ in $O\left(m n \log \log \log n+m(n / \epsilon)^{K-1}\right)$ time.

## VI. Fast Algorithm to Decide the Feasibility of DMCP OR THE InFEASIbILITY OF $\mathrm{DMCP}_{\epsilon}$

The DMCP problem has been studied by Chen and Nahrstedt [3] for the case $K=2$ and by Yuan [32] for the case $K \geq 2$.

```
Algorithm 5 FPTAS-OMCP \((G, s, t, K, \vec{W}, \vec{\omega})\)
    Compute a \(1.5(K-1)\)-approximation \(p\) of OMCP by
    Algorithm 4 with \(\epsilon=0.5\).
    if \(\omega_{k}(p)=0,2 \leq k \leq K\) then
        output \(p\) and stop: \(p\) is an optimal solution of
        \(\operatorname{OMCP}(G, s, t, K, \vec{W}, \vec{\omega})\).
    end if
    Set LB \(:=\mathrm{LB}^{[0]}:=\max _{2 \leq k \leq K} \frac{\omega_{k}(p)}{1.5(K-1) W_{k}}\).
    Set UB \(:=\mathrm{UB}^{[0]}:=\max _{2 \leq k \leq K} \frac{\omega_{k}(p)}{W_{k}}\).
    if \(U B \leq 4 \cdot L B\) then
        goto line 14.
    else
        Let \(\mathbf{C}:=\sqrt{\frac{\text { UB.LB }}{2}}\).
        if \(\mathrm{TEST}_{P}(\mathbf{C}, 1)=\mathrm{NO}\), set \(\mathrm{LB}:=\mathbf{C}\).
        if \(\operatorname{TEST}_{P}(\mathbf{C}, 1)=\mathrm{YES}\), set UB \(:=2 \cdot \mathbf{C}\).
        goto line 6.
    end if
    Set \(\quad:=\frac{n-1}{L B \cdot \epsilon}\). Apply Algorithm 1 to
    \(\operatorname{MCPP}\left(G_{P}^{\theta}, s, t, K, W_{1},\left\lfloor\frac{\mathrm{UB}(n-1)}{\mathrm{LB} \epsilon}\right\rfloor+n-1, \vec{\omega}_{P}^{\theta}\right)\) and
    output the corresponding feasible path \(\pi^{G}\).
```

Using the technique of scaling all but the first QoS parameters, they presented polynomial time algorithms such that, for any given constant $\epsilon>0$, the algorithms either find a feasible path for DMCP, or conclude that $\mathrm{DMCP}_{\epsilon}$ is infeasible. The algorithm of Chen and Nahrstedt has a time complexity of $O((m+n \log n)(n / \epsilon))$ (for the case $K=2)$. The algorithm of Yuan has a time complexity of $O\left(m n(n / \epsilon)^{K-1}\right)$. We present a faster algorithm for solving the same problem. Our algorithm, called FAST-DMCP, is listed in Algorithm 6.

The basic idea of Algorithm 6 is based on the fact that, if DMCP $_{\epsilon}$ has a feasible solution $\pi$ with a hop count of $\mathcal{H}$, then we can compute a feasible solution of DMCP in $O\left(m(H / \epsilon)^{K-1}\right)$ time by solving an instance of MCPP obtained by scaling $G$ with $\theta=H / \epsilon$, where $H$ is any integer between $\mathcal{H}$ and $n-1$. However, we do not know the exact value of $\mathcal{H}$ a priori. Therefore, the algorithm uses a parameter $H$ to estimate $\mathcal{H} . H$ is initially set to 1 and is doubled every time we find that it is not sufficiently large.

The doubling technique has been used by Goel et al. [7] in their delay-scaling algorithm for computing delay-sensitive routes. The delay-scaling algorithm of [7] uses the scaling and rounding technique of Hassin [9], which leads to nonnegative edge weights. Therefore, a straightforward extension of the delay-scaling algorithm to the case of $K \geq 2$ additive QoS parameters would lead to an algorithm with a time complexity of $O\left((m+n \log n)(\mathcal{H} / \epsilon)^{K-1}\right)$. Our algorithm has a time complexity of $O\left(m(\mathcal{H} / \epsilon)^{K-1}\right)$, since we use the scaling and rounding technique of Lorenz and Raz [15], which leads to positive edge weights. It is the combination of the doubling technique of [7] and the scaling and rounding technique of [15] that leads to the reduced time complexity.

Theorem 6.1: FAST-DMCP either finds a feasible path of DMCP or confirms the infeasibility of $\mathrm{DMCP}_{\epsilon}$, in $O\left(m(n / \epsilon)^{K-1}\right)$ worst-case time. If $\mathrm{DMCP}_{\epsilon}$ has an $\mathcal{H}$-hop feasible path, then FAST-DMCP finds a feasible path for DMCP in $O\left(m(\mathcal{H} / \epsilon)^{K-1}\right)$ time.

```
Algorithm 6 FAST-DMCP \((G, s, t, K, \vec{W}, \vec{\omega})\)
    Set \(H:=1\).
    Set \(\theta:=\frac{H}{\epsilon}\).
    if \(\left(\operatorname{MCPP}\left(G_{P}^{\theta}, s, t, K, W_{1},\left\lfloor\frac{H}{\epsilon}\right\rfloor, \vec{\omega}_{P}^{\theta}\right)\right.\) is feasible) then
        Let \(\pi\) be the \(s-t\) path returned by Algorithm 1.
        if \(\omega_{k}(\pi) \leq W_{k}, 2 \leq k \leq K\) then
            output path \(\pi\) and stop: \(\pi\) is a feasible solution of
            \(\operatorname{DMCP}(G, s, t, K, \vec{W}, \vec{\omega})\).
        end if
    end if
    if \(H<n-1\) then
        Set \(H:=\min \{2 H, n-1\}\), goto line 2.
    else
        stop: \(\operatorname{DMCP}_{\epsilon}(G, s, t, K, \vec{W}, \vec{\omega})\) is infeasible.
    end if
```

Proof: Let us first analyze the time complexity of Algorithm 6, which is dominated by the solution of MCPP instances in line 3. Suppose that FAST-DMCP solves $t$ instances of MCPP using Algorithm 1, with $H$ taking the values $1=H_{1}<H_{2}<\cdots<H_{t}$. Then $H_{j}=2^{j-1}$ for $j=1,2, \ldots, t-1$ and $H_{t}=\min \left\{2^{t}, n-1\right\}$. Therefore, the total time required for these $t$ calls to Algorithm 1 is bounded by (recall that $K \geq 2$ is a constant)

$$
\begin{align*}
O\left(m\left(\frac{H_{1}}{\epsilon}\right)^{K-1}\right)+\cdots+O & \left(m\left(\frac{H_{t}}{\epsilon}\right)^{K-1}\right) \\
& =O\left(m\left(\frac{H_{t}}{\epsilon}\right)^{K-1}\right) \tag{22}
\end{align*}
$$

Since $H_{t} \leq n-1$, Algorithm 6 stops either in line 6 or in line 12, with a worst-case time complexity of $O\left(m\left(H_{t} / \epsilon\right)^{K-1}\right)$, which is bounded by $O\left(m(n / \epsilon)^{K-1}\right)$.

In the following, we will prove that if $\mathrm{DMCP}_{\epsilon}$ has a feasible solution with $\mathcal{H}$ hops, then Algorithm 6 finds a feasible solution $\pi$ of DMCP and stops in line 6 with $H=H_{t}$ such that $H_{t}<$ $2 \mathcal{H}$. Let $\pi^{o p t}$ be a feasible solution of $\mathrm{DMCP}_{\epsilon}$ which has $\mathcal{H}$ hops. We must have

$$
\begin{equation*}
\omega_{1}\left(\pi^{\mathrm{opt}}\right) \leq W_{1}, \quad \omega_{k}\left(\pi^{\mathrm{opt}}\right) \leq(1-\epsilon) W_{k}, \quad 2 \leq k \leq K \tag{23}
\end{equation*}
$$

Due to the condition checking in line 5, we know that, if Algorithm 6 stops in line 6 , the computed path $\pi$ is a feasible solution of DMCP. Therefore, if $H_{t}<\mathcal{H}$, Algorithm 6 must have found a feasible solution $\pi$ of DMCP with running time bounded by $O\left(m\left(H_{t} / \epsilon\right)^{K-1}\right)=O\left(m(\mathcal{H} / \epsilon)^{K-1}\right)$. Assume that we enter line 2 with $H \geq \mathcal{H}$. We will prove that $\pi^{o p t}$ is a feasible solution of the instance of $\operatorname{MCPP}\left(G_{P}^{\theta}, s, t, K, W_{1},\lfloor H / \epsilon\rfloor, \vec{\omega}_{P}^{\theta}\right)$ and that the path $\pi$ (which could be different from $\pi^{\mathrm{opt}}$ ) found in this step is a feasible solution of DMCP. Since $\omega_{P 1}^{\theta}=\omega_{1}$, (23) implies

$$
\begin{equation*}
\omega_{P 1}^{\theta}\left(\pi^{\mathrm{opt}}\right) \triangleq \omega_{1}\left(\pi^{\mathrm{opt}}\right) \leq W_{1} \tag{24}
\end{equation*}
$$

Since the hop-count of $\pi^{\mathrm{opt}}$ is $\left|\pi^{\mathrm{opt}}\right|=\mathcal{H} \leq H$, (23) also implies

$$
\begin{align*}
\omega_{P k}^{\theta}\left(\pi^{\mathrm{opt}}\right) & \triangleq \sum_{e \in \pi^{\mathrm{opt}}}\left(\left\lfloor\frac{\theta \cdot \omega_{k}(e)}{W_{k}}\right\rfloor+1\right) \leq \sum_{e \in \pi^{\mathrm{opt}}}\left(\frac{\theta \cdot \omega_{k}(e)}{W_{k}}+1\right) \\
& =\frac{\theta \cdot \omega_{k}\left(\pi^{\mathrm{opt}}\right)}{W_{k}}+\left|\pi^{\mathrm{opt}}\right| \\
& \leq(1-\epsilon) \theta+H, \quad 2 \leq k \leq K . \tag{25}
\end{align*}
$$

Recall that $\theta=H / \epsilon$. Therefore, (25) implies

$$
\begin{equation*}
\omega_{P k}^{\theta}\left(\pi^{\mathrm{opt}}\right) \leq(1-\epsilon) \theta+H=\frac{H}{\epsilon}, \quad 2 \leq k \leq K \tag{26}
\end{equation*}
$$

Since $\omega_{P k}^{\theta}\left(\pi^{\mathrm{opt}}\right)$ is integer-valued, (26) implies

$$
\begin{equation*}
\omega_{P k}^{\theta}\left(\pi^{\mathrm{opt}}\right) \leq\left\lfloor\frac{H}{\epsilon}\right\rfloor, \quad 2 \leq k \leq K \tag{27}
\end{equation*}
$$

Equations (24) and (27) imply that $\pi^{o p t}$ is a feasible solution of $\operatorname{MCPP}\left(G_{P}^{\theta}, s, t, K, W_{1},\lfloor H / \epsilon\rfloor, \vec{\omega}_{P}^{\theta}\right)$. Therefore, with this value of $H$, the algorithm is guaranteed to find a path $\pi$ (which may be different from $\pi^{o p t}$ ) in line 3 , which is a feasible solution of $\operatorname{MCPP}\left(G^{\theta}, s, t, K, W_{1},\lfloor H / \epsilon\rfloor, \vec{\omega}^{\theta}\right)$. Therefore, we have

$$
\begin{equation*}
\omega_{1}(\pi)=\omega_{P 1}^{\theta}(\pi) \leq W_{1} \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
\max _{2 \leq k \leq K} \omega_{P k}^{\theta}(\pi) \leq \frac{H}{\epsilon}=\theta \tag{29}
\end{equation*}
$$

It follows from the definition of $\omega_{P k}^{\theta}(e)$ that $\omega_{P k}^{\theta}(\pi) \geq$ $\left(\theta / W_{k}\right) \omega_{k}(\pi)$. Therefore, (29) implies

$$
\begin{equation*}
\omega_{k}(\pi) \leq \omega_{P k}^{\theta}(\pi) \frac{W_{k}}{\theta} \leq W_{k}, \quad 2 \leq k \leq K \tag{30}
\end{equation*}
$$

Equations (28) and (30) imply that $\pi$ is a feasible solution of $\operatorname{DMCP}(G, s, t, K, \vec{W}, \vec{\omega})$ and that Algorithm 6 must stop in line 6 after $\pi$ is computed with $H \geq \mathcal{H}$. Since a feasible path for DMCP is guaranteed to be found when we enter line 2 with $H \geq$ $\mathcal{H}$, we must have $H<2 \cdot \mathcal{H}$ when this $\pi$ (feasible to DMCP) is computed. Therefore, the running time of the algorithm is $O\left(m(\mathcal{H} / \epsilon)^{K-1}\right)$ in this case.

When $\mathrm{DMCP}_{\epsilon}$ is feasible, FAST-DMCP finds a feasible solution of DMCP in $O\left(m(\mathcal{H} / \epsilon)^{K-1}\right)$ time, where $\mathcal{H}$ is the minimum hop-count of a feasible solution of $\mathrm{DMCP}_{\epsilon}$. Note that, in practice, $\mathcal{H}$ could be much smaller than $n$. Therefore, FAST-DMCP runs faster than FPTAS-OMCP when DMCP $\epsilon_{\epsilon}$ is feasible. When FAST-DMCP fails to find a feasible path to DMCP, we can infer that $\mathrm{DMCP}_{\epsilon}$ is infeasible. Note that the running time of the algorithm is $O\left(m(n / \epsilon)^{K-1}\right)$ in this case.

Chen and Nahrstedt [3] (for the case of $K=2$ ) and Yuan [32] (for the general case of $K \geq 2$ ) also presented polynomial time algorithms that are guaranteed to find a feasible solution of DMCP when $\mathrm{DMCP}_{\epsilon}$ is feasible. Compared with the $O\left(m n / \epsilon+n^{2} \log n / \epsilon\right)$ time algorithm of Chen and Nahrstedt [3] (for the case of $K=2$ ), our algorithm is faster both when $\mathrm{DMCP}_{\epsilon}(G, s, t, 2, \vec{W}, \vec{\omega})$ is feasible (with a time complexity of $O(m \mathcal{H} / \epsilon)$ ) and when $\operatorname{DMCP}_{\epsilon}(G, s, t, 2, \vec{W}, \vec{\omega})$ is infeasible (with a time complexity of $O(m n / \epsilon)$ ). Compared with the
$O\left(m n(n / \epsilon)^{K-1}\right)$ time algorithm of Yuan [32] (for the general case of $K \geq 2$ ), our algorithm is faster by a factor of $n$ at least.

## VII. Numerical Results

Here, we present some numerical results to confirm our theoretical analysis. We implemented FPTAS-OMCP of this paper (denoted by OMCP in the figures), FAST-DMCP of this paper (denoted by DMCP in the figures), the $(1+\epsilon)(K-1)$-approximation algorithm of this paper (denoted by Appx in the figures), and compared them with Yuan's heuristic [32] (denoted by YUAN in the figures), as well as the FPTAS of Xue et al. [31] (denoted by SMCP in the figures). All tests were performed on a 2.4 GHz Linux PC with 2 G bytes of memory.

We used well-known Internet topologies to verify the suitability of the algorithms and randomly generated topologies to verify the computational scalability of the algorithms. The well-known Internet topologies used for our tests are ArpaNet ( 20 nodes and 32 edges) and ItalianNet ( 33 nodes and 67 edges). These topologies can be found in Andersen et al. [1]. As in Xue et al. [31], we used BRITE, a well-known Internet topology generator [2] to generate random topologies. BRITE provides several well-known models (including the Waxman model [25]) for generating reasonable network topologies. We adopted the Waxman model to generate random networks, using the parameters provided by BRITE. In the Waxman model, nodes are randomly inserted one by one into a square field of size $1000 \times 1000 \mathrm{~m}^{2}$. Let $d(u, v)$ denote the Euclidean distance between nodes $u$ and $v$. The probability of having a bidirected edge $(u, v)$ connecting nodes $u$ and $v$ is $\beta \times e^{-(d(u, v) /(\alpha \cdot L))}$, where $e$ is the base for natural logarithms, $L$ is the maximum distance between two nodes, and $\alpha, \beta$ are two parameters in the interval $(0,1]$. We have used $\alpha=0.15$ and $\beta=0.2$ (the default parameters set by BRITE). We used five different numbers of nodes: 80, 100, 120, 140, and 160. Correspondingly, BRITE generated five network topologies with the following sizes: 1) 80 nodes with 314 edges; 2) 100 nodes with 390 edges; 3) 120 nodes with 474 edges; 4) 140 nodes with 560 edges; and 5) 160 nodes with 634 edges.

As in [3], [7], [12], [13], [31], [32], the edge weights were uniformly generated in a given range (we used the range [1, 10]). From our analysis, one should expect our algorithms to perform similarly on various edge weights. We report numerical results for the case of $K=3$. For each network topology and each given value of $\epsilon$, we generated 10 source-destination pairs for testing. For each such test case (topology, $\epsilon$, source-destination pair), we considered two scenarios: tight constraint and $\epsilon$-loose constraint. A constraint vector $\left(W_{1}, W_{2}, W_{3}\right)$ is tight, if: 1) there is an $s-t$ path $p$ such that $\omega_{1}(p) \leq W_{1}$ and 2) DMCP is infeasible, i.e., there does not exist an $s-t$ path $p$ such that $\omega_{k}(p) \leq W_{k}, 1 \leq k \leq 3$. A constraint vector $\left(W_{1}, W_{2}, W_{3}\right)$ is $\epsilon$-loose, if $\mathrm{DMCP}_{\epsilon}$ is feasible, i.e., there exists an $s-t$ path $p$ such that $\omega_{1}(p) \leq W_{1}$ and $\omega_{k}(p) \leq(1-\epsilon) \cdot W_{k}, 2 \leq k \leq 3$. We studied these two scenarios because: 1) FAST-DMCP and Yuan's algorithm guarantee finding a feasible of DMCP if and only if the constraint vector is $\epsilon$-loose and 2) FAST-DMCP has a time complexity $O\left(m(\mathcal{H} / \epsilon)^{K-1}\right)$ when the constraint vector is $\epsilon$-loose and has a time complexity $O\left(m(n / \epsilon)^{K-1}\right)$ otherwise. The performance of FPTAS-OMCP, FPTAS-SMCP and Appx


Fig. 2. ItalianNet. Running time versus various factors. (a) Time versus $\vec{W}$. (b) Time versus $\epsilon$.


Fig. 3. Running time versus network size. (a) Time versus $n$ with tight constraints. (b) Time versus $n$ with loose constraints.
should be independent of the tightness or looseness of the constraint vector. Our numerical results are presented in Figs. 2-5, where each figure shows the average of ten runs.

Fig. 2(a) illustrates the running times (in seconds) of the different algorithms (illustrated in the order OMCP, DMCP, SMCP, Appx, and YUAN), as well as their dependency on the tightness of the constraint vector, using the case of $\epsilon=0.2$ for ItalianNet. As expected, FAST-DMCP and Appx are always the fastest, FPTAS-OMCP and FPTAS-SMCP have similar running times, and YUAN takes the longest time. The running times of Appx, FPTAS-OMCP and FPTAS-SMCP are independent of the tightness of the constraint, while the running time of FAST-DMCP is very small for loose constraint, and is about $10 \%$ of that of FPTAS-OMCP for tight constraint. The running time of FAST-DMCP can be explained as follows. When the constraint is loose, FAST-DMCP takes $O\left(m(\mathcal{H} / \epsilon)^{2}\right)$ time, where $\mathcal{H}$ is often very small. This leads to the very small running time. When the constraint is tight, time running time of FAST-DMCP is dominated by the solution of an instance of MCPP with $\mathcal{C} \approx n / \epsilon$, while the running time of FPTAS-OMCP is dominated by the solution of an instance of MCPP with $\mathcal{C} \approx(3 n / \epsilon)+n$. Therefore, the ratio of the running time of FPTAS-OMCP over that of FAST-DMCP is roughly equal to $((3 n / \epsilon)+n)^{2} /(n / \epsilon)^{2}=(3+\epsilon)^{2} \approx 10.24$. We also observe that the running time of YUAN may increase with $W$ slightly, but not significantly. This is due to the fact that more edge relaxations may be performed by YUAN for larger values of $W$.

Fig. 2(b) illustrates the running times (in seconds) of FAST-DMCP, FPTAS-OMCP, FPTAS-SMCP and YUAN as functions of $\epsilon$, using the case of tight constraint for ItalianNet. As expected, the running times increase with $1 / \epsilon$.

To study the scalability of FAST-DMCP and FPTAS-OMCP with the network size, we also tested FAST-DMCP FPTAS-OMCP and FPTAS-SMCP on large, randomly


Fig. 4. ArpaNet. Ratio of path weight versus constraint. (a) With tight constraint. (b) With loose constraint.


Fig. 5. ItalianNet. Ratio of path weight versus constraint. (a) With tight constraint. (b) With loose constraint.
generated network topologies as described in the second paragraph of this section. Here we have used $\epsilon=0.5$ for the test cases. The running times of our algorithms are shown in Fig. 3(a) and (b). For the case of tight constraint, we observe that the running times of all three algorithms increase with the network size. FAST-DMCP required the least amount of time (but did not return any path, other than claiming that DMCP is infeasible). For the case of loose constraint, we observe that FPTAS-OMCP and FPTAS-SMCP have similar running times as in the case of tight constraint. However, FAST-DMCP is very efficient in this case. This shows that the numerical results match very well with our theoretical analysis.
Fig. 4(a) shows the vector $\left(\left(\omega_{1}(p) / W_{1}\right),\left(\omega_{2}(p) / W_{2}\right)\right.$, $\left.\left(\omega_{1}(p) / W_{3}\right)\right)$ for the path $p$ computed by each of the five algorithms for ArpaNet with tight constraint such that DMCP is infeasible. We have used $\epsilon=0.5$ for the cases in this figure. When an algorithm failed to find a path, we use the vector $(\infty, \infty, \infty)$ in the figure. We observe that FPTAS-OMCP, Appx and FPTAS-SMCP all found source-destination paths, while FAST-DMCP and YUAN failed to find a source-destination path. This is expected because there is no feasible solution to the decision version of the problem. We also observe that FPTAS-SMCP found paths with the minimum-maximum ratio $\omega_{k}(p) / W_{k}$ among the three constraints $1 \leq k \leq 3$, without strictly enforcing the first constraint, while both FPTAS-OMCP and Appx strictly enforce the first constraint. Fig. 4(b) shows the result for ArpaNet with loose constraint such that $\mathrm{DMCP}_{\epsilon}$ is feasible. As expected, all five algorithms were able to find a source-destination path in this case. Fig. 5 shows the corresponding results on ItalianNet, where we can make similar observations.

## VIII. Conclusion

In this paper, we have studied the multi-constrained QoS routing problem with $K \geq 2$ additive constraints. We studied an optimization version of this problem (called the OMCP
problem) by approximating $K-1$ constraints, while enforcing one of the constraints. The OMCP problem contains the well-known DCLC problem as a special case when $K=2$. We first presented an FPTAS for DCLC of time complexity $O(m n \log \log \log n+m n / \epsilon)$, which is better than that of the best-known algorithm due to Lorenz and Raz [15]. Next we presented a theorem characterizing the performance ratio of approximating an instance of OMCP using a corresponding instance of DCLC. Based on this theorem, we presented an $(1+\epsilon)(K-1)$-approximation algorithm for OMCP with time complexity $O(m n \log \log \log n+m n / \epsilon)$, for any constant $\epsilon>0$. We then presented an FPTAS for OMCP with a time complexity of $O\left(m n \log \log \log n+m(n / \epsilon)^{K-1}\right)$, where $\epsilon>0$ is the approximation precision. When $K$ is reduced to 2 , our approximation algorithms become $(1+\epsilon)$-approximation algorithms for the DCLC problem. For the decision version of the problem, we presented an $O\left(m(n / \epsilon)^{K-1}\right)$ time algorithm which either finds a feasible solution or confirms that there does not exist a source-destination path whose first path weight is bounded by the first constraint and whose every other path weight is bounded by $(1-\epsilon)$ times the corresponding constraint. If there exists an $\mathcal{H}$-hop source-destination path whose first path weight is bounded by the first constraint and whose every other path weight is bounded by $(1-\epsilon)$ times the corresponding constraint, our algorithm finds a feasible path in $O\left(m(\mathcal{H} / \epsilon)^{K-1}\right)$ time. This algorithm improves previously best-known algorithms with $O((m+n \log n) n / \epsilon)$ time for $K=2$ and $O\left(m n(n / \epsilon)^{K-1}\right)$ time for $K \geq 2$.

## Appendix

## A. Proof of Lemma 3.3

When $\operatorname{TEST}_{N}(\mathbf{C}, \zeta)$ returns YES, we have an $s-t$ path $\pi$ that is a feasible solution of $\operatorname{MCPN}\left(G_{N}^{\theta}, s, t, \mathcal{D},\lfloor(n-1) / \zeta\rfloor, \delta, \kappa_{N}^{\theta}\right)$. Therefore, we have

$$
\begin{equation*}
\delta(\pi) \leq \mathcal{D}, \quad \kappa_{N}^{\theta}(\pi) \leq\left\lfloor\frac{n-1}{\zeta}\right\rfloor \leq \frac{n-1}{\zeta} \tag{A1}
\end{equation*}
$$

Recall that $\theta=(n-1) /(\mathbf{C} \cdot \zeta)$ and $\kappa_{N}^{\theta}(e)=\lfloor\kappa(e) \cdot \theta\rfloor>$ $\kappa(e) \cdot \theta-1, \forall e \in E$. Hence, $\kappa_{N}^{\theta}(\pi)>\theta \cdot \kappa(\pi)-(n-1)$, since $\pi$ has at most $n-1$ hops. Therefore, we have

$$
\begin{equation*}
\frac{n-1}{\zeta} \geq \frac{n-1}{\mathbf{C} \cdot \zeta} \kappa(\pi)-(n-1) \tag{A2}
\end{equation*}
$$

This leads to

$$
\begin{equation*}
\kappa(\pi) \leq(1+\zeta) \mathbf{C} \tag{A3}
\end{equation*}
$$

Therefore $\nu^{\mathrm{DCLC}} \leq(1+\zeta) \mathbf{C}$. Recall that $\nu^{\mathrm{DCLC}}$ is the optimal value of DCLC.

Now assume that $\operatorname{TEST}_{N}(\mathbf{C}, \zeta)=$ NO. This means that for any $s-t$ path $\pi, \delta(\pi) \leq \mathcal{D}$ implies

$$
\begin{equation*}
\kappa_{N}^{\theta}(\pi)>\left\lfloor\frac{n-1}{\zeta}\right\rfloor . \tag{A4}
\end{equation*}
$$

Since $\kappa_{N}^{\theta}(\pi)$ is an integer, we have

$$
\begin{equation*}
\kappa_{N}^{\theta}(\pi) \geq\left\lfloor\frac{n-1}{\zeta}\right\rfloor+1>\frac{n-1}{\zeta} \tag{A5}
\end{equation*}
$$

On the other hand, we have $\kappa_{N}^{\theta}(\pi) \leq \theta \cdot \kappa(\pi)$. Therefore, we have

$$
\begin{equation*}
\frac{n-1}{\mathbf{C} \cdot \zeta} \cdot \kappa(\pi)>\frac{n-1}{\zeta} \tag{A6}
\end{equation*}
$$

which implies $\kappa(\pi)>\mathbf{C}$. Given the arbitrariness of $\pi$, we conclude that $\nu^{\mathrm{DCLC}}>\mathbf{C}$.

## B. Proof of Lemma 3.4

When $\operatorname{TEST}_{P}(\mathbf{C}, \zeta)$ returns YES, we have an $s-t$ path $\pi$ that is a feasible solution of $\operatorname{MCPP}\left(G_{P}^{\theta}, s, t, K, \mathcal{D},\lfloor(n-1) / \zeta\rfloor+\right.$ $\left.n-1, \vec{\omega}_{P}^{\theta}\right)$. Therefore, we have $\omega(\pi) \leq \mathcal{D}=W_{1}$ and

$$
\begin{equation*}
\omega_{P k}^{\theta}(\pi) \leq\left\lfloor\frac{n-1}{\zeta}\right\rfloor+n-1, \quad 2 \leq k \leq K \tag{B1}
\end{equation*}
$$

Recall that $\theta=(n-1) /(\mathbf{C} \cdot \zeta)$ and $\omega_{P k}^{\theta}(e)=\left\lfloor(\kappa(e) \cdot \theta) / W_{k}\right\rfloor+$ $1>(\kappa(e) \cdot \theta) / W_{k}, \forall e \in E$. Hence, $\omega_{P k}^{\theta}(\pi)>(\theta \cdot \kappa(\pi)) / W_{k}$, $2 \leq k \leq K$. Therefore, we have

$$
\begin{equation*}
\frac{n-1}{\zeta}+n-1 \geq \frac{n-1}{\mathbf{C} \cdot \zeta} \cdot \frac{\omega_{k}(\pi)}{W_{k}}, \quad 2 \leq k \leq K \tag{B2}
\end{equation*}
$$

This leads to

$$
\begin{equation*}
\omega_{k}(\pi) \leq(1+\zeta) \mathbf{C} \cdot W_{k}, \quad 2 \leq k \leq K \tag{B3}
\end{equation*}
$$

Therefore, $\nu^{\mathrm{OMCP}} \leq(1+\zeta) \mathbf{C}$. Recall that $\nu^{\mathrm{OMCP}}$ is the optimal value of OMCP.

Now assume that $\operatorname{TEST}_{P}(\mathbf{C}, \zeta)=$ NO. This means that for any $s-t$ path $\pi, \omega_{1}(\pi) \leq W_{1}$ implies

$$
\begin{equation*}
\omega_{P k}^{\theta}(\pi)>\left\lfloor\frac{n-1}{\zeta}\right\rfloor+n-1 \tag{B4}
\end{equation*}
$$

Since $\omega_{P k}^{\theta}(\pi)$ is an integer $(2 \leq k \leq K)$, we have

$$
\begin{equation*}
\omega_{P k}^{\theta}(\pi)>\frac{n-1}{\zeta}+n-1, \quad 2 \leq k \leq K \tag{B5}
\end{equation*}
$$

On the other hand, we have $\omega_{P k}^{\theta}(\pi) \leq\left((\theta \cdot \kappa(\pi)) / W_{k}\right)+n-1$, since $\pi$ has at most $n-1$ hops. Therefore, we have

$$
\begin{equation*}
n-1+\frac{n-1}{\mathbf{C} \cdot \zeta} \cdot \frac{\kappa(\pi)}{W_{k}}>\frac{n-1}{\zeta}+n-1,2 \leq k \leq K \tag{B6}
\end{equation*}
$$

which implies $\omega_{k}(\pi)>\mathbf{C} \cdot W_{k}, 2 \leq k \leq K$. Given the arbitrariness of $\pi$, we conclude that $\nu^{\mathrm{OMCP}}>\mathbf{C}$.

## C. Proof of Theorem 5.3

Let $\left\{\mathrm{LB}^{[i]}\right\}$ and $\left\{\mathrm{UB}^{[i]}\right\}$ denote the sequences of lower bounds and upper bounds generated by the algorithm. We know that

$$
\begin{equation*}
\mathrm{LB}^{[i]} \leq \nu^{\mathrm{OMCP}} \leq \mathrm{UB}^{[i]} \tag{C1}
\end{equation*}
$$

is true for $i=0$. Assume that (C1) is true for $i=$ $l \geq 0$. If $\operatorname{TEST}_{P}\left(\sqrt{\left(\mathrm{LB}^{[l]} \cdot \mathrm{UB}^{[l]}\right) / 2}, 1\right)=$ NO, we set $\mathrm{LB}^{[l+1]}:=\sqrt{\left(\mathrm{LB}^{[l]} \cdot \mathrm{UB}^{[l]}\right) / 2}$ and $\mathrm{UB}^{[l+1]}:=\mathrm{UB}^{[l]}$. If
$\operatorname{TEST}_{P}\left(\sqrt{\left(\mathrm{LB}^{[l]} \cdot \mathrm{UB}^{[l]}\right) / 2}, 1\right)=$ YES, we set $\mathrm{LB}^{[l+1]}:=$ $\mathrm{LB}^{[l]}$ and $\mathrm{UB}^{[l+1]}:=2 \cdot \sqrt{\left(\mathrm{LB}^{[l]} \cdot \mathrm{UB}^{[l]}\right) / 2}$. It follows from Lemma 3.4 that $(\mathrm{C} 1)$ is also true for $i=l+1$. Also, from the definition of the sequences $\left\{\operatorname{LB}^{[i]}\right\}$ and $\left\{U B^{[i]}\right\}$, we have

$$
\begin{align*}
\frac{\mathrm{UB}^{[i]}}{\mathrm{LB}^{[i]}} & =2^{\frac{1}{2}+\frac{1}{4}+\cdots+\frac{1}{2^{i}}} \cdot\left(\frac{\mathrm{UB}^{[0]}}{\mathrm{LB}^{[0]}}\right)^{\frac{1}{2^{i}}} \\
& \leq 2 \cdot\left(\frac{\mathrm{UB}^{[0]}}{\mathrm{LB}^{[0]}}\right)^{\frac{1}{2^{i}}}, \quad i=1,2, \ldots \tag{C2}
\end{align*}
$$

Therefore, the condition in line 6 can be false (hence the statements in lines $9-12$ be executed) for no more than $\left\lceil\log \left(\log \mathrm{UB}^{[0]}-\log \mathrm{LB}^{[0]}\right)\right\rceil$ times. However, $\log \mathrm{UB}^{[0]}-$ $\log \mathrm{LB}^{[0]} \leq \log (1.5 \cdot(K-1))=O(1)$ according to Theorem 5.2. As a result, the worst case running time required by lines $2-13$ of the algorithm is bounded by $O\left(m n^{K-1}\right)$.

In the remainder of this proof, we will use $\theta$ to denote $(n-1) /(\mathrm{LB} \cdot \epsilon)$ (as in line 14 ) to simplify notations within the proof. Let $\pi^{\mathrm{OMCP}}$ denote an optimal solution of $\operatorname{OMCP}(G, s, t, K, \vec{W}, \vec{\omega})$, i.e., $\pi^{\mathrm{OMCP}}$ is an $s-t$ path such that $\omega_{1}\left(\pi^{\mathrm{OMCP}}\right) \leq W_{1}$ and $\omega_{k}\left(\pi^{\mathrm{OMCP}}\right) \leq \nu^{\mathrm{OMCP}} \cdot W_{k}$ for $k=2, \ldots, K$. Since $\omega_{P k}^{\theta}(e)=\left\lfloor\omega_{k}(e) \cdot\left((n-1) /\left(\mathrm{LB} \cdot W_{k}\right.\right.\right.$. $\epsilon))\rfloor+1 \leq \omega_{k}(e) \cdot\left((n-1) /\left(\mathrm{LB} \cdot W_{k} \cdot \epsilon\right)\right)+1$ for every edge $e \in E$, we have (noting that $\pi^{\text {OMCP }}$ has at most $n-1$ edges)

$$
\begin{align*}
\omega_{P k}^{\theta}\left(\pi^{\mathrm{OMCP}}\right) & \leq \omega_{k}\left(\pi^{\mathrm{OMCP}}\right) \cdot \frac{n-1}{\mathrm{LB} \cdot W_{k} \cdot \epsilon}+n-1 \\
& \leq \nu^{\mathrm{OMCP}} \cdot \frac{n-1}{\mathrm{LB} \cdot \epsilon}+n-1 \\
& \leq \frac{\mathrm{UB}(n-1)}{\mathrm{LB} \epsilon}+n-1, \quad 2 \leq k \leq K \tag{C3}
\end{align*}
$$

Since $\omega_{P k}^{\theta}$ (for $k=2, \ldots, K$ ) always have integer values, (C3) implies

$$
\begin{equation*}
\omega_{P k}^{\theta}\left(\pi^{\mathrm{OMCP}}\right) \leq\left\lfloor\frac{\mathrm{UB}(n-1)}{\mathrm{LB} \epsilon}\right\rfloor+n-1,2 \leq k \leq K \tag{C4}
\end{equation*}
$$

This implies that $\pi^{\mathrm{OMCP}}$ is a feasible solution of $\operatorname{MCPP}\left(G_{P}^{\theta}, s, t, K, W_{1},\lfloor\mathrm{UB}(n-1) / \mathrm{LB} \epsilon\rfloor+n-1, \vec{\omega}_{P}^{\theta}\right)$. Therefore, line 14 of the algorithm is guaranteed to find a feasible path. Note that (C3) also implies

$$
\begin{equation*}
\max _{2 \leq k \leq K} \omega_{P k}^{\theta}\left(\pi^{\mathrm{OMCP}}\right) \leq \nu^{\mathrm{OMCP}} \cdot \frac{n-1}{\mathrm{LB} \cdot \epsilon}+n-1 \tag{C5}
\end{equation*}
$$

Let $\pi^{G}$ be the $s-t$ path found in line 14 of the algorithm. It follows from Lemma 3.1 that $\pi^{G}$ is a feasible solution of $\operatorname{MCPP}\left(G_{P}^{\theta}, s, t, K, W_{1}, c, \vec{\omega}_{P}^{\theta}\right)$, where $c$ is the smallest integer less than or equal to $\lfloor\mathrm{UB}(n-1) / \mathrm{LB} \epsilon\rfloor+n-1$ such that $\operatorname{MCPP}\left(G_{P}^{\theta}, s, t, K, W_{1}, c, \vec{\omega}_{P}^{\theta}\right)$ is feasible. Since $\pi^{G}$ is optimal for the instance of MCPP while $\pi^{\mathrm{OMCP}}$ is only feasible for the same instance, the maximum path weight of $\pi^{G}$ cannot exceed the maximum path weight of $\pi^{\mathrm{OMCP}}$ :

$$
\begin{equation*}
\max _{2 \leq k \leq K} \omega_{P k}^{\theta}\left(\pi^{G}\right) \leq \max _{2 \leq k \leq K} \omega_{P k}^{\theta}\left(\pi^{\mathrm{OMCP}}\right) \tag{C6}
\end{equation*}
$$

Combining (C6) with (C5), we obtain

$$
\begin{equation*}
\max _{2 \leq k \leq K} \omega_{P k}^{\theta}\left(\pi^{G}\right) \leq \nu^{\mathrm{OMCP}} \cdot \frac{n-1}{\mathrm{LB} \cdot \epsilon}+n-1 \tag{C7}
\end{equation*}
$$

On the other hand, we also have

$$
\begin{align*}
\omega_{P k}^{\theta}\left(\pi^{G}\right) & =\sum_{e \in p^{G}} \omega_{P k}^{\theta}(e) \geq \sum_{e \in \pi^{G}} \frac{\omega_{k}(e) \cdot(n-1)}{\mathrm{LB} \cdot W_{k} \cdot \epsilon} \\
& =\omega_{k}\left(\pi^{G}\right) \cdot \frac{n-1}{\mathrm{LB} \cdot W_{k} \cdot \epsilon}, \quad 2 \leq k \leq K \tag{C8}
\end{align*}
$$

Combining (C7) and (C8), we have
$\omega_{k}\left(\pi^{G}\right) \cdot \frac{n-1}{\mathrm{LB} \cdot W_{k} \cdot \epsilon} \leq \nu^{\mathrm{OMCP}} \cdot \frac{n-1}{\mathrm{LB} \cdot \epsilon}+n-1, \quad 2 \leq k \leq K$.
Some algebraic manipulations on (C9) yield the following:

$$
\begin{align*}
\omega_{k}\left(\pi^{G}\right) & \leq \nu^{\mathrm{OMCP}} \cdot W_{k}+\mathrm{LB} \cdot W_{k} \cdot \epsilon \\
& \leq(1+\epsilon) \cdot \nu^{\mathrm{OMCP}} \cdot W_{k}, \quad 2 \leq k \leq K \tag{C10}
\end{align*}
$$

Therefore, $\pi^{G}$ is an $(1+\epsilon)$-approximation to $\operatorname{OMCP}(G, s, t, K, \vec{W}, \vec{\omega})$. It follows from Lemma 3.1 that the worst case time complexity of line 14 is $O\left(m(n / \epsilon)^{K-1}\right)$. Since $K \geq 2$ is a constant, the time complexity of line 14 dominates the time complexity of lines $2-13$. Since the time complexity of line 1 is $O(m n \log \log \log n)$, the overall time complexity of Algorithm 5 is $O\left(m n \log \log \log n+m(n / \epsilon)^{K-1}\right)$.
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