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ABSTRACT
The Feasibility of Quadrupole Dip Imaging with PMRI:
Focus on Multiple Sclerosis. (April 2001)

Edward Hilton Jeter
Dx of Electrical Engi
Texas A & M University

Fellows Advisor: Dr. Patrick N. Morgan
D of Electrical Engineeri

M ic R (MR} techni provide valuable information for the diagnosis,

monitoring, treatment, and study of many diseases. However, limitati on the itivity and

warrant the development of new imaging techniques. Quadnipole Dip Imaging (QDI) is a novel MR
technique based on the itude of the quadrupole dip in the T; dispersion profile of sub

containing rotationally immobilized proteins. The implementation of QDI requires field-cycled (FC)
relaxometry. Prepolarized MRI (PMRI) could potentially provide a low-cost way to conduct FC
experiments and thus implement QDL Ihave conducted a literature review and analysis to predict the
value of using QDI to study Multiple Sclerosis (MS), to determine the feasibility of implementing QDI

with PMRI, and to identify obstacles to ful ion of the technology to the clinical
QDI could p ially be used to i ively create protein density maps in vivo, which
could provide clini valuable i ion on the hi g b of MS that is not available

through present imaging techniques. It appears that this information will be most valuable for studies of
the development and nature of the diseases instead of for diagnosis and disease monitoring. Factors that
will affect the development and dissemination of QDI with PMRI include the development of PMRI T;-
measuring pulse sequences that are robust to inhomogeneity and field ramping, the inherently small signal
and dynamic range of QDI, and MR hardware acquisition trends towards high-field devices. QDI with
PMRI will probably maintain or exceed conventional MRI safety, patient tolerance, and cost. I have also

ducted experi: that that PMRI can, in fact, be used to create dispersion profiles.
Using the home-made PMRI scanner at the Magnetic Resonance Systems Laboratory at Texas A&M 1
have verified the linearity of SNR with increasing prepolarizing field strength and demonstrated
qualitatively the feasibility of Ty measurement at different field strengths for CuSQ, (aq) and Bovine
Serum Albumin/gluteraldehyde pt
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CHAPTERI

INTRODUCTION

The focus of this research js to develop medical imaging techniques that are more specific and

less expensive than current In recent years M: ic Ry Imaging (MRI) has become a
powerful imaging tool for diagnosis, treatment monitoring, and research in various pathologies. Its
excellent soft-tissue contrast, safety, and 3D imaging capabilities make it an invaluable medical tool.
However, its high cost, insensitivity, and lack of specificity in certain conditions lead us to seek

logy and methodol P ized MRI (PMRI) is a novel imaging

in the

P!

hnique that is significantly less expensive than current MRI hardware and facilitates the measurement

of dispersion profiles. With these capabilities it should be possible to measure quadrupole dips and

potentially implement 2 new form of imaging-Quadrupole Dip Imaging (QDI)-whose contrast is based on

the itude of the dipina ionally immobilized protei ining sample. The
quadrupole dip magnitude has recently been shown to be proportional to protein concentration. Thus, QDI

implemented with PMRI could provide non-invasive maps of protein concentrations in tissue.

This research has two main purposes: (1) to develop an analysis of the potential benefits and
pitfalls in attempting to implement QDI with PMRI in a clinical setting and (2) to provide empirical

evidence that demonstrate that it is, in fact, feasible to implement QDI with PMRI. I chapters I-VII I will

review briefly the MRI ism and its application, PMRI's and archi the

and i t in protein/water systems and will consider

how these topics affect the potential capabilities and requirements for implementing QDI protein
concentration mapping with PMRI. In an attempt to focus my study of the value of QDI I have chosen to
use Multiple Sclerosis (MS) as a case study. Using the potential capabilities and constraints that I
developed in the preceding chapiers, in Chapter VIII I will review briefly the histopathological and clinical

characteristics of MS and analyze potential benefits for its study arising from QDI implemented with



PMRI. In Chapter IX I will describe methods, results, and implications of experiments that I have

di d to d the practical feasibility of imph ing QDI with PMRI. Throughout the thesis
I will take a clinical perspective—that is, I will focus on what happens and how it can be useful clinically
instead of focusing on why it happens from a theoretical viewpoint. In that spirit, I will ouly concern
myself with the frequency range that is relevant for protein QDI-2.5 to 3.5 MHz and physiological

temperature, pH, etc.



CHAPTER II
MEDICAL IMAGING
Introduction

At the risk of being trivial T will begin with a brief discussion of medical imaging. Medical
imaging is a subset of the more inclusive field of what might be called “medical measurement,” which

itself with gathering i ion from the body for medical purposes. Imaging refers to
visualizing some portion of the interior of the body, while techni such as the >phal
provide invaluable infc ion but no spatial localization—no pictures. Medical imaging is a relatively new

development on the medical front, beginning in 1895 with Roentgen’s discovery of X-rays. As a field,
however, it has ienced explosive growth and diversification, with imaging modalities based on a

variety of physical phenomenon now available.

Medical measurement can be divided into two broad categories of techniques: active and passive.
Passive techniques measure energy that is transmitted from the body without any direct stimulus being
applied. An example of a passive medical measurement technique is thermal imaging, or even more basic,
taking a temperature reading with a thermometer. Active techniques require that energy be applied to the
body and then the body’s reaction to that energy d-it: issi issi flection, etc.
Examples of active techniques include X-rays, ultrasound, and MRI. The major contemporary medical

imaging ies are all active p

Medical measurement can be further categorized by the degree of invasiveness. Techniques range
from the totally invasive—cutting the patient open and looking~to the completely non-invasive, where there
is no physical contact between the imaging device and the patient. Invasive techniques have higher risk,

di fort, and cost than i i hni and jn many cases would cause more damage to the

patient’s quality of life than the pathology to be studied. Thus, it is desirable to develop and improve non-
invasive measurement techniques. Many valuable techniques fall in a category that might be called
“psendo-non-invasive,” where the imaging itself is conducted non-invasively but a contrast agent is
injected subcutaneously to improve the image quality.

Medical imaging has several These include i ing, di
surgical planning, intra-operati id. itori (ie., d
efficacy of a treatment), and research on etiology, development, histopathology, etc. Thus, imaging helps




find treatable conditions before they manifest clinically, provides or confirms diagnosis of conditions,
‘makes surgery more precise, accurate, and efficient, helps to tailor treatments to an individual patieats

disease progression, and provides major support for research on how diseases and conditions work.

For medical technology to be useful it must be clinically and economically viable. That is, the

Tenefi henefi

and analyses of the physician, patient, and sp ing institution must indicate
that the system is worth using. The four major criteria in these decisions are:

1) Functionality (how well does it work)

2) Safety (to patient and staff)

3) Cost (to patient and institution)

4) Comfort (for patient and staff)

Lo

Metrics

Metrics are parameters that attempt to quantify the efficacy of a modality so that different
imaging modalities can be d. These of value can come from the engineering or the

clinical realm. Some of the most important measures of value are:

1. Sensitivity

2. Specificity

3. Throughput

4. Signal to Noise Ratio (SNR)

5. Contrast and Contrast to Noise Ratio (CNR)
Sensitivity

Sensitivity is a measure of how subtle of an abnormality can be detected—the precision of the

‘modality. It is defined ly as the p of total abnormalities detected, i.c., if a hundred

patients with a particular type of tumor a scanned and the scans indicate that ninety-five of the patients
bave tumors then the scanner has a sensitivity of 95%. Similarly, if a scan of a single patient with 100
lesions indicates only 95 lesions then sensitivity is 95%. Although a very important statistic, sensitivity
does not communicate how accurate an imaging modality is.

Specificity

Specificity is a quantitative measure of the accuracy of an imaging modality, i.c., how many
times the modality says that there is an abnormality when there really isn’t (false-positive) and how many
times the modality says that there is not an abnormality when there really is (false-negative). Qualitatively
this translates into a measure of how unambiguously the modality can indicate the precise nature of a
given pathology-i.e., can it tell different diseases and conditions apart. For example, suppose a scan



detects two tumors, one malignant and the other benign, but both of them appear as white spots on the
image. The modality does not provide specific information about the tumors, just the facts of their
existence and location. If the tumors were in different patients (and in the absence of other information)
then cm; of the patients would receive an inaccurate diagnosis. Specificity is related to sensitivity in that if
amodality has a low sensitivity (i.e., does not detect abnormalities that are really there) then it will have a
high false-negative rate.

Throughput
Throughput is simply the aumber of patients an imaging modality can image per unit time while
maintaining acceptable semsitivity, specificity, etc. Throughput is important for patient comfort and

economic cost effectiveness.

Signal, Noise, and Systematic Error

Sensitivity, specificity, and throughput are primarily clinical measures of value. They derive from
the inherent functionality of the imaging modality and engineering measures of image quality such as
litude and its i relative to adjoining signals, noise, and error. The observed signal in a

signal
non-dynamic imaging modality (i.., a modality that images non-moving objects), S(r), is a function of the
position, 7, of the tissue that originates the signal for given imaging parameters. It consists of three parts:

1. Energy that contains useful information

2. Non-random systematic errors

3. Random errors (noise)
Therefore, even if there is no useful signal there might still be some signal that fluctuates randomty about
some non-zero value. Noise, 2(2), is a time-variant fluctuation in the signal caused by random,
unpredictable processes. The major source of noise is random thermal motion of molecuies in the sample
and the measuring equipment. Careful, and usually more costly construction, can reduce some of the noise
on inherent characteristics of an imaging
dom, its expectation value is zero,

arising from the equipment. The magnitude of nok
technique and the sample or patient to be i

O]

Since noise is unpredictable it is difficult to model. Its magnitude is often expressed as the first
standard deviation of some ive out of bandwidth” signal, whose distribution is assumed to be
Gaussian. For a digitized signal with a set of data points, D, an‘d Gaussian probability distribution function,
Pp(n(r)), the noise is calculated as:

o, = };[n(t)—(n(t))]zp(n(t)) )




Although much noise can be removed from a signal in post-processing, noise exerts a fundamental

liitation on the amount of i ion that is available in a signal. Post-p ing can make the image
1ook better but it cannot add information that was obscured by noise in the signal acquisition. Systematic

error includes errors that arise from predictable ( dom) phi The expx ion values of
systematic errors are therefore non-zero. They arise from limitations in manufacturing precision and
experimental design flaws. Since systematic errors are predictable some of them can corrected through
careful experimental or hardware design or modeled and then removed in post-processing.

Signal to Noise Ratio (SNR), Contrast, and Contrast to Noise Ratio (CNR)

One of the most important engineering measures of value is the signal to noise ratio (SNR),
which is usually defined as the magnitude of the signal divided by the standard deviation of the noise
signal as defined above.

_Ist)

SNR="—+ )

SNR is limited by intrinsic features of the imaging modality, which ine the maxi possible
signal magnitude and the smallest possible noise. A high SNR adds confidence to the interpretation of the
image since the possibility of some noise obscuring information and thus leading to some erroneous
conclusion is reduced. Therefore, i d SNR ds p ially to i d itivi

However, high SNR does not necessarily translate into greater clinical value, as inadequate contrast could
still obscure important information.

Contrast is defined as the difference between the magnitude of the useful signal, S(r), and the
non-useful signal, Sy(r). This non-useful signal can be due to systematic error ot signal from surrounding
tissue. To illustrate the significance of contrast, consider a scanner that assigns a grayscale value of 0.8 to
edematous tissue and 0,75 to pormal tissue. Even if the SNR were high enough that we could neglect
random errors it would still be virtually impossible to distinguish between the pathological and normal
tissue. The contrast to noise ratio (CNR) provides a useful measure of contrast between the useful and

non-useful signal and the noise:

CNR = @)

15(r)=S,.(r)
o,



Every imaging system has a human at the interpretation level and often at several other levels. This
introduces random and systematic errors and tempers the usefulness of quantitative measures of value. The
skill of the radiologist at interpretation can shift the relative importance of SNR and CNR.

Imaging Modalitles
There are several different ways of imaging the body invasively or pseud
Some of the most preval hni include computerized X-ray hy (CT), grap

nuclear imaging, and magnetic resonance techniques. X-ray CT has high spatial resolution, low-cost, high
throughput but it uses ionizing radiation, has a low temporal response, and low soft-tissue contrast.
Ulstrasound provides Jow-cost, safe, repeatable, high throughput imaging, but it has relatively low image
quality, and is limited by acoustic wind Nuclear iques provide bolic and tissue viability
information and functional imaging but use ionizing radiation, are very expensive, and are contraindicated

for many patients. MRI provides precise 3D information, high soft tissue contrast, and uses no ionizing
radiation. However, it is i pensive, has a spatial ion that is lower than CT’s, is
contraindicated or uncomfortable for some patients, and has a low throughput.

Conclusion

Medical imaging provides valuable infc jon that i the i of medical
practice. There are many different imaging modalities available with varying sensitivity, specificity, and
throughput. SNR and CNR are important measures of value to consider when trying to improve medical
imaging from the engineering perspective. Magnetic Resonance Imaging (MRI) offers precise 3D images
with high soft tissue contrast.




CHAPTER IIT

MAGNETIC RESONANCE IMAGING

Introduction
Magnetic Resonance Imaging (MRI) creates images based on the response of certain atoms,
usually Hydrogen, to static and dynamic ic fields. The underlying principles for MRI were

discovered independenly in 1946 by Bloch (Bloch, 1946) and Purcell, Torrey, and Pound (Purcell et al.,
1946). Under the name Nuclear Magnetic Resonance (NMR) these principles contributed and continue to
contribute valuable information in physics and chemistry. In 1973 Lauterbur demonstrated a technique for
creating images with NMR (Lauterbur, 1973). In the early 1980s clinical application of this imaging
technique began in earnest and his since experienced explosive growth, becoming the major imaging
modality for many pathologies. In the clinical imaging context it is called Magnetic Resonance Imaging
(MRI) to alleviate public concerns about all things nuclear. Other than the spatial localization necessary
for imaging and MRI's focus on single resonances and not the whole spectrum, there is no fundamental
difference between NMR and MRL In this chapter I will review briefly the underlying principles of
magpetic resonance (MR) and imaging, various MR techniques such as T, T2, and proton density

ighting, MR clinical applicatit i iagnosis, and general hard iderati

MR Physics

1 will give a superficial overview of the relevant physics. A detailed analysis is beyond my
understanding and unnecessary for the purposes of this thesis. The principle sources for my overview are a
monograph by Abragam and a textbook by Nishi (Abr: 1961; Nishis 1996).

Magnetic Moments

Atoms with an odd number of protons and/or an odd number of neutrons possess “‘spin angular
momentum,” which gives rise to a magnetic dipole moment, pt = 71, where I is the spin operator, a
dimensionless vector from quantum mechanics that takes integer or ¥%-integer values, /= 1.06 E -34
[Joule seconds], is Planck’s constant divided by 2r, and ¥is the gyromagnetic ratio, which is a constant for
a given nuclear species with units of frequency/magnetic flux density. Interactions of this magnetic dipole
moment with externally applied static and dynamic magnetic fields give rise to magnetic resonance
phenomena.



Magnetization and Precession
From a classical viewpoint, if a static external maguetic field, By, is applied to a sample
atoms with i M, these atoms will tend to align with the external field, thus

generating a magnetization vector, M = Z 1. However, quantum mechanics indicate that some of the
atoms will align parallel to B and some anti-parallel. The anti-paralle] configuration is a higher energy
state and so most of the atoms will tend to the parallel alignment. However, even at thermal equilibrium,
thermal energy is sufficient to cause some atoms to align anti-parallel. Thus M can be conceived as the
sum of two magnetization vectors arising from a population of parallel atoms, n,, and anti-parallel atoms,
... The relative proportions of the populations at equilibrium is given by the Boltzmann distribution as
n_/n, = e where AE = 11iBy is the energy difference between the parallel and anti-paralle] states, k
= 1.38 E -23 [Joules/Kelvin] is Boltzmann’s constant, and T is the temperature in Kelvin. At thermal
equilibrium M and B are collinear and IMI = M. If M is caused to move out of alignment with B then,
again, using the classical model, there is a torque applied to M, given by:

aM
—=Mx 5)
& B &)

The solution of equation [5] is for M to nutate about the axis of B with a frequency known as the Larmor
frequency, @ = ﬂBl . The fact that in a2 magnetic field an atom can assume more energy states (i.e., the
paraliel and anti-paralle]l configurations) is called Zeeman splitting after Pieter Zeeman (1865-1943), the
Dutch physicist who first observed it in 1896. The Larmor frequency is named after Joseph Larmor (1857-
1942), an English physicist. Applying a radio-fr (RF) el ic pulse, By, orth [0 B
‘with duration At and frequency equal to the Larmor frequency of the target atoms will cause M to move

out of alignment with B by an angle & = JAzB, by altering the proportion of the parallel and anti-parallel
populations.

Relaxation: The Bloch Equation
After perturbation by an RF pulse, M will tend to realign itself with B. The phenomenological
description of the realignment was given by Bloch (Bloch, 1946) as:

ﬁ=Mx78___M'i+Mrj_(M;‘Mo)k

6
a T, T, ©®



where M, is the equilibrium magnetization, i, j, and k are orthogonal unit vectors in the x, y, and z
directions (by convention, B is along the 2-axis), and T, and T, are time constants. After RF perturbation
the component of M along the z-axis, M;, grows with time constant T;. The transverse component, Myy
shrinks with time constant T,. The energy stored in the system by the RF pulse is originally manifested as
the higher epergy state of the non-aligned M. This energy flows into other facets of the system as M
realigns with B. There are, in general, two independent exponential pathways for this energy flow from the
‘magnetized spins: spin-lattice, longitudinal, or Ty ion and spin-spin, or T, relaxation. Ty
is the time constant of for the perturbed spins to reach thermal equilibrium with the surrounding system or
lattice. T, is the time constant of energy transfer between spins. Since the atoms are close together and
each has their own magnetic field, each atom experiences a magnetic field that is a combination of the
external field and the fields from its neighbors. Since each atom experiences a different field each has a
slightly different Larmor freq and thus the ization vector loses as each
atom’s magnetization vector dephases with the surrounding magnetization vectors. Ty and T are different
for various tissues. These differences are the primary source for contrast in conventional magnetic

resonance imaging,

Detection of MR Signal

According to Faraday's law, a changing magnetic flux, @, will induce an electromotive force in a
conducting coil that is proportional and opposite in sign to the rate of change of the magnetic flux. Since
M is precessing about the z-axis it will induce a time varying current in an appropriately positioned
conducting receiving coil. This induced current will have the same frequency as the precessing
magnetization and the current’s itude will be ional to the itude of the

‘This current signal can then be processed using electrical methods. This signal is an exponentially
decaying sinusoid called a Free Induction Decay (FID). In the process of generating, amplifying,
transmitting, and processing the MR signal there are various factors that will scale its magnitude linearly.
‘When modeling signal intensity these factors are usually lumped together into a system constant, K.

Spatial Localization

By applying spatially varying magnetic fields it is possible to associate frequency with the
location of a small cubic region in the region of interest (ROI). Each cubic region is called a voxel.
Through Fourier transformation it is possible to convert the time-varying signal ta a spatially varying
signal. Through appropriate pulse sequencing this can be used to generate 3D images—usually as a series
of planar images.



MR Formats

‘There are two broad ies for MR application: sp py and imaging. Sp Py
collects signal from the entire sample and observes changes in resonant frequency for atoms in various
configurations. Spectroscopic methods are an important tool in the chemistry and physics laboratory for
differentiating between different compounds and studying the conformations of molecules. In this
application it is usually called NMR y and i P P
(MRS). Asindicated earlier, imaging involves correlating signals with spatial locations-making pictures.
Magnetic resonance unagmg (MRI) creates muges based on the variations in signal intensity from a single
nuclear species, usually Hydrogen. M: p ic imaging (MRSI) provides the
information of NMR spectroscopy together with spatial localization.

All three general approaches, MRS, MRSI, and MRI, have important clinical applications and are
areas of active research. The MRI format, however, has had the most extensive applicatior due, among
several other factors, to its much greater resolﬁlion and relative ease of interpretation. As indicated above,
MRI images derive contrast from the relative signal intensities from the Hydrogen atoms in each voxel.
Changing the imaging parameters modifies the intensity variation and thus the contrast basis. Using
different contrast bases makes MRI a more robust diagnostic tool, since some pathologies are invisible to
some contrast bases, Ci ly used hes are itative Ty and T, imaging, T; and T, weighted
imaging, and magnetization transfer imaging (MTI). T, and T, as explained previously, are tissue-specific
parameters that describe how fast a perturbed system returns to equilibrium. A conceptually simple
approach to MR imaging is to calculate the values for T, or T, for each voxel in the region of interest
(ROI). However, it is relatively difficult and time consuming to make precise quantitative measurements
of T, or T, and, as will be discussed later, the clinical value is limited. It is much easier to make images
that emphasize the relative differences between tissues in one of these parameters. For example, in the
spin-echo pulse sequence the signal is proportional to several factors:

Signal o M (i — ™™ )™ ™

where TE and TR are adjustable sequence parameters. If we make TR very long with respect to all of the
T, values in the ROI, i.e., TR = 5T, then the signal reduces to a function of the T, relaxation and the
differences in signal intensities between pixels in the image will depend solely on the differences in T, in
the corresponding voxels. Thus, we have created a To-weighted image. A conceptually similar approach
can be used to create Ty weighted images.



Diagnosis with MRT
MRI is primarily useful for its ibution to diagnosis of diseases and conditi 1 will review
‘briefly the history, approaches, and some of the factors affecting MRI’s efficacy as a diagnostic modality.

The Diagnostic Problem
To diagnose a disease or condition we need ble p that are different in
ithological and normal sut To be a “stand-alone” di ic p that can indicate the

diagnosis without any other tests the parameter for pathological tissue needs to exceed the range of the
parameter for the normal tissue with high statistical significance~there should be no overlap between the
parameter values for normal tissue and pathological tissue. Furth the p should enable us to
differentiate between different pathologies and abnormalities—for exampie, between benign and malignant
tumors. For non-invasive imaging diagnostic modalities there are two basic approaches—what might be
called the itative and qualitative approaches. The itative approach is the most desirable. 1

y and then p the results to known values for normal and
pathological tissue, which are distinctly separated. Diagnosis then becomes the simple procedure of
making the measurement and looking up the significance of the result in a table. The qualitative approach
looks for changes in time or in space that might indicate pathology. On an image this would mean a “spot”
that changed shape, position, or intensity in serial images or a spot where normal anatomy would not
predict one. The relative approach is not as specific, in theory, as the quantitative approach, However, the
heterogeneity of pathology and anatomy in a population and within an individual patient make the relative
approach much more practical and reliable.

History and Efficacy of Diagnosis with MR
In their 1987 review, Bottomley et al indicate that Hazlewood et al were the first to report MR
that indicated di between normal and pathological tissues (Bottomley et al., 1987).
They reported significant differences in the line widths of dystrophic muscle and normal muscle
(Hazlewood et al., 1969). Very soon thereafter Damadian published differences in T; and T, of excised
cancerous rat tissue versus normal tissue (Damadian, 1971). However, further observation showed that for
‘most tissues and pathologies there was too much overlap in parameter ranges for specific diagnosis based
on simple quantitative analysis of MR parameters (Bottomley et al 1987). Various approaches have been
and are still being explored that would allow simple, quantitative analyses that gave specific diagnoses.
include the mali index (Goldsmith et al., 1977; Goldsmith et al., 1978; Koutcher et al.,
1978) and magnetization transfer ratios (Gass et al., 1994; Phillips et al.,.1998; van Waesberghe et al.,
1998).




The advent of MR imaging greatly improved the diagnostic utility of MR techniques. With
imaging it became possible to identify focalized abnormalities such as tumors, lesions, and tears without
‘having to rigorousty define a “normal” condition. The clinician could look for “spots™ where a localized
pathology had altered the MR signal intensity relative to the adjacent tissue. Although the sensitivity and
specificity are still limited, this application of MR technology to di is has had a major impact on
research and clinical medicine. Hutchison et al reported the first in vivo human T, measurements and
images (Hutchison et al., 1980; Edeistein et al., 1980).

Conclusion
Magnetic Resonance Imaging creates images based on the variable response of tissue atoms to
static and dynamic ic fields and radio-freqn pulses. It is a relatively new technique with the

physical principles being discovered in the 1940’s and clinical application beginning in earnest in the early
1980’s. It has since experienced explosive growth in clinical application to become one of the principal
paraclinical imaging tools.



CHAPTER IV

RELAXOMETRY WITH PREPOLARIZED MRI

Introduction

The original nuclear i i with liquids was conducted with a
field strength between 0.165 T and 0.22 T (Bloch et al, 1946). The first successful experiment with solids
was at a field strength of 0.7 T (Purcell et al., 1946). Since then the general trend of research and
technology development has been on stronger and stronger field strengths because of the generally higher
spatial resolution, thinner image slices, greater contrast, shorter acquisitions, and specific high-field
applications. It appears that the main thrust of future development will also follow the high-field approach
(Bradley, 1996). Currently, most clinical MRI scanning is done at 1.5 T and some research is conducted
with field strengths as high as 45 T (for example, NHFML, 2001).

However, low-field’s lower cost, easier maint smaller space i and ability to
examine some unique low-field phenomenon have kept it in the research “picture.” The literature has
various classifications of field strength such as ultra-low, low, intermediate, etc. For the present article I
will define “low-field” to mean By < 1.0 T. A great deal of research has been done on improving MRI
techniques at low-fields and developing applications that are specific to low-field imaging. Among the
developments are field cycling (FC) and relaxometry.

Field Cycled MR

MR studies that utilize two or more magnetic field strengths are called field-cycled (FC)
experiments. Conventional MR imaging, i.c., that which has achieved the broadest commercial
distribution and the most research attention, uses a single, fixed-value magnetic field to create images.
Noack and Kimmich have published reviews on FC (Noack, 1986; Kimmich, 1980). The sample is placed
in a polarizing magnetic field to achieve magpetization, the field is then switched to an evolution field
strength for the sample to relax, and finally, the field is switched to a readout value. Each of the three
fields is optimized for noise iderations. The i of the fields can be changed to create
dispersion profiles. Packard and Varian appear to be the first to use a prepolarized technique (Packard and
Varian, 1954) followed quickly by Bloom and Mansir (Bloom and Mansir, 1954). Béné and his group in
Geneva have made significant contributions, which have been continued by Borcard and others (for
example, Béné, 1980; Borcard, 1987). Noack references several other groups that have published field-
cycling studies or built FC hardware (Noack, 1986). Bratton et al conducted the first dispersion studies of




human tissue in 1965 (Bratton et al., 1965). Knispel et al were the first to report on the frequency
dispersion of pathological tissue with their 1974 study of mammary adenocarcinomas implanted in mice
(Knispel et al., 1974). Several groups have made recent contributions toward bringing FC techniques to
the hospital. These include Carlson, who focused on the potential clinical value of relaxometry (Carlson
and Crooks et al., 1992; Carlson and Goldhaber et al., 1992), Macovski and Conolly, who focused FC asa
way to increase SNR and reduce cost (Macovski and Conolly, 1993; Morgan et al., 1995; Morgan et al.,
1996a-c; Morgan, 1999; Conolly et al., 1994), and Lurie, who developed field cycled proton-electron
double-resonance imaging (PEDRI; Lurie et al., 1988, 1989, 1998) and have worked with FC-MRI (Baras
et al, 1999). Koenig and Brown, among other contributions to the field, have recently provided a review
anda ical und ding of (Koenig et al., 1993; Koenig and Brown, 1991; Koenig,
1995).

Relaxometry

FC is used to (1) increase SNR for a given field strength and (2) measure the effect of field
strength on the signal. A graph of relaxation time (T or T;) or relazation rate (/Ty or 1/T;) versus field
strength is called a dispersion profile. The study of the field strength dependence of relaxation is also
called relaxometry, although the terms FC and rel 'y are imes used i h bl
Relaxometry has been suggested for a variety of applications (Rinck et al., 1988; Carlson and Goldhaber et
al,, 1992b). FC relaxometers would provide a convenient stage to evaluate and optimize the field
dependence of intravenously injected contrast agents (for example, Kormano et al., 1988; Muller et al.,
1988; Rinck et al., 1988). Contrast between some pathologies and normal tissue and between different
types of tissue, such as gray and white matter, is also field dependent and is optimized at fr ies from
1010 25 MHz (Rinck et al., 1988; Fischer et al., 1990). A clinical relaxometer could be adjusted to provide
optimum contrast depending on the tissues to be imaged. Also, in some cases the dispersion profile

appears to provide diagnostic information. For example, preliminary indications are that

might be able to indicate the level of necrosis in glioblastomas (Spiller et al., 1995) or differentiate
‘between secretory and non-secretory pituitary adenomas (Spiller et al., 1997). Other pathologies are being
explored (for example, Lundbom et al., 1990; Spiller et al., 1994).

Prepolarized MRI (PMRD)

Prepolarized MRI (PMRI) is a low-cost implementation of FC techniques in imaging format
(Macovski and Conolly, 1993). Carlson called the technique Switched Field MRI (Carlson and Crooks et
al., 1992a) and Laurie’s group called it Field Cycled MRI (Baras et al., 1999). As mentioned earlier,
Packard and Varian appear to be the first to use a prepolarized technique (Packard and Varian, 1954)
followed quickly by Bloom and Mansir (Bloom and Mansir, 1954). The early literature refers to this
technique as the “earth’s field technique™ and the prepolarizing pulse as the “soak field” (Noack, 1986).
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Figure 1: Two-pulse PMRI § and Magnetization. Acq it the
timing, M, i the ization, B, i the prepolarizing field strength, B, is the

readout field strength, M,, and M are the equilibrium magnetizations corresponding
to B, and B, respectively. The 180° pulse inverts the magnetization to -My, which
then grows toward M, with time constant Ty, When the prepolarizing pulse is
turned off the magnetization decays toward M; with time constant Ty, until the 90°
pulse moves the magnetization vector into the transverse plane to be read out.

The PMRI technique utilizes two magnetic fields: a static readout field, By, and a pulsed polarizing field,
B;. An example of a prepolarized pulse sequence is shown in Figure [1]. The prepolarizing field is pulsed
for a time, 7}, and then turned off and the signal is readout at the main field strength, B,.

Effect of Prepolarization

To more fully illustrate the prepolarizing effect I will apply a slightly more rigorous treatment to
the pulse sequence shown in Figure [Error! Reference source not found.] for a homogeneous sample
with a “perfect” 90° tip angle and uniform fields, B, and By, aligned along the z-axis, i.e.,

B,=Ba, , B,=Ba, @®
As ioned earlier, ization and rel. ion are g d by the Bloch equation (Bloch, 1946):
Ma, +M -
ﬂ:Mx;B— B 8y _(M M.,)az ©)
at 7, T,



M, is the value of magnetization in the sample at equilibrium under the influence of B. Solving the Bloch

equation, equation [9], for the z-axis ization under these itions for a given field strength, B, in
the rotating frame yields

M, (5,B)= Me5® 4 [M (B))1- e ®) (10)
where M, is the initial value of the magnetization along the z-axis. Mz ization is related to

field strength by the magnetic susceptibility, k. Since M, and T} are both dependent on field strength and
the prepolarized pulse has two field strengths there are two values of each:

M,(B)=x,B, =M, , M,B,)=x,B,=M,, an
T,(8,)=T, . T,(8,)=T, a2

If we assume that the sample has reached equilibrium magnetization in the static field before we turn on
the prepolarizing pulse at time ¢ =0, then the z-axis magnetization will grow from M,; to M, with time
constant Tp.

M()= M e + M, 1-e) a3

If we tum off the pulse at time, # = T,,, inmediately apply a perfect 90° pulse, and ignore any non-idealities
such as ramp down time, ringing, etc., then the z-axis magnetization will go 1o zero and then grow back to
M., with time constant, Ty

M, (t)=M,,,(1—e“"")”") (14)

Homogencity of B, and B,

Conventional MRI requires a very h: ic field since inb ity d the
phase coherence of the precessing spins and thus destroys the signal quality and the ability to do spatial
localization for imaging. The homogeneity sensitive or limited part of the imaging is the acquisition, so the

readout field, B,, must be very h while the izing or polarizing part of the imaging can

tolerate more inhomogeneity.



Consider a sample in the classical view of MRI with one magnetization vector per voxel. If the

sample is magnetized with a pulsed, temporally uniform but vhat spatially inh
prepolarizing field along the z-axis and allowed to come to steady state then the magnetization vectors will
vary in magnitude from voxel to voxel due to the spatial inhomogeneity but will all be aligned with the z-
axis. Therefore, when the prepolarizing pulse is turned off and some component of the magnetization
vectors are tipped into the xy-plane, which causes the vectors to nutate, the vectors will be in phase. Since
the readout field is very homogeneous there will be little dephasing during readout. The variations in

ization vector amplitude caused by ink ity in the prepolarizing pulse manifest themselves
as slight intensity shading in the final image. Macovski and Conolly report that prepolarizing field
variations of up to 20% can be tolerated (Macovski and Conolly, 1993). Morgan et al present calculations
for the required hamogeneity of the readout field for a given receiver bandwidth and field of view
(Morgan et al., 1996).

Strength of B, and B, and SNR
A high readout field, B;, i the itivity to inh i ibility errors, and
hemical shift di: ion, so it is to keep B; small (Macovski and Conolly, 1993; Scott et al.,

1994). Following arguments presented by Morgan et al we can estimate the effect of B, on SNR in PMRI
(Morgan et al., 1996). The traditional formula for SNR applied to PMRI yields (Hoult and Lauterbur,
1979; Edelstein et al., 1986):

B AV [T,
R o BBV Ty as
)+ @

where B is the receiver coil sensitivity, AV is the voxel size, T,y is the total imaging time, T, and T are
the sample and receiver coil temperatures, and R, and R, are the sample and receiver coil resistances. We
ignore here noise introduce by other parts of the circuitry. The inductive sample resistance and coil

are frequency dependent: R, o @” and R, o +/& (Hoult and Lauterbur, 1979). When the

sample noise dominates the coil noise, i.e., T,R{(®) » ToR(®), equation [15] reduces to

WR«% a9



‘Thus, SNR is proportional to the polarizing field strength and is independent of the readout field strength.
If the readout strength is By, for a given prepolarized value of By, PMRI offers a factor of By/B, increase in
SNR over doing conventional MRI imaging. The increase of SNR with B, has been verified
experimentally (Morgan et al., 2000; Carson and Crooks et al., 1992).

Implementing PMRI at medium or high fields would make the technical and the biceffect issues
much more significant and would detract from the cost and SNR improvement benefits (Carlson and
Goldhaber et al., 1992). Switching at high fields requires a great rate of change in the field strength, dB/d,
k and nerve sti ion (Marg E, 1991; Cohen et al., 1989). Also, the
marginal increase in SNR for a given B, decreases—in order to achieve a similar percent change in field
strength as a low-field PMRI system requires significantly more power, since in a resistive magnet field
strength is proportional to current, By o< 1, and power dissipation is proportional to the square of the
current, P= PR,

‘which can cause

Cost of PMRI

One of the most striking from this di: ion on ity and SNR in PMRI is that
it enables the PMRI scanner to be built with low-cost components. Although the B; magnet needs to be
‘"homogeneous its field strength requirements are low and can be satisfied by a relatively low-cost, low-
field permanent or resistive magnet. Although B, needs to have a strong field its homogeneity

requirements are low, so it can be a smaller, lower cost, resistive magnet. Thus, PMRI can be much less
expensive than the high-field superconductive MRI scanners currently popular for clinical scanning in the
U.S. Some factors that determine the cost of MRI and PMRI scanners are:

1) Initial Hardware-magnet and controller:

2)  Shielding/Housing/Installation

3) Maintenance/Support—Cooling, power supply, environmental control, repairs, upgrades.

4)  Personnel to position the patient, conduct the scan, interpret the results.

MR hardware is expensive-typically between $500,000 and $2.5 million for conventional units
and between $2.5 and $10 million for specialized, higher-field units. Although hardware prices have
decreased (Hisashiga, 1994) the initial capital outlay remains high. Initial cost follows field strength and
maguet type, with resistive or permanent magnets being much cheaper than super-conducting magnets.
The construction of a PMRI system requires a whole body magnet, an imaging console, an electromagnet
(~ $10,000), power supply (~ $20,000), pulsing circuitry (~ $5,000), and software, installation, and
training (~ $25,000). If we assume that a low-field system with a whole-body magnet and a console can be
acquired for $500,000 (for example, a GE Medical Systems Profile/o 0.2 T dedicated scanner, GE Medical
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Systems, 2001) then the conversion to PMRI requires approximately a 12% increase in system cost. The
normal trade-off in MR equipment cost evaluation is SNR and special techniques versus cost. With PMRI
the SNR reduction is much less significant. Also, if special techniques such as quadrupole dip imaging
prove useful then this will reduce the tradeoff loss further.

To install an MRI or PMRI system requires dedication and preparation of an imaging

This includes preparing a floor that can support the weight of the system and an imaging
area free of electromagnetic interference and devices that would be susceptible 1o interference from the
magnet. Higher field systems are more sensitive to chemical shift susceptibilities and therefore require
greater shielding. Superconducting magnets create a field with an air return path and thus require more
fioor and room space. In resistive and permanent magnets the return path is through the frame of the
magnet so the fringe fields do not extend far from the magnet. There are also costs associated with
transporting the magnet and calibrating and configuring the system. One author gives a range of
installation costs as $50,000 to $1 million, with the more expensive higher-field and superconductive
magnets requiring the more expensive installati Again, since PMRI is a resistive and permanent
magnet system it avoids costlier installation outlays. Sup ductive magnets require cryogenic cooling,
which adds a major maintenance cost. Permanent magnets are sensitive to ambient temperature and thus

require air conditioning. Resistive magnets require large power supplies. In the PMRI system the resistive

maguet is pulsed, which reduces the power requirements and since most hospitals in the U.S. are climate

controlled anyway, maintaining the PMRI magnet in a constant ambient temperature and supplying it with

power are much less expensive than keeping a superconducting magnet cooled.  Clinical personnel to

perform and interpret the scans are a significant cost, to be sure, but they do not vary significantly between
" low field, high field, or prepolarized MR systems.

Pulse sequence for T, Relaxometry with PMRI
Relaxometry can be implemented with PMRI by changing the itmde of the
pulse. Morgan and Nam have demonstrated the design and construction of appropriate, low-cost pulsing

circuitry (Nam et al., 2000). The constraction PMRI is potentially a cost-effective way to implement
clinical relaxometry imaging. Because of the disadvantages of larger aperture pulsed magnets, it is
probably going to be most effective for head and extremity imaging or possibly, with surface field coils,
heart imaging (Carlson and Goldhaber et al., 1992). As will be discussed in later chapters, this conld
provide valuable diagnostic and monitoring information.

PMRI Pulse Sequence Constraints
To implement Ty relaxometry with PMRI in a clinical setting we must select a pulse sequence that is:
1) Adaptable to PMRI
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2) Robust at low ficlds
3) Robust with imperiect tip angles
4) Relatively quick
5) Precise and accurate
The presence of the prepolarizing pulse introd several chall to the task of selecting a pulse

sequence. Since the prepolarizing pulse is very inhomogeneous it would very difficult to achieve
acceptable SNR and contrast if the RF pulses were applied while the prepolarizing pulse were on. This is
by switching the larized pulse off and reading out in the homogenecus static field. There
are two main difficulties: (1) we want to measure the MR parameters of the sample at the prepolarizing
field strength and (2) there might be residual effects from the prepolarizing field inhomogeneity and errors
induced in the switching. Other ry techniques have had control over the readout field strength

(for example, Kimmich, 1980; Noack, 1986). PMRI does ot have that luxury.

As described earlier, the el inh ity will cause the i of the
magnetization vector in each voxel to be slightly different. But, for pulse time, T, long relative to T, all
of the magnetization vectors will be aligned with the z-axis at the end of the pulse and thus will be in
phase immediately after the tip angle. Therefi ing pulse i ity has is no impact on
the RF pulse calibration, except perhaps for variations caused by small differences in susceptibility and the
ic field itude that are small enough to average out over the voxel volume.

Much more serious issues are total prepolarized pulse length, ramp time, and ringing after the
prepolarizing pulse. The shorter the pulse is the more likely that the actual magnetic field strength has not
reached the final pulsed value, which could make of T at a particular field impossible since
the Ty will change with the changing field strength. The faster the prepolarizing pulse is ramped down the
‘more likely it is to “ring”~fluctuate around the final value in a similar fashion as an underdamped second
order system. To allow for ringing to die down we could lengthen the time gap between the prepolarizing
pulse and the RF pulse, but this increases the effects of T, and T,* decay. Tip angle miscallibration
decreases the SNR and increases the variance in measured values. These observations argue for a long
larizing pulse and a Ty scheme that is robust to tip angle errors.

For the experimental phase imaging time is not a major consideration. However, in clinical
application since two values are required for each data point the sequence will take twice as long as simple

Ty ing, so the pulse seq needs to be adaptable to some sort of fast imaging sequence.
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T; Measurements

There is no shortage of options for T, measurement schemes. The earliest MR observations
included and awareness of Ty (Bloch, 1946). In 1978 a lated T, image created with a p
saturation technique (Freeman and Hill, 1971) was published for the first time (Pykett and Mansfield,
1978). In the mean time descriptions of inversion recovery and spin echo techniques had been published
(Hahn, 1949; Hahn, 1950) as had been others {for example, Look and Locker, 1970). Since then there have
been gies published including such imp as adiabatic pulsing (Conolly et al.,
1990), echo-planar imaging (Gowland and Mansfield, 1993), and shaped pulses, such as a hyperbolic-
secant pulse (Gowland et al., 1989), not to mention the proliferation of lots of dandy acronyms
(POLODA). Kaldoudi and Williams provide an overview of T, history and techni
(Katdoudi and Williams, 1993).

‘These pulse sequences can be classified as single-shot or multiple-shot imaging techniques. In
single-shot MRI several measurements are made for each excitation (shot). In multiple-shot techniques
there are several excitations (shots), each followed by a single measurement. One-shot techniques have a
lower imaging time than multi-shot techniques, which is attractive for PMRI. A common single-shot
technique is the Look and Locker method (LL) (Look and Locker, 1970), which uses a 180° inversion
pulse followed by multiple small-angle pulses that sample the recovery of longitudinal magnetization.
Crawley and Henkelman reviewed LL and the method of stimulated echoes (ST) and compared them to
the inversion recovery (IR) and saturation recovery (SR) methods (Crawley and Henkelman, 1988). They
found that IR and LL had comparable T; SNR and that both were superior to ST and SR methods and
concluded that since LL provides a significantly faster imaging time than IR it should be the method of
choice. More recent work has imps the seq Gowland and field, 1993) and described its

(Kay and Henk 1991).

Possible Pulse Sequence Development Strategies

The main assumptions about a PMRI pulse sequence, as described above, are (1) T, has a non-
linear dependence on field strength, so it is non-trivial to predict Ty(B,) for a changing By, which is the
case as the prepolarizing pulse ramps up (2) the prepolarizing pulse is too inh to attempt to
make any measurements or apply any RF pulses while it is on, and (3) although we have to allow time for

ramping down and ringing in the sequence, this time is small enough that it can be ignored in calculations
of signal intensity. Through proper sequence design, however, it might be possible to minimize or account
for the irregularities inherent in these assumptions. This leads me to three main approaches to single-shot,
quantitative T; pulse sequence design:



1) Assume (1) and (2) are valid and place RF pulses, evolution, and readout only in the readout field
(Non-Modeled, Inhomogeneous Prepolarizing Pulse)

Assume (2) but not (1) is valid and place RF pulses and readout in the readout field and evolution
in the prepolarizing pulse (Modeled, Inhomogeneous Prepolarizing Pulse)

Assume (1) but not (2) is valid and place RF pulses and evolution in the prepolarizing pulse and
readout in the readout field (Non-Modeled, Homogeneous Prepolarizing Pulse)

2

=

3

=z

Tn this di: ion of pulse seqt design i ions I will use FC field terminology—
prepolarizing, evolution, and readout fields. In particular, the evolution field is the field in which
magnetization “evolves” after RF perturbation. It is the T of the evolution field that is measured. The
approaches I describe below are meant to be illustrative of the general principle. It is not my intent to
develop rigorous or ingenious sequences~I will merely analyze in general terms the requirements to
generate reliable FIDs.

T) Measurement with Non-Modeled, Inhomogeneous Prepolarizing Pulse

For this approach we assume that the prepolarizing pulse is too inhomogeneous for reliable RF
pulses or magnetization evolution and that it ramps up in such a way that reliable measurements can only
be taken when it has reached equilibrium. Of the three options I have presented, this is the most
constrained, and therefore, intuition would say should the most accurate. However, it does not work. If we
allow the magnetization to come completely to equilibrium, i.e., T, » T1(By), and don't apply any RF
pulses during the prepolarization we remove the T, dependence from equation [13]. Thus, no matter how
we further manipulate the sequence and torture the data we cannot extract T;p.

‘Modeled, Inhomogenecus Prepolarizing Puise
For this approach we assume that we ramp up effects of the prepolarized pulse are negligible or

can be modeled accurately. For the pulsing circuitry at the MRSL, the prepolarizing magnet ramps up with
a time constant of ~60 ms and is quenched in =11 ms (Nam et al., 2000). For cross-linked BSA gels in

hysiological ion ranges, which are good models of tissue (Koenig et at., 1993), T) varies
between ~130 ms to ~220 ms in the frequency range of interest (Jiao and Bryant, 1996). So, the
prepolarized pulse ramping time constant is approximately half of the fastest T; we will want to measure.
If we assume that ramping effects are negligible we will i the itude of ization in
the sample at a given time (before it has reached equilibrium at the pulsed field strength). Thus, our
estimates of T, at the pulsed field strength will be longer than the actual T;. Ramping error will be less the
longer the prepolarizing pulse is on. However, dynamic range decreases if we only make measurements
after the pulse has been on for a time > Ty, Furthermore, inherent in this approach is error arising from




allowing magnetizati lution in an i field. The varying magnetic field will induce
magnetization with different T; and will mimic RF pulse miscalibration errors, which will make precise T,
difficult to ib

A simple way to measure T, based on these assumptions is to measure the magnitude of the
magnetization at equilibrium in the prepolarizing pulse, My’, and then allow the sample to come to
equilibrium magnetization in the readout field, M,, apply a 90° pulse followed by a prepolarizing pulse
with leogth, Ty ~ Ty, followed immediately by another 90° pulse and signal acquisition. With system
constant, K, and tip angle, &= 90°, the signal intensity is:

M(T,)= Ksin(@)M ,e™™ + Ksin ()M , {1 — ™+ an
M, =Ksin(O)M, (18)

‘Taking the ratio of two intensities above and assuming that the M, term is ~ 0 yields:

M(T,) _ Ksm(o)M,e™™ +Ksin(o)u 1—e ")

]

M Ksin(@M,

i

R= =1-¢™*% (9

Algebraic manipulation yields Ty, to be:

- TP

T =li-R)

20

Observe that since My’ > M(Ty), R is always less than 1, so the expression above yields values that are
defined and positive. Pethaps a more robust procedure would be to make several measurements with

varying T, and thus map out the exp ial increase in ization and then use a three-parameter fit
to determine Ty, (Kowalewski et al., 1977; Kingsley et al., 1998; Granot, 1983). Dynamic range could be
d by applying a izing pulse until the sample reaches equilibrium magnetization, tuming

off the pulse, applying a 180° RF pulse, and then reapplying the prepolarizing pulse of length T,. A
possible way to reduce ramp up effects is to use two counter-driven electromagnets with the same ramp up
time constant. If both maguets are turned on at the same time, with one (the primary) oriented along +z
with magnitude B, and the other (the secondary) oriented along —z with magnitude B,-B, then the effective
magnetic field will be B,. If, after both magnets have reached equilibrium, the secondary is quenched in 11
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ms, the effective magnetic field will grow from B, to B, in the +z direction in 11 ms and thus greatly
reduce the ramp up problem.

Non-Modeled, Homogeneous Prepolarizing Pulse

The last approach of the three I have suggested is to treat the ramp up time as a significant source
of error but assume that the prepolarizing pulse homogeneity is sufficient to apply RF pulses during the
p The ion for this approach is that it is the simplest for which to transfer MRI pulse

to PMRI thy larizing pulse is simply turned on and left on until readout while

the pulse sequence proceeds as normal. This reduces the triggering and switching requirements and limits
the effects of ramping. The weaknesses are that since the prepolarizing pulse might last longer heating of
the magnet could be an jssue and the inhomogeneity of the magnet will cause variable T, evolution.
Robustness to RF inhomogeneities (or RF errors due to ringing from the prepolarized pulse) might be
found in strategies such as (Weiss and Ferretti, 1985ab; Venkatesan et al., 1998).

As above, a simple way to illustrate such a pulse sequence is to turn on the prepolarizing magnet
for time T » Ty, and T » Ty, where Ty, is the ramp up time constant for the magnet. Then, without
changing the value of the prepolatizing pulse, apply 2 90° RF pulse, wait time T, tura off the
prepolarizing magnet, allow for ring down, and thep apply another 90° RF pulse. Using the same

conventions as above, the signal is:
M(r,)= ksin(oM, (1- /%) e

If we divide by M,’, equation [18] we obtain equations [19] and [20], which can be used to calculate Tyy or
‘we can map out the magnetization growth and then apply a parameter fit.

Conclusion

Prepolarized MRI is potentiaily a low-cost platform for high SNR clinical relaxometry studies.
The major difficulty in implementing such a system is the development of pulse sequences that can deal
with the inhomogeneity, ramping times, and ringing inherent in the pulsed system.



CHAPTER V

RELAXOMETRY OF PROTEIN SYSTEMS

Introduction

Since the solids content of most tissues is mostly protein and water is biologically ubiquitous, to
understand in vivo MR studies we must understand the magnetic resonance behavior of hydrated protein
systems. As presented earlier, relaxometry is the study of the field dependence of the relaxation rate of a
sample. Protein relaxometry provides us valuable insight into the magnetic resonance interactions and,
through “N-"H quadrapole dip imaging, could also provide us valuable diagnostic information in the
frequency range of 2.5 to 3.5 MHz.

Relaxation in Tissves and Protein Gels
Most MR imaging focuses on the hydrogen atom, with the signal intensity being directly related
to the water-proton relaxation time. In hydrated protein systems, such as tissues and protein gels, coupling

between the protein protons and the water protons d the spin-lattice relaxation time of water
protons (Daszkiewicz, 1963). This is a frequency dependent effect (Koenig and Schillinger, 1969). Koenig
and Brown have reviewed ion of protein solutions and tissues and developed quantitative

theoretical analyses of hydrated protein system relaxation (Koenig and Brown, 1993; Koenig et al., 1993;
Koenig, 1995; Koenig and Brown, 1991). They report that there are two classes of protein-water
that ibute to relaxation rate:
1) Hydrod ic i ions that infl solvent motion
2) Cross relaxation interactions between solute and solvent nuclei

Early work on hydrated protein relaxation rates focused on a “two-site” model in which water
molecules were bound to the protein long exough to sense the rotational motion of the protein but with
sufficiently rapid exck to icate the ion rate of bound protons to the bulk solvent
(Daszkiewicz, 1963). This model proved to be inadequate to explain measured results, however (Koenig et
al., 1975), and it is now known that there are at least four classes of water binding sites at the protein-
water interface at which significant energy transfer takes place between the water-protons and protein
protons. These sites correspond to the number of hydrogen bonds formed by a proton on a water molecule
at that site—four, three, two, or one-with bond lifetimes, T, 1% 107®5,2X 10 5,4 X 1075, and 8 x 1072
s, respectively. Note that Ty is short compared to Ty for water protons for all site classes. The four-bond
sites inate the protei Jaxation even though they occupy at most 1% of the protein-water
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interface (Koenig, 1995). An unbound liquid water proton “senses” the thermal energy of the surrounding
lattice through the dipolar magnetic field of surrounding atoms, which fluctuates rapidly due to Brownian
rotation and translation—so rapidly, in fact, that the interaction is essentially averaged out. This leads to the
relatively long T; values for unbound water. If the water molecule is attached to a protein for a sufficiently

1ong Ty, however, its rotational correlation time, 7, is greatly i d, which dt the ging
effect and allows the atom to come to thermal equilibrium more quickly. This decrease of Ty dueto a
reduction in atomic movement is called “motional narrowing” (Bloembergen et al., 1948; Solomon, 1955).

The ic i ion has two it alters the ion rate throngh
motional narrowing and it affects the rate at which cross-relaxation takes place. We can conceptually
of cross- ion as being the d; ically driven transfer of magnetization energy

across the solvent-protein interface under non-equilibrium conditions. In an external magnetic field afier
an RF perturbation, the protein protons relax much quicker than the water protons due to motional
narrowing and energy transfer to the protein backbone, Thus, protein protons return to their equilibrium.
energy level while the water protons are still perturbed. By the second law of thermodynamics, energy
flows from the higher energy non-relaxed protons to the lower-energy relaxed protous in the form of
magnetic flux. Thus, the protein protons act as an energy sink to the water protons and decrease the spin-
lattice relaxation time of the water protons (Koenig et al., 1978; Koenig and Brown, 1991). The transfer of
energy through cross-relaxation can occur by intermolecular magnetic dipolar and electric quadrupolar
interactions of solvent nuclei.

Although there is some ambiguity and variance of interpretation of the data, it appears that in
immobilized proteins the hydrodynami ibution to the overall ion rate becomes small
compared to cross-relaxation effects (Koenig and Brown, 1991, p. 521; Botiomley et al., 1984; Wolff and
Balaban, 1989; Grad et al., 1990; Grad and Bryant, 1990). Temperature increase increases net efficiency
of cross-relaxation between water and immobilized proteins but not very much over the range of
physiological temperatures (Hinton and Bryant, 1996; Conti, 1986b; Bottomley et al., 1984). Some authors
have reported a correlation between relaxation rate and water content (for example, Lundbom et al., 1990;
Fischer et al., 1990). However, many other reviews and studies find no such correlation (Spiller et al.,
1994; Spiller et al., 1995; Englund et al., 1986; Koenig et al., 1984; Bottomley, 1987). Despite the
variance in results, it seems clear that the degree of water does affect the measured relaxation rate
(Fatouros et al., 1991), so whether the effect is hydrodynamic of cross-relaxant, the amount of water is

significant.




Measured Relaxation Rates

In almost all cases the protons and not the protein-protons are the source of signal in MR
experiments because the protein-protons relax more quickly than most systems can detect or there is an
intentional delay used to remove the protein-proton signal (Koenig and Brown, 1991). The measured
relaxation rate is a combination of the protein proton relaxation rate, Ry, the water proton relaxation rate,
Ry, and the rate of transfer of magnetization between the water and protein systems, Rep. will consider
four, two, and one-parameter models of relaxation, described below.

Koenig and others studied the relaxation rate dispersion for in vitro tissue and protein solutions
with a heuristic four-parameter least-squares curve-fitting procedure. This form is derived from what is
known as the “Cole-Cole fit”, which was loped to describe di ic dispersion (Cole and Cole, 1941;
Koenig and Schillinger, 1969; Hallenga and Koenig, 1976). The function, which has been verified for
tissues and protein solutions (Conti, 1986ab; Koenig and Brown, 1984; Koenig et al., 1984; Fischer et al.,

1990), is given as:

A
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where v is the Lanmor frequency in MHz, Ry, is the relaxation rate of pure water (0.23 sat37°C),and D,
A, and B are D and A are proportional to the solute ion and V. is proportional to the
inverse of the rotational correlation time of the protein, 7. (Hallenga and Koenig, 1976; Conti, 1986).
Equation [22] is a heuristic model with no a priori validity-it is just a math ical expression that
describes the data very well and is not based on any particular tt ical jon on the molecul.

For tt ical purposes it is therefore only useful as a way to describe and catalog the data
and is subject to the criticism, as Bottomley points out, that given enough parameters success is aimost
d in fitting a i hly varying fanction (Bottomley et al., 1984).

For a homogeneous protein gel Lester and Bryant report the bi-exponential longitudinal
relaxation rate of a protein gel as:
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where R, and R_ are the fast and slow proton relaxation rates, respectively, and F is the ratio of
equilibrium magnetization of the protein protons to that of water protons (Lester and Bryant, 1991). F can
‘e calculated as the ratio of exch ble water protons o exchangeable protein protons and is constant
for a sample except for a slight pH depend that is negligible within physiologic range and the
frequency range of interest (Conti, 1986a; Zhou and Bryant, 1994). Due to machine limitations or by
design, R, is allowed to decay and then R_is the measured relaxation rate. In the limit that the cross-
relaxation rate, Ry, is rapid compared to the water proton relaxation rate, R, i.e., Rup » Ru, which is
generally the case for fields greater than 1 MHz, the slow relaxation rate, R, becomes the average of the
water and protein proton relaxation rates weighted by their respective proton populations.

R,+FR,
 =———F 4
1+F
Furthermore, for R, » Ry small, which is i ingly true for di h ic field, R_ becomes
directly proportional to Rp.
R =R, 25)
1t would be equivalent to say that the protein relaxation rate i all other ion rates in tissue

dispersion profiles. Both of these conditions hold in immobilized hydrated protein systems at room
Ip for Larmor freqy ‘between 2.5 and 3.5 MHz, which is the frequency range of interest for

the present work (Lester and Bryant, 1991). The protein proton spin-lattice relaxation rate, Ry, is modeled
by Kimmich and Winter (Kimmich and Winter, 1985) as

R, cos[Ban™ 22z, )} 26)
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‘Where B is a constant, v is the proton Larmor frequency, and 7. is the rotational correlation time of the
protein, When T, is large, i.c., when the protein is immobilized and spins slowly or not at all, equation [26]
reduces to a model presented by Kimmich, Winter, and others (Kimmich and Doster, 1976; Kimmich and
Winter, 1985; Kimmich et al., 1986):

R,=AvF @n



‘where A and B are constants and Vvis the proton Lammor frequency. Then, applying equation [25] to
equation [27] with A still a constant (but not necessarily the same value as before) yields:

R=Av* (28)

Bottomley et al used this tw model to fit di ion data in an ive review of normal and

pathological tissues. They found that 4 and B are constants dependant on tissue type with B ~1/3, and that
equation {28) worked very well within relatively wide tolerances (standard deviation of 20% from fitted
curve), which they attributed to systematic errors of the different teams and equipment used to collect the
data that were independent of species, age differences, time after excision, or ir vivo orin
vitro status (Bottomley et al., 1984; Bottomley et al., 1987). Zhou and Bryant (1994) found that for
completely water saturated, rotationally immobilized protein gels B = 0.5 fit the data well and was stable
to variations in other parameters and that A was a constant for a given sample. Except for deviations
caused by quadrupole dips, equation [23] has been verified for homogeneous protein gels between 0.01
and 30 MHz by Bryant’s group (Lester and Bryant, 1991; Zhou and Bryant, 1994; Bryant et al., 1991).
Thus, in an immobilized, hydrated protein system at room for Larmor ies between 1
and 30 MHz, with Ry » Ry and FRp » Ry, the relaxation rate is given by:

R=A 9)
[H_F}v = [ad (29)

Again, note that A does not necessarily have the same value in the two equations. This is similar to a
model proposed by Escanyé et al: R = AV~ + B, (Escanyé et al., 1982). The fact that equation [27] is
based on some degree of a theoretical framework instead of a heuristic fitting equation is intellectually
satisfying. However, the present work deals with clinical applicati Iand thus precision is more imp

than theoretical viability. Two studies have found that equation [22] provides a better fit to measured data
over a wide frequency range than does equation [27], especially in the ultra-low field case (v < 1 MHz)
and the high field case (v > 40 MHz) (Fischer et al., 1990; Henriksen et al., 1993). However, in the
frequency region of interest for the present work, 2.5 — 3.5 MHz, the two-parameter and four parameter
models are in close agreement.

To evaluate the feasibility of using the one-parameter model, equation [29], we can use Fischer’s
fit parameters for excised human white matter for equation [22] to calculate a “measured” value for R at
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some frequency not on the quadrupole dip, say v = 3.3 MHz (Fischer et al., 1990). Using this R and v we
can estimate the A for the one-parameter model, A = Rv®® and then create the one-parameter relaxation
dispersion profile over the range 2.5-3.5 MHz. Fischer et al's parameters were: D =-1.33 s,A=1825¢
! ve=0.165 MHz, B = 0.291. With these parameters R(v=3.3 MHz) is calculated to be 4.23 5™ and A is
estimated as 7687. Graphs of equations [28] and [22] with Fischer’s parameters (Fischer et al.,, 1990) and
equation [29) with parameter calculated as described are shown in Figure 2.

[ of1,2,and 4 Models for
Protein Relaxation Rate

o1 1.0 10.0
Frequency, v [MHz]

FlgureZ(‘ ison of 1,2, and 4 p fits of ion rates in proteinated systems
in frequency range of interest. Paramuer: for two-parameter fit, equmon [28], and four-
parameter fit, equation [22] are from Fischer et al (1990). Parameter for one-parameter fit,
equation [29], is calculated as described above.

As Fischer observed, the one- and two-paramster fits break down below 1 MHz. However, over the
frequency range 2.5 — 3.5 MHz all three fits agree well. With A in the one-parameter model estimated with
v = 3.3 MHz, the largest percent difference between the one- and fi ‘models in this fre

range is 6.8 %.

Conclusion

For the present work, the significance of equation [29] is that it estimates refaxation contributions
for relaxation paths other than cross-relaxation with N and that A and thus the dispersion profile from
2.5 to 3.5 MHz can be predicted within 7 % with a single measurement of R.
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CHAPTER VI

QUADRUPOLE INTERA CTIONS IN PROTEIN SYSTEMS

Introduction

A nucleus that has an ellipsoidal charge distribution is said to be quadrupole and has a nuclear
electric quadrupole moment, 0, arising from the asymmetric charge distribution (Ramsey, p. 3-23). It can
be shown that only nuclei with nuclear spin, 72 1 can have a quadrupole moment. Examples of
quadrupolar nuctei include *H, N, and **C1. The nuclear electric quadrupole moment, Q, interacts with
the local electric field gradient according to a nuclear quadrupolar coupling constant. Most clinically

ificant MR phy are dominated by ic dipolar i jons. However, under certain
the electric quadrupolar i ion exerts a significant influence on the overall behavior of

the system.

Quadrupole Interaction

Quadrupole interactions have been well studied and there is plenty of Literature documenting the
theory and i 1] of the phy Schuler and Schmidt observed atomic nuclear
quadrupole constants in 1935 (Schuler and Schmidt, 1935) and Kellog et al observed molecular
quadrupole constants in 1936 (Kellog et al., 1936). Dehmelt and Kruger reported pure quadrupole
couplings transitions in solids in 1950 (Dehmelt and Kruger, 1950). Theoretical treatments are readily
available (Das and Hahn, 1958; Cohen and Reif, 1957; Klainer et al., 1982; also Lehn and Kintzinger, p.
79-161; Semin et al., p. 1-15).

If we visualize the nucleus as a volume distribution of positive charges surrounded by a negative
charge cloud then there is an electrostatic potential that varies slowly over the nucleus. The electrostatic

1 drupole. hexadecanol

energy can be expressed in terms of superimposed ofa P q ip p

etc. The monopole term is constant and not orientationally-d dent. The hexadecapole and
higher pole interactions are either negligible or non-existent (Ramsey, p. 23-24). Thus, the orientationally
dependent term is the quadrupole energy. Further manipulation and quantum mechanical considerations,
which are beyond the scope of this project, lead to a solution of the Schroedinger equation with a multiple-
level system of energies. The number of possible energy levels depends on the spin. For spin I = 5/2 there
are two energy levels; I =1 and = 7/2 each yield three levels; 7= 9/2 yields four levels, etc. (Semin, p.4-
. iating a quadrupolar sample with el ic energy at the proper frequency can induce
transitions between the energy levels. The signal created by the quadrupole energy level transition can be
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detected remotely using NMR techniques and is called nuclear quadrapol {NQR) sp

Some groups call this spectroscopic technique zero-field imaging or spectroscopy because it requires no
external magnetic field (for example, Liao and Harbison, 1999). Although there are non-trivial technical
difficulties in NQR spectroscopy, it allows research on many nuclei that are not accessible by ordinary
NMR (Harbison, 14 Feb 2001) and finds practical application in narcotic and explosive d

(Grechishkin and Sinyavskii, 1997; Yesinowski et al., 1995; Rudakov et al., 1997). NQR is an active area
of research. INSPEC subject search in February 2001 for “Nuclear Quadrupole Resonance” yielded 7745
hits.

MN Nuclear Quadrupole Resonance
For "N, with nuclear spin, J = 1, the quadrupole interaction gives rise to a three-level system of

energies given by:

E, =e%qQ/2 (30a)
E, =-E,(-n)2 (306)
E,=-E,(+n)2 (300)

where e is the elementary charge (1.602 E ~19 Coulombs), g is the ¢lectric field gradient along the z-axis
of the principal axes system, Q is the quadrupole moment (0.0155 bto 0.020 b for **N (Letn and
Kintzinger, p. 84; CRC, 11-40)), and 7 is the asymmetry parameter (77 < 1; typically = 0.1; Lehn and
Kintzinger, p. 86-93; Winter and Kimmich, 1982b). Transitions between these levels can be induced with
oscillating magnetic fields of the proper frequencies. These frequencies are given by:

€90
= 3+ (3la)
V. ah (B+n)
€90
= 3 (31b)
v a (3-n)
2
Vd=%=v‘—v_ (3lc)

Variations in chemical structure and molecular environment lead to a small spectrum of possible transition

frequencies.



Quadrupole Dips

Under certain conditions the T, di: ion profile of sub ining quadrupolar nuclei
shows a sharp decrease or “dip” at the quadrupol; ition frequencies. This “quadrupolar dip” arises
from the transfer of energy from the non-quadrupolar nuclei to the quadrupolar nuclei, causing a
quadrupolar energy ition. Since the quadrupolar relaxation time is i1y shorter than the non-

quadrupolar relaxation time this energy transfer causes the overall system to relax faster, thus decreasing
T;. Goldman observed this phenomenon in 1958 with 'H and *C1 and *’Cl in paradichlorobenzene
(Goldman, 1958). Woessner and Gutowsky made similar cbservations that same year with the same

d (W« and G ky, 1958). Since the initial cbservations several groups have reported
quadrupole dips with various species, for example, “’Ba—"H (McGrath and Silvidi, 1962), CI*~'H, Ba'*-
'H, and Ba™"-'H (Nakamura and Enokiys, 1963), and "O-'H (Hsieh et al., 1972). For more description
and references see (Stokes et al., 1979; Abragam, 1961, p, 143).

Quadrupole Dips in “*N-"H Systems

Nitrogen and Hydrogen are two of the most significant elements in biology. Nitrogen is present in
significant quantity in all proteins as one of the components of the amino acids that make up proteins. Of
the twelve isotopes of Nitrogen, *N and **N are the only naturally occurring stable species. “*N has an
abundance of 99.63 %, spin /=14, nuclear magnetic moment +0.40376 nuclear magnetons, and electric
quadrupole moment 0.0155 b to 0.020 b (b = barn = 10 cm; Lehn and Kintzinger, p. 84; CRC, 11-40).
Hydrogen is biologically ubi in all organic compounds and systems. *H has an abundance of 99.99
%, spin of I = Y%+, nuclear magnetic moment of +2.793 nuclear magnetons, and electric quadrupole
moment +2.86 mb (CRC, 11-39). N and *H both have interesting and varied applications in NMR (for
example, LiWang and Bax, 1997; Reif et al., 2000; Czernek et al., 2000; de Alba and Tjandra, 2000).
However, their almost negligible abundance and **N’s lack of a quadrupole moment make them

uninteresting for the present purposes.

As a Yo+, 1+ spin system, *N-"H systems display the quadrupole dip phenomenon, which
indicate more efficient spin-latti ion through quadrupole coupling between the protons and the
nitrogen atoms (Stokes and Ailion, 1979; Westlund and Wennerstrém, 1985). Winter and Kimmich
observed that if an external magnetic field had a low enough freq) the quadrupole coupling d
Zeeman coupling (Winter and Kimmich, 1982b). The low-field condition for “N is B, < 0.3 T, which
corresponds to v < 10 MHz, where B, is the flux density of the external magnetic field. Further, they
observed three conditions necessary for the existence of the quadrupole dip:

1) 'H Larmor frequency has to equal one of the '*N quadrupole transition frequencies.
2) TheT, relaxation of the “N system must be fast compared to the proton system, i.e., Ty » T,




3) Comelation time of the N system must be large, i.e., it must rotate slowly or not at all and thus

avoid motional averaging.

The pathway for the relaxation can be modeled as energy flow from a water-proton to an amide
(NH) proton to the nitrogen to the lattice. The interaction between the water proton and the NH proton is a
dipolar magnetic coupling or Zeeman coupling, which transfers some of the energy of the perturbed water
proton to the protein proton as it does during “normal” relaxation. The NH proton, which is bound to the
immobilized protein and is thus motionally narrowed will relax faster than the water proton, again as in
“normal” relaxation in a hydrated protein system. However, if the Larmor frequency of the NH proton
maiches a quadnipole transition frequency of the N, because of the small N-H distance, energy can be
easily transferred from the NH proton to the nitrogen, causing the Nitrogen to move to a higher energy
state and relaxing the NH proton. The nitrogen is very strongly coupled to the lattice and is very stable and
relaxes this added energy very quickly. This is a much more efficient relaxation pathway than relaxation
through motional narrowing of the NH proton. Thus T, is decreased at the quadrupole resonant
frequencies (Kimmich et al., 1984; Koenig, 1988). Winter and Kimmich observed that the dip frequencies
for proteinated tissues and models corresponded to the NQR frequencies reported for the amide groups of
amino acids (Edmonds and Summers, 1973; Blinc et al., 1972) and thus concluded that the amide groups
found in proteins are responsible for the dips (Winter and Kimmich, 1982a).

Quadrupole Dips in Proteinated Samples

Since proteins contain significant amounts of Nitrogen and water is almost completely ubiquitons
in biological tissues, it stands to reason that structurally intact proteinated tissues would exhibit
quadrupole dips. Quadrupole dips arising from ‘H-*N systems have been found and analyzed in various in
vitro tissues and models. These include Bovine Serum Albumin (BSA) (Kimmich and Winter, 1980),
BSA, muscle tissue, Micrococcus luteus, and yeast (Winter and Kimmich, 1982a), rat heart (Koenig et al.,
1984), various proteins, DNA, and frog muscle (Kimmich et al., 1986), multiple sclerosis plaque (Rinck et
al., 1988), bovine calf eye lens homogenate (Beaulien et al., 1987; Koenig, 1988), egg white lysozyme
(Lester and Bryant, 1990), hen egg albumen (Carlson et al., 1992), BSA (Koenig and Brown, 1993),
human astrocytomas (Spiller et al., 1994), transplantable human gliobastoma (Spiller et al., 1995), and
pituitary adenomas (Spiller et al., 1997).

In vivo studies of quadrupole dips are not as ive. Kimmich et al appear to have been the
first to study dips in living i with their report on Yive Hirudo medicinalis (leeches)
published in 1984 (Kimmich et al., 1984). Rinck et al found dips in rat muscle that were similar to dips
observed in in vitro MS plaques (Rinck et al., 1988). Carlson et al created in vivo dispersion profiles of fat,




bone marrow, muscle, white matter, dark matter, and the pons of healthy volunteers in a whole body
imager. The fat and bone marrow provided no significant dip structure. The muscle and all three brain
tissues studied yielded clear quadrupole dips. In the brain, the dip magnitude increased from white matter
to dark matter to the pons (Carlson et al., 1992). In 1999 Lurie published a quadrupole dip collected from
his forearm and three axial images of his thighs. One of the thigh images was collected at the main dip
frequency (2.77 MHz) and another was collected slightly off the dip frequency (2.45 MHz). The third
image was created by subtracting the second image from the first, pixel by pixel, to yield an approximate
quadrupole dip magnitude map (Lurie, 1999).

The precise location of the dip on the frequency axis can vary slightly depending on the precise
chemical environment of the sample and experi 1 variables. For i immobilized, hydrated,
proteinated samples, the main dip, i.¢., largest magnitde and highest frequency, has been measured at
2.79 MHz (Koenig and Brown, 1991), 2.77 MHz (Carlson, Radiology 1992; Lurie, 1999), 2.84 MHz (Jiao

and Bryant, 1996), etc. All three of the dips are between 1 and 3 MHz.

Quadrupole Dip Magpitude Proportional to Protein Concentration
If amide groups in the protein backbone are the source of the quadrupole dip then it seems

le that the itude of the quad le dip should be proportional to the number of
amides in the sample and thus proportional to the concentration of proteins. The ratio of amides to amino
acids in a protein is typically slightly greater than one. The masses of the twenty biologically significant
amino acids range from approximately 75 to 190 g/mol, or a factor of 2.5 between the least massive and
the greatest with a mean of 133 g/mol and a standard deviation of 28 g/mol (McMurry, 1996, p. 1058-
1059). So, most of the amino acids have approximately the same mass and over the volume of a single
voxel, the number of amides should be directly proportional to the mass of proteins in the voxel. Jiao and
Bryant verified that the quadrupole dip magnitude is linearly related to the protein concentration using
cross-linked BSA/gluteraldehyde gels (Jiao and Bryant, 1996). The modeled the relaxation rate that was
ind dent of the “N ion as

R=Av™ 32)

They measured R at some “off dip” frequency, v, = 3.30 MHz, and used this R, = R(v,) to calculate A and
extrapolate the value of R at the dip frequency, v4 = 2.84 MHz, R, = R(v4). They then measured the value
of R at the dip frequency, R,, and took the difference to find the dip magnitude, R,



R,=R,-R,=R, /"—v -R, I
Va

‘The significance of R, is that it represents the contribution of N 1o the relaxation of the system. They
found that the relationship between the pole dip itude, R, [s"], and protein concentration, p [%
weight], is:

R, =(0.114:£0.006)p — (0.47 £ 0.09) 64

with a linear correlation coefficient of 0.99. The non-zero intercept is a concern since at zero concentration
there should be no contribution from the "N atoms. They attributed the negative intercept to the
impossibility of making low concentration immobilized protein gels, which shifts the line to the right. A
similar argument can be made about the itivity of the d ion system-if the signal below a certain
concentration is too weak to be detected then the line will be shifted to the right.

Conclusion

Electric quadrupolar interactions between "N and "H create dips in the T, dispersion profile of
samples containing rotationally immobilized proteins. These dips have been observed in a variety of in
vitro and in vivo i including humans. The itude of the dip is ! to the protein

concentration in the sample.
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CHAPTER VII

QUADRUPOLE DIP IMAGING WITH PMRI

Introduction
Quadrupole Dip Imaging (QD1) is a novel imaging technique that creates images based on the

magnitude of the quadrupole dip. So far as I have been able to ds ine, Kimmich and orkers were
the first to suggest an MR contrast mechanism based on the quadrupole interaction (Kimmich et al., 1984).
In 1992 Carlson d that changes in the quadrupole dip caused by demyelination or muscle scarring
might be diagnostically useful (Carlson et al., 1992). Jiao and Bryant demonstrated a QDI scheme that
isolates the ibution of the N to ion by d ining the Ty ion rate at the maxi of
the quadrupole dip and at a point well away from the quadrupole dip and using a one-parameter model to

late the **N independent relaxation at the quadrupole dip fr and subtracting the two values
(Jiao and Bryant, 1996). Furthermore, Jiao and Bryant demonstrated in the same report that the magnitude
of the quadrupole dip was linearly related to the concentration of rotationally immobilized proteins in their
gel and tissue sample ir vitro (Jiao and Bryant, 1996). In an imaging format with the signal amplitude

scaled by the dip itude, which is proportional to protein ion, contrast would come from
variations in immobsilized protein concentration from voxel to voxel. Lurie has demonstrated
impl of a similar technique for quadrupole-dip based contrast ir vivo with a human subject in a
wbulebodymna‘_(].m'ic,l%).
Quadrupole Dip Imaging
As explained above, the protein ion is estimated by ing the itude of the
quadrupole dip. This magnitude is defined as the diffe between the ion rate and an
lated “n drupolar” relaxation rate at the highest dip frequency, =2.84 MHz. The “non-

quadrupolar” model for a highly aquecus system, i.e., the relaxation dispersion we would expect if there
was no quadrupolar dip, is given as:

1
R=—= .
T Nl @5)

‘Where R is the relaxation ratc and A is a constant (Zhou and Bryant, 1994), A is determined by measuring
T; at some frequency away from the quadrupolar dip, for example, vo=3.30 MHz.
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A=R,v, @6)

The lated ion rate, R,, is then with A calculated from the di

measured Ty, Thus:

Ro=r—=—7—==— @7
T, va Tia\v.

The quadrupole dip magnitude, &, in units of 5™ is the difference between the measured relaxation rate at
the dip, Ry, and the extrapolated relaxation rate at the same frequency, R,

Vv,
§=R,-R.=R,-R, | = 38)
Vs
Thave found no symbolic ion of the quadrupole dip itude in the li Ichose &
arbitrarily. The typical range of values for § is 0.5 10 2.0 s" (Jiao and Bryant, 1996). For quantitative
measurements it is possible to calibrate the dip de to protein ion, O, such that:
=af+p 39)

Jiao and Bryant report £ as a function of g, with a best-fit slope of 0.114 + 0,006 and zero-intercept as —
0.47 £ 0.09 for BSA/gluteraldehyde gels between 6 and 20% concentration (Jiao and Bryant, 1996).
Flipping the axes to yield g, as a function of § to fit the model I have described above yields o = 8.80 £
047 and f =412 0.79.

Contrast Mechanism

Contrast for MRI techniques is d ined by the variable ions of target atoms, usually
Hydrogen, in different tissues to the applied magnetic fields. That is, some histological difference between
tissues affects MR characteristics differently in the different tissues and is therefore detectable in the MR
image. Proton density, longitudinal relaxation rate (1/Ty), and transverse relaxation rate (1/T;) are the most
common p ined with it MRI techni More recently developed techniques
such as Magnetic Transfer and Spin Diffusion imaging obtain contrast based on the motion of water
lecules and memt Quadrupole Dip Imaging (QDI)

molecules in relation to the ding macr




contrast is based on the histological and histopathological differences in immobilized protein
concentration among various tissues and pathologies, The quadrupole dip i which arises from
electric quadrupolar interactions between *H and “N from amides in the protein backbones and water, is
proportional to the immobilized protein concentration by wexght (Jiao and Bryant, 1996). QDI contrast is
similar to MT contrast in that it an energy-exchanging i ion between water and
macromolecules, however, the energy transfer mechanism in QDI is primarily electric while MT coupling
is primarily magnetic. As with ail MR techniques, QDI signal intensity is proportional to the number of
targetammslhat to the d contrast p in this case the number of

hydrod Il ible amides in the of rotationally immobilized proteins.

Field Cycled Proton-Electron Double-Resonance Imaging (PEDRI)

QDI is concepmually and practically very similar to the Field Cycled Proton-Electron Double-
Resonance Imaging (PEDRI) developed by Lurie’s group at Aberdeen. In fact, it appears that Lurie’s
group was the first to produce a full QDI image (Lurie, 1999). I will briefly describe the PEDRI technique
as an introduction to the QDI technique and 1o indicate the source of valuable published results and
expenence in the development of low-cost FC components. PEDRI is a technique that images free radical

by irradiating an electron i (EPR) of the free radical being studied

while measuring the MRI signal (Lurie, et al., 1988). EPR is the absorption of microwave radiation by an
unpaired electron in a magnetic field. Under appropriate conditions interactions between the protons
detectable by MRI and the free radicals enhance the MR image in the free radical containing regions, By
collecting the EPR enhanced image and the normal image consecutively and then taking the difference of
the two it is possible to map the density of the free radicals (Lurie et al., 1994). PEDRI suffers from

power deposition, which is by field cycling-by applying the EPR irradiation at a low
field strength and reading out the NMR at a higher strength. Lurie’s group used a small resistive
electromaguet enclosed in a larger magnet that is held at a constant strength while the smaller magnet is

driven such that its field is opposite to the main magnet, thus lowering the field strength in the imaging
region (Lurie et al., 1989). Lurie’s group has further developed the dual magnet field-cycling technique
(Lurie et al., 1991; Lurie, 1994; Baras et al., 1995; Puwanich, et al., 1999). The parallel of FC-PEDRI to
QDI is obvious—two field strengths are used to create a difference image that isolates the contribution of a
target atom. The hard and pulse impl ion for QDI will be vhat similar to those
developed by Lurie’s group.

QDI Pulse Sequences

A detailed analysis of Prepolarized pulse sequences is beyond the scope of this article (see
Chapter IV for a general description of PMRI pulse sequences). However, to analyze the potential for
clinical implementation we must consider constraints on the imaging sequence and verify that there are



potentially viable options. We will consider

for itative protein ion mapping

and relative concentration-weighted imaging. Lurie used field-cycled, interleaved inversion-

recover, i very pulse sequ and an inter] fieldcycled i ion recovery imaging
pulse seq to measure Ty itatively (Lurie, 1999). Quantitative T; mapping is also used for
temperature measurements (for example, Bertsch et al., 1998; Wlodarczyk et al.,, 1999) and the insight
gained there should transfer to PMRI sequence development. Jiao and Bryant demonstrated a relative
approach that is fundamentally different from the quantitative approach in that it assigns signal intensity
based on the ratio of the dip and non-dip signals instead of the difference between the signals (Jiao and
Bryant, 1996). This relative approach may be more useful than quantitative measurements since it can
probably be implemented in faster sequences. These might include snapshot or turbo FLASH (Tong and
Prato, 1994; Haase, 1990; Puwanich et al., 1999; Deichmann and Haase, 1992), Look-Locker Echo
variants (Gowland and Mansfield, 1993; Kay and Henkelman, 1991), or TOMROP (Brix et aL, 1990;
Gowland and Leach, 1992). Other work that might prove useful includes (Carlson, Crooks et al., 1992;
Bielecki et al., 1984; Anoardo and Pusiol, 1996; Guiberteau and Grucker, 1996). Development of robust
PMRI will be an i research area. He at present it seems safe to say that it is

feasible to develop sequences that are adequate for clinical QDI

Error, Dynamic Range, and Field Accuracy
For the Ty ision is ly i and accuracy marginally so. To be
more specific, since we are concerned with a difference measurement, control of random error is more

important than control of ic error. If some ic exrror makes the T, estimates inaccurate but
the refative ion of the lated and dip values then there is no problem in the protein

concentration estimate.

Dynamic Range

‘A major limitation of QDI with PMRI is the relative magnitude and dynamic range of values
involved. In Lurie’s abstract, the dip magnitude is ~15% of the T, at that point (Lurie, 1999). In Jiao and
Bryant the difference was ~12% of T, for an 18.5% BSA gel (Jiao and Bryant, 1996). So, the entire
dynamic range of clinically useful values is on the order of 20% of the measured vales. Thus, a random
5% error in one of the T; measurements could propagate as a 25% error in dip magnitude and therefore
signal intensity. Since signal intensity is proportional to a difference the errors in the individual
measurements are additive. Thus, a 5% inty in each T, results in a 10% uncertainty
in the difference and a 50% uncertainty in the signal intensity.




SNR Gain

If the readout magnet of the PMRI scanner has a field strength that is close to the quadrupole
transition field strengths the SNR gains from PMRI are reduced. As described in Chapter 4, in PMRI, SNR
o By, and the imp in SNR over ional imaging is simply B,/B.. Jiao and Bryant used a dip
frequency of 2.84 MHz, and an off-dip frequency of 3.30 MHz (Jiao and Bryant, 1996). This corresponds
to magnetic field strengths of 0.0667 T and 0.0775 T, respectively. If we implement QDI on the PMRI
scanner at the MRSL with its readout field of 0.058 T (2.46 MHz) the PMRI SNR gains are 1.15 and 1.34,
respectively-hardly anything at all. A possible solution to this problem is to develop circuitry that would
enable the electromagnet to be pulsed to a large magnitude (B, » B;) and then quenched rapidly to some
evolution field strength, B,, before being quenched completely to B,

Quadrupole Dip Width

The quadrupole dip peak is relatively broad, so not being perfectly at the peak does not produce
large error. In Jiao and Bryant’s paper the Full Width Half Maximum (FWHM) of the major dip is
approximately 300 kHz (Jiao and Bryant, 1996). The precise location of the dip on the frequency axis can
vary slightly depending on factors that have yet to be precisely described. Reported values for the main
dip, i.e., largest magnitude and highest frequency, include 2.77 MHz (Carlson and Goldhaber et al., 1992;
Laurie, 1999), 2.79 MHz (Koenig and Brown, 1991), and 2.84 MHz (Jiao and Bryant, 1996). So, the
expected peak location might vary by as much as 70 kHz. In Jiao and Bryant's data, moving away from
the peak center 70 kHz resulted in a change in the T, estimate of less than -1.5%. However, as described
above, a 1.5% etror in the T, estimate could result in a -7.5% error in protein concentration. Furthermore,
since the evolution field is inhomogeneous, the entire volume of interest will not be precisely on the dip
freqn If the inh ity is significant over a voxel the measured magnitude will be less than the
actual magnitude. If the inhotnogeneity is over several voxels, some of the voxels will be on frequency
while others are off, which decreases the validity of the protein concentration map. For all parts of the
sample to be within 70 kHz of the dip frequency requires homogeneity of only 24,600 ppm.

Electromagnet Heating

The relative i itivity of the quadrupole dip itude to the precision of the frequency
alleviates some of the concern about magnet heating. PMRI uses a resistive electromagnet that is low-cost
and can have varying field strengths. Current, I, is fed through the magnet, which generates a magnetic
field whose itude is p ional to the itude of the current according to the Biot-Savart Law.

H , the conducting material has a resi R, which causes it to dissipate power in the form of
heat where the amount of heat power generated is equal to P=FR. Resistance, R, is related to resistivity, p,
by: R = p(l/a), where l=length and a=cross sectional area of the conductor. Resistivity is dependent on



temperature by 1%, 2™, 5%, or 4 powers depending on the temperature range and state of the material
(Dyos and Farrell, 1992). Therefore, the longer the magnet is “on” the greater amount of heat is generated
and therefore the higher the resistance. The magnet is driven by voltag lled circuitry: it

the voltage at a constant value by changing the current if necessary. As the resistance increases while the

voltage remains constant there is decrease in the current requirements by Ohm’s law: V=IR. Since the
magnetic field magpitude is directly proportional to current magnitude, a change in current causes 2
change in field strength which changes the net magnetization of the sample, i.e., from one measurement to
the next the B, changes. For temperatures between 100-1200 K the resistivity of copper is linear (Khanna
and Jain, 1974; Matula, 1979; Domenicali and Christensen, 1961). In the linear region of a pure metal
resistivity is related to temperature by:

pT)=[p@ Mi+a(r-1,)] 0

where p is the resistivity, T is the temperature (in °C or K), and o is the temperature coefficient of
expansion (with units of °C** or K™*). Copper has a coefficient of resistivity, o = 0.0039 °C*
(The Electronics Library, 2000). For the MRSL PMRI electromagnet, a current of 23 A generates a
magnetic field of 0.125T (5.32 MHz; Morgan, 1999). Thus, for frequencies of 2.84 and 3.30 MHz (0.067
T and 0.078 T), when placed in a 0.06 T magnetic field the pulsed magnet requires 1.64 A and 3.63 A,
respectively. To change the field by 70 kHz (i.e., off the dip frequency of 2.84 MHz) requires a change in
current of 0.3 A. For constant voltage, this requires a temperature change of 57°C. On the MRSL PMRI
scanner, for /=100 A, the magnet heats at a rate of approximately 10 °C/min (Morgan, 1999). For QDI
applications the currents required are two orders of magnitude less than this current and the time the
magnet is on is on the order of hundreds of milliseconds. It is unlikely that normal usage would generate
this degree of temperature change. The relatively low heating rate also alleviates concerns about structural
stability of the apparatus at high temperatures and patient safety and comfort.

Voltage and Current Control

The relatively small chenges in field strength require relatively precise control of voltage and
current. For the MRSL magnet a 70 kHz change in field strength requires 0.3 A change in current.
Therefore, the power supply should allow reliable control of current to a precision of at least 0.1 A.

Factors that Could Affect QDI Accuracy and Precision

The quadrupole dip arises from magnetically perturbed, mobile water protons binding in the
vicinity of NH protons and coupling to those protons magnetically, which in turn couple to Nitrogen atoms
electrically, which relax efficiently. In QDI we want to measure the number of proteins that are



rotationally immobilized, which is indicated by the i of the g pole dip. The
between the magnitude of the quadrupole dip and number of rotationally immobile proteins depends on:
1) Degree of matching between the quadrup ition and the Larmor ies of “N and 'H

2) Relative speed of the "N T, relaxation versus the 'H relaxation, i.e., T,"® » TN

3) Mobility of the water molecules

4) Efficiency of communication between the two H on a given H;O molecule

5) Availability of NH protons for coupling

6) Accuracy of T; measurement

7) Total number of protons contributing to signal
Although the dip is based on a specific exchange, competing exchanges or factors that change the overall
rate of exchange could affect the magnitude of the dip. For example, Ceckler showed that for ordinary
protein relaxation some of these factors might include hol ion, pH, and
surface chemistry (Ceckler, 1992).

<

Protein Motions and Concentrations

Below 10 MHz, the degree of rotational tumbling of the protein is a significant factor in
quadrupole dip amplitude. In a solution a protein rotates with a frequency on the order of 1 MHz (Winter
and Kimmich, 1982), which is fast enough to cause the net quadrupole interaction to average to zero (¥iao
and Bryant, 1996). It is this rotational dependence that provides the contrast mechanism for QDL Side
chain motions of proteins are insignificant below 10 MHz irrespective of tumbling rate of whole molecule
(Winter and Kimmich, 1982).

The range of immobilized protein concentrations in tissues could affect the sensitivity of QDI
studies. Protein concentration in a muscle sample is approximately 20% and in an MS plaque 7.5% (Rinck
et al.,, 1988). Koenig et al assert that typical tissue is 20% solids by weight (Koenig et al., 1993). Brain
white matter (WM) is approximately 25% myelin by wet weight mq myelin proteins constitute 28% of
white matter protein (Norton and Autilio, 1966). Myelin is 28-30% protein by dry weight (Svennerholm
and Vanier, 1978; Norton and Autilio, 1966). By manipulation of these 1 estimate that the
approximate protein concentration of CNS white matter is 27% by weight.

WM protein | myelin protein\ myelin | _ (0.30)0.25) _ 027 @n
myelin protein myelin wet WM 0.28 ”
The span of quadrupole dip i covers protein ions from 0 to 27%. The upshot is that a

relatively small change in the total solids density of the brain results in a relatively large percentage
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change in the imaging scale. For example, a 3% decrease in protein concentration by wet weight of the
‘brain results in an 11% decrease in dip magnitude. Although this train of thought indicates that QDI could
be a very sensitive modality, similar reasoning applied to the dynamic range of relaxation rate values,
discussed below, indicates that sensitivity might be limited.

Natural histological variations in protein distribution could affect the efficacy of QDI as a
diagnostic device In the CNS, nerve cells are approximately 80% protein by dry weight and 20% by wet
‘weight. Monkey cerebellum white matter has a mean protein concentration of 344 g/kg dry tissue
(standard deviation = 9 g/kg). Other regions of the monkey brain have concentrations ranging from 381-
645 g/kg dry tissue (Friede, 1966, p. 358-359). Presuming humans have a similar distribution, because of
natural variations in protein distribution, it might be difficult to observe a pathological abnormality.
However, Friede observed that within a particular region the protein distribution tended to be uniform
(Friede, 1966, p. 493).

Mobility and Density of Water Molecules

Some authors have reported a correlation between relaxation rate and water content (for example,
Lundbom et al., 1990; Fischer et al., 1990). However, many other reviews and studies find no such
correlation (Spiller et al., 1994; Spdlq et al., 1995; Englund et al., 1986; Koenig et al., 1984; Bottomley,

1987). Spiller et al attril in rel: y ind dent of water content to histologic
d:vemty, different rates of metabolism, differences in protein content, changes in protein conformation
and and comp ization (Spiller et al., 1995). In water/protein soluticns and

proteinated tissues the dispersion profile can be influenced by the mobility of the water molecules (Koenig
and Brown, 1984; Spiller, et al., 1995; Fatouros, et al., 1991). This is affected by:

1 ian motion of the lecules and solvent
2) Protein/s i ions such as hydrogen bonding and protein/water collisions
3)C ization by it that alters access of water to protein

Molecular Size, Shape, and Temperature
As would be expected, dip litude d igni with decrease (35 °C
vs. 5 °C) due to an increase in the viscosity of water and the slowing of the rate of exchange of protons

(Koenig, et al., 1990). Temperature increase also increases the net efficiency of cross-relaxation between
water and immobilized proteins (Hinton and Bryant, 1996; Conti, 1986b; Bottomiey et al., 1984; Beaulieu
et al,, 1989). However, in the physiological range of temperature values these effects are almost negligible.
Protein molecular size, shape, and side chain motions could all potentially affect the mobility of water and
its access to the relaxation sites. The size affects the momentam and rate of umbling, but if the protein is



immobilized these factors are no longer a concern. Furthermore, in a clinical imaging environment with
voxel sizes on the order of millimeters, each voxel will contain many different types of proteins, so even if

there is differential i ion with a particular type of protein it is likely that the effect will average out
due to the large number of different proteins. As mentioned above, side chain motions of proteins are
insignificant below 10 MHz i ive of tumbling rate of whole molecule (Winter and Kimmich, 1982).
Solvent Viscosity

Solvent viscosity could have a significant effect on water proton mobility. To understand this
concern we must be careful to differentiate between ic and pic viscosi pi
viscosity refers to the bulk behavior of the fluid. Microscopic viscosity refers to the ability of individual
molecules to move past each other. Although microscopic and macroscopic viscosity are obviously related

10 each other, in a heterogeneous fluid they are not necessarily qualitatively the same. For example,
consider congealed (not clotted) blood, which although very viscous on a macroscopic level, leaves
interstices oo large to substantively alter the thermal motion of water on a microscopic level (Koenig and
Brown, 1984). Viscosity is a concern in the case of vasogenic edema, such as in multiple sclerosis, where
the edema has a high concentration of solute protein and a concomitant small increase in macroscopic
solvent viscosity (Naruse et al., 1986; Brilck, et al., 1997; Bioomfield et al., 1998). However, on the
microscopic scale the water mobility is not significantly restricted because of the relative size of the

protein molecules. A change in the ion of smailer molecules, such as glucose, conld have a more
significant effect on the microscopic viscosity. CSF can have a variable composition under normal
circumstances and MS can alter those ions (for example, Osent et al., 1985).

Edema

It seems clear that the degree of edema does affect the measured relaxation rate (Fatouros et al.,
1991). A significant concern with proteinacecus vasogenic edema is how it affects the validity of the one-
parameter mode] and thus the retative dip itude. The ption of the one-p model was that

there was a population of mobile solvent molecules and rotationally immobilized protein molecules and
that the relaxation of the solvent protons can be modeled as equation [35]. In the case of vasogenic edema

there is a contribution to relaxation from mobile proteins. Consider two samples with equal masses of
immobilized proteins and equal volumes of liquid, one with pure water and the other with a protein
solution. Although the protein solution will have fewer molecules of water it is probably not enough to
reduce the number of protons relaxed by the quadrupole relaxation sink. However, protons in the protein
solution sample can be relaxed by mobile and immobile proteins (and of course other water molecules) so
the relative contribution by the N sink, and therefore the magnitude of the quadrupole dip, will be
lessened. The magnitude of this effect could have imp for the in vivo precision possible
with QDI. Another concern with edema is that it changes the local volume of the tissue. Will QDI be able
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to distinguish between a change in volume that Jeads to a lesser protein concentration reading and protein
degradation that leads to a lesser concentration reading?

Compartmentalization

C lization—the ing of water populations to specific regions by membranes—does
not directly interfere with the “N-"H relaxation. What it might do is affect the relative effect on the total
signal amplitude, since it could isolate protons from the quadrupole relaxation sink and proton populations
from the “relaxed” protons that communicate the relaxation efficiency of the few quadrupolar interactions
to the whole population. Thus, there could be a tissue with a significant hydrated, immobilized protein
concentration that is isolated from a large part of the local water population. The QDI measurement of this

tissue will report low protein ion because the ion will be i confined to the few
water protons in direct communication with the proteins. There are several reasons why
compartmentalization should have a minimal effect. On a mi ic scale, lization effects

will be averaged out over the voxel size used for scanning. Consider two situations: (1) two water proton

populations with volumes on the order of i in close proximity to one another,
one perfectly isolated from any immobilized protein system and the other in efficient communication with

an immobilized protein system, and (2) the same as the first situation, but remove the membranes that

separate the populations, allowing efficient mixing of the two. In the first case the population in contact
the protein will relax quicker, i.e., have a greater relaxation rate, than the non-protein population.
However, when the signals from the two populations are averaged together as part of a single voxel the

t d relaxation is i " to the isolated proton population. In the second case the relaxation

is icated to the second populati hanjcally, resulting in an average relaxation rate similar

(though certainly not necessarily equat) to the average rate that comes about through intravoxel averaging.
Koenig asserts that in most cases membranes restrict water proton mobility by at most a factor of two and
are often negligible (Koenig, 1995; Koenig et al., 1990), so the assumption above of perfect isolation of
the p ions is weak. On a pic scale comp ization will have a detri effect on
accuracy. For example, at the borders of the ventricles in the brain partial volume averaging between the
solid tissue and the CSF will result in spurious readings. Myelinated tissues (i.c., white matter) present an
interesting and special case that will be discussed below in the section on white matter.

Nazural Abundance

One concern is the patural abundance of N and *H in tissue. Since "*N does not have a
quadrupole moment, if it was preseat in any significant amount in natural systems it would decrease the
observed magnitude of the quadrupole dip in a sample. However, *N’s natural abundance of 0.366 %
compared to the 99.634 % abundance of "N (CRC, 1-10) make this concem completely negligible. There
is a similar concern for 2H or D20. Since a deuteron’s magnetic moment is small compared a proton’s



magnetic momeat (+0.857 versus + 2.793 nuclear magnetons, respectively, CRC, 11-39) the

hydrody ic relaxation i ion between the hydrogen atoms on a given water molecule are reduced
to the point of being negligible (Koenig et al., 1984). Furthermore, because of their greater mass,
deuterons do not exchange efficiently and thus interfere with the transfer of energy from water-protons to
NH protons and significantly reduce the quadrupole dip amplitude (Koenig and Brown, 1984). But, with
deuterium’s natural abundance of 0.015 % (CRC, 1-10), this concern is also completely negligible.

Chemical Environmens

“N-'H coupling is not direct but involves transport of magnetic energy (spin diffusion) through at
least one intervening exchangeable proton (Koenig and Brown, 1984; Koenig, 1988). Therefore, dip
amplitude can be influenced by factors other than the number of *N and *H nuclei available for coupling,

such as the ease of hydrogen bonding. Therefore, the chemical envi of the exch could have a
profound impact on relaxation efficiency. In general, protonlmnvmoleulle interactions are pH
dependent. (Kucharczyk et al., 1994) and changes in the chemical lated to histologi

changes, such as calcification and hemorrhage, have been shown to affect relaxation and MRI contrast
{Henkelman et al., 1991; Tsuruda and Bradley, 1987; Gomori et al., 1987; Thulborn et al., 1990). Changes
in Sodium and i ion levels that d lination in multiple sclerosis conld
also have an effect. In transplantable human gliobastoma SF295 grown in athymic nude mice pH and fresh
hemorrhage were not directly correlated to 1/T; (Spiller et al., 1995). However, to my knowledge, the
effect of these factors on quadrupole dip has not been carefully studied, so any conclusions at this point
must remain tentative. It is conceivable that an increase in pH could slow the amount of hydrogen bonding
and thus decrease the number of water protons relaxed by NH relaxation centers and therefore decrease the
dip d in the iologic pH range this is probably a relatively small effect. As before,
‘we must consider microscopic changes in pH and macroscopic, but again as before, for a voxel with
dimensions on the order of millimeters the microscopic effects should average out. Cholesterol has been
shown to increase the T, relaxation rate of white matter (Koenig et al., 1990; Koenig, 1990). The potential
effects of choll 1 on quadrupole dip itude will be dit in the section on white matter.

White Matter

At typical imaging fields white matter T, is approximately a factor of two shorter than that of
gray matter even though white matter has ~12% less water than gray matter (Koenig and Brown, 1991).
Myelinated white matter has significantly different structure and chemical composition than gray matter. It
is predominately composed of long, tubular axons that are ~2 microns in diameter that are bounded by a
phospholipid membrane of ~60 A, which is surrounded by a layer of extracellular water ~120 A (~40
water mnlecules) thick, which is in turn surrounded by the myelin sheath. The myelin sheath is a “spiral

of ialized oligodendritic cells” comprised of ~12 layers of a “repeating structure of lipid-
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ytoplasm-lipid lar watez”. The repeat distance is ~150 A and the sheath contains approximately
40% water. In myelinated white matter the majority of the water is in the intracellular cytoplasm
(axoplasm) of the axons of the neurons (Koenig and Brown, 1991).

Miyelin lipids do not contribute to the MRI intensity (Bottomley et al., 1984) and myelin water
comprises only ~15% of the total water, which is too little to dominate the signal by simple partial volume
awraging?Kwﬂg and Brown, 1991). However, it is myelin waters that create the enhanced relaxation
rate- l in the myelin facili ion of water protons, which then diffusively mix with the

axoplasmic waters to lower the overall relaxation rate (Koenig et al., 1990; Koenig, 1991). The geometry
of cholesterol in myelin creates “potholes”—d ions in the lecular interface that are well
suited for i long-lived gen bonding of water These potholes do, in fact,
efficiently bind water molecules and thus increase their relaxation rate by slowing them hydrodynamically
and facilitating magnetization transfer between the water protons and the cholesterol backbone (Koenig,
1991). Then, the relaxed water molecules communicate efficiently with the axoplasmic waters by
diffusion. Even though the myelin lipid bilayer is relatively water impermeable the relatively close spacing
of the successive turns of the myelin sheath makes the surface to volume ratio relatively high and
consequently makes the rate constant for exchange also relatively high (Koenig et al., 1990). The rate
constant of exch is d dent but the d is probably not large enough to be

ifi in the physiological range of temp (Koenig et al., 1990).
The concern for chol facilitated ion is that the quadrupole and chol path
will compete, resulting in a relative reduction in the itude of the quadrupole dip, i.e., for two samples
with equal protein concentration but one with chols 1, the chol )| ining sample will have a

smaller dip magnitde. White matter has a lower protein concentration thar gray matter, so we would
expect that the white matter dip will be smaller than the gray matter dip, with the ratio of the dip
magnitudes equal to the ratio of the protein concentrations. If the white matter dip is significantly smaller
than the ratio predicts then there is another competing effect, very possibly cholesterol. As an initial
indicator of the magnitude of this effect, consider quadrupole dips published by Carlson et al (Carlson et
al., 1992). Although the dip resolution and scale and lack of apparent structure makes it difficult to
estimate the dip magnitude precisely, I estimate the magnitudes to be ~0.3 s"'and ~0.4 5™ for white matter
and gray matter, respectively, which gives a gray to white matter dip ratio of ~1.3, In monkey brain
concentration ratios for various different parts of the brain range from 1.4 to 1.9 (Friede, 1966, p. 358-
359). So, presuming that concentration ratios for human brain are similar in magnitude, the white matter
dip does not appear 1o be minimized relative to the gray matter dip—if anything the white matter dip
magnitude is enhanced. Thus, as an initial approximation, the cholesterol can be assumed to have a



50

ligible effect on quadrupole dip itude in white matter. This issue will require further research~to

d ine if the white matter relaxation profile can be modeled as a protein/water system as described in
Chapter V and if the cholesterol has any effect on the d quadrupole dip ituds
Practical Viability of a PMRI system

For medical technology to be useful it must be clinically and economically viable. That is, the
risk/benefit and cost/benefit analyses of the referring physician, patient, and sp ing institution must
indicate that the system is worth using.
Safety and Comfort

There is a great deal of literature that indicates that MRI is a safe modality (for example,
Shellock, 2001) and, by extension, PMRI also. Furthermore, since PMRI is a low-field technique, energy
deposition in scanning and the projectile hazard are lessened. A potential concern is the rate at which the
electromagnet pulses. 1.3 T/sec is a high enough dB/df to induce retinal magnetophosphenes (Marg E,
1991). The threshold for motor nerve stimulation is approximately 60 T/s (Cohen et al., 1989). Both of
these values indicate the threshold dB/dr at which the patient becomes aware of an interaction and do not
indicate the safety threshold, which is much higher (Marg E, 1991). Current PMRI scanners are within
these safety thresholds: Carlson’s scanner had dB/dt of 6 T/s (Carlson et al., 1992), Lurie reports 3T/s
(Lurie, 1999), and Morgan reports =12 T/s (Morgan et al., 2000). However, in the future the use of more
rapid pulsing techniques to ramping problems could increase the rate of change of the field past
acceptable limits. Thus, although there is a slight concern about the changing field rate, the decision to use
PMRI will be based almost entirely on economics, patient comfort, and diagnostic utility, and not on
safety.

Although safe, some patients find the MRI exam to be and report p
high temperature, loud noise, and long inations as being to the di (Mclsaac et
al., 1998; MacKenie et al., 1995). Anxiety levels ranging from apprehension to severe reactions that
interfere with the performance of the test occur in approximately 4% to 30% of patients undergoing MRI
(Melendez and McCrank, 1993). Around 14% of MRI patients required sedatives in order to successfully

plete the examination (Murphy and g, 1997). Since PMRI is a low-field technique it could
conceivably be transferred to a more patient-friendly open scanner clinical applications, which makes
imaging possible for most claustrophobic patients—one study reports that 94% of patients who were unable

to plete a ional scan due to cl )phobia were able to lete the exam in an open scanner
(Spouse and Gedroyc, 2000). He , the pulsed el and the receiver coil must still be placed
close to the patient and might cause psychological di A parti concern is for head imaging

(versus extremity imaging). Murphy and Brunberg report that the head coil seems to heighter the



claustrophobic reaction, since 16.2 % of the brain scan patients they studied required sedation while only
2.5% of the extremity patjents required sedation (Murphy and Brunberg, 1997). So, althongh PMRI should
be able to get away from the whole-body magnet claustraphobia, there are still concerns about
claustrophobia induced by the head coil and magnet. Imaging time and temperature in the scanner will
require further ination. The pulsed el could ially generate enough heat to make the
bl iate cooling ies will ially have to be developed. Since QDI isa
difference measurement it will require twice as many data points as a regular quantitative T scan. The low
field nature implies low SNR, which requires that more averages be taken. The increased SNR of PMRI,

ing a prepolarized pulse and an ion pulse, should offset this concern to some degree. QDI
with PMRI will probably be a relatively lengthy examination. Loud noises due to impact between the
gradient coils and their mounts caused by Lorentz forces is a significant problem (Brummet et al., 1988;
Hurwitz et al., 1989; McJury, 1995). As a low-field permanent magnet systetn, PMRI will probably have
minimum clicking (for example, Kramer et al., 1989). Althongh the pulsed electromagnet will also
experience Lorentz forces its much larger mass relative to a gradient coil will probably prevent it from

patient

impacting its mounts and making noise.

D ion Consi ions for Clinical Imple
The cost of PMRI includes the cost of the hardware, installation, housing
maintenance, supply, and support personnel. As demonstrated earlier, PMRI is less expensive than the

high-field MRI scanners currenily populer for clinical imaging. Lower cost translates into lower patient
cost, more frequent testing, and wider geographic availability of the testing. However, simply lowering
cost is not enough. The factors that lead to medical spending decisions can be complicated and do not
always limit themselves to simple free-market competition and concern for patient welfare. Government
regulation, academic support, public relations concerns, and professional culture can all play significant
roles (Kaufman, 1996; Passaricllo, 1997; Takahashi, 1997). Thus, a hospital might choose to buy a more
expensive high-field imaging system, citing its higher spatial resolution, thinner image slices, greater
contrast, shorter acquisitions, and specific high-field applications (Bradley WG, 1996) when in reality the
motivation is public relations (i.e., “we have the biggest and bestest machine money can buy”) or the
reseatch interests of some of the physicians or faculty or some other non-rigorously defendable, though
not dishonorable, motivation. PMRI could be distributed in two ways:
1) As a complete, stand-alone PMRI system (MRI magnet, console, electromagnet, pulsing
circuitry, and software) for head and extremity imaging
2) As ap insert that converts existing MRI systems into PMRI systems (electromagnet, pulsing
circuitry, and software) for head and extremity imaging
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Because of the disadvantages of larger apermure pulsed magnets, PMRI is probably going to be a head and
extremity imaging technique, or maybe, with a surface field coil, a heart imaging technique (Carlson and
Goldhaber et al.,, 1992). The insert approach includes two subsets: a one-time “upgrade” of the existing
scanner to a PMRI scanner or a removable insert that can be removed for normal scanner operation and
imserted for the occasional QDI exam. PMRI could be marketed/presented as an improved way to do
nventi MRI or as a rel Variations on the marketi ies include:

1) Conventional MRI contrast imaging system with enhanced SNR (no QDI capabilities)

2) Dedicated QDI protein concentration mapping systern

3) Conventional MRI contrast imaging system with enhanced SNR and QDI capabilities

4) Conventional MRI scanner with option for QDI capabilities
Several factors will determine the viability of distributing PMRI. These include:

1) Diagnostic value of QDI

2) Trends in MR equipment acquisition

3) Cost of implementation

4) Number of Low-field scanners currently in use and their field strengths

QDI having significant diagnostic value is neither a necessary nor a sufficient condition to ensure
PMRI’s clinical diffusion, but it would help. There are many other factors that will affect the spread of
PMRI technology, but if there were a clear diagnostic advantage in QDI, the low-cost of PMRI would help
it spread quickly. If QDI turns out to be an intellectually interesting technique with little clinical value
PMRI could still achieve wide diffusion based on its low-cost and enhanced SNR. In the face of changing
socioeconomic views on medical reimbursement much research and debate has focused on ways to make
imaging more cost effective. Several studies show that 1 low-field systems are comparable to the
more expensive high-field systems in diagnostic efficacy (Lee et al., 1995; Steinberg et al., 1990; Orrison
et al., 1991; Parizel et al., 1997), so providing a low-cost way to improve SNR seems like a robust
strategy, especially as part of a tiered network of lower-cost, lower SNR scanners feeding difficult cases to
fewer, more expensive machines (Parizel et al., 1997). Some have suggested that the socioeconomic
pressure will push MR acquisition strategies toward low-field and dedicated systems (P
1997). Of course, others have argued that high-field imaging provides more “bang for the buck” because
of its higher spatial resolution, thinner image slices, greater contrast, shorter acquisitions, and specific
high-field applications and that high-field is the trend of the future (Bradley, 1996). The argument for low-
field systems is strengthened if QDI turns out to provide specific useful information.

Expending the capital outlay to purchase an MR system that only does one thing, i.e., images one
part of the body with a limited range of imaging techniques, at first inspection seems like bad business.



However, the low-cost and size of dedicated low-field imaging scanners make them a viable clinical
option (for example, Arbogast-Ravier et al., 1995). There are 113 dedicated scanners in Europe as of 1997,
which is 8% of the total number of European MRI systems (Pasariello, 1997). From 1994 to 1997 there
was a 3.1% decrease in the number of medium-low field MRI units (0.5 T or less) in Europe because of
the marked increase in the diffusion of dedicated scanners. So, if QDI is diagnostically useful there is a.
potential market for dedicated QDI scanners.

If the PMRI apparatus is presented as an insert for existing scanners then the marginal cost, i.e.,
the added cost for the operating facility to acquire and maintain the system, is small. If the whole body
magnet and the imaging console are already in place then the insert requires an electromagnet (~ $10,000),
power supply (~ $20,000), pulsing circuitry (~ $5,000), and software upgrades, installation, and training (~
$25,000). As a rough estimate this could be done for < $60,000, which fits reasonably well within the
budget of most imaging facilities. As was described earlier, the capital outlay for a complete stand-alone
PMRI system is much less than that of a high-field system and closely comparable to a low-field system.

In 1994 10% of world's MRI scanners had field strengths of less than 0.5 T and 39% had a field
strength of 0.5 T (Pasariello, 1997). Furthermore, in the US in 1994 8.8% of new MRI scanners sold had
field strengths between 0.21 T and 0.5 T and 16% had strengths of 0.21 T or below (Marti-Bonmat{ and
Kormano, 1997). So, there is a large number of scanners that could potentially receive the PMRI insert,
However, the marginal return on the investment of adding PMRI capabilities to a 0.5 T scanner are much
less than adding them to a < 0.5 T scanner since the relative SNR improvement decreases and the technical
and the bioeffect issues much more significant since more power is required and larger fields have to be
switched quickly (Carlson and Goldhaber et al., 1992). Furthermore, for scanners with field strengths
greater than 0.06 T, QDI studies will require that the electromagnet field be driven in opposition to the
main magnet (to achieve the quadrupole dip frequency = 0.066 T), which destroys the SNR improvement
and for the medium field magnets requires significant power. Marti-Bonmat{ and Kormano report that
only about 200 scanners in the 0.02-0.064 T field range have been installed (Marti-Bonmati and Kormano,
1997), so there are not many machines (of the ~ 15,000 in the world) that fit the optimal target description
for a PMRI insert. Nevertheless, saying that PMRI inserts are not going to be the next cash cow of medical

hnology ies does not ily mean that it is not economically viable to produce inserts. The

advent of PMRI technology could increase the demand for ultra-low fietd machines.

Conclusion
QDI could non-invasively provide a map of immobilized protein—an indicator of tissue integrity
and the histopathological substrate of disease. When implemented with PMRI it could do so at relatively



low cost. A more detailed analysis of QDI's potential value requires that we consider specific conditions. I
have chosen Multiple Sclerosis as a case study and will review it and QDI's potential advantages for its
study in the next chapter. I will focus on the information value that QDI might provide and will ignore the
cost benefits of implementation with PMRI and any corollary benefits.



CHAPTER VIII

QDI FOR MULTIPLE SCLEROSIS

Introduction and d on Multipl

I have reviewed various elements of Multiple Sclerosis (MS) prevalence, pathology, diagnosis,
and treatment in an attempt to evaluate the potential vatue of QDI for MS study.

Prevalence and Perniciousness

Multiple is (MS) is an infl y demyelinating disease of the central nervous system
(CNS) with approximately 300,000 cases in the United States (Anderson, et al., 1992) and approximately
1.1 million worldwide (Dean, 1994). Symptoms, which stem from neurological damage, can include
spasticity, muscle weakness and paralysis, excretory and sexual dysfunction, loss of balance and
among others (] and Saffir, 1998; Miller,
1998; Olek, 1999). Most patients (~85%) experience a relapse-remit illness with relatively long periods of

coordination, blindness, memory loss, and

clinical qui and recovery i d with periodic worsening. Some patients (~15%) experience

progressive disease from the onset and many patients exhibit relapse-remit behavior for several years and
then switch to the relentlessly progressing variant (Arnason, 1999; Hickey, 1999). In almost all cases,
however, logical damage ly de ing the patient’s cognitive and motor
abilities and rendering the patient incapacitated. Besides the human suffering and degradation in quality of
life for the patient and those around them, the national annual cost of MS was approximately $9.7 billion
in 1994 (Whetten-Goldstein et al., 1996).

Tn his review of MS, Olek (Olek, 1999) attributes the first report on an MS case to Ollivier in
1824 (Ollivier, 1824). There was some work on MS in subsequent years but the first careful
clinicopathological description and analysis was by Charcot and his students, with the seminal paper
published in 1868 (Charcot, 1868). Since that time MS has been studied extensively (for example, from
1960 to 2000 Medline lists approximaiely 20,000 articles under the keyword “multiple sclerosis”).
Unfortunately, however, its etiology remains unk pidemiological studies implicate envi 0
and genetic factors but have been unable to elucidate those factors (Martyn and Gale, 1997; Olek, 1999).
Much speculation about etiology focuses on the role of viruses in causing an autoreactive immune
mediated attack (Antel, 1999).




The Central Nervous System, Myelin, and Brain Protein Concentrations

The CNS is composed of two types of cells: neurons and neuroglia, of which neurons are the
majority. There are four types of neuroglia found in the CNS, which collectively fill about half of the

CNS. They are: ligodendrocytes, lia, and dymal cells. A are star shaped
cells with many processes that help maintain chemical batance, help form the Blood-Brain Barrier (BBB),
and provide a link between neurons and blood vessels. Oligodend are the most glial cells

in the CNS. They are smaller and have fewer processes than astrocytes. They produce the myelin sheath
that encases neurons. Microglia are phagocytic cells that help keep things clean and healthy, Ependymal
cells line ventricles, make Cerebrospinal Fluid (CSF), and assist in CSF circulation. CNS tissues are
Tumped into two broad classifications: White and Gray matter. White matter is aggregations of myelinated
processes from many neurons. Gray matter contains unmyclinated cells (Tortora and Grabowski, 1996).

The white matter of the brain is approximately 50% myelin by dry weight (25% myelin by wet
weight) and 70% water (wet weight). Myelin proteins constitute 28% of white matter protein (non-myelin
tissues contribute the other 72%) (Norton and Autilio, 1966). Myelin is 28-30% protein and ~65% lipid by
dry weight. Wet myelin is approxi ly 40% water. (S holm and Vanier, 1978; Norton and Autilio,
1966). Nerve cells are approximately 80% protein by weight. Cerebellum white matter (for a monkey) has
a mean protein concentration of 344 g/kg dry tissue (sd=9). Other regions of the ‘brain have concentrations
ranging from 381-645 g/kg dry tissue) (Friede, 1966, p. 358-359).

Pathological Progression and Histology
The major MS pathological feature is focalized regions of demyelination, called plaques or

lesions in all regions of the brain and spinal chord, including white matter and gray matter, although most
lesions are in white matter. These lesions develop over time and display different characteristics
depending on their relative age. These ch istics can include ination, edema, gliosis,
hyp axonal di ion, and ination. The initial event seems to include a local
breakdown of the Brain Blood Barrier (BBB) (McDonald, et al., 1992). In the Charcot variant (which is
the most common and has lesions that have similar characteristics as most other variants), lesions can be

lassified as acute, chronic-active, or chronic-inactive based on hi ical characteristics and how fast
they grow (Hickey, 1999; Trapp, et al., 1999; Rosenblum and Saffir, 1998).

Coincident with breakdown of the BBB and continuing for some time afterward is active
demyelination. These acute lesions display hyperemia, edema, myelin swelling, an abundance of
hages and h dothelial cell activation, plasma cells reduction, oligodendr

duction, d lination, and possibly ion. If the hages contain myelin




protein debris then the plaque is young (2-3 weeks). If the protein debris has degraded but the
macrophages are still lipid-laden then the plaque is 2-3 months old (Trapp et al., 1999). The edema
associated with MS is primarily vasogenic and therefore contains large amounts of protein originating
from blood serum (Briick, et al., 1997). Gliosis, the multiplication of glial p: i physical
density and increases concentration of glia! fibrillary acid protein (GFAP) in the region of the lesion.

After some period of active demyelination the lesion might progress to a secondary stage.

Chronic-active lesions have a qui center and an active margin. The center might display

remyelination and active margin has characteristics of acute lesion. It is generaily expanding, although the
may be s; ical or ical Some lesions might become chronic-inactive in that there

is no evid of ongoing d lination but there is itively an ab lity. The chronic-inactive

lesion is a “quiescent glial scar” with a sharp boundary between myelinated and demyelinated tissue.

Olig droglial cells are markedly diminished or absent and the number of axons diminishes with plaque

age. Preceding complete axonal destruction is the proliferation of axonal ovoids and the concurrent
accumulation of amyloid precursor protein (APP) in the ovoids (Trapp, et al., 1999). Axonal destruction
correlates 10 a decrease in the N-acetyl aspartate/Creatine (NAA/Cr) ratio (Fu, et al., 1998). There is
eventual brain atrophy (Simon, 1999).

Some studies also detect diffuse lity in the normal ing white matter (NAWM) in
the immediate but normal appearing regions around plaques and in the whole brain (Simon, 1999; Adams,
1983; Blakemore and Keirstead, 1999; Christiansen et al., 1993). In some MS cases the CNS has been
shown to sp ly remyelinate. ination can occur simul with lination and after
demyelination. Myelin sheaths produced by remyelination are thinner and have a shorter internodal length
than the original sheaths. Remyelination is distinguished from partial demyelination by the uniformity of
remyelinated sheaths (versus the tapering found in partial demyelination) (Scolding and Franklin, 1997).

Approximately 40% of acute lesions exhibit remyelination over more than 10% of the lesion area during
ongoing inflammation (Prineas et al., 1993; Raine and Wu, 1993). Remyelination arises from
oligodendrocytes progenitor cells that were outside of the region of demyelination and corresponds to a

decrease in the number of progenitor cells in the di d linated white matter (Blakemore
and Keirstead, 1999).
The cerebrospinal fluid (CSF) also underg ignil change ‘with MS progr

(Lowenthal and Raus, 1987; Osenbruck et al., 1985; Glikmann et al., 1980). These include elevation of
myelin basic protein (MBP} and its antoantibodies (Cohen ¢t al., 1978; Warren and Catz, 1999), dectease
of somatostatin (Roca et al., 1999), increased Immunoglobulin G and plasma cell levels (Farlow et al.,



1987), i d matrix ! i 9 Tevels (Leppert et al, 1998), and possibly increased nitric
oxide levels (Svenningsson et al., 1999; de Bustos et al, 1999).

Heterogeneity

MS is a very diverse, heterogeneous disease. Although the hallmark feature is the presence of
multiple demyelinated lesions in the CNS, there is great diversity in lesion histology, pathology, size,
‘aumber, and Jocation from patient to patient and lesion to lesion. There is also diversity in symptoms,
relapse freq and disability p ion from patient to patient and even for an individual patient
(Hickey, 1999; Trapp, et al., 1999; Miller, 1998). Since it can begin at a young age and often does not kill
the patient, MS can afflict individuals with a broad range in age, which means that normal devetopment
and degradation of the CNS can change the character of the lesions and the surrounding CNS. Also,
lesions which appear the same in T,-weighted images are often heterogeneous histopathologically (Simon,
1999).

MS is an umbrelia classification of pathology and clinical symptomology. Various authors
identify from two to six “variants” of MS with various, often with contradictory and non-mutually
exclusive definitions. Each variant has a somewhat unique, although not exclusive, presentation with some
histological differences in the plaques. These include Classical or Charcot MS, Acute or Primary
Progressive MS (PPMS), Relapsing-Remitting MS (RRMS), Secondary-Progressive MS (SPMS),
Marburg’s Disease, Neuromyelitis Optica or Devic's Disease, Balo’s C: i is, Myelinocl
Diffuse Sclerosis (MDS) or Schilder’s disease, and Massive Reversibel Demyelinating Lesions of Kepes
(Hickey, 1999; Whitham and Brey, 1985; Bitsch et al., 1999; Kira et al., 1993; McDonnell and Hawkins,
1996). The Charcot variant is by far the most common with a prevalence of around 85% (McDonnell and
Hawkins, 1996). The Primary Progressive variant occurs in 15-20% of cases (Weinsbenker BG, 1994).
The other variants have a low prevalence or are concomitant with the major presentations. The

heterogencous presentation of MS presents a tall order for clinical and laboratory study. Imaging
modalities must be able to distinguish lesions that present in all shapes, sizes, and distributions and in all
different types of CNS tissue, including at boundaries between tissues and at the borders near CSF.

F it also most distinguish MS lesions from other demyelinating abnormalities such as those
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Therapy and the Case for Early Treasment

MS is a treatable disease. Betaseron®, Avonex®, Rebif®, and Copaxone® are immumomodulatory
treatments that have been shown to be effective in the treatment of relapse-remitting MS. Attack
frequency, attack severity, accumulated disease burden (number and size of lesions showing up in MRI),
and disease activity are all reduced with these A ion of disability was reduced in some




studies but not others. Betaseron® can be used to treat progressive MS (Arnason, 1999; Tselis and Lisak,
1999) All of the current MS therapies focus on preventing or delaying relapse and thereby delaying the

bl gical deficit lation. None of them can permanently stop progression. Therefore,
the sooner diagnosis is made and treatment begins the longer the individual will live without deficit. Also,
patients in the Copaxone' study who had the mildest disease seemed to do the best, which suggests early
intervention is advantageous (Bourdette, et al., 1999; Rudick, 1999). Further, the Medical Advisory Board
of the National Multiple Sclerosis Society recently issued a statement supporting early disease modifying
therapy for relapsing multiple sclerosis (R-MS) (Cohen, et al., 1999).

Even though there is an i

di ypeutic ad ge for early detection, it is not like breast
cancer where early detection increases treatment efficacy by fantastic amounts. To further temper the
excitement about effective treatments we must remember that all of these treatments have mild to severe
side effects and none of the studies were for more than five years (Amason, 1999; Tselis and Lisak, 1999).
Barly detection and treatment shows promise, but the advantage of immunomodulatory therapy for
individuals with a single demyelinating event has not been determined (Cohen, et al., 1999). Furthermore,
quality of life degradation caused by the cost and inconvenience of treatment might offset the advantages
of early treatment.

Impact and Efficacy of MRI

Since the early 1980's the use of Magnetic Resonance Imaging (MRI) has resulted in
revolutionary increases in our understanding of MS and our ability to diagnose and treat it. In MS practice
MRI is used t firm di is, study p ion, monitor efficacy in clinical trials, and

guide on an

idual level. There are several reviews on the use and impact of MRI
on MS (Miller, et al., 1998; Khoury and Weiner, 1998; Cerreta, 1998; Ormerod et al., 1987; Husted, 1994;
Kent et al., 1994a; Kent et al., 1994b). The consensus is that MRI is an invaluable tool in the medical

battle against MS that has ibuted greatly to our ing of the disease and serves as a powerful
confirmatory diagnostic tool, but it is limited by the lack of correlation between many MRI results and
clinical i ion. C ional (i.e., T} or T; wzlgllled) MRI is sensitive to various histopathological
characteristics of MS lesions, includis axonal ion, gliosis, edema, i i
hypocellularity, and necrosis but is, for the most part, unable to distinguish between them. T

such as Fluid d i i y (FLAIR), Magnetization Transfer Imaging (MTD),

Gadolini iethel iaminep ic acid (Gd-DTPA) enhancement, and spectroscopy have

increased or shown promise of increasing the efficacy of MS diagnosis, monitoring, and study.



Correlation of MRI with Histopathology

The first correlation of MS plaques with MRI abnormalities was in the early 1980°s (Young et al.,
1981; Young et al., 1983; Stewart et al., 1984). Since then the correlations between signal intensity and
histopathology have been more fully explored. The refe cited on pathological lates are hardly
exhaustive or seminal and are intended as ples of the Tusions p d. For more see
the reviews cited above (Miller, et al., 1998; Khoury and Weiner, 1998; Ormerod et al., 1987; Husted,
1994). Bright spots on Proton-density or T, weighted images correlate to MS lesions in general and more
specifically to edema or inflammation (Brilck et al., 1997; Gass et al., 1998). Hypointensity in T, weighted
images lates to ion, d lination, gliosis, and axonal loss (Khoury and Weiner, 1998;
Briick et al., 1997; van Walderveen et al., 1998). Gd-DTPA enhanced T, weighted images show

hyperintensity in regions where there is BBB compromise (Brilck et al., 1997; Nesbit et al., 1991).

Diagnaosis
The diagnosis of MS cao be licated due to the ity of p ion. A set of criteria
proposed by Sct her (Sch her et al., 1965) is aceepted as being necessary for MS

diagnosis (Miller, 1998):
1) Age at onset between 10 and 50 years
2) Objective neurological signs present on examination
3) logical and signs indicative of CNS white matter disease

4) Dissemination in time: two or more attacks (of at least 24 hours) separated by at least 1 month
5) Dissemination in space: two or more honcontiguous anatomical areas involved
6) No alternative clinical explanation.
The advent of paraclinical tools such as MRI, CSF testing, and evoked responses testing provide valuable
diagnostic support (Bartel et al., 1983; Miller, 1998; Poser et al., 1983; Rosenblum and Saffir, 1998;

Laman et al., 1998) and have led to a modification of the diagnostic criteria to d linical
evidence (Poser et al., 1983). MRI is one of the major linical tools in the di i itoring, and
study of MS.

MRI has not had as profound an impact on the overall rate of diagnosis of MS as might have been
expected, Poser et al found that only 3/69 MS diagnoses would have been missed without MRI between
1986 and 1990 in South Lower Saxony, Germany (Poser et al., 1991). This is most probably because the
vast majority of MRI detected MS lesions are clinically silent (Amason, 1999) and the correlation between
disease burden and clinical symptoms is weak (Miller, et al., 1998; Tselis and Lisak, 1999). So, by the
time a patient is being evaluated for MS the clinical evidence is already strong for diagnosis. MRI is an
djunctive tool for MS di is, but it must be emphasized that MS diagnosis remains a
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clinical chore~the paraclinical tests are not yet sensitive or specific enough to supplant the clinical
evaluation and diagnosis (Miller, 1998; Poser et al., 1983; Rosenblum and Saffir, 1998).

MRI is neither sensitive nor specific enough to function as a “stand-alone” diagnostic evaluation
that can provide enough evidence for a diagnosis without any other information. Some studies report
diagnostic sensitivity as high as 88% with a false-positive rate of about 6% (Kent and Larson, 1988).
However, others have questioned their results, saying that a more reasonable figure is that for a diagnosis
of probable or definite MS the sensitivity is 58% with a false-positive rate of 9% (Mushlin, et al., 1993). In
Kent et al’s review they report specificity ranges in the literature from 0.75 to 1.0 and sensitivities from

70% to 90% (Kent et al., 1994). Diagnostic accuracy is increased when lesion position and size are
considered (Offenbacher et al., 1993; Namer et al., 1993). Quantitative measurements of NAWM and gray
‘matter T, are not diagnostically useful because of the wide variation in values. Quantitative NAWM T
show a slight elevation over the non-MS population (94 ms vs. 89 ms) and so might probe
to be usefui but this has not yet found clinical application (Rinck et al., 1987). Fluid Attenuated Inversion
Recovery (FLAIR) enables much more sensitive detection of lesions in the spinal chord and brain stem (de
Coene et al., 1992; Thomas et al., 1993). In elderly patients diagnosis is further complicated by the
of “incidental” MRI at lities (for example, Fazekas et al., 1993).

The main difficulty with MS diagnosis by standard MRI is that the clinical relevance of lesion
load is unclear. So, even with FLAIR’s improved detection of certain types of lesions, the ability to
diagnose is not necessarily improved. As a side note, the added certainty and quicker diagnosis made
possible by MRI can have a positive effect on patient outlook, though not necessarily (Mushlin et al.,
1994).

Monitoring and Studying MS with MR
Once diagnosis has been made MR techniques are used to track disease progression in patients
and as teial This longitudinal study of disease progression also provides valuable

insight into the disease’s function and nature. The advent of viable treatment options has increased the
necessity of effective monitoring techniques so that changes in disease progression can be identified and
addressed as quickly as possible (Bourdette et al., 1999). Clinical and paraclinical evaluations are used to
‘make decisions for individual patients and as in trials. The use of MR

ques for itoring disease evolution and as trial have been amply reviewed
(Rovaris and Filippi, 1999; Miller, et al., 1998; Khoury and Weiner, 1998; Husted, 1994). Clinical rating
scales are tests and questions that help to codify the degree of neurological dysfunction and disease
progression. There are several scales available for MS evaluation, but the most common is the Expanded
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Disability Status Scale (EDSS). No one scale is adequate for all needs and all are susceptible to
interobserver and intraobserver variability. Imaging measures that are objective, reliable, sensitive,
responsive, and valid are needed to make evaluation more effective. MRI shows promise as a surrogate
measm:e of disease progression or treatment efficacy but, due to the low correlation of MRI measures with
clinical disease ion, has not yet been d d to be ip y effective (Wi etal.,
1997; Noseworthy, 1994; Erickson and Noseworthy, 1997; Miller et al., 1996). MRI can be used as the
primary outcome measure in a preliminary clinical trial or as an entry condition for a long-term trial, but
the primary outcomes in long-term studies must be clinical (Miller et al., 1996). If, however, MRI allows
more rapid evaluation of prospective therapies then its clinical effect may be greatly enhanced (Kent et al.,
1994; Paty and Li, 1993).

One of the most common MR surrogate markers of disease progress is T; lesion load, or the
percentage volume of the CNS that contains sclerotic tissue as measured by a T, weighted scan (for
example, Filippi et al., 1995). Rovaris and Filippi report that published values for correlation coefficients
between T lesion load and clinical disability range from 0.2 to 0.5 (Rovaris and Filippi, 1999). Partial
volume effects limit the accuracy of lesion load measurements, as do repositioning errors (Firbank et al.,
1999). However, decreasing the slice thickness to combat partial volume errors does not significantly
increase the correlation with disability (Rovaris et al., 1998). Furthermore, measures of disease burden are
dependent on human inter ion, which introduces interobserver and intraobserver variability, although
proper pulse sequence selection can reduce this error (Filippi et al., 1995; Filippi et al., 1998).

Magnetic Resonance Spectroscopy
Magnetic resonance spectroscopy (MRS) involves creaung NMR spectra of the body, nsually of a

single volume, i.e., the whole head. The imaging P i imaging
(MRSI) adds spatial localization. Potentially MRSI is the most information rich imaging modality since it
provides spatial distributions of various chemicals includi bolites. MRS and MRSI can detect freely
‘mobile molecules such as choline (Ch), creatine and h ine (Cr), N- A (NAA),

lactate (La), mobile lipids, glutamate, and ghicose among others. NAA is found exclusively in neurons and
neuronal processes in the normal mature brain and is thus an indicator of axonal integrity. By measuring
NAA and Cr levels, MRS and MRSI studies are able to indicate degree of axonal damage in MS plaques
and in the normal appearing white matter (NAWM; Rooney et al., 1997; Fu et al., 1998; Arnold, 1999)
and can potentially differentiate between MS phase (acute versus chronic) and clinical form (benign versus
secondary-progressive) (Falini et al., 1998).

Despite its potential, MRSI has been slow to spread into clinical application for various reasons
(Allen and Thompson, 1999; Maudsley, 1999; Amold, 1999). It is a relatively sophisticated technique and



can be time consuming. The chemicals that are being detected are in very low concentrations, so the signal
is inh dy weak. This compromises spatial resolution, with the typical voxel volume on the order of 1
cm® and a typical procedure only registering 8 to 16 voxels. The large voxel size introduces partial volume

effects and signal contamination from subcutaneous lipids and water, with lipid and water suppression
techniques further reducing spatial or spectral information. To increase SNR and therefore sensitivity
requires higher magnetic field strengths (i.e., greater than 1.5 T), which are not typically available for
broad clinical use and are very expensive. Natural variations in boli ion with age, gender,
lifestyle, ete., iguity caused by jc field inhom ity or gradient eddy currents, and

overlapping metabolite resonances all combine to take interpretation difficult and reduce the specificity.

Diffusion Weighted Imaging

Diffusion weighted imaging (DWI) measures the rate, distance, and relative direction of water
molecule diffusion by analyzing phase changes in MRI images (Le Bihan, 1991) and appears to offer
significant clinical and research value (Filippi, 2000; Rovaris and Filippi, 2000; Lev, 2000). Diffusion
techniques are sensitive to edema, expanded extracellular space, and axonal loss (Christiansen et al., 1993;
Droogan et al., 1999; Wilson et al,, 2001) and can detect focal abnormalities in the NAWM that precede
lesion app and p ially distingnish between different types of lesions (Bammer et al., 2000;
Rocca et al., 2000; Castriota Scanderbeg et al., 2000) and between different clinical subtypes (Nusbaum et
al., 2000). Quantitative diffusion can late with clinical ion, i.e., disease
duration and disability, and cerebral atrophy (Wilson et al., 2001). Within an MS lesion increased
diffusivity seems to correlate to axonal d ion and ination. He in the NAWM,
correlations between diffusivity a pathological substrate are speculative as of yet (Cercignani et al, 2000).

Magnetization Transfer Imaging

‘Magnetization transfer imaging (MTI) measures the degree of magnetic exchange between
mobile solvent protons and immobile macromolecules (Wolff and Balaban, 1989; McGowan, 1999). First
the equilibrium magnetization of the sample, M, is measured. Then the equilibrium magnetization of the
‘macromolecular proton spins is selectively reduced to zero by an off-resonance RF pulse and the saturated
equilibrium magnetization, M,, is measured. Some of the magnetization from the solvent protons will
transfer to the saturated macromolecular protons, thus reducing the measured magnetization of the solvent,
i.e., M, < M,. The magnitude of this ratio M/M, is the basis for MT contrast for qualitative and
quantitative measurements. It depends on the density of macromolecules in the imaging volume and thus
is a measure of tissue integrity. In the itati the ization transfer ratio (MTR) is

given as:
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In addition to the MTR there are several other MT parameters available for study (Hein et al., 1998). MT
is becoming a major clinical tool in MS study (Rovaris and Filippi, 2000; Filippi, 2000; Grossman, 1999)
with applications in studying disease evolution (Filippi, 1999), clinical and neuropsychological disease
progression (van Buchem et al., 1999), and clinical trial monitoring (Richert and Frank, 1999). The MTR
histogram may be a better measure of lesion load (LL) than T, weighted imaging techniques (van Buchem,
1996; Phillips et al., 1998) because it can measure diffuse changes in NAWM (Rocca et al., 1999) and
changes in MS lesions (Bagley et al., 1999) and thus provide a more complete picture of the global disease
burden. *H-MRSI used with MT seems to be sensitive to structural changes caused by myelin loss and the
degradation products of active demyelination and thus, when used together, can detect active
demyelination (Hiehle et al,, 1994), MTR is comrelated to demyelination and axonal loss but edema and
inflammation can affect the value (Brochet and Dousset, 1999).

Implications of MS Histopathology for QDI
Below I will summarize some of the implications of the hi thology for quadrupole dip

imaging.

Demyelination: Demyelination implies a decrease in immaobilized protein concentration, release of

degradation products, and matrix destruction. Matrix d ion changes the comp ization, thus
ffecting diffusion py and. ic transfer, which might affect dip amplitude.
Protein and Lipid degradation prod: it following ination protein and lipid

degradation producis are present in the CNS. These protein products probably are not rotationally
immobilized and will therefore not be detected by QDI. However, these degradation products could
increase the macroscopic viscosity of the interstitial fluid, which could affect QDI magnitude.

Chemical After lination the chemical envi of the neurons changes to facilitate
demyelinated conduction, i.e., sodium channels are modified. The altered chemical environment might
affect QDI magnitude, aithough the effect is probably small.

Infl ion: Invasion by phagocytic il ry cells itant to b of the BBB and
demyelination could increase the physical density of the tissue, i.e., there are more ceils, therefore it is
denser. However, the accompanying edema will tend to offset this effect. The proteins within the
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phagocytic cell membranes and cytosol will be relatively immobilized, so inflammation could potentially
increase QDI dip magnitude.

Edema: Edema, or an increase in the amount of interstitial fluid, decreases the density in the region of the

lesion. It therefore d protein ion (maintaining protein mass but increasing volume
decreases density). It should not, however, increase rotational mobility of proteins that are still firmly
embedded in tissues. The edema of MS is vasogenic and therefore rich in protein serum (Briick, et al.,
1997; Naruse, et al., 1986), which might provide a competing relaxation pathway to the quadrupole dip
relaxation pathway and skew the QDI magnitude.

Gliosis: Gliosis, the multiplication of glial p i physical density and increases
concentration of glial fibrillary acid protein (GFAP). It also restores a semblance of a matrix, but it is not
as structured or compartmentalized as the myelin matrix.

Hypo-cellularity and necrosis: Liquification of tissue associated with necrosis should correspond tono
QDI signal. Hypo-cellularity should have a small signal from the proli ion of P

Axonal Destruction: Since axons contain s;gm.ﬁcam amounts of procem. axonal destruction unphes

significant decrease in protein d d and i d diffusion
A counter b ing process preceding complete axonal ion is the proliferation of
axonal ovoids and the ion of amyloid p protein (APP) in the ovoids. Ovoids

are found in the following densities: 1/mm® for NAWM, 11,000/mm’ in active lesions, >3000/mm” at
periphery of chronic active lesions, and 875/mm® in the hypocellular core of chronic active lesions (Trapp,
et al,, 1999).

Remyelination: In some cases the CNS sp 1y il imul ly with and/or after
demyelination. Remyelination implies an increase in protein ion and a partial ion of the
matrix.

In summary, there are several processes that can happen in sequence or simultaneously that might affect
QDI magnitude:

1) Decrease in immobilized protein mass due to ination and axonal

2) Increase in immobilized protein mass due to remyelination, inflammation, and gliosis

3) Decrease in physical density due to edema, demyelination, axonal destruction, and necrosis

4) Increase in physical density due to gliosis and inflammation




5) Decrease in tization due to d lination, axonal ion, and hyp

6) Increase in lization due to 1i

As described in Chapter VI, the protein concentration of normal white matter is approximately
20-27% by weight. Complete demyelination in the white matter with no gliosis, remyelination, axonal
destruction or other protein concentration changing processes changes the protein concentration by 28%.
So, demyelination by itself can reduce the protein concentration only to 14-19%, which is much higher
than a reported value of 7.5% for an MS plaque (Rinck et al., 1988). Thus, demyelination is not
necessarily the dominant process and the relative magnitude and significance of these of these processes in
a QDI based image will be the subject of fture research. '

QDI is potentially sensitive to the concentrations of myelin, axonal, and glial proteins that are
still firmly a part of their respective structures. Theref
1) Eary lesions with some demyelination will be slightly hypointense.
2) Edema (which is vasogenic in MS) will cause a slight reduction in signal intensity.

3) Demyelinated lesions with little gliosis will be hypoi {but not so i as
hypocellular lesions).

4) Demyelination and gliosis might counteract each other, yielding an isointense lesion.

5) Progressive gliosis will appear as hyperintensity.

6) Gliosis might be d by axonal d ion, again yielding an isointense lesion.
However, I imagine this to be unlikely as gliosis proceeds much quicker than axonal destruction.

7) Hypocellularity without gliosis will be severely hypointense.

C ion-QDI and Multipk

Despite its many advantages, there are limitations on the utility and practicality of MRI for MS
applications. These include MRI's inability to positively distinguish MS from other demyelinating

diseases, its inability to directly distinguish between hi thological features, and its expense. More
recently developed techniques like MRS, MTL, and DWI offer complementary information about the
histopathological substrates of the disease and i d clinical rel over ional technil

QDI presents itself as perhaps a source of additional, valuable information. So, the question becomes,
“What can QDI provide for the study and treatment of MS that is not available from current techniques?”
‘We must ask this question in the context of diagnosis, study, and itoring and consider

of itivity, specifici producibility, cost effecti safety, applicability in an

outpatient setting, and ability to function without baseline readings (Laman, 1998).
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I QDI implemented with PMRI is able to detect changes in protein concentration then it should

be able to detect ination, axonal ion, gliosis, and lination. If it is sensitive to these
features then it can detect MS lesions and perhaps precisely ch ize lesions by diffe

demyelination, axonal destruction, and gliosis from edema. In longitudinal serial studies it might also be
able to distinguish between lination, axonal ion, and gliosis. The cost reduction of PMRI vs.
MRI could have economic and social impact by ing health costs and i

availability of diagnostic procedures.

MTT and DW1 already provide measures of tissue integrity that correlate with demyelination and
axonal destruction. It is improbably that QDI will be able to distinguish demyelination from axonal
destruction with a single scan, nor s it likely that QDI, with its limited dynamic range, will be more
sensitive to lesion presence than conventional MRI. With the current clinical acquisition focus on higher
field machines, it is unlikely that dedicated QDI scanners will find broad distribution. What QDI
potentially provides that is not available currently is specificity to protein distribution. MT and DWI both

register exchange between any immobilized lecules. It is i that a longitudinal study of
protein distribution could indicate developmentally significant aspects of the disease. Serial QDI studies
could show the ion of protein ion changes, independent of other disease i

Also, a QDI histogram analysis, similar to MTR histogram analysis, could potentially provide an
insightful measure of disease burden.

So, the most likely initial advantage for QDI implemented with PMRI is as a research tool to
study disease development and progression. There might also be clinical value in a QDI measure of
disease burden, ie., total immobilized protein concentration of the brain, for prognosis evaluation and
treatment efficacy. The relatively low cost of PMRI would make it feasible for research instittions to
purchase dedicated machines or modify existing ones. Perhaps the strongest argument for the development
of QDI for MS study is the fact that, as noted before, neither the etiology nor the complete
histopathological development of MS is known. Therefore, it is unwise to ignore new techniques that

might provide information, even if a precise ge cannot be identified in the new




CHAPTER IX

INITIAL DEMONSTRATION OF PMRI RELAXOMETRY

Introduction

Quadrupole Dip Imaging and Prepolarized MRI are both ively novel and plored
techniques. To bring them “to the hospital” we must d that the hard hni fanction as
expected and ch ize the itivity and specificity of its using in vitro models. Then

we must demonstrate potential clinical relevance using animal models and finally proceed to human
testing and evaluation. In this chapter I will report on initial experiments which I have conducted at the
M ic Ry Systems Lat y (MRSL) that d at least initiaily, that PMRI can be
used for FC rel. y. 1 performed i to

1. Linearity of magnetization increase with prepolarized pulse magnitude increase
Shape of magnetization decay after prepolarizing pulse
T; of CuSO, (aq) at 0.06 T by MRI
T, of CuS0, (aq) at 0.16 T by PMRI
T, of 9% BSA/gluteraldehyde gel at 0.06 T by MRI
T, of 9% BSA/gluteraldehyde gel at 0.16 T by PMRI

[

The objective of the first two experiments was to verify the mathematical models and
assumptions that have been made about PMRI functionality. The last four experi were to
demonstrate that PMRI can in fact perform T; measurements at different field strengths. Pending the
success of theses experiments, future work will focus on ping robust itative T;
protocols with PMRI and the detection of quadrupole dips with PMRI.

Apparatus
PMRI Scanner

The homemade prototype PMRI scanner at the MRSL consists of a whole-body MRI magnet,
electromagnet, console, pulsed and RF i iver coil. The whole-body

MRI magnet is 0.06 T, 60 cm bore magnet donated by IGC/Field Effects. The electromagnet was
constructed by winding #8 insulated copper wire on a PVC former and is designed for optimal power
dissipation. The free bore of the electromagnet is 5 cm, resistance R = (.6 £, inductance L = 28 mH, mass
m = 27 kg. When the field strength is 0.25 T the magnet dissipates 1.1 kW with an uncooled heating rate



of about 6°C/min. Al23Athemagnetmﬁeld strength is 0.125 T (Morgan et al., October 1999). The field

strength of the el linearly ding to the relation: B [T] = 0.0106 V [V] - 0.0165
(Hyokwon Nam, personal ication). The el is voltage lled by a voltage source
with 0-200 V rated control in sieps of 1 V. However, I found it impossible to set the voltage source to
valtages from 0-5 V. The is lled by a h de switching circuit (Nam, Nandi,

Morgan, 2000). The electromagnet ramps up with a time constant of ~60 ms and is quenched in =11 ms
(Nam et al., 2000). [ used two transmit and receive RF coils: a solenoid and a saddle coil. The solencid
coil had seven tumns and was made with 16 gauge copper wire. The axial length was 2.2 cm, diameter was
1.5 cm. The coil was tuned to a standing wave ratio (SWR) between 1.002 and 1.400. I chose the solenoid
coil because of its relative ease of construction, high SNR and its ability to be in very close proximity to
the sample. The coil held a glass sample vial (1.5 mm x 3.5mm) snugly. The saddle coil was made with 26
gauge copper wire wrapped thirteen times around each loop of the saddle coil, which was built around a
PVC former. The coil was 15 cm long and had a diameter of 2.5 em. It was tuned to a SWR of 2.0. The
saddle coil was shielded by inserting it into a PVC former and placing strips of copper axially along the
outer former. The strip architecture was chosen to reduce eddy current effects. The separation between the
coil and the shield was 1 cm. PVC was chosen as the former due to its low cost. It was calculated that any
attenuation from the PVC were negligible in the frequency range of interest (as were the PVC quadrupole
dips). All scans were controlled by a Sisco Systems console.

Phantoms
Tused Copper Sulfate doped tap water, CuSO, (ag), and Bovine Serum Albumin/gluteraldehyde
gel as tissue phantoms.

CuS0y

Copper Sulfate, CuSO,, is commonly used as a dopant to decrease the T, relaxation time of
protons in the water. Since its Ty dispersion is well und d and d d (B im, 1959; Morgan
and Nolle, 1957; Morgan and Nolle, 1959; Bloembergen, 1957), I used it as a control phantom to verify
the reliability of the T; measurements made with the MRSL PMRI scanner. CuSO, has a molecular weight
of 159.61 g/mole and in aqueous solution dissociates to yield Cu®* jons and SOy anions at a ratio of 1:1:1
(CuSO;: Cu*: $O ). T is related to temperature exponentially (Bernheim et al, 1959) and 1/T; is

I to the cation ion of the solution (B im et al, 1959; Solomon, 1955;

Zimmerman, 1954; Morgan and Nolle, 1959; Lankien and Schliter, 1956). A 10 mM CuSO, (aq) solution
hasa ibility of -9.6 ppmn (Mihalopoulou et al, 1998; Schenck, 1996). The field dependence of the
Cu™ is based p inately on the dipole i ion and the tumbling time of an aquated paramagnetic
ion. The graph of log NT; versus log frequency (where N is the molar concentration) is a sigmoid with an
inflection point near 12.5 MHz (Morgan and Nolle, 1959; Kraft et al, 1987; Koenig and Brown, 1984;




Laukien and Schlitter, 1956; Hausser and Noack, 1964). I used =2 mM CuSOj (aq). By applying the above
mentioned relationships to T, values in the literature reported for various field strengths, concentrations,
etc., I estimate that the T, of my sample should be in the range of 240 - 310 ms at 0.06 T and 290 - 360
ms at 0.16 T (Bernheim et al, 1959; Morgan and Nolle, 1959; Hendrick et ai., 1985; Kraft et al., 1987).

BSA/Gluteraldehyde

Albumin is the most abundant type of protein in the mammalian circulatory system and
contributes 80% to colloid osmotic blood pressure and seems to be responsible for maintaining blood pH
(Friedt, 1996; Carter and Ho, 1994; Figge et al., 1991). Bovine Serum Albumin (BSA), i.¢., albumin from
cow blood, is relatively easy to obtain and prepare, widely available, low cost, and well studied (for
example, Cohn et al, 1946; Cohn et al, 1947). It is a globular protein with a molecular weight of 66,296
g/mole, including 582 amino acid residues, 776 Nitrogen atoms, and approximately 4600 protons
(Dayhoff, 1976). One of BSA's interesting properties is its ability to form gels either thermally or
chemicaily (for example, Lefebvre et al, 1998; Habeeb and Hiramoto, 1968). The chemical cross linking
oceurs when both aldehydes in the ghuteraldehyde molecule link to amines in different BSA molecules
creating a scaffold of gluteraldehyde “bridges™ that holds the BSA molecules together. BSA contains 59
lysine amino acids, each of which has one amine in its side chain. This chemical cross-linking
phenomenon has been exploited as a surgical glue (CryoLife, 2001; Herget et al, 2001). Chemically cross-
linked gels are also used extensively as tissue models for MRI dispersion studies since dispersion profiles
of many tissues are indistinguishable from gel di ion profiles (Koenig and Brown, 1991; Koenig and
Brown, 1993; Zhou and Bryant, 1994; Bryant et al., 1991). Another possible gel option is agarose gel
doped with CuSQy,, which is an extremely low-cost, stable tissue model with T, and T quasi-
independently controllable (Mitchell et al, 1986). However, Mendelson et al showed that spin relaxation

pling, i.e., ization transfer, in i d tissue is more closely modeled by a BSA gel than an
agarose gel (Mendelson et al, 1991).
Tused a 9% weight BSA. hyde gel with BSA ‘molar ratio of =100. The

gel was prepared by adding powdered BSA (96% pure, Sigma Chemicals) to distilled water in an ice bath,
stirring for two minutes, then adding 25% gluteraldehyde (aq; Fisher Scientific), centrifuging the solution
for two minutes, and then allowing it to come to room temperature over several hours. From reported
values I estimate that the T, of this gel at 0.06 T should be between 370 and 400 ms; at 0.16 T the T,
should be between 500 and 560 ms (Koenig and Brown, 1993; Zhou and Bryant, 1994).

Procedure
T used the saddl il for the T1 of CuSOy at 0.06 T. For all other measurements I
used the solenoid, I centered the sample in the RF coil and centered the coil in the electromagnet such that
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Figure 3: Two-pul: PMRI“ and ization. Acq is the i
timing, M, is the ion, B, is the prepol ﬁeldwcngth‘B.mthe

readout field strength, M, and M, are the equilibrium

to By and By, respectively. The 180° pulse inverts the magnetization to -M,, which
then grows toward M, with time constant Ty, When the prepolarizing pulse is
tumned off the mgneuuuon decays toward M, with time constant T until the 90°
pulse moves the ion vector into the plane to be read out.

the RF coil was also at the iso-center of the whole-body magnet. I calibrated the 90° RF pulse by applying
pulses of various durations and selecting the pulse that gave the maximum signal amplitude, which was
225 s for both coils. I assumed that the 180° pulse was twice as long, 450 us. I collected FIDs using a
prep d pul: q on the Sisco console as shown in Figare 3: Two-pulse PMRIL

gt and Mt ization. The pulse 'was a magnetization recovery i with
parameters d1-180°-d2-90° or d1-90°-d2-90°, where d1 and d2 are delays in seconds. The electromagnet
triggered off the first pulse and was on for time, Ty, which was set by a potentiometer calibrated to time.
The first delay, d1, was set to 2.0 seconds for all measurements. By varying d2 and T, I mapped out -
maguetization recovery or decay. To compensate for any miscallibration in the potentiometer and ringing
effects I iterati inimized d2 for each The isition spectral width was 3 kHiz. There
was no ing of signals. After ing the FIDs I the data files to a PC and performed
signa) processing using MatLab (The MathWorks, Inc., Version 6.0). For the Fourier transform of each
FID I calculated the linewidth, SNR, contrast, CNR, and peak frequency. I defined the linewidth to be the

foll-width half maximum (FWHM) of the peak in Hz. I d the other p as described
earlier. The ive out of bandwidth noise was d from a freq rtange of thirty to fifty
Hz centered approximately 150 Hz away from the peak frequency. I fit the data to models using a linear
least-squares fitting routine in MatLab. For the Ty I used a three-p fit (Ke ki

et al, 1977; Kingsley et al, 1998; Granot, 1983). From a theoretical model, S,, I created a parameterized
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Figure 4: Magnetization versus Source Voltage in Electromagnet. The vertical axis is normalized
signal intensity. The horizontal axis is voltage as read from the voltage supply. The circles are
measured data points; the solid line is a linear least-squares fit. R* = 0.9766. Exror bars are not
shown because they are smaller than the circles.

signal model, S(P, #V), in terms of a parameter vector P = [P, P,, P;] and with respect to time and
control voltage, V. For the relaxation measurements the models were:

S, = |M: cos(g, )™ (LAPYYS (8, Jeos(s, )(1 - e*’r“")l 3)
S5.(PV.)=|Re™ + B{1-e ") 4

T then minimized the square of the difference between the model and the data, S(d2, Ty, B,), whichis a

function of the second delay, d2, the pulse time, 7, and the pulse strength, B;; i.c., I minimized the
function

¢=|5, -5 @s)
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with respect to P. I then plotted S,, with the resultant values of P along with the measured data points.
Almost all data points are presented as a normalized intensity, which I calculated for each experiment as
the measured intensity of a data point divided by the maximum signal intensity in that particular
experiment,

Results

‘The mean line width for all measurements reported here in which there was a detectable FID was
26.5 Hz with standard deviation of 6.0 Hz. Afier centering the center frequency of the scanner at the
beginning of each day of data acquisition, the range of peak frequencies for all measurements in which
there was a detectable FID was 23.5 Hz with a mean of 4.5 Hz aud a standard deviation of 3.3 Hz.

Linearity of tion increase with prepolarized pulse itude increase

To verify that the switching circuitry is functioning as expected I d the signal itud
as a function of control voltage using the d1-90°-d2-90° sequence with d1=2.0'5, d2=2.15,and T, =2.0s.
The results are shown below in Figure 4: Magnetization versus Source Voltage in Electromagnet. The
equation of the fit line is IS| = 0.0374V + 0.2454, R°=0.9766. The SNR also increased linearly with field
strength according to SNR = 4.195V + 31.754, R? = 0.8912. The frequency of the center peak varied over
a range of 7.5 Hz. The mean linewidth was 17.5 Hz with standard deviation of 0.5 Hz.

Shape of M ization Decay After Prepol g Pulse

To characterize the effect of ringing on signal decay I measured the signal amplitude for various
d2 with a fixed T, = 1.0 s and d1 = 2.0 5. The results are shown below in Figure 5: Signal Amplitude after
Prepolarizing Pulse. For d2 = 1.04 s there was no detectable FID. The center frequency of the signal peak
for each of these measurements varied over a range of 11.5 Hz with a standard deviation of 2.4 Hz. The
‘mean FWHM line width was 25.7 Hz with standard deviation of 3.8 Hz. I applied a linear least-squares fit

of the data to the equation § = Pe '3 + P, (1~ £™**'3 ). The result is P,=21.07, P,=0.2248, and
Py=0.3146.
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Figure 5: Signal Amplitude after Prepolarizing Pulse. Vertical scale is normalized intensity;
Horizontal scale is d2 [s] for Ty =1.04 5.
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Figure 6: Inversion Recovery of CuSO, at 0.6 T and 0.16 T. Vertical scale is normalized signal
intensity. Horizontal scale is d2 [s]. The diamonds are the 0.16 T data points and the circles are the
0.06 T data points. The solid and dotted lines are three parameter fits with P; =-0.121, P, = 0.336,
and P; =0.798 for 0.06 T and Py = -0.062, P, = 1.11, and P; = 0.946 for 0.16 T.




T of CuSOy (aq) and BSA/ghaeraidehyde gel at 0.06 T and 0.16 T

I measured the T, of a =2 mM CuSO, (aq) solution and a 9% weight BSA/gluteraldehyde gel at
0.06 T and 0.16 T by Inversion Recovery, d1-180°-d2-90°. I varied T, and minimized the value of d2 for a
given T,. For each T, I made the prepolatized measurement (at 0.16 T) and then disconnected the pulsing
circuitry and repeated the measurement in the 0.06 T field. The timing parameters were unchanged for
each pair of measurements. The results are shown in Figure 6: Inversion Recovery of CuSO, at 0,6 T and
0.16 T and Figure 7: Inversion Recovery of BSA at 0.6 T and 0.16 T. I fit the data to the equation,

8, =|Be™® + By(1- €7 | The resulting parameters for CaSO, were Py = 0.121, P =0.336, and
Py =0.798 for 0.06 T and P, = -0.062, Py = 1.1, and P, = 0.946 for 0.16 T. The resulting parameters for

BSA were P, = 0.0651, P, = 0.8741, and P, = 0.3751 for 0.16 T and P; = 0.1921, P, = 0.6821, and P; =
0.3080 for the 0.06 T data.

Discussion
In all of the experiments the peak frequency was stable and the line width was reasonably narrow.
The mean line width for all measurements reported here in which there was a detectable FID was 26.5 Hz
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Figure 7: Inversion Recovery of BSA at 0.06 T and 0.16 T. The circles correspond to 0.16 T
data points; the diamonds are for 0.06 T. Vertical axis is normalized signal amplitude;
horizontal axis is d2 [s]. The parameters of the solid it lines are 0.0651, 0.8741, and 0.3751 for
the 0.16 T data and 0.1921, 0.6821, and 0.3080 for the 0.06 T data,
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with standard deviation of 6.0 Hz. This corresponds to & line width of =11 ppm, which is too broad for
hini such as fat ion. However, it is sufficiently narrow to resolve the quadrupole dip
ffectively. After ing the center freq of the scanner at the beginning of each day of data
acquisition, the range of peak frequencies for all measurements in which there was a detectable FID was
23.5 Hz with a mean of 4.5 Hz and a standard deviation of 3.3 Hz. There is therefore no concern about
frequency offset errors in QDI using PMRI since I esti d that a fi ing error of less than
70 kHz would not cause significant error in the QD amplitude measurement.

The linearity of the signal increase and the SNR with respect to control voltage confirms that the
prepolarizing mechanism functions as expected. The non-zero y-intercept is a consequence of the
! gnet being in the magnetic field of the whole-body magnet. The exponential decay of the
after a prepolarizing pulse also confirms the mathematical model. Observe that the
magnetization should decay with the time constant of the readout field, 0.06 T. The fit parameter time
constant was 0,3146 s, which agrees reasonably well with published values for CuSO, at 0.06 T (240 -
310 ms; Bernheim et al, 1959; Morgan and Nolle, 1959; Hendrick et al., 1985; Kraft et al., 1987).

Because the data points for the Ty measurements seem widely scatiered and I did not collect
enough data points for the three-parameter fit routine to work effectively I cannot say anything decisive or
about the Ty capabilities of PMRI. The resulting parameter fit produces
irreconcilable non-physical results and cannot be considered valid. However, qualitative inspection shows
the procedure does indeed seem to be mapping out a T, recovery curve and that the curves for the different
field strengths seem to have different relaxation times. Therefore, we can conclude that there is potential
for PMRI as a T; measuring technique and therefore as a platform for QDI with the qualification that the

variance in the ‘e explained and d

There are four immediately apparent sources of error: tip angle miscalibration, random noise,
imprecise d2 minimization, and insufficient number of data points. These four factors limit the efficacy of
the fitting routine, which assumes that the magnetization is flipped 1o —M; and then grows through zero to
M, with time constant Ty, Since I used a solenoid coil the RF field magnitude felt by the sample was not
homogeneous across the entire sample. Therefore it is impossible to perfectly calibrate the tip angles. Bach
voxel relaxes from its initial condition relatively independently from the other voxels. Since the tip angle
is ink the initial condition is different from voxel to voxel. The signal amplitude, which is
integral of the signal from all voxels, therefore never actually goes through zero amplitude, since there will
always be some number of voxels which have not relaxed to zero or have already passed through zero on
the way back to equilibrium. Random noise further complicates this fitting procedure since “zero” can
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never be smaller than the noise level. Also, since the relaxation curve is relatively steep near the zero
crossing if there are too few data points it will be impossible to resolve the zero crossing. Finally, I only
minimized d2 to within 0.1 s of T;. H , the magnetization decay exp showed that the actual
resolution of the falling edge of the pulse is less than 0.02 seconds, i.e., there is no FID for time a given T,
and d2 but there is a FID for a 42 that is 0.02 seconds longer. To quantify the possible magnitude of this
error, assume that the T of the sample is 300 ms and that Ty is 1.000 5. If 1 set d2 to 1.000 s [ will not
detect a FID. If I set d2 to 1.020 s I will detect a FID. , since | am only minimizing to a resoluti
0f 0.1 s 1 set d2 to 1.1 s, which means that the FID will decay for 0.08 s before I measure it. Therefore, the
signal will decay approximately 24% of the diffe between M, and M;. If M, »M; this means a range
of error of 24%. If M, ~ M, then the error range is less but is still significant.

Conclusion

1 have demonstrated experimentally that SNR and signal amplimde are linearly proportional to
the control voltage of the electromagnet and that ringing in the electromagnet circuitry does not seem to be
a significant concern for more than 0.02 s after the prepolarized pulse is turned off. T have also
demonstrated qualitatively that PMRI is able to perform field-cycled relaxometry. Further experiments are
warranted to develop a precise, itative PMRI p for T; FC I lude that it is
feasible 1o implement QDI with PMRL




CHAPTER X

CONCLUSION

Summary

ic R Imaging technis provide valuable information for the diagnosis,
monitoring, and study of Multiple Sclerosis. However MRI techniques have significant specificity and
sensitivity limitations. There is a need to develop low-cost methods of providing more specific
information on this and other diseases. Quadrupole Dip Imaging implemented with PMRI shows promise
as such a modality.

In the frequency range of 2.5 to 3.5 MHz the relaxation rate of a protein system due to non-

drupole relaxation can be predicted with a model. The largest ““N-*H quadrupole dip is
also in this fres tange. Its i can be ined by ing the ion rate at the
drupole dip fr and sub ing it from the drupol ion rate, which is extrapolated

from the one-parameter model. The dip magnitude measured in this way has been shown to be
proportional to rotationally immobilized protein concentration by weight. It is possible to create protein-
density maps using this technique, which is called Quadrupole Dip Imaging. Prepolarized MRI is a low-
cost MR technique that could conceivably be used to perform the field-cycled measurements required for
QDL However, its abilities have been characterized only initially.

T have conducted a literature review and analysis of the feasibility of developing QDI with PMRI
and the motivation for doing so for application to MS study. I have also conducted initial experiments to
demonstrate the feasibility of implementing the field-cycling required for QDI with PMRI.

Conclusions
My analysis indicates that there is a significant need for new MS study and imaging modalities
and that QDI might potentially provide information that is not presently available and that is

! 'y to current techni This i ion on the protein distribution will probably be most
useful for researchers studying MS 1 and p ion. It could ivably also have value as
a disease burden itori dality, but this is questionabl

My analysis also indicates that there are non-trivial technical challenges for implementing QDI
with PMRI. These include overcoming the inherently low signal and dynamic range of QDI
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developing PMRI hard: that can switch field rapidly enough to provide reliable
and developing T1 P Is that are robust to the non-linearities inherent in
the PMRI pulsing.

My experiments demonstrate, at least qualitatively, that PMRI can be used for field-cycled
measurements, although as of yet the results are not reliable.

Future Work

The next major step is to develop robust and accurate T, measurement techniques for PMRL
Having accomplished that we should verify Jiao and Bryant's result of the linearity of quadrupole dip
magnitude with protein concentration (Jiao and Bryant, 1996). Pending successful verification we will
need to examine the sensitivity of dip magnitude to density, pH, temperature, and cholesterol content in
physiological ranges.

Future work will include ir virro studies of protein gels and animal samples. As observed eardier,
BSA gels are excellent tissue models for dispersion studies and we will continue to use them for this
research. Relatively quickly in the development of these techniques we will do studies with animal
models, in vitro or in vivo, to determine if the QDI can highlight any useful information.

Conclusion
Tt appears feasible and worthwhile to implement quadrupole dip imaging with prepolarized MRI.
Further research into these techniques is d. The M: i Systems Lab yat

Texas A&M University is equipped to perform this research.
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