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ABSTRACT

Facilitatory Neural Dynamics for Predictive Extrapolation. (August 2006)
Hee Jin Lim, B.S., Keimyung University;
M.S., Keimyung University
Chair of Advisory Committee: Dr. Yoonsuck Choe

Neural conduction delay is a serious issue for organisms that need to act in real time. Perceptual phenomena such as the flash-lag effect (FLE, where the position of a moving object is perceived to be ahead of a brief flash when they are actually colocalized) suggest that the nervous system may perform extrapolation to compensate for delay. However, the precise neural mechanism for extrapolation has not been fully investigated.

The main hypothesis of this dissertation is that facilitating synapses, with their dynamic sensitivity to the rate of change in the input, can serve as a neural basis for extrapolation. To test this hypothesis, computational and biologically inspired models are proposed in this dissertation. (1) The facilitatory activation model (FAM) was derived and tested in the motion FLE domain, showing that FAM with smoothing can account for human data. (2) FAM was given a neurophysiological ground by incorporating a spike-based model of facilitating synapses. The spike-based FAM was tested in the luminance FLE domain, successfully explaining extrapolation in both increasing and decreasing luminance conditions. Also, inhibitory backward masking was suggested as a potential cellular mechanism accounting for the smoothing effect. (3) The spike-based FAM was extended by combining it with spike-timing-dependent plasticity (STDP), which allows facilitation to go across multiple neurons. Through
STDP, facilitation can selectively propagate to a specific direction, which enables the multi-neuron FAM to express behavior consistent with orientation FLE. (4) FAM was applied to a modified 2D pole-balancing problem to test whether the biologically inspired delay compensation model can be utilized in engineering domains. Experimental results suggest that facilitating activity greatly enhances real time control performance under various forms of input delay as well as under increasing delay and input blank-out conditions.

The main contribution of this dissertation is that it shows an intimate link between the organism-level problem of delay compensation, perceptual phenomenon of FLE, computational function of extrapolation, and neurophysiological mechanisms of facilitating synapses (and STDP). The results are expected to shed new light on real-time and predictive processing in the brain, and help understand specific neural processes such as facilitating synapses.
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<tr>
<td>1</td>
<td><strong>Delay in perception.</strong> Neural latencies in various areas in the macaque’s brain are shown. It depicts a plausible route between the retina and the muscles of the hand during a categorization task. Visual stimulus captured by the retina is transduced into neural spikes and relayed by the lateral geniculate nucleus of the thalamus (LGN) to V1 (the primary visual cortex). After processed in V2 and V4 of the ventral visual pathway, the neural signals are transferred to the posterior and anterior inferior temporal cortex (PIT and AIT), which contain neurons that respond specifically to certain objects. After some decision is made at the prefrontal cortex (PFC), the neural signals are passed to the pre-motor cortex (PMC) and primary motor cortex (MC). Finally, the motor neurons of the spinal cord receive signal from MC and stimulate the neurons in finger muscle for action. Two numbers (in milliseconds) are given for the earliest response time and mean latency respectively. (Adapted from [1].)</td>
</tr>
<tr>
<td>2</td>
<td><strong>Time from stimulus onset.</strong> Cumulative distributions of visually evoked onset response latencies are shown. The $x$-axis represents the time taken from the stimulus presentation and the $y$-axis the percentile of neurons that have begun to respond. For example, about 100 ms are needed for the 50 % of neurons in V4 to start to respond to visual stimulus. (Adapted from [2].)</td>
</tr>
<tr>
<td>3</td>
<td><strong>Interaction between agent and environment under internal delay.</strong> (a) The state $S(t)$ of a moving object (circle) in the environment is received at the sensors in an agent (e.g., an animal) at time $t$. (b) Delay ($\Delta t$) in the central nervous system causes error in the resulting action $A(S(t))$, since state $S(t)$ is not extrapolated. (c) No error results if the action is based on a predicted (or extrapolated) state of the object, $S(t + \Delta t)$.</td>
</tr>
</tbody>
</table>
Motion flash-lag effect. Motion flash-lag effect is illustrated. (a) A moving object (blue rectangle) is physically aligned with a flashed object (yellow rectangle) at the moment of flash. (b) The flashed object appears to be lagging behind the moving object at the time of perception.

Orientation flash-lag effect. Orientation flash-lag effect is illustrated. (a) Gray scale indicates bar orientation over time (black = present, lighter = farther into the past). The two short flanking bars are flashed when the rotating bar is horizontal. (b) The rotating bar is perceived to be tilted in the direction of motion.

No Flash-lag effect without delay compensation. In view of motion extrapolation, flash-lag effect does not occur if delay is not compensated for. The state $S(t)$ of a moving object (blue rectangle) which is physically aligned with a flashed object (yellow rectangle) in the environment is received at the sensors in a natural agent at time $t$. The state information $S(t)$ takes time ($= \Delta t$) to travel from the sensors to the central nervous system of the agent. If the delay is not taken into consideration, the perceived location of the moving object based on state $S(t)$ will be mismatched with that of the external state at the time of perception. Because the perceived location of the moving stimulus and the flashed stimulus is aligned, there is no Flash-lag effect.

Flash-lag effect with delay compensation. In view of motion extrapolation, flash-lag effect occurs if delay is compensated. That is, if the perception for the moving object is corrected based on a predicted (or extrapolated) state of the object at $t + \Delta t$, then the perceived location becomes close to the actual environmental state at $t + \Delta t$ (i.e., achieving match with the environmental state). The flashed object is perceived at a fixed location because the abrupt flashing stimulus has no previous history to extrapolated from. This discrepancy caused flash-lag effect.
Neural delay causing mismatch in internal and external state. The rotating bar (black bar in the middle) is horizontal when the flanking bars are flashed (time = 1). The same input is received at the retina (bottom right). The input takes time $n - 1$ to reach higher visual areas (top right). If the delay is not taken into consideration, the perceived orientation of the rotating bar will be misaligned with the environmental state at time = $n$, since the bar continues to rotate during the $n - 1$ time period.

Illustration of the motion reversal flash-lag effect. In motion reversal experiments by [12], the direction of motion of a vertically translating bar is reversed at a random time and location. A flash could appear at various time points before or after motion reversal. In here, flashes appear at a even interval including the motion reversal point.

Lack of FLE at the motion reversal point. The lack of FLE at the motion reversal point is illustrated. (a) The flashed bar is presented at the time of motion reversal. Physically, the two bars are aligned. (b) Through extrapolation, the perceived location of the moving bar should lead the flashed bar (i.e. overshoot) based on the previous moving trajectory. (c) In humans, the overshoot is not perceived at the reversal point. The moving bar appears ahead of the flash in the reverse direction.

Limitation of motion extrapolation model. Extrapolation model has some difficulty in explaining motion reversal FLE. (a) The actual location of the flashed bar (rectangles) and the trajectory of moving bar (solid line) take time ($= \Delta t$) to travel from the retina (i.e. distal) to the central nervous system (i.e. proximal). (b) Through extrapolation, the perceived location of the moving bar leads, while that of the flashed object lags behind as delayed. Under this model, humans should perceive overshoot of the moving bar at the motion reversal point (marked with dashed oval). (c) However, in reality, humans do not perceive overshoot at the reversal point. As the position of the moving bar approaches the motion reversal point, the gap between the perceived location of the two objects decreases, and after motion reversal, it increases again.
Synaptic transmission. Dynamic synaptic transmission is dependent on the available resource $R$ (i.e., fraction of recovered vesicles containing neurotransmitters), the synaptic efficacy $U$ (the probability of release of neurotransmitter), and time constant for recovery from depression $\tau_{\text{rec}}$ or from facilitation $\tau_f$.

Dynamic synapses. The behavior of dynamic synapses are shown. From the same axon innervating two different postsynaptic neurons, different postsynaptic responses were observed. From top to bottom, the traces show the input spike train, the facilitating response, and the depressing response. With the same input spikes (top), the postsynaptic neuron connected by facilitating synapse gradually increases its membrane potential and generates a spike when the membrane potential reaches a threshold (middle trace). On the contrary, through depressing synapses, the postsynaptic neuron shows a high response to the first input spike but rapidly decreases its membrane potential as subsequent spikes arrive. With this, the postsynaptic neuron failed to generate any spike (bottom). (Adapted from [23].)

Facilitating neural activity. The effects of facilitating activity of neurons based on their past activation history are shown. The term $X(t)$ (dashed line) represents the activation value based on only the current input, while $A(t)$ (solid line) denotes that based on the past activity level as well as the current input. (a) A neuron with increasing activation value augments its immediate activation level using its past activation level. When the facilitation rate is close to 1, the final activation level $A(t)$ is increased as much as $\Delta a(t) = X(t) - A(t-1)$. Thus, the activity is facilitated in proportion to its rate of change (Eq. 3.3). (b) A neuron with decreasing firing rate reduces its immediate activation level $X(t)$ based on its previous activation level $A(t-1)$ to reach its final activation level $A(t)$.
Decaying neural activity. The effects of decaying activity of neurons based on their past activation history are shown. (a) A neuron with decaying activity decreases its immediate activation level $X(t)$ based on its previous activation level $A(t-1)$ to reach its final activation level $A(t)$. When the decay rate is 0.5, the amount of decrease is $\frac{\Delta a(t)}{2}$ where $\Delta a(t) = X(t) - A(t-1)$. Thus, the activity is dampened in proportion to its rate of change (Eq. 3.2). (b) A neuron with decreasing firing rate increases its immediate activation level $X(t)$ based on its previous activation level $A(t-1)$ to reach its final activation level $A(t)$. With decaying dynamics, a neuron decreases its activation value less, compared to the amount of immediate decrease.

Perceived trajectory through optimal smoothing model. The trajectory of a moving bar generated by each step of optimal smoothing is shown. The dotted line with 'asterisk' denotes the actual location of moving bar ('asterisk' the flashed bar presented to be aligned with the moving bar), and the plain dotted line labeled “x” is for the neural activity arrived in the central nervous system with delay. By using Eq. 3.7, the predicted trajectory is generated (overshoot around the reversal point is observed). Filtering (Eq. 3.6) generates curve around the reversal point (dotted line labeled “filter”). (Note that the location of moving bar is still aligned with flashed bar.) After smoothing by using Eq. 3.8, the final perceived location is generated (dark solid line). It successfully reproduces the curve around the reversal point (i.e., moving bar is below the flashed bar), but cannot generate standard flash-lag effect for continuous trajectory (it rather undershoots the input data) [27].

Perceived trajectory in the facilitation model. The dashed line with ‘asterisk’ represents the actual location of the moving bar ('asterisk' is the flashed bar presented to be aligned with the moving bar), the plain dashed line the delayed neural activity, and the solid dark line the perceived locations. The facilitation model generates trajectory close to the actual location. The perceived location of the moving bar (solid dark line) is ahead of the flashed bar (dashed line) in continuous moving condition, expressing flash-lag effect. However, it generates overshoot around the reversal point (around time 4), which has been pointed out as the limitation of extrapolation model by Whitney et al. [12].
**Perceived trajectory in the facilitated-smoothing model.** See Fig. 17 for plotting conventions. Facilitated-smoothing generates the most perceptually accurate trajectory in spite of neural delay. It successfully generates both no overshoot at the time of reversal and extrapolation during continuous visual motion.

**Flash-lag effect in luminance change.** Flash-lag effect is also observed in a stationary time-varying stimulus. A stationary visual patch becomes brighter over time (top left) and, at a random time, a patch with equal luminance (top right) is flashed next to the changing patch. Physically, the two objects have the same brightness. However, the time-varying patch appears brighter than the flashed patch (bottom). When the object becomes darker, it is perceived darker than the flashed one.

**Extrapolation with facilitating synapses under increasing firing rate.** Activation in neurons with facilitating synapses are shown, where a sequence of input spikes are under increasing firing rate. The top row shows the input spike sequence generated at a peripheral neuron, the second row the input spikes arrived at a presynaptic neuron with neural delay (around 100 ms), the third row the membrane potential of the output neuron, and the bottom row the output spike sequence. The output firing frequency from 400 ms to 600 ms (bottom row) are closely matched with those of the presynaptic neuron’s firing rate, from 500 ms to 700 ms (second row), and those of the peripheral neuron’s firing rate, from 400 ms to 600 ms (top). (See Fig. 22a for the exact number of spikes.) This shows that, in spite of the delay ($\Delta t = 100$ ms), the output firing rate exactly reflects the input firing rate in the periphery at that instant and help the internal state to be in synchrony with outer state.
Extrapolation with facilitating synapses under decreasing firing rate. All the experimental conditions and notations are the same as the increasing case shown in Fig. 20. Decreasing firing frequency in the input causes facilitating synapses to decrease its synaptic efficacy and make the postsynaptic neuron generate less spikes than input spikes. The output firing frequencies from 400 ms to 600 ms (bottom row) are closely matched with those of the presynaptic neuron’s firing rate, from 500 ms to 700 ms, and those of the peripheral neurons’ firing rate from 400 ms to 600 ms. Thus, in spite of the delay ($\Delta t = 100$ ms), the output neuron exactly reflects the neural state at the periphery as in the increasing firing rate case (Fig. 20).

Firing rate in the continuous change in luminance. The change of firing rate over time is shown for (a) increasing luminance and (b) decreasing luminance case. The $x$ axis represents time (e.g., 200 represents the time frame between 100 ms and 200 ms) and $y$ axis the number of spikes generated during that time frame. The peripheral (dotted line with ‘*’), the presynaptic (dashed line with ‘x’), and the postsynaptic (solid line with ‘+’) neurons’ firing rates are shown. (a) In the increasing luminance experiment, the postsynaptic neuron needed some boosting time for the facilitatory activity (about 100 ms) to be invoked, and it started to generate more spikes than the presynaptic neuron after 400 ms. This means that the postsynaptic neuron is exactly firing at the same frequency as the peripheral neuron from time 400 to 600 ms. However, overshooting is observed at the terminating point (700 ms) due to the facilitated neural activity. (b) In the decreasing case, the postsynaptic neuron generates less spikes than the presynaptic neuron showing the same firing rate as the peripheral neuron after 400 ms.
Facilitating synapse with luminance-off signal. The absence of overshooting in interrupted changing condition can be explained by inhibitory synaptic transmission. The top row shows the input spikes arriving at a presynaptic neuron, the second row the luminance-off signal delivered by an inhibitory synapse at the time of stimulus termination, the third row the membrane potential of a postsynaptic neuron having excitatory and inhibitory dynamics, and the bottom row the output spike sequence. The inhibitory postsynaptic potential (IPSP) decreased the facilitated postsynaptic potentials (third row), which results in a decrease in the number of spikes generated in the postsynaptic neuron. Thus the number of spikes generated by the postsynaptic neuron was reduced compared to the case without the inhibitory signal (cf. Fig. 20).

Firing rates in the termination of change. The firing rates over time are shown for the termination of increasing luminance. The three neurons generate the same number of spikes as shown in the increasing luminance case (Fig. 22a) until the terminating point. Due to the inhibitory signal, the augmented membrane potential of the postsynaptic neuron was pulled down, generating less number of spikes at 700 ms than the case without the inhibitory signal.

Bilaterally connected orientation-tuned cells. Twelve orientation-tuned neurons are shown, with excitatory lateral connections between immediate neighbors. The connectivity shown here is a simplification of similar arrangements near orientation pinwheels in the primary visual cortex [59, 58].

Synaptic weight update through spike-timing-dependent plasticity. (a) Synaptic weight increases when a presynaptic spike at time $t_1$ occurs before a postsynaptic spike at time $t_2$ (the thickness of connection represents the strength of the connection). (b) Synaptic weight decreases in the opposite case. Stimulated by rotating bar, the orientation-sensitive neurons in Fig. 25 will fire in sequence within a small time interval, which allows for STDP to strengthen the weight in that rotating direction.
27  **Synaptic modification through STDP.** The illustration shows the dynamic increase or decrease in the amount of synaptic modification $F$ based on spike timing $\Delta t$ (= postsynaptic spike time \(-\) presynaptic spike time) as shown in Eq. 5.1. .............. 53

28  **Response of orientation cells with and without FLE.** The spike responses (vertical bars) and firing-rate distributions (curves) are shown, with (top; dashed) and without (bottom; solid) Flash-Lag Effect. The $x$-axis represents the spatial span across the connected orientation-tuned cells (Fig. 25). Without FLE (solid), the firing-rate distribution is centered around the middle (cf. Fig. 5a). With FLE (dashed), the distribution is shifted toward the direction of input rotation (cf. Fig. 5b). .............. 55

29  **Adaptation of synaptic weight using STDP.** The synaptic weights $w$ in the connections from neuron 2 to two immediate neighbors are shown. The weight to the neuron in the direction of input rotation increases (solid curve), while that in the opposite direction decreases (dotted curve). .............. 56

30  **Firing rate distribution of STDP-only experiment.** The dotted line with ‘x’ represents the initial firing rates of neurons. The solid line with ‘o’ represents the changed firing rate after the synaptic weights reached a stable state through STDP. This is a snapshot of firing rates (i.e. number of spikes for 100 ms) when the actual input orientation was neuron 2’s preferred stimulus. With STDP, the firing rates of the neurons changed due to the synaptic weight modification (skewed toward direction of rotation). However, the maximally firing neuron (neuron 2) did not change (i.e., no FLE). .............. 57

31  **Adaptation of synaptic efficacy through facilitating synapses.** The synaptic efficacy in a single neuron is shown. During the period of stimulation (when the rotating input is stimulating the neuron) synaptic efficacy increases. Shown to the right is a close-up of the part on the left marked with an arrow. .............. 58
32 **Firing rate distribution of facilitating-synapse-only experiment.** The distributions of firing rates of the initial state (dotted line with ‘x’) and the final state (solid line with ‘o’) are shown. Because the synaptic efficacy $U$ is rapidly changed (increase and decrease) by a small amount (see Fig. 31, right), facilitating synapse alone did not affect the firing rate of the neighboring neurons. Thus, the maximally firing neuron (neuron 2) did not change (i.e., no FLE).
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33 **Adaptation of synaptic strength** $(U \cdot w$ in Eq. 4.4) **through STDP plus facilitating synapses (along the direction of rotation).** Synaptic strength $(U \cdot w)$ dynamically increases because of the gradually increasing synaptic weight $w$ and the fast changing synaptic efficacy $U$.
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34 **Firing rate distribution of STDP plus facilitating-synapse experiment.** The distribution of firing rates significantly shifted toward the rotating direction (as marked with an arrow). The position of maximally firing neuron changed from neuron 2 to neuron 4 (dotted line with ‘x’ for initial state; solid line with ‘o’ for final state). After training with STDP plus facilitating synapse, with the input at neuron 2’s preferred orientation, neuron 4 showed maximum firing rate instead of neuron 2. This result indicates that the perception of the rotating bar shifted, just like in orientation FLE.
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35 **2D pole-balancing problem.** A pole (dark gray bar) on a cart (light gray oval) is shown. In a 2D cart-pole balancing problem, the cart has to be moved on a 2D plane to prevent the pole from falling, while staying within a fixed bounding box. The value $\theta_z$ is the angle between the pole and the local $z$ axis, and $\theta_x$ the angle it makes with the local $x$ axis. The two values uniquely define the configuration of the pole relative to the local coordinate system of the cart. The values $(c_x, c_y)$ represent the location of the cart within the square boundary.
Neuroevolution of recurrent neural network controller. A fully recurrent neural network controller was trained through the Enforced Subpopulation algorithm [65]. For each trial, 5 neurons were drawn from five subpopulations to randomly construct a controller network. The activation values generated from the neurons are retained in the context units, and at the next time step, they are fed into the network along with the current input data from the environment. In each generation, 400 randomly combined networks were evaluated. Based on fitness evaluation (the number of steps the pole was balanced), the neurons were sorted. The neurons showing high fitness were mated using crossover, and then mutated to produce new offsprings. The controller was considered successful if it succeeded in balancing the pole for 10,000 steps (i.e. 100 seconds) within 70 generations. (Adapted from [65].)

Recurrent neural network for pole balancing. The network receives the current state of cart-pole system through its input layer: the location of the cart \((c_x, c_y)\), the angle of pole relative to the z-axis \(\theta_z\), and to the x-axis \(\theta_x\). The five hidden-layer neurons are fully recurrently connected (thick solid arrows), and they receive input from all four sources (thin dashed lines). The activation value in each neuron is either facilitated (FAN), decayed (DAN), or unmodified (control). Activations in the two output neurons \(f_x\) and \(f_y\) indicate the force to be applied to the cart in the x- and the y-axis direction, respectively.

Genotypes of facilitating activity network (FAN) and decaying activity network (DAN). In the original ESP, synaptic connections and their weights are encoded in the chromosome \((I_i, H_h)\) represents the weight value of the connection from the input neuron \(i\) and \(H_h\) the hidden neuron \(h\). ESP was modified to use facilitating or decaying dynamics. To add facilitating dynamics, facilitation rate parameter \(r_f\) was encoded in the chromosome of each neuron (FAN; middle). Thus, facilitation rate could evolve as well as the connection weight. For decaying dynamics, \(r_d\) was encoded in the chromosome (DAN; bottom).
Activation level of output neurons: first 1,000 steps. The first 1,000 steps of activation levels from successful cart controller networks with different activation dynamics are shown. The $x$ axis is the evaluation step and the $y$ axis the activation level of one output neuron ($f_x$ in Fig. 37). The neurons received all four inputs with a 1-step delay (10 ms) during 50 to 150 evaluation steps ($x$-axis). (a) Decaying Activity Network (DAN), even though successful in balancing the pole, shows a large, noisy fluctuation from the beginning. (b) The unmodified network (i.e., the control) is slightly less noisy than DAN. (c) Facilitating Activity Network (FAN) shows a large fluctuation in the beginning and at the introduction of delay ($t = 50$), but quickly settles into a very low-amplitude, low-frequency oscillation.

Activation level of output neurons: last 1,000 steps. The last 1,000 steps of activation levels from successful cart controller networks with different activation dynamics are shown. The plotting conventions are the same as in Fig. 39. (a) DAN shows a large, noisy fluctuation to the end of task. (b) Control network becomes less noisy than the initial 1,000 steps (as shown in Fig. 39b), but it still shows a high-amplitude oscillation compared to FAN. (c) FAN settled into a very stable state showing a low-amplitude and low-frequency oscillation.

Internal state of hidden neurons: first 1,000 steps. First 1,000 steps of projections of the hidden neuron (five neuron) states to their first and second principal component axes (PC1 and PC2) are shown. The networks had delay in all inputs from 50 to 150 steps for each trial. The three networks shows different internal states from the first 1,000 steps of the trial to the end of trial (Fig. 42 shows the internal states from the final 1,000 steps). (a) DAN shows randomly scattered internal states from the beginning of the trial. (b) Control network shows divided and scattered states. (c) FAN shows more organized internal states compared to control and DAN starting from the early steps.
Internal state of hidden neurons: last 1,000 steps. Last 1,000 steps of PCA projections of the hidden neuron states are shown. The experimental conditions and plotting conventions are the same as in Fig. 41. (a) DAN maintained randomly scattered internal states throughout the trial. (b) Control network showed more organized internal state than DAN, but had divided and discrete states compared to FAN. (c) FAN kept relatively continuous and organized internal state trajectory.

Cart trajectories under input delay condition: first 1,000 steps. The trajectory of carts using different controllers are shown when there was delay in the input (the first 1,000 steps are shown). The x and the y axes represent the (x, y) location of the cart. The networks received all four inputs with a 1-step delay (10 ms) during 50 to 150 evaluation steps. Note that the relative scale of the x- and the y-axis is same in the three plots (a) to (c) while they are different in the three plots (d) to (f). (a), (d) The trajectory of Decaying Activity Network (DAN) is large and erratic. (b), (e) The control is stabler than DAN but exhibits a wiggly trajectory. (c), (f) The Facilitating Activity Network (FAN) shows a smaller footprint than other networks.

Cart trajectories under input delay condition: last 1,000 steps. The trajectory of carts using different controllers are shown when there was delay in the input (the last 1,000 steps are shown). See Fig. 43 for the plotting conventions and experimental conditions. The behaviors of the three carts are similar to those from the first 1,000 steps as shown in Fig. 43. (a), (d) DAN shows large and erratic trajectory as in the first 1,000 steps. (b), (e) The control shows stable and much smaller footprint than DAN but exhibits a wiggly trajectory compared to FAN. (c), (f) FAN shows a smooth trajectory with a very small footprint.
Success rate under different delay conditions. The success rates for balancing the pole using different controllers are shown for four different delay conditions. From left to right, (1) default condition without delay, (2) delay in all inputs $c_x$, $c_y$, $\theta_z$, and $\theta_x$ from step 50 to 150, (3) delay in $\theta_z$ only during the entire period, and (4) delay in $\theta_x$ only during the entire period are shown. Dark gray bars represent the success rate of the control network, gray bars that of the decaying activity network (DAN), and light gray bars that of the facilitating activity network (FAN). For conditions (3) and (4), DAN failed in all experiments, thus the data are not shown here. Error bars indicate $\pm 1$ standard deviation. In all cases, FAN outperformed the rest (t-test, $p < 0.005, n = 5$).

Comparison of learning time under different delay conditions. The learning time (in the number of generations) is shown for different controllers under different delay conditions (see Fig. 45 for plotting conventions). In all cases, the Facilitating Activity Network (FAN) took less time to learn than both the Decaying Activity Network (DAN) and the control network (t-test, $p < 0.0002, n = 5$), except for the $\theta_z$-delay case ($p = 0.84$). Again, DAN never reached the goal under the last two delay conditions, thus the data are not shown.

Effect of increasing delay. The effects of increasing the input delay duration are shown for the three different controllers: the Decaying Activity Network (DAN), the control network, and the Facilitating Activity Network (FAN). The success rates ($y$ axis) are shown for a range of delay in $\theta_z$, from one to three steps ($x$ axis). FAN outperformed the control and DAN under all conditions. Notice that DAN could not solve the problem even under 1-step delay of $\theta_z$.

Virtual pole balancing task. To measure the predictive ability in humans under visual occlusion, Mehta and Schaal [74] conducted blank-out test during virtual pole-balancing. In the blank-out test, the pole disappeared from the computer screen at random times for a randomly chosen period between 450 and 550 ms, while the subject was balancing the virtual pole. Subjects were instructed to ignore the blank-out and to continue balancing. It was shown that after some training, subjects could tolerate 500 ms to 600 ms blank-out times. (Adapted from [74].)
Effect of increased blank-out duration. The effects of increasing the input blank-out duration are shown for the three different controllers. The success rates (y axis) are shown for different blank-out durations, from 40 steps to 80 steps (x axis). In the blank-out experiments, the input to the network was clamped, for a limited duration, to the input value at the beginning of that clamping period, effectively blocking any current information from entering the network. Again, FAN showed a slow decrease in performance compared to the others. Notice that beyond 60 steps of blank-out, performance degraded significantly in all controllers.

Blank-out test: after development. Successfully trained networks under input delay were tested under input blank-out condition. Note that due to the low success rate of DAN in the input delay test, only the control and FAN were tested. (a) FAN trained under delay condition shows high success rate in performing blank-out test and shows slow decrease in performance until 60 steps (600 ms), which is similar to the observation in human experiments by [74]. (b) Compared to the control network, FAN learns quickly to find the solution under input blank-out. On the contrary, the control networks showed a speedy decrease in performance (a), and could not solve the problem beyond 70 steps (700 ms).
Evolved decay rate and facilitation rate. The initial and evolved decay and facilitation rates are shown for two sample sub-populations. Each subpopulation, from which one neuron was drawn to participate in a network, consisted of 40 neurons. The $x$ axis represents the sorted neuron index (in decreasing order of fitness) and the $y$ axis the value of the rate parameter (either $r_f$ or $r_d$). (a) Initially, the DAN has uniformly randomly distributed rate values across the 40 neurons. (b) After successful training (generation 57), the top-performing neurons ($x$ up to about 10) within this individual show near zero decay rate $r_d$, indicating that it is better to have the decay rate low (that is, just use the immediate input). (c) FAN also has initially random rate values. (d) After successful training (generation 32), the top-performing neurons ($x$ up to about 10) show a very high facilitation rate $r_f$, suggesting that high $r_f$ contributes to higher performance. The reason why not all rates converged to either 0 or 1 may be due to the enforced diversity in the ESP algorithm. In case of the control, the neural activation did not involve any rate parameter, thus nothing can be plotted here.

Distribution of evolved decay rate and facilitation rate from DAN and FAN. The distribution of initial and evolved decaying rates and facilitation rates are shown. The networks received all four inputs with a 1-step delay (10 ms) during 50 to 150 evaluation steps. The group of bars on the left in $a$ and $b$ represent the distribution of decay (or facilitation) rate of initial generation. Those from the final generation are shown in the group of bars on the right in $a$ and $b$ (a) The distribution of evolved decay rate $r_d$ from successful DAN is shown. (4 successful trials out of 50 trials on average.) The subpopulation of an output neuron $f_x$ consists of 40 neurons, so the decaying rates of 160 ($4 \times 40$) neurons are shown. In the initial state, the $r_d$ values are uniformly randomly distributed across the subpopulation, but after evolution, the successful networks show an increased number of neurons that have low $r_d$. (b) FAN, on the contrary, shows an increased number of neurons that have high $r_f$ in the final state (18 out of 50 trials on average). The neurons evolved their facilitation rates into high values, suggesting the neurons highly utilized facilitatory neural activity under input delay.
Orientation Map in V1. (a) Columnar organization of orientation selectivity in the monkey striate cortex is illustrated. With vertical electrode penetration, neurons with the same preferred orientations are encountered. Oblique penetration will show a systematic change in orientation across the cortical surface. (Adapted from [96].) (b) Orientation selectivity and their horizontal connections in tree shrew striate cortex is shown. The different colors represent patches that have different orientation preference. The inset shows an orientation pinwheel, where the orientation preference changes by 180° along a closed path around the center. (Adapted with permission from: Bosking et al., 1997. The Journal of Neuroscience, vol. 17, pp. 2112–2127. Copyright 1997 by the Society for Neuroscience.)
CHAPTER I

INTRODUCTION

The temporal aspect of neuronal signaling has been studied widely. One important question is how the brain can overcome long neural transmission delay within various parts of its system. For example, in the macaque, the neural latency (from stimulus onset to the prefrontal cortex) ranges from 100 ms to 130 ms [1], thus putting the internal clock steadily behind the environmental clock. How can the brain function in real-time in spite of such delays? Investigation of delay compensation mechanism and its neural implementation may give us fundamental insights into the operations in the brain.

A. Research problem: Delay in the neural system

Neuron is a primary computational unit in the nervous system. It generates and sends electronic signals to other neurons through axonal conduction. In such a signaling scheme in a living organisms, delay is unavoidable since there are physical limits in the speed of signal transmission. For example, experiments with macaque monkeys showed that the mean latency from the onset of visual stimulus to the spike arrival in the macaque’s finger muscle can be as large as 260 ms (Fig. 1) [1]. Also, it takes at least 50 ms to 70 ms from the retina to the early cortical visual areas (for V1 and V4, respectively) for the first spike to arrive (Fig. 2) [2].

Such a delay can cause serious problems as shown in Fig. 3. During the time a signal travels from a peripheral sensor (such as the photoreceptor) to the central
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Fig. 1. Delay in perception. Neural latencies in various areas in the macaque’s brain are shown. It depicts a plausible route between the retina and the muscles of the hand during a categorization task. Visual stimulus captured by the retina is transduced into neural spikes and relayed by the lateral geniculate nucleus of the thalamus (LGN) to V1 (the primary visual cortex). After processed in V2 and V4 of the ventral visual pathway, the neural signals are transferred to the posterior and anterior inferior temporal cortex (PIT and AIT), which contain neurons that respond specifically to certain objects. After some decision is made at the prefrontal cortex (PFC), the neural signals are passed to the pre-motor cortex (PMC) and primary motor cortex (MC). Finally, the motor neurons of the spinal cord receive signal from MC and stimulate the neurons in finger muscle for action. Two numbers (in milliseconds) are given for the earliest response time and mean latency respectively. (Adapted from [1].)

The nervous system (e.g., the visual cortex), a moving object in the environment can cover a significant distance, which can subsequently lead to critical errors in the motor output which was initially based on that input. For example, the neural latency between visual stimulus onset and the motor output can be no less than 100 ms up to a couple of hundred milliseconds [1]. At that rate, an object moving at 40 mph can cover about 9 m in 500 ms (Fig. 3b), a very large distance considering the size of
Fig. 2. **Time from stimulus onset.** Cumulative distributions of visually evoked onset response latencies are shown. The $x$-axis represents the time taken from the stimulus presentation and the $y$-axis the percentile of neurons that have begun to respond. For example, about 100 ms are needed for the 50 % of neurons in V4 to start to respond to visual stimulus. (Adapted from [2].)

However, the problem can be overcome if the central nervous system can take into account the neural transmission delay $\Delta t$ and generate action based on the estimated current state $S(t + \Delta t)$ at time $t + \Delta t$, rather than that in its periphery at time $t$, $S(t)$ (Fig. 3c). Such a compensatory mechanism can be built into the system at birth, but such a fixed solution is not feasible because the organism grows in size during development, resulting in a gradual increase in delay [3]: For example, consider that the axons are stretched to become longer during growth. How can the nervous system compensate for such a delay at the same time maintaining the internal state to be in synchrony with the present environmental state in real time? This is the main research question to be addressed in this dissertation.
Fig. 3. **Interaction between agent and environment under internal delay.** (a) The state $S(t)$ of a moving object (circle) in the environment is received at the sensors in an agent (e.g., an animal) at time $t$. (b) Delay ($\Delta t$) in the central nervous system causes error in the resulting action $A(S(t))$, since state $S(t)$ is not extrapolated. (c) No error results if the action is based on a predicted (or extrapolated) state of the object, $S(t + \Delta t)$.

B. Potential solution: Extrapolation

Psychophysical experiments with flash lag effect suggested that extrapolation may be in use in the nervous system. Flash-lag effect (FLE) refers to a visual phenomenon in which the position of a moving object is perceived to be ahead of a briefly flashed
object when they are actually co-localized [4, 5]. Fig. 4 and 5 illustrate examples of flash-lag effect. Flash-lag effect has been found in various sensorimotor modalities such as motor performance [6], auditory perception [7]; and in various visual modalities such as color, pattern entropy, and luminance [8]. The ubiquity of FLE suggests that the central nervous system may have a general mechanism to overcome the discrepancy between events in internal brain time and those in external world time, caused by delay in neural signal transmission [9].

A potential explanation for FLE is the motion extrapolation model [5, 10, 11]. (More details are to be found in Sec. II.A.) Given that nervous systems have conduction delay, delayed object’s location data have to be extrapolated so that the perceived location of the object at a given moment is close to that in the environment, at that same instant. According to the motion extrapolation hypothesis, FLE is caused by such a delay compensation mechanism implemented in our nervous system. In spite of the limitation of extrapolation model addressed in [12], the model has more desirable properties [13, 14, 15, 16], and the limitation can be overcome computationally and neurophysiologically as well [17] (Sec. III.C and Sec. IV.C will discuss in detail). A potential answer to the main research question is that the nervous system employs extrapolative mechanisms to overcome problems associated with delay. So far, the precise neural mechanism of such an extrapolative process has not been fully investigated, which will be the main focus of this dissertation.

C. Approach

What could be the neural basis of extrapolation? It is possible that recurrently connected networks of neurons in the brain can carry out extrapolation, since recurrence
Fig. 4. **Motion flash-lag effect.** Motion flash-lag effect is illustrated. (a) A moving object (blue rectangle) is physically aligned with a flashed object (yellow rectangle) at the moment of flash. (b) The flashed object appears to be lagging behind the moving object at the time of perception.

Fig. 5. **Orientation flash-lag effect.** Orientation flash-lag effect is illustrated. (a) Gray scale indicates bar orientation over time (black = present, lighter = farther into the past). The two short flanking bars are flashed when the rotating bar is horizontal. (b) The rotating bar is perceived to be tilted in the direction of motion.

makes available the history of previous activations [18, 19], based on which extrapolated activation can be generated. However, such an approach alone may not be sufficient to effectively compensate for neural delay since the evolving dynamics of the recurrent neural network may not be fast enough. The recurrent connections themselves may introduce further delay.
For fast extrapolation, the mechanism may have to be implemented at a single-neuron level. One possible mechanism for such a neuron-level extrapolation is that of facilitating synapses. Facilitating synapses have been found at a single neuron level, where membrane potential dynamics show a dynamic sensitivity to the changing input. Previously, facilitating (or depressing) synapses have been studied in the context of memory (e.g., sensitization and habituation) [20, 21] or temporal information processing [22, 23, 24, 25, 26]. The main hypothesis of this dissertation is that such facilitatory neural activities can play an important role in delay compensation by serving an extrapolatory function.

My research aims at building a biologically plausible neural model for the compensation of neural transmission delay. To test how facilitatory neural activity in single neurons can ensure real-time processing under internal and external delay conditions, I derived neuron models from two perspectives: (1) computational and (2) biological.

From the computational perspective, *facilitatory activation model* (FAM) was developed. With that, facilitatory neural activity can be represented by real-valued firing rate, where extrapolation can be analyzed in formal terms. The model was extended to FAM with smoothing, to address the shortcoming of the extrapolation model, and was tested in the motion reversal flash-lag paradigm [12, 27], showing that various flash-lag effects can be explained in terms of delay compensation.

From the biological perspective, a spiking neuron model was developed to ground the computational model on a biological foundation. For this task, I extended the dynamic facilitating synapse model by Markram and colleagues [23, 22] and evaluated the model in the luminance flash-lag effect domain [8].

Facilitatory neural activity at a single-neuron level alone cannot explain other flash-lag illusions such as orientation FLE, where a single neuron cannot represent
the full range of feature dimensions. To address this issue, I extended the spike-based facilitation model to include multiple neurons, and allowed facilitation to go across neurons. I tested cross-neuron facilitation combined with spike-timing-dependent plasticity (STDP) and evaluated the model in the orientation flash-lag effect domain. Neurophysiological experiments have shown that STDP changes the synaptic weight between two neurons when they fire together within a small time interval [28, 29, 30]. Such a basic principle forced initially symmetric weights to evolve to have directionality, and facilitating dynamics provided extra influence in the direction of input rotation. With these mechanisms, the model was able to implement an extrapolative function that requires multiple neurons.

It is an interesting question whether the approach outlined above can be applied in tough real-world control applications. To test this, the facilitatory activation model was applied to a modified 2D pole-balancing problem which included sensory delays. In this domain, I tested the behavior of recurrent neural networks with facilitatory neural dynamics, trained via neuroevolution. Analysis of the performance and the evolved network parameters showed that, under various forms of delay, networks utilizing extrapolatory dynamics are at a significant competitive advantage compared to networks without such dynamics. It turned out that a proper amount of extrapolation based on the facilitating activation (a form of memory) can significantly help overcome delay while decaying activity (another form of memory) does not contribute to delay compensation.

Another question that is relevant to biology is, how can the nervous system cope with the increase in neural delay. Although certain tasks such as synchronization over a delay line can be achieved via Hebbian learning [31], little is known about how information content can be delivered over different delay lines in a timely manner. To test whether facilitatory activity can help counteract increasing neural delay, I
tested the *facilitatory activation network* under increasing delay. The network with facilitatory dynamics showed a slower degradation in performance compared to other controllers as the delay is increased. Also, to test the ability of facilitatory dynamics to deal with uncertainty in the external environment, I conducted blank-out test where the input signals were blocked for a certain time period. Input blank-out experiments in pole-balancing tasks suggested that the delay compensation mechanisms that have evolved to deal with internal delay can be directed outward to handle environmental uncertainty.

In sum, facilitatory (or extrapolatory) dynamics in a single-neuron (or multiple-neuron) level serves as the main approach in this dissertation. With this mechanism, the brain can function in real time, and, at the same time, cause visual illusions such as the flash-lag effect. Furthermore, the biologically inspired delay compensation model can be applied to engineering domains where sensory delays in the system can be overcome by recurrent neural networks with facilitatory activity.

D. Outline of the dissertation

This dissertation is organized into four parts:

- Introduction and Background
  - *Chapter I* and *Chapter II*

- Models and Results
  - Computational Model and Results: *Chapter III*
  - Spike-Based Single-Neuron Model and Results: *Chapter IV*
  - Spike-Based Multi-Neuron Model and Results: *Chapter V*
• Application to Real-Time Control
  
  – Chapter VI

• Discussion and Conclusion
  
  – Chapter VII and Chapter VIII

In Chapter II, I will give a review of the flash-lag effect; the merits and limitations of the extrapolation model; and facilitating synapses.

In Chapter III, I will suggest facilitatory activation model, a biologically plausible extrapolation model, and test the model in the motion flash-lag effect domain.

In Chapter IV, I will extend the facilitatory activation model into a spike-based facilitating-synapse model and test it in the luminance flash-lag effect domain. Also, to explain the absence of flash-lag effect in motion termination (or change) condition, backward masking mechanism will be applied to the facilitatory activation model.

In Chapter V, I will extend the spike-based facilitation model into a cross-neuronal facilitation model. With this, we can explain flash-lag effects which include spatial changes in the stimulus properties that are not representable by a single neuron. I will provide details of the model and how cross-neuronal facilitation can be implemented by combining it with spike-timing-dependent plasticity (STDP), and present experimental results with orientation flash-lag effect.

In Chapter VI, I will apply the facilitatory activation model to real time control. The model will be tested in a modified 2D pole-balancing problem which includes sensory delays. Within this domain, I will test the behavior of recurrent neural networks with facilitatory neural dynamics, trained via neuroevolution. I will examine the capability of the facilitatory activation model under increasing neural delay and in input blank-out test; and evaluate the possibility of predictive ability emerging
from delay compensation mechanisms.

In Chapter VII, I will explain the contributions of this dissertation; discuss the relationship between my work and other related works; discuss issues that have emerged from my work; and present future work.
CHAPTER II

BACKGROUND

In this chapter, I will review flash-lag effect as a psychophysical evidence for extrapolation and discuss the limitation of the extrapolation model as observed in motion reversal flash-lag effect. Also, as a potential neural basis of extrapolation, facilitating synapses will be introduced.

A. Evidence for extrapolation: Flash-Lag Effect (FLE)

Flash-lag effect (FLE) occurs in visual perception when the state of a changing stimulus such as luminance [8], position of a moving object [4], or orientation of a rotating object [5] is misperceived. For example, orientation FLE shows that the rotating bar in the center is perceived to be tilted at the time of flash of the flanking bars when in fact it is horizontally aligned with the flanking bars. (See the Fig. 5 in Chap. I for a better understanding.) Since its initial discovery [32], flash-lag effect has drawn great interest because such a peculiar visual phenomenon can help reveal the neural mechanisms underlying visual perception, especially relating to time.

As introduced in Chap. I, a prominent hypothesis for FLE is motion extrapolation [5, 10, 11]: To overcome neural delay and to have accurate perception, the nervous system may carry out extrapolation. Thus, FLE may be the result of a delay compensation mechanism.

Besides motion extrapolation, several other hypotheses for FLE have been explored. Differential latency model [12, 33] proposes that flash-lag effect occurs simply because the visual system responds with shorter latency to moving stimuli than to
flashed, stationary stimuli. However, recent experimental results from auditory and cross-modal flash-lag effect indicated that differential latency model may be inaccurate: The effect of auditory FLE was found to be much stronger than visual FLE, whereas neural latency in the auditory system are known to be much shorter than those in the visual system [7, 9]. This is counter to the prediction of the differential latency model.

On the other hand, attention hypothesis [34] assumes that flash acts as a “pull” cue to grab the observer’s attention away from the continuously changing stimulus. However, flash-initiated-cycle experiment demonstrated that if the stimuli were turned on simultaneously (i.e., attention is not only pulled toward the flash but also toward the object with the onset of motion), observers still perceived that the continuously moving disk leads the flashed disk [8].

Temporal averaging [35] and postdiction model [36] proposed that the visual system collects position information over time and estimates the position based on the integrated signals. Under this model, the difference between the estimated mean position of the moving object and the flashed one is supposed to produce the flash-lag effect. However, precisely how the temporal averaging is set up and which neural mechanisms are responsible have not yet been clearly specified, leading to considerable debate [37].

Among these models, the extrapolation model has more desirable properties, such as: (1) without an accompanying flash, a clear localization error in the direction of movement is observed [13, 14], which can be interpreted as some neural mechanisms being used for the perception of the moving object itself; (2) with a blurred moving object, humans observe overshoot (i.e., object appears ahead of its physical location) at the motion terminating point [15]. Thus, the limitation of extrapolation can be weaker than initially thought; and (3) through extrapolation, accuracy of perception
Fig. 6. **No Flash-lag effect without delay compensation.** In view of motion extrapolation, flash-lag effect does not occur if delay is not compensated for. The state $S(t)$ of a moving object (blue rectangle) which is physically aligned with a flashed object (yellow rectangle) in the environment is received at the sensors in a natural agent at time $t$. The state information $S(t)$ takes time ($= \Delta t$) to travel from the sensors to the central nervous system of the agent. If the delay is not taken into consideration, the perceived location of the moving object based on state $S(t)$ will be mismatched with that of the external state at the time of perception. Because the perceived location of the moving stimulus and the flashed stimulus is aligned, there is no Flash-lag effect.

is increased. With such a mechanism, the living organism can live in the present not in the past [16]. The extrapolation model suggests that the perceptual effect demonstrated in various sensorimotor modalities indicate that the human nervous system performs extrapolation at several different levels. With this, a living organism can align its internal perceptual state with the environmental state with high temporal accuracy. Fig. 6 and 7 illustrate motion flash-lag effect in view of the extrapolation hypothesis. In Fig. 6, the state $S(t)$ of a moving object (blue rectangle) which is
Fig. 7. **Flash-lag effect with delay compensation.** In view of motion extrapolation, flash-lag effect occurs if delay is compensated. That is, if the perception for the moving object is corrected based on a predicted (or extrapolated) state of the object at \( t + \Delta t \), then the perceived location becomes close to the actual environmental state at \( t + \Delta t \) (i.e., achieving match with the environmental state). The flashed object is perceived at a fixed location because the abrupt flashing stimulus has no previous history to extrapolated from. This discrepancy caused flash-lag effect.

physically aligned with a flashed object (yellow rectangle) in the environment is received at a peripheral sensor (such as in the retina) at time \( t \). The state information \( S(t) \) takes time \( (= \Delta t) \) to travel from the sensor to the central nervous system in the organism. If the delay is not taken into consideration, the perceived location of the moving object based on state \( S(t) \) will be outdated by time \( t + \Delta t \) (Fig. 6). In that case, a mismatch occurs between perceived state and real environmental state at the time of perception. There will be no flash-lag effect because the location information of the moving stimulus and that of the flashed stimulus are the same. On the
Fig. 8. **Neural delay causing mismatch in internal and external state.** The rotating bar (black bar in the middle) is horizontal when the flanking bars are flashed (time = 1). The same input is received at the retina (bottom right). The input takes time $n-1$ to reach higher visual areas (top right). If the delay is not taken into consideration, the perceived orientation of the rotating bar will be misaligned with the environmental state at time $= n$, since the bar continues to rotate during the $n-1$ time period.

On the other hand, as shown in Fig. 7, if the received object location is corrected based on a predicted (or extrapolated) state of the moving object for $t + \Delta t$, i.e., $S(t + \Delta t)$, then the extrapolated object location will be closer to the actual environmental state (i.e., a match occurs between the perceived location and the environmental location of the moving object) at the time of perception (Fig. 7). The flashed object, on the contrary, is perceived without extrapolation because the abrupt flashing has no previous history to be extrapolated from. Thus, visual displacement occurs between the moving bar and the flashed bar due to such a discrepancy in extrapolation.

Orientation FLE can be explained in the same manner. As shown in Fig. 8, the locations of flanking bars (located at the two ends of the bar in the middle) and a rotating bar in the middle are captured at the retina (time = 1). With neural conduction delay of $n-1$, the neural information reaches the visual cortex. In the meanwhile, the rotating bar in the environment further rotates to a different orien-
Fig. 9. **Illustration of the motion reversal flash-lag effect.** In motion reversal experiments by [12], the direction of motion of a vertically translating bar is reversed at a random time and location. A flash could appear at various time points before or after motion reversal. In here, flashes appear at a even interval including the motion reversal point.

Without extrapolation, the rotating bar is perceived to be aligned with the flanking bars (i.e., no flash-lag effect). If extrapolation is carried out, the neural information is corrected (i.e., tilted to the rotating direction) to be in synchrony with the present environmental state (i.e., flash-lag effect occurs).

B. Limitation of the extrapolation model

The motion extrapolation model, however, has some limitations. For example, humans do not perceive displacement between a flashed object and a moving object when the moving object stops or reverses its direction of motion at the time of the flash [12]. In motion reversal tests, as briefly sketched in Fig. 9, the direction of motion of a vertically translating bar is reversed at a random time and location. In the meanwhile, a flash could appear at various time points before or after motion reversal. The puzzling phenomena happening around the motion reversal are illustrated in Fig. 10. It shows a mismatch between the prediction of motion extrapolation model (Fig. 10b) and the actual perception reported from human subjects (Fig. 10c).
Fig. 10. **Lack of FLE at the motion reversal point.** The lack of FLE at the motion reversal point is illustrated. (a) The flashed bar is presented at the time of motion reversal. Physically, the two bars are aligned. (b) Through extrapolation, the perceived location of the moving bar should lead the flashed bar (i.e. overshoot) based on the previous moving trajectory. (c) In humans, the overshoot is not perceived at the reversal point. The moving bar appears ahead of the flash in the reverse direction.

Fig. 11a shows the locations of the moving bar and the flashed bar (y-axis) over time (x-axis), where flashes appear at a fixed interval, with a flash at the motion reversal point. Physically, the actual trajectories of the moving bar (solid line) and the flashed bar (marked as rectangle) are delivered from the distal (i.e., the retina) to the proximal (i.e., the central nervous system) with time delay $\Delta t$ as shown in Fig. 11a.

According to the extrapolation model (Fig. 11b), the received location of the moving bar is corrected based on a predicted (or extrapolated) state. Then, the extrapolated object location will be closer to the actual environmental state at the time of perception. Under this model, the predicted location of the moving bar will generate an overshoot around the reversal point. However, the perceived trajectory found in human experimental data shows the absence of overshoot at the reversal point (Fig. 11c). Moreover, as the position of the moving bar approaches the motion reversal point, the gap between the perceived location of the two objects smoothly
Fig. 11. **Limitation of motion extrapolation model.** Extrapolation model has some difficulty in explaining motion reversal FLE. (a) The actual location of the flashed bar (rectangles) and the trajectory of moving bar (solid line) take time (= Δt) to travel from the retina (i.e. distal) to the central nervous system (i.e. proximal). (b) Through extrapolation, the perceived location of the moving bar leads, while that of the flashed object lags behind as delayed. Under this model, humans should perceive overshoot of the moving bar at the motion reversal point (marked with dashed oval). (c) However, in reality, humans do not perceive overshoot at the reversal point. As the position of the moving bar approaches the motion reversal point, the gap between the perceived location of the two objects decreases, and after motion reversal, it increases again.

decreases, and after the motion reversal point, it increases again. How can such an absence of FLE at the reversal point be explained under the extrapolation model?

Postdiction, an alternative hypothesis, suggests that information received in the future is incorporated into the estimation of a past perceptual event [36, 27]. Postdiction helps explain anomalies near motion reversal or motion termination point (more detail will be given in Sec. III.B). However, with this scheme, the nervous system would face perceptual processing delay (around 80 ms; see [36]) in addition to neural transmission delay (hundreds of milliseconds), which can become a serious problem for real-time response.

Despite the limitations of motion extrapolation model in explaining the lack of FLE at the motion reversal point, it has desirable properties [13, 15, 14, 16], and the
limitation can be overcome computationally and neurophysiologically [17] (details of computational and biological methods will be described in Sec. III.C and Sec. IV.C, respectively).

C. Facilitating synapses as a neural basis of extrapolation

The relevant question at this point is then, “What is the neural mechanism that implements such an extrapolation process?” This is an important question that has not been fully investigated. I suggest that facilitatory neural dynamics in facilitating synapses can serve as a neural mechanism for motion extrapolation. Recent neurophysiological experiments have uncovered neural mechanisms that can potentially contribute to delay compensation. Researchers have shown that different dynamics exist at the synapse level, as found in two classes of synapses: depressing, and facilitating synapses. In these synapses, the activation level (the membrane potential) of the postsynaptic neuron is not only based on the immediate input at that instant but also on the rate of change in the activation level in the near past.

These synapses, called dynamic synapses, generate short-term plasticity which shows activity-dependent decrease (depression) or increase (facilitation) in synaptic transmission. Also, these dynamic activities occur within several hundred milliseconds from the onset of the activity (for reviews see [38, 25, 39]). As shown in Fig. 12, postsynaptic responses are determined by the interaction between dynamic synaptic parameters such as synaptic efficacy $U$, and available resource $R$. Synaptic efficacy is the fraction of neural transmitter released when presynaptic action potentials arrive at the axon terminal. Available resource is the fraction of recovered vesicles containing neurotransmitters. Other variables include time constant of recovery from depression
Fig. 12. **Synaptic transmission.** Dynamic synaptic transmission is dependent on the available resource $R$ (i.e., fraction of recovered vesicles containing neurotransmitters), the synaptic efficacy $U$ (the probability of release of neurotransmitter), and time constant for recovery from depression $\tau_{\text{rec}}$ or from facilitation $\tau_f$.

$\tau_{\text{rec}}$ and that from facilitation $\tau_f$. These synaptic parameter values are adapted based on the presynaptic pattern of spikes.

Depressing synapses cause decrease of available resource in the presynapse so that a short interspike interval is most likely to be followed by a small postsynaptic response (Fig. 13, bottom trace), and they play a role in low-pass filtering [23]. Facilitating synapses express a different dynamic in which postsynaptic response grows through increasing synaptic efficacy with successive presynaptic spikes. To make facilitating synapses to turn on, at least four spikes in rapid succession (firing rate of over 50 Hz) are needed [25]. That is, facilitating synapse needs boosting time to reach the peak point where the spike is generated (see Fig. 13, middle trace). Therefore, facilitation will be triggered when a high-frequency series of burst of 100 ms duration arrives, and after several spikes at this frequency, a larger accumulated excitatory postsynaptic potential (EPSP) is generated by the facilitating synapse. With this, postsynaptic neuron will respond in higher firing rate than that of the original input spike train. Such a behavior suggests an extrapolatory role of facilitating synapses.

As discussed above, dynamic synapses have been studied in the context of memory such as sensitization (increase in the response to an innocuous stimulus) and
habituation (the opposite of sensitization) [20, 21] or in relation to temporal coding [40, 23, 39, 22, 41]. However, to my knowledge, these mechanisms have not yet been investigated in relation to delay compensation. In this dissertation, I suggest that facilitating synapses may also play an important role in compensating for neural delays, and as a result it may cause extrapolation in perception, and subsequently leading to visual flash-lag effect.

D. Summary

In this chapter, I reviewed psychophysical evidence for the extrapolation model and a potential neural basis of extrapolation: (1) flash-lag effect might arise from an extrapolatory process to compensate for neural delay, and (2) facilitating synapses can implement extrapolation at a single-neuron level through its facilitating capability, given a sequence of input spikes. I also discussed the limitations of the extrapolation model in explaining some visual phenomena. In the next chapter, a model motivated by the works described above will be presented and described in detail.
Fig. 13. **Dynamic synapses.** The behavior of dynamic synapses are shown. From the same axon innervating two different postsynaptic neurons, different postsynaptic responses were observed. From top to bottom, the traces show the input spike train, the facilitating response, and the depressing response. With the same input spikes (top), the postsynaptic neuron connected by facilitating synapse gradually increases its membrane potential and generates a spike when the membrane potential reaches a threshold (middle trace). On the contrary, through depressing synapses, the postsynaptic neuron shows a high response to the first input spike but rapidly decreases its membrane potential as subsequent spikes arrive. With this, the postsynaptic neuron failed to generate any spike (bottom). (Adapted from [23].)
CHAPTER III

FACILITATORY ACTIVATION MODEL*

In this chapter, first, I will derive a Facilitatory Activation Model (FAM) which can implement an extrapolatory mechanism at a single-neuron level (Sec. III.A). Second, an alternative hypothesis for FLE (i.e., the postdiction model [36]) and its application to the motion reversal FLE [27] will be briefly reviewed (Sec. III.B). Third, Facilitated Smoothing model (i.e., extended FAM) will be derived, and it will be tested in the motion reversal domain. Compared to the results of postdiction, facilitated smoothing model can successfully explain the lack of effect at the motion reversal point as well as extrapolation during continuous motion in motion reversal FLE. These results suggest that our visual perception system may use an extrapolatory neural mechanism to compensate for neural delay, and also smoothing (i.e., implemented by backward masking; see Sec. IV.B for details) to increase perceptual accuracy.

A. Model description

How can the motion extrapolation model be implemented in the nervous system? My hypothesis is that for fast extrapolation, single neurons should be able to extrapolate. As discussed in Sec. III.C, biological neurons show different dynamics found in depressing and facilitating synapses. In these synapses the activation level (the membrane potential) of the postsynaptic neuron is not only based on the immediate input

* Parts of this chapter have been reprinted with permission from “Facilitatory neural activity compensating for neural delays as a potential cause of the flash-lag effect” by Hee Jin Lim and Yoonsuck Choe, 2005. Proceedings of the International Joint Conference on Neural Networks (IJCNN), pp. 268–273. Copyright 2005 by IEEE.
at a particular instant but is also dependent on the rate of change in the activation level in the near past. Such a mode of activation is quite different from conventional artificial neural networks (ANNs) where the activation level of the neuron is solely determined by the current input and the connection weight values.

For example, in conventional ANNs, activation value $X_i(t)$ of a neuron $i$ at time $t$ is defined as follows:

$$X_i(t) = g\left(\sum_{j \in N_i} w_{ij} X_j(t)\right),$$

(3.1)

where $g(\cdot)$ is a nonlinear activation function (such as a sigmoid function), $N_i$ the set of neurons sending activation to neuron $i$ (the connectivity graph should be free of cycles), and $w_{ij}$ the connection weight from neuron $j$ to neuron $i$. As we can see from the equation, the past activation values of $X_i$ are not considered, thus the activation value cannot be updated based on the rate of change in $X_i$. An exception to this is recurrent neural networks where past activation in the network can also have an effect on the current activity [18, 19]. However, in our experimental results, it turns out that such recurrent dynamics alone is not sufficient to effectively counter the effects of delay. (More will be discussed in Chap. VI).

There are at least two ways in which we can introduce temporal dynamics at a single-neuron level: The activity $X_i(t)$ can be either decayed or facilitated based on its past activation. Let us denote this modified activity as $A_i(t)$ to distinguish it from $X_i(t)$. With this, we can now define the decaying and facilitating dynamics in a continuous-valued neuron (i.e., a firing-rate neuron).

The activity of a neuron with facilitating synapses can be defined as follows (for the convenience of notation, we will drop the index $i$):

$$A(t) = X(t) + r_f(X(t) - A(t - 1)),$$

(3.2)
Fig. 14. **Facilitating neural activity.** The effects of facilitating activity of neurons based on their past activation history are shown. The term $X(t)$ (dashed line) represents the activation value based on only the current input, while $A(t)$ (solid line) denotes that based on the past activity level as well as the current input. (a) A neuron with increasing activation value augments its immediate activation level using its past activation level. When the facilitation rate is close to 1, the final activation level $A(t)$ is increased as much as $\Delta a(t) = X(t) - A(t - 1)$. Thus, the activity is facilitated in proportion to its rate of change (Eq. 3.3). (b) A neuron with decreasing firing rate reduces its immediate activation level $X(t)$ based on its previous activation level $A(t - 1)$ to reach its final activation level $A(t)$.

where $A(t)$ is the facilitated activation level at time $t$, $X(t)$ the instantaneous activation solely based on the instantaneous input at time $t$, and $r_f$ the *facilitation rate* $(0 \leq r_f \leq 1)$. The basic idea is that the instantaneous activation $X(t)$ should be augmented with the rate of change $X(t) - A(t - 1)$ modulated by the facilitation rate $r_f$. For later use, we will call this rate of change $\Delta a(t)$:

$$\Delta a(t) = X(t) - A(t - 1).$$  (3.3)
Fig. 15. **Decaying neural activity.** The effects of decaying activity of neurons based on their past activation history are shown. *(a)* A neuron with decaying activity decreases its immediate activation level \( X(t) \) based on its previous activation level \( A(t-1) \) to reach its final activation level \( A(t) \). When the decay rate is 0.5, the amount of decrease is \( \frac{\Delta a(t)}{2} \) where \( \Delta a(t) = X(t) - A(t-1) \). Thus, the activity is dampened in proportion to its rate of change (Eq. 3.2).

*(b)* A neuron with decreasing firing rate increases its immediate activation level \( X(t) \) based on its previous activation level \( A(t-1) \) to reach its final activation level \( A(t) \). With decaying dynamics, a neuron decreases its activation value less, compared to the amount of immediate decrease.

Note that Eq. 3.2 is similar to extrapolation using forward Euler’s method where the continuous derivative \( A'(\cdot) \) is replaced with its discrete approximation \( \Delta a(\cdot) \) [42] (p. 710). Fig. 14 shows how facilitatory activity is derived from the current and past neural activity. Basically, the activation level \( A(t) \) at time \( t \) (where \( t \) coincides with the environmental time) is estimated using the input \( X(t - \Delta t) \) that arrived with a delay of \( \Delta t \). If the facilitation rate \( r_f \) is close to 0, \( A(t) \) reduces to \( X(t) \), thus it represents old information compared to the current environmental state. If \( r_f \) is close to 1, maximum extrapolation is achieved.
A neuron’s activity with decaying synapses can be calculated as follows:

\[ A(t) = r_d A(t - 1) + (1 - r_d) X(t), \quad (3.4) \]

where \( A(t) \) is the decayed activation level at time \( t \), \( X(t) \) the instantaneous activation solely based on the current input at time \( t \), and \( r_d \) the decay rate \((0 \leq r_d \leq 1)\). Thus, if \( r_d \) is close to 0, the equation will reduce to \( X(t) \), becoming identical to Eq. 3.1 as in conventional neural networks. However, if \( r_d \) approaches 1, the activation at time \( t \) will be close to \( A(t-1) \). Notice that the decay rate \( r_d \), as defined above, represents how much the decay dynamics is utilized, and not how fast previous activity decays over time. Fig. 15 shows an example of decaying activation value when \( r_d = 0.5 \). Note that the equation is essentially the same as Eq. 3.2, since \( A(t) = r_d A(t-1) + (1-r_d) X(t) = X(t) + r'(X(t) - A(t - 1)), \) where \( r' = -r_d \). So, both equations, Eq.3.2 and Eq.3.4, can be written as:

\[ A(t) = X(t) + r\Delta a(t), \quad (3.5) \]

where \(-1 \leq r \leq 1\). The parameter \( r \), which we will call the dynamic activation rate, introduces a facilitating dynamic to a neuron when the \( r \) value is positive and a decaying dynamic when \( r \) is negative. Thus, the neural activation values in the facilitating or the decaying neurons falls within the range of \( X(t) - \Delta a(t) \leq A(t) \leq X(t) + \Delta a(t) \).

The basic idea behind the facilitating and decaying activity dynamics described above is very simple, but it turns out that such a small change can bring about powerful temporal characteristics to the neural network. Especially, facilitating activity dynamics significantly improves the ability of the network in compensating for delay.
B. Related work: Optimal smoothing

To show how the facilitatory activation model (FAM) can successfully explain FLE in terms of delay compensation, I applied FAM in the motion reversal domain. Before evaluating my results, in this section, I will show an alternative approach and its results in the motion reversal domain.

Rao et al. formalized postdiction using *optimal smoothing* [27], a commonly used method in engineering applications [43]. They tested the model in motion reversal FLE and showed that optimal smoothing can successfully account for the curve around the reversal point which is also observed in human experiments.

Using Kalman filtering [44], the best estimate of the location $\hat{X}(t)$ of a moving object at time $t$ is derived from its predicted location $\bar{X}(t)$ with error correction $G(t)(X(t) - \bar{X}(t))$ after observing the current value $X(t)$ [27]:

$$\hat{X}(t) = \bar{X}(t) + G(t)(X(t) - \bar{X}(t)), \quad (3.6)$$

$$\bar{X}(t) = \hat{X}(t - 1) + c(t - 1)\hat{Y}(t - 1), \quad (3.7)$$

where $G(t)$ is a gain term, $c(t - 1)$ denotes motion direction at time $t - 1$ (1 for forward and $-1$ for reverse trajectory), and $\hat{Y}(t - 1) = \bar{Y}(0) = a$, which indicates the velocity of the object ($a = 1$). Note that the direction of motion $c(t - 1)$ should be explicitly calculated a prior from the input $X(t)$.

To estimate the final perceived location, the best estimate $\hat{X}$ is recursively smoothed using the estimation from future time steps:

$$X_{sm}(t) = \hat{X}(t) + h(t)(X_{sm}(t + 1) - \bar{X}(t + 1)), \quad (3.8)$$
Fig. 16. **Perceived trajectory through optimal smoothing model.** The trajectory of a moving bar generated by each step of optimal smoothing is shown. The dotted line with ‘∗’ denotes the actual location of moving bar (‘∗’ the flashed bar presented to be aligned with the moving bar), and the plain dotted line labeled “x” is for the neural activity arrived in the central nervous system with delay. By using Eq. 3.7, the predicted trajectory is generated (overshoot around the reversal point is observed). Filtering (Eq. 3.6) generates curve around the reversal point (dotted line labeled “filter”). (Note that the location of moving bar is still aligned with flashed bar.) After smoothing by using Eq. 3.8, the final perceived location is generated (dark solid line). It successfully reproduces the curve around the reversal point (i.e., moving bar is below the flashed bar), but cannot generate standard flash-lag effect for continuous trajectory (it rather undershoots the input data) [27].

where \( h(t) \) is a gain term and \( X_{sm}(t) \) the final perceived location of the moving object at time \( t \).

Fig. 16 shows results from motion reversal experiments modeled by Eq. 3.6 through Eq. 3.8 (with \( G(t) = 0.7, h(t) = 0.5 \)). The \( x \) axis represents time (100 millisecond for unit) and the \( y \) axis the location of the object (10 cm for unit). The velocity of the moving bar was 1 m/sec and the neural delay 50 ms. The actual trajectory of the two objects (dotted line for the moving bar and ∗ for the flashed bar)
resulted in delayed neural activity $X$. Based on the input $X$, the optimal smoothing method generates a predicted, filtered, and smoothed estimation for the perceived object location. Notice that even though the smoothed trajectory (solid dark line) faithfully reproduced the observed curve around the reversal point, the estimated location undershoots the actual locations (the solid curve is shifted to the right) unlike in the standard flash-lag effect for continuous motion without reversal. Certain problems arise here since the final perceived location is determined by recursive smoothing (which is possible only after observing all the input data), and the temporal window needs visual integration mark (i.e., flash) to be set on, which contradicts with the finding that localization error exists when there is no accompanying flash [13, 14]. In sum, the smoothing model may be difficult to apply in the nervous system, which has to work in almost real time.

C. Facilitation with smoothing: Experiments and results

In order to test whether the facilitation model can explain FLE in terms of delay compensation, I applied the facilitation model to the motion reversal experiment under the same conditions as in Sec. III.B. Fig. 17 shows the results where $X(t)$ corresponds to the delayed neural activity arrived in the visual cortex and $A(t)$ the facilitated perception for the location of the moving bar ($r = 0.5$). If there is no facilitating neural activity, the perceived location will be significantly behind the real positions (refer to Fig. 6 for a better understanding of this point). With facilitatory neural activity, however, the delayed neural signal is facilitated so that the perceived location (dark solid line) become closer to the actual location (dashed line with *) of the moving bar in the environment at that same instant. Notice that the visual FLE occurs due
Fig. 17. **Perceived trajectory in the facilitation model.** The dashed line with ‘*’ represents the actual location of the moving bar (‘*’ is the flashed bar presented to be aligned with the moving bar), the plain dashed line the delayed neural activity, and the solid dark line the perceived locations. The facilitation model generates trajectory close to the actual location. The perceived location of the moving bar (solid dark line) is ahead of the flashed bar (dashed line) in continuous moving condition, expressing flash-lag effect. However, it generates overshoot around the reversal point (around time 4), which has been pointed out as the limitation of extrapolation model by Whitney et al. [12].

What happens at the instant of motion termination or reversal? A potential answer is that the misperception (i.e., overshoot at reversal) is corrected by backward masking with an immediate change termination signal [45]. The motion termination signal which arrives at the time of extrapolation can cancel out the extrapolatory
neural activity so that there is no overshooting perceived at the terminating (or reversal) point. This is consistent with the postdiction model to some extent such that information occurring after time $t$ can affect the judgment about the perceived location at time $t$ [36, 27]. However, differentiating from optimal smoothing, the model below uses extrapolated activity $A(t)$ instead of the filtered estimate $\hat{X}(t)$ for smoothing, and considers only one time step into the future to modify the estimate. (I assumed that the time step is 100 ms as shown in Fig. 16.) Thus, the perceived location can be redefined as follows:

$$A_{sm}(t) = A(t) + h(t)(X(t+1) - A(t)),$$

where $X(t+1)$ is the delayed location of the moving object observed from one time step in the future, $A_{sm}$ (facilitated-smoothing value) the perceived location of the moving object. In contrast to Rao’s optimal smoothing model (Eq. 3.6, 3.7, and 3.8) the facilitated-smoothing model does not need an explicit representation of motion direction (i.e., $c(t-1)$ in Eq. 3.7) but only one further observation, $X(t+1)$. Compared to Eq. 3.8, Eq. 3.9 is much simpler and is also suitable for real-time perception.

Fig. 18 shows the result using Eq. 3.9 (with $h(t)$ set to 0.4). Compared to Fig. 17, facilitated smoothing ($A_{sm}$; dark solid line) successfully produces no-overshoot at the time of reversal, and at the same time closely approximates the overshoot events for continuous visual motion. This computational result strongly suggests that our nervous system may use extrapolatory neural mechanisms for delay compensation as well as a small delay in perception to avoid misperception.
D. Summary

From a computational perspective, I proposed the facilitatory activation model which can express extrapolatory neural activity. To test the capability of FAM as a delay compensation method and, at the same time, to show that the limitation of extrapolation model can be overcome, I applied the model to motion reversal FLE and compared the results with that of the postdiction model. FAM with smoothing showed similar characteristics as those observed in human experimental data [12]. In sum, facilitatory neural activity may play an important role in compensating for neural delay, which helps an organism to perceive the environment in real time. In the next chapter, I will derive a spike-based facilitation model which can firmly ground FAM on a biologically plausible neuron model.

Fig. 18. **Perceived trajectory in the facilitated-smoothing model.** See Fig. 17 for plotting conventions. Facilitated-smoothing generates the most perceptually accurate trajectory in spite of neural delay. It successfully generates both no overshoot at the time of reversal and extrapolation during continuous visual motion.
CHAPTER IV

SPIKE-BASED FACILITATION MODEL*

In facilitatory activation model (FAM), the neural activity was represented as a single real number. However, biological neurons communicate via spikes, so the biological plausibility of the facilitation model may come under question. How could the facilitatory dynamics and smoothing effect discussed in Chap. III be implemented in a biologically plausible manners?

In this chapter, I will describe a spike-based model based on known neurophysiological mechanisms. The previous models of facilitating synapses by Markram et. al [23, 22, 46] will be extended to derive spike-based model of facilitation. Also, inhibitory synaptic transmission will be suggested as a neural mechanism for smoothing (i.e., suppressing the overshoot, cf. Sec. III.C). The model will be tested with luminance FLE which is simple enough to be modeled at a single-neuron level.

A. Model description

One potential cellular process for the spike-based FAM is the synaptic dynamics of facilitating synapses found in biological neurons, as briefly mentioned in Sec. II.C. These synapses generate short-term plasticity which shows activity-dependent decrease (depression) or increase (facilitation) in synaptic transmission occurring within several hundred milliseconds from the onset of activity (for reviews see [38, 25]). Espe-

* Parts of this chapter have been reprinted with permission from “Facilitatory neural activity compensating for neural delays as a potential cause of the flash-lag effect” by Hee Jin Lim and Yoonsuck Choe, 2005. Proceedings of the International Joint Conference on Neural Networks (IJCNN), pp. 268–273. Copyright 2005 by IEEE.
cially, facilitating synapses cause augmentation of postsynaptic response by increasing synaptic efficacy with successive presynaptic spikes.

According to the dynamic synapse model by Markram and colleagues [23, 22, 46] synaptic efficacy $U$ of facilitating synapses evolves over time as follows:

$$\frac{dU}{dt} = -\frac{U}{\tau_f} + C(1 - U)\delta(t - t_s),$$

(4.1)

where $\tau_f$ is the time constant for the decay of $U$; $C$ a constant determining the increase in $U$ when a successive action potential (AP) arrives at time $t_s$ at the synaptic terminal; and $\delta(\cdot)$ the Dirac delta function. This equation is already suitable enough to replicate the facilitating dynamics in Eq. 3.2 when the activation level is increasing (as in Fig. 14a). However, it is not capable of handling cases where the activation level is decreasing (as in Fig. 14b). Ideally, extrapolation should work for both increasing and decreasing directions.

To address this issue, the equation can be modified by redefining $C$ as a dynamic variable which is varied in proportion to the change of input firing rate:

$$C = \text{Sgn}(I(n-1) - I(n)) \left( \frac{I(n-1)}{I(n)} \right) r,$$

(4.2)

where Sgn(·) is the sign function, and $I(n)$ is the interspike interval between the $n$-th spike and the $(n-1)$-th spike which reflects whether a spike train consists of high-frequency APs or low-frequency APs. The first term in Eq. 4.2 determines the sign of $C$: “+” for increase or “−” for decrease in firing rate. The second term represents the ratio of the change in firing frequency, and the third term $r$ is a gain parameter. As the input firing rate increases, $C$ becomes positive and increases proportional to
the rate of change in frequency. On the contrary, as the firing rate decreases, $I(n)$ becomes larger which results in a negative $C$ and thus leads to the decrease in the synaptic efficacy $U$.

With this, we can now fully describe an updated membrane potential model (cf. [23, 22, 47]). The time course of postsynaptic current $P(t)$ at time $t$ triggered by incoming spikes is defined as follows:

\[
P(t) = E e^{-\frac{t}{\tau_p}},
\]

\[
E = wAU,
\]

where $E$ is the excitatory postsynaptic potential (EPSP) amplitude; $\tau_p$ the time constant of decay in $P(t)$; $w$ the weight or scaling factor of $A$ (note $w$ is constant in a single neuron model); $A$ a constant for maximum postsynaptic response amplitude; and $U$ the synaptic efficacy as defined above.

Finally, according to a standard leaky integrate-and-fire neuron model [48], the membrane potential $V_m(t)$ at time $t$ can be calculated as follows:

\[
V_m(t) = V_m(t-1)e^{-\frac{t}{\tau_m}} + P(t)(1-e^{-\frac{t}{\tau_m}}).
\]

The membrane potential is determined by the membrane current $P(t)$ at that moment and the previous membrane potential $V_m(t-1)$, both of which are regulated by a membrane time constant $\tau_m$. The last part of the spiking neuron model is the spike generation mechanism. Once $V_m$ exceeds the spike threshold $\theta$, a spike is generated, and return to $V_{\text{rest}} (\sim -70 \text{ mV})$ after an absolute refractory period of $\tau_{\text{refrac}}$ during which spikes cannot be generated. After the refractory period, membrane
potential \( V_m(t) \) immediately increases by facilitated postsynaptic current \( P(t) \) and generates subsequent spikes in the postsynaptic neuron. With the model above, I simulated a single neuron under increasing or decreasing input firing rate to test the extrapolative functionality in facilitating synapses (Sec. IV.C).

B. Backward masking

Another question to be resolved is what neural mechanisms can cancel out potential overshooting occurring at a motion-reversal point as shown in Fig. 18. Nijhawan [45] suggested that backward masking can be used to reduce the misperception (i.e., overshoot) at the motion reversal point.

Backward masking refers to reduction of target visibility when another stimulus (i.e., mask) immediately follows the target. Macknit and Livingstone showed that visual stimulus that strikes the retina after an image (up to 100 ms) can cancel out conscious perception of the image during subsequent processing [49]. Thus, stimulus offset signal is important as well as onset signal, by which the ongoing visual processing can be inhibited. Recently, experiments with macaque monkeys showed that there is a group of neurons responding to event-specific stimulus such as pursuit termination or target offset [50]. Thus, event-specific information such as stimulus offset signal seems to be processed separately from those of ongoing visual stimulus.

One potential biological model which can explain backward masking is the boundary contour system model [51, 52]. In that model, persistent visual perception can be reduced by a reset signal that can suppress an ongoing activity with feedforward inhibition [53, 54]. (For a review of alternative hypotheses for backward masking, see [55].) Based on these, I suggest that stimulus offset (or motion offset) signal
may be conveyed by inhibitory synaptic transmission, which suppresses the facilitated postsynaptic membrane potential. With this, overshoot at motion termination can be canceled out, implementing a smoothing effect in the facilitation model. In the following section (Sec. IV.C), spike-based FAM and inhibitory synaptic masking will be tested within the luminance flash-lag effect domain.

C. Experiments and results with luminance FLE

In luminance FLE, a stationary disk continuously becoming brighter in luminance appears brighter than a neighboring flashed object of equal luminance (and analogously, darker for a disk becoming darker) [8] (Fig. 19). It has been shown that neurons in the primary visual cortex respond in a manner correlated with perceived brightness rather than responding strictly to the light level in the receptive field [56, 57]. This finding shows that what we perceive is not the same as the physical stimulus. Such perceptual phenomena in luminance FLE, expressing extrapolation (brighter than bright and darker than dark), can be modeled at a single-neuron level using facilitating synapses as described in Sec. IV.A.

Sensory signals such as photons hitting the retina are converted into spikes (or action potentials) through sensory transduction. These spikes cause a chain reaction through the sensory pathway to reach the primary sensory area (the primary visual cortex, in case of vision). Let us focus on the last part of the journey of these spikes, where the thalamocortical input spike train releases neurotransmitters from the presynaptic neurons to a postsynaptic neuron through facilitating synapses. Further simplifying this, let us assume that there is only one synapse. With this setup, we can model the extrapolatory phenomenon described above, by varying the spike
Fig. 19. **Flash-lag effect in luminance change.** Flash-lag effect is also observed in a stationary time-varying stimulus. A stationary visual patch becomes brighter over time (top left) and, at a random time, a patch with equal luminance (top right) is flashed next to the changing patch. Physically, the two objects have the same brightness. However, the time-varying patch appears brighter than the flashed patch (bottom). When the object becomes darker, it is perceived darker than the flashed one.

firing rate in the presynaptic neuron (i.e., the brighter the more action potentials; the darker the less action potentials).

1. Continuous change in luminance

I tested two types of input: (1) increasing firing rate (visual stimulus becoming brighter) and (2) decreasing firing rate (visual stimulus becoming darker). The parameters used for the simulation below were as follows: initial value for synaptic efficacy $U = 0.3$; $U$-recovery time constant $\tau_f = 220$ ms; postsynaptic potential time constant $\tau_p = 30$ ms; membrane current time constant $\tau_m = 250$ ms; spike threshold $\theta = 175$ mV; $V_{\text{rest}} = 0$ mV; duration of absolute refractory period $\tau_{\text{refrac}} = 5$ ms; maximum postsynaptic response amplitude $A = 300$; and $C$-gain $r = 0.35$. 
The results are shown in Fig. 20 and Fig. 21. The facilitating synapse model generated extrapolatory neural activity for both increasing and decreasing firing rate conditions. Dynamic change in the synaptic efficacy $U$ caused the postsynaptic neuron to generate more spikes than the input when the input firing rate was increasing (Fig. 20). On the other hand, the postsynaptic neuron generated less spikes than what it received when the input firing rate was decreasing (Fig. 21).

This kind of behavior is quite reasonable if we consider conduction delay. Suppose the spikes in the presynaptic neuron (the second row in Fig. 20) originated earlier (about 100 ms) in peripheral sensors (the top row). Here is an example sequence of events. (1) Peripheral spiking at 400 ms would be replicated at 500 ms in the presynaptic neuron in the second row, due to the delay. (2) The postsynaptic neuron (bottom row) receiving input from the presynaptic neuron (second row) at 500 ms fires based on information from 400 ms in the periphery. (3) However, the postsynaptic neuron’s firing rate at 500 ms (bottom row) is the same as that of the presynaptic neuron’s firing rate at 600 ms (second row). This means that the postsynaptic neuron, at time 500 ms, is exactly firing at the same frequency as the peripheral neuron at time 500 ms (refer to (1) above), precisely reflecting the present environmental state. Note that the presynaptic (second row) and the postsynaptic (bottom row) neuron in Fig. 20 are both located in the central nervous system as shown in Fig. 7. The changes of firing rates from three neurons (peripheral, presynaptic, and postsynaptic neuron) are shown in Fig. 22.

In case of decreasing firing rate (Fig. 21), all the experimental conditions and notations are the same as the increasing case except that the input spikes frequency is decreasing. According to Eq. 4.1 and Eq. 4.2, the constant $C$ for determining the increase in synaptic efficacy becomes negative which leads to a gradual decrease in membrane potential of the postsynaptic neuron. The third row in Fig. 21 shows the
Fig. 20. **Extrapolation with facilitating synapses under increasing firing rate.** Activation in neurons with facilitating synapses are shown, where a sequence of input spikes are under increasing firing rate. The top row shows the input spike sequence generated at a peripheral neuron, the second row the input spikes arrived at a presynaptic neuron with neural delay (around 100 ms), the third row the membrane potential of the output neuron, and the bottom row the output spike sequence. The output firing frequency from 400 ms to 600 ms (bottom row) are closely matched with those of the presynaptic neuron’s firing rate, from 500 ms to 700 ms (second row), and those of the peripheral neuron’s firing rate, from 400 ms to 600 ms (top). (See Fig. 22a for the exact number of spikes.) This shows that, in spite of the delay ($\Delta t = 100$ ms), the output firing rate exactly reflects the input firing rate in the periphery at that instant and help the internal state to be in synchrony with outer state.
Fig. 21. Extrapolation with facilitating synapses under decreasing firing rate. All the experimental conditions and notations are the same as the increasing case shown in Fig. 20. Decreasing firing frequency in the input causes facilitating synapses to decrease its synaptic efficacy and make the postsynaptic neuron generate less spikes than input spikes. The output firing frequencies from 400 ms to 600 ms (bottom row) are closely matched with those of the presynaptic neuron’s firing rate, from 500 ms to 700 ms, and those of the peripheral neurons’ firing rate from 400 ms to 600 ms. Thus, in spite of the delay ($\Delta t = 100$ ms), the output neuron exactly reflects the neural state at the periphery as in the increasing firing rate case (Fig. 20).
Fig. 22. **Firing rate in the continuous change in luminance.** The change of firing rate over time is shown for (a) increasing luminance and (b) decreasing luminance case. The $x$ axis represents time (e.g., 200 represents the time frame between 100 ms and 200 ms) and $y$ axis the number of spikes generated during that time frame. The peripheral (dotted line with ‘*’), the presynaptic (dashed line with ‘x’), and the postsynaptic (solid line with ‘+’) neurons’ firing rates are shown. (a) In the increasing luminance experiment, the postsynaptic neuron needed some boosting time for the facilitatory activity (about 100 ms) to be invoked, and it started to generate more spikes than the presynaptic neuron after 400 ms. This means that the postsynaptic neuron is exactly firing at the same frequency as the peripheral neuron from time 400 to 600 ms. However, overshooting is observed at the terminating point (700 ms) due to the facilitated neural activity. (b) In the decreasing case, the postsynaptic neuron generates less spikes than the presynaptic neuron showing the same firing rate as the peripheral neuron after 400 ms.

Figures 22(a) and 22(b) show the comparison of firing rates between the postsynaptic neuron, presynaptic neuron, and peripheral neuron. The top row in the figure shows the number of spikes generated during the time frame of 100 ms to 700 ms, and the bottom row shows the number of spikes in the postsynaptic neuron generating less number of spikes than that of the input spikes. As shown in the increasing case, the postsynaptic neuron’s firing rates are closely matched with those of the peripheral neuron in spite of neural delay. Fig. 22b shows that, around 400 ms to 600 ms, the number of spikes in the postsynaptic neuron is close to that of the peripheral neuron.

In contrast to the previous models by Markram et. al [23, 22, 46], the modified equation (Eq. 4.1 and Eq. 4.2) was able to generate extrapolated neural activity under
both increasing and decreasing firing rate. These experiments suggest that facilitating synapses can implement a general extrapolatory neural activity, thus providing a neurophysiological basis for the facilitatory activation model described in Sec. III.A.

In sum, the time-varying static stimuli (brighter or darker in luminance) were extrapolated to be perceived close to the present intensity of light, while the firing rate of the abrupt stimulus (i.e., flashed patch) was the same as the presynaptic neuron. Such different firing rates between two stimuli might cause FLE in visual luminance change. With such a mechanism, the organisms can keep the inner state close to that of the physical environment in real time.

2. Termination of change in luminance

How can the smoothing effect discussed in Sec. III.C be implemented in a biologically plausible manners? In other words, what neural mechanism can account for the smoothing effect described in Eq. 3.9? Backward masking can be a possible method [45], however, a precise neural basis for that is unknown. In this section, I will show that inhibitory synaptic transmission combined with facilitating synapses can implement backward masking. To test this idea, I used the luminance FLE domain as above.

Fig. 23 shows the neural activity where luminance offset signal follows the input spike train (top row) in case of increasing firing rate. The second row shows the event-specific spikes generated by the termination in the change in luminance. This neural information is supposed to be delivered by an inhibitory synapses immediately after stimulus termination. Influenced by inhibitory postsynaptic potential (IPSP), the increased postsynaptic membrane current is pulled down (the third row), which makes the postsynaptic neuron to fire with similar frequency as the presynaptic neu-
ron (i.e., no overshooting). As shown in Fig. 24, the extrapolated neural activity in
the postsynaptic neuron was reduced, generating less spikes than that of the continu-
uously changing case. (Notice that compared to Fig. 22a, the number of spikes of
the postsynaptic neuron around 700 ms was reduced.) Through inhibitory synaptic
transmission, the extrapolatory neural activity was suppressed, showing that the lack
of effect can also be explained by backward masking.

D. Summary

In this chapter, I proposed a spike-based facilitation model by extending the fa-
cilitating synapse model of Markram and colleagues [23]. The model allowed FAM,
introduced in Chap. III, to be firmly grounded on neurophysiology. Experiments with
visual luminance FLE turned out that facilitating postsynaptic activity can generate
extrapolated neural activity under both increasing and decreasing firing rate cases.
Also, I showed that the lack of FLE (i.e., no overshoot at stimulus termination) can
be explained by a backward masking mechanism, which is implemented by inhibitory
synaptic transmission. In the next chapter, I will extend this single-neuron level FAM
into a multi-neuron level model to explain other FLEs such as orientation FLE.
Fig. 23. **Facilitating synapse with luminance-off signal.** The absence of overshooting in interrupted changing condition can be explained by inhibitory synaptic transmission. The top row shows the input spikes arriving at a presynaptic neuron, the second row the luminance-off signal delivered by an inhibitory synapse at the time of stimulus termination, the third row the membrane potential of a postsynaptic neuron having excitatory and inhibitory dynamics, and the bottom row the output spike sequence. The inhibitory postsynaptic potential (IPSP) decreased the facilitated postsynaptic potentials (third row), which results in a decrease in the number of spikes generated in the postsynaptic neuron. Thus the number of spikes generated by the postsynaptic neuron was reduced compared to the case without the inhibitory signal (cf. Fig. 20).
Fig. 24. **Firing rates in the termination of change.** The firing rates over time are shown for the termination of increasing luminance. The three neurons generate the same number of spikes as shown in the increasing luminance case (Fig. 22a) until the terminating point. Due to the inhibitory signal, the augmented membrane potential of the postsynaptic neuron was pulled down, generating less number of spikes at 700 ms than the case without the inhibitory signal.
CHAPTER V

CROSS-NEURONAL FACILITATION MODEL*

In Chap. IV, I showed that facilitating synapses, a form of dynamic synapse, can function as an extrapolator to undo the effect of neural delay, thus serving as a neural basis of the luminance flash-lag effect. However, the same approach cannot be applied to other forms of FLE such as orientation FLE (see Fig. 5), since unlike luminance, the full range of orientation cannot be represented by a single neuron. Changing firing rate may be able to represent dark to bright, but orientation-tuned cells in the visual cortex are narrowly tuned, thus one neuron can only represent a narrow range of orientation (see [58] for a review). To address this issue, I extended the spike-based facilitation model to include synaptic input from neighboring neurons as well as direct input spikes from presynaptic neuron (i.e., input signal corresponding to a specific orientation). With this, facilitation in a single neuron can go across multiple neurons.

It turns out that mechanisms such as spike-timing-dependent plasticity (STDP) [28, 29, 30] is necessary to set up the connection strengths, so that cross-neuron facilitation can carry out extrapolation in the direction of change. In this chapter, I will first provide details of the model, explain how cross-neuronal facilitating dynamics can be implemented by combining with STDP, and test the model with orientation FLE.

* Parts of this chapter have been reprinted with permission from “Delay Compensation Through Facilitating Synapses and STDP: A Neural Basis for Orientation Flash-Lag Effect” by Hee Jin Lim and Yoonsuck Choe, 2006. Proceedings of the International Joint Conference on Neural Networks (IJCNN), pp. 8385–8392. Copyright 2006 by IEEE.
A. Model description

To make the facilitatory neural activity to propagate across multiple neurons, a neural network was set up, consisting of bilaterally connected neurons. Also, in order to test the network with orientation FLE, I confined the model to have twelve orientation-sensitive neurons at a 15° increment. (With this, the neurons can represent the full range of orientation.) Fig. 25 shows the arrangement of the target neuron, and their lateral excitatory connectivity. In this structure, the neurons have connections only between immediate neighbors (i.e., bilateral connection), where each connection has a facilitatory synapse. Visual stimulus of a rotating bar will cause the neurons on the network (Fig. 25) to receive input spikes in a sequence (clockwise or counterclockwise). (For simplicity, the input connections to presynaptic neurons are not shown in Fig. 25.)

Cross-neuronal facilitating dynamic follows the single facilitation dynamics as described in Sec. IV.A. The only difference is that $w$ is a variable not a constant. Let us review the equations defined in Sec. IV.A. The time course of postsynaptic current $P(t)$ at time $t$ was defined as: $P(t) = E e^{-\frac{t}{\tau_p}}$, and $E = wAU$, where $E$ is the excitatory postsynaptic potential (EPSP) amplitude; $\tau_p$ the time constant of decay in $P(t)$; and $w$ weight or scaling factor of $A$. Through the sequence of spikes from presynaptic neuron to target neuron, facilitating dynamics are activated. In contrast to the single-neuron model described in Sec. IV.A, the connection weight $w$ in $E = wAU$ is not a constant, but a variable in the multi-neuron model. A potential synaptic mechanism to update $w$ is spike-timing-dependent plasticity (STDP). The following section will describe STDP in detail.
Fig. 25. Bilaterally connected orientation-tuned cells. Twelve orientation-tuned neurons are shown, with excitatory lateral connections between immediate neighbors. The connectivity shown here is a simplification of similar arrangements near orientation pinwheels in the primary visual cortex [59, 58].

B. Spike-Timing-Dependent Plasticity

The lateral connections in this model (Fig. 25) are initially directionally symmetric, meaning that there is no preferential activation in the clockwise or the counterclockwise direction. However, for extrapolation to happen in a particular direction, there needs to be directionality. A learning process that can give rise to such a directionality is found in Spike-Timing-Dependent Plasticity (STDP). STDP changes the synaptic weight between two neurons when they fire together within a small time interval [28, 29]. Fig. 26 shows the basic principle underlying STDP. When the presynaptic neuron fires first (firing time $t_{\text{pre}}$), and then the postsynaptic neuron spikes (firing time $t_{\text{post}}$), then the difference $\Delta t = t_{\text{post}} - t_{\text{pre}} > 0$, since $t_{\text{post}} > t_{\text{pre}}$. On the other hand, if the postsynaptic neuron fires first, $\Delta t < 0$. The synapse will be
Fig. 26. **Synaptic weight update through spike-timing-dependent plasticity.**

(a) Synaptic weight increases when a presynaptic spike at time $t_1$ occurs before a postsynaptic spike at time $t_2$ (the thickness of connection represents the strength of the connection). (b) Synaptic weight decreases in the opposite case. Stimulated by rotating bar, the orientation-sensitive neurons in Fig. 25 will fire in sequence within a small time interval, which allows for STDP to strengthen the weight in that rotating direction.

strengthened if $\Delta t > 0$, and weakened if $\Delta t < 0$.

To include STDP in the model, I used the following synaptic modification func-
Fig. 27. **Synaptic modification through STDP.** The illustration shows the dynamic increase or decrease in the amount of synaptic modification $F$ based on spike timing $\Delta t$ (postsynaptic spike time $- \text{presynaptic spike time}$) as shown in Eq. 5.1.

The actual weight adaptation for the connection from neuron $j$ to neuron $i$, with firing time $t_j$ and $t_i$, respectively, was carried out as follows:

$$w_{i,j} \leftarrow w_{i,j} + \alpha F(\Delta t),$$

where $A_+$ and $A_-$ are constants determining the maximum range of modification, and $\tau_+$ and $\tau_-$ the time constants of exponential decay. For the simulations, the following parameter values were used: $A_+ = 5.0$, $A_- = 3.7$, $\tau_+ = 80$, and $\tau_- = 105$. 

$$F(\Delta t) = \begin{cases} A_+ e^{-\frac{\Delta t}{\tau_+}} & \text{if } \Delta t > 0 \\ -A_- e^{-\frac{\Delta t}{\tau_-}} & \text{if } \Delta t < 0 \end{cases},$$

(5.1)
where $\alpha$ is the learning rate ($= 0.02$) and $\Delta t = t_i - t_j$. In case $w_{i,j}$ reached zero, it was not decreased any further.

The Figure on page 56 shows the evolution of the connection weights in the direction and in the opposite direction of input rotation. When a particular target (postsynaptic) neuron has orientation preference that is in the rotating direction relative to the source (presynaptic) neuron, the source neuron fires first and then the target neuron, so STDP strengthens the connection. STDP weakens the connection in the opposite case (i.e., the postsynaptic neuron fires first). A critical factor in this experiment is that the input rotation should not be too fast nor too slow, so that neighboring neurons can fire within the adaptation window (the width of positive or negative range in Fig. 27, which is found to be around $\pm 80$ ms in the experimental literature [60]). Note that the parameters $\tau_+$ and $\tau_-$ in Eq. 5.1 control the width of positive and negative adaptation windows. Interestingly, the above timing roughly corresponds with the timescale of orientation FLE. For example, as the orientation of the stimulus sweeps by at 100 ms per neuron (i.e., 25 RPM), the neurons generate several spikes while the input is at their preferred orientation. With this, the bilaterally connected presynaptic and postsynaptic neurons fire together within a short time interval (about 100 ms) and $\Delta t$ will fall within the STDP range. Thus, the synaptic weights between the neurons can be changed.

C. Experiments and results with orientation FLE

To test, in a multi-neuron environment, the contribution of facilitating dynamics and STDP in delay compensation, orientation FLE was modeled. In view of orientation FLE, each neuron fires according to a distribution centered around its preferred ori-
Fig. 28. **Response of orientation cells with and without FLE.** The spike responses (vertical bars) and firing-rate distributions (curves) are shown, with (top; dashed) and without (bottom; solid) Flash-Lag Effect. The $x$-axis represents the spatial span across the connected orientation-tuned cells (Fig. 25). Without FLE (solid), the firing-rate distribution is centered around the middle (cf. Fig. 5a). With FLE (dashed), the distribution is shifted toward the direction of input rotation (cf. Fig. 5b).

Orientation, maximally firing when the preferred orientation is present in the input, and gradually less as the input veers away (Fig. 28, “No FLE”). Note that during orientation FLE, the distribution shifts toward the direction of rotation (Fig. 28, “FLE”).

I conducted three separate experiments: orientation perception with (1) STDP only, (2) facilitating synapses only, and (3) both STDP and facilitating synapses. In all experiments, the input was rotated in the clockwise direction, at a speed of 25 RPM, and the input firing rate was set to 10 spikes/100 ms.

1. **STDP only**

First, I tested the model with STDP only, without facilitating synapses. The input bar was rotated at the speed of 25 RPM, while the connection weights were allowed
Fig. 29. **Adaptation of synaptic weight using STDP.** The synaptic weights $w$ in the connections from neuron 2 to two immediate neighbors are shown. The weight to the neuron in the direction of input rotation increases (solid curve), while that in the opposite direction decreases (dotted curve).

to adapt according to Eq. 5.2. For those connections pointing toward the direction of input rotation, the weight increased (solid curve) since presynaptic spike preceded postsynaptic spike within the small time interval (Fig. 27). On the other hand, for the connections pointing in the opposite direction, the weight decreased (dotted curve). Fig. 29 shows these results.

To calculate the firing rate at any given moment, I used a fixed sliding window of width 100 ms. I measured the firing rate when the input was oriented to optimally stimulate neuron 2. Fig. 30 shows the results. Initially, when the weights have not adapted much, the firing-rate distribution is peaked at neuron 2 and is symmetric. After the weights have reached a stable state, the distribution becomes asymmetric, with a shift toward the right, the direction of input rotation. However, the location of the peak did not change (neuron 2). The results can be interpreted as no orientation FLE occurring with STDP only.
Fig. 30. **Firing rate distribution of STDP-only experiment.** The dotted line with ‘x’ represents the initial firing rates of neurons. The solid line with ‘o’ represents the changed firing rate after the synaptic weights reached a stable state through STDP. This is a snapshot of firing rates (i.e. number of spikes for 100 ms) when the actual input orientation was neuron 2’s preferred stimulus. With STDP, the firing rates of the neurons changed due to the synaptic weight modification (skewed toward direction of rotation). However, the maximally firing neuron (neuron 2) did not change (i.e., no FLE).

2. Facilitating synapses only

In this experiment, I used only facilitating synapses, without STDP. All weights were initialized to 1.0, and remained fixed throughout the experiment. Since the weights did not have any directionality, I expected that orientation FLE would not occur, which turned out to be the case. (Facilitation cannot selectively propagate to a specific direction, if the connection weights in all directions are the same.) The only changing quantity in this experiment was the synaptic efficacy in the facilitating synapses, following Eq. 4.1. Fig. 31 shows the evolution of the synaptic efficacy $U$ over time, for a single neuron. The $U$ value increases while the input bar is optimally
Fig. 31. Adaptation of synaptic efficacy through facilitating synapses. The synaptic efficacy in a single neuron is shown. During the period of stimulation (when the rotating input is stimulating the neuron) synaptic efficacy increases. Shown to the right is a close-up of the part on the left marked with an arrow, stimulating the neuron, and decays as soon as the input bar rotates out of the optimal range.

As expected, the firing rate distribution did not change from its symmetric, peaked distribution centered around the optimally tuned neuron, for the given input orientation (Fig. 32). The results suggest that, again, orientation FLE did not occur, and shows that facilitating synapses alone are not enough to account for cross-neuron facilitation (or extrapolation across neurons).

3. STDP with facilitating synapses

The final experiment combined STDP and facilitating synapses. The experimental condition was the same as in the two experiments above for the STDP and the
Fig. 32. Firing rate distribution of facilitating-synapse-only experiment. The distributions of firing rates of the initial state (dotted line with ‘x’) and the final state (solid line with ‘o’) are shown. Because the synaptic efficacy $U$ is rapidly changed (increase and decrease) by a small amount (see Fig. 31, right), facilitating synapse alone did not affect the firing rate of the neighboring neurons. Thus, the maximally firing neuron (neuron 2) did not change (i.e., no FLE).

facilitating synapse parameters. In this experiment two factors contributed to synaptic transmission between two neurons: the very short-term increase in synaptic efficacy due to facilitating dynamics, and the relatively longer-term increase in synaptic strength due to STDP. Fig. 33 shows the combined effect of these two factors over time. The gradually increasing relatively long-term trend in STDP weight is accented with rapidly changing facilitating dynamics.

STDP gives the model directionality, and facilitating dynamics provides extra influence in the direction of input rotation, thus, allowing the model to shift its firing rate distribution significantly. Fig. 34 (thick arrow) shows that the peak in the firing rate distribution shifts toward the direction of input rotation (that is, to the right) by two steps (neuron 4), when the actual input at that moment is optimally stimulating
Fig. 33. Adaptation of synaptic strength ($U \cdot w$ in Eq. 4.4) through STDP plus facilitating synapses (along the direction of rotation). Synaptic strength ($U \cdot w$) dynamically increases because of the gradually increasing synaptic weight $w$ and the fast changing synaptic efficacy $U$.

neuron 2. Thus, we can conclude that orientation FLE occurred in this case.

An important result to be noted is that when the input firing rate was low (e.g. 5 spikes/100 ms), the shift of the firing rate distribution was not observed (i.e., no FLE; the data are not shown here). The reason is that to make facilitating dynamics to be activated, the neuron should receive high frequency input spikes [25]. This result can be a potential answer to a puzzling phenomenon, the Flash-Lead effect: When the luminance of the rotating bar is sufficiently low (relative to the flashed objects), the rotating bar appears behind the flashed object (opposite of FLE; [61]). Although these results, i.e., no shift of firing rate distribution (not shown), could not explain the Flash-Lead effect exactly (i.e., shift of firing rate distribution toward the opposite direction), it was shown that the sensitivity of facilitating activity to spike frequency may play a role in modulating the degree of misalignment.
Fig. 34. **Firing rate distribution of STDP plus facilitating-synapse experiment.** The distribution of firing rates significantly shifted toward the rotating direction (as marked with an arrow). The position of maximally firing neuron changed from neuron 2 to neuron 4 (dotted line with ‘x’ for initial state; solid line with ‘o’ for final state). After training with STDP plus facilitating synapse, with the input at neuron 2’s preferred orientation, neuron 4 showed maximum firing rate instead of neuron 2. This result indicates that the perception of the rotating bar shifted, just like in orientation FLE.

4. **Summary of results**

The computational results showed that STDP or facilitating synapses alone cannot serve as a robust mechanism for delay compensation, when multiple neurons are necessary for the representation of the full feature dimension. An example of this can be seen in orientation FLE in a multi-neuron setting. Only when both are combined, delay compensation can work properly, thus giving rise to orientation FLE.
D. Summary

In this chapter, I extended the spike-based facilitating model (single-neuron level model) to a cross-neuronal facilitation model (multi-neuron level model). It was shown that spike-timing-dependent plasticity is necessary to set up the directionality in a multi-neuron network so that cross-neuron facilitation can carry out extrapolation in the direction of change. I tested the cross-neuronal facilitation model with orientation FLE using a bilaterally connected neural network. The results showed that facilitation synapses combined with STDP can serve as a neural basis for delay compensation and give rise to orientation FLE.
CHAPTER VI

APPLICATION TO REAL TIME CONTROL*

In previous chapters (Chap. IV and V), I have shown that facilitatory (extrapolatory) dynamics found in facilitating synapses can be used to compensate for neural delay at a single-neuron level as well as at a multi-neuron level. An interesting question arising here is, whether the FAM (a model based on facilitating synapses) can also help overcome the problem of delay in engineering applications.

As a delay compensation scheme, recurrence in connected networks can be used. Recurrent neural networks can retain information about the history of previous activations [18, 19], and with this, they can possibly develop the ability to overcome input delay. However, such historical data alone may not be sufficient to effectively compensate for neural delay since the evolving dynamics of the network may not be fast enough. For fast extrapolation, the mechanism has to be implemented at a single-neuron level. To test this idea, I applied the firing-rate FAM model to a 2D pole-balancing problem modified to include sensory delays. Moreover, to test whether facilitatory activity can help when delay increases and when external uncertainty exists, I conducted gradually increasing delay tests and input blank-out experiment.

In this chapter, I will introduce facilitating activity network (FAN), a recurrent neural network including facilitatory neural dynamics at a single-neuron level; describe the experiments with the pole-balancing problem to test FAN under various input delay conditions; and analyze the network’s behavior, performance, and the evolved networks’ parameters in detail.

* Parts of this chapter have been reprinted with permission from “Facilitating Neural Dynamics for Delay Compensation and Prediction in Evolutionary Neural Networks” by Hee Jin Lim and Yoonsuck Choe, 2006. Genetic and Evolutionary Computation Conference (GECCO), pp. 167–174. Copyright 2006 by ACM.
A. Pole-balancing problem with delayed input

The main domain I tested the idea of facilitatory neural dynamics was the pole-balancing (or inverted pendulum) problem. The problem has been established as a standard benchmark for adaptive control systems [62, 63]. Also, the pole-balancing problem is a nonlinear problem; and yet easy to visualize and analyze. In the standard task, a cart is allowed to move along a straight line while trying to keep balanced the pole attached to it.

A more difficult task than the above is the 2D version, where the cart is allowed to move on a 2D plane (Fig. 35). The goal of the controller here is to produce a sequence of force to be applied to the cart to keep the pole balanced (within 15° from the up-right position) and to maintain the cart position within the 2D boundary for a certain amount of time. The state of the cart-environment system at a given instant can be fully described by the cart’s location \((c_x, c_y)\), their derivatives over time \((\dot{c}_x, \dot{c}_y)\), the configuration of the pole relative to the z and the x axes \((\theta_z, \theta_x)\), and their derivatives over time \((\dot{\theta}_z, \dot{\theta}_x)\). The standard problem without delay can be solved by feedforward neural networks when such a full state information is available. However, if the derivatives (velocity) are not available (i.e., only \(c_x, c_y, \theta_z, \) and \(\theta_x\) are given), a recurrent neural network is needed. The recurrent dynamics of the network can serve as a form of memory from which the velocity information can be recovered [64].

The equations of motion for a pole balanced on a cart are defined as follows (see Tab. 1 for the definition of the parameters and their values) [65]:

\[
\ddot{c}_x = \frac{F - \mu_c \text{Sgn}(\dot{c}_x) + \ddot{F}}{M + \hat{m}}, \tag{6.1}
\]

\[
\ddot{\theta}_z = -\frac{3}{4l}(\ddot{c}_x \cos \theta_z + g \sin \theta_z + \frac{\mu_p \dot{\theta}_z}{ml}), \tag{6.2}
\]
Fig. 35. **2D pole-balancing problem.** A pole (dark gray bar) on a cart (light gray oval) is shown. In a 2D cart-pole balancing problem, the cart has to be moved on a 2D plane to prevent the pole from falling, while staying within a fixed bounding box. The value $\theta_z$ is the angle between the pole and the local $z$ axis, and $\theta_x$ the angle it makes with the local $x$ axis. The two values uniquely define the configuration of the pole relative to the local coordinate system of the cart. The values $(c_x, c_y)$ represent the location of the cart within the square boundary.

where $\tilde{F}$ is the effective force from the pole on the cart, which is defined as:

$$\tilde{F} = ml\dot{\theta}_z \sin \theta_z + \frac{3}{4}m \cos \theta_z \left( \frac{\mu_p \dot{\theta}_z}{ml} + g \sin \theta_z \right),$$  \hspace{1cm} (6.3)$$

and $\tilde{m}$ the effective mass of the pole,

$$\tilde{m} = m(1 - \frac{3}{4} \cos^2 \theta_z).$$  \hspace{1cm} (6.4)$$

The derivatives $\dot{c}_y$ and $\ddot{\theta}_x$ are calculated using the same equations as above. In the simulations below, as noted above, only the four observable inputs $(c_x, c_y, \theta_z,$ and
\(\theta_x\) are available to the controller. The parameters in the above equations were set as shown in Table I.

Table I. Parameters used for the simulation of the pole-balancing problem

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x)</td>
<td>position of the cart on the track</td>
<td>([-1.5, 1.5]) m</td>
</tr>
<tr>
<td>(\theta_z)</td>
<td>angle of the pole from the vertical reference</td>
<td>([-15, 15]) deg</td>
</tr>
<tr>
<td>(\theta_x)</td>
<td>angle of the pole from the horizontal reference</td>
<td>([-15, 15]) deg</td>
</tr>
<tr>
<td>(F_x)</td>
<td>force applied to the cart in the (x)-axis</td>
<td>([-10, 10]) N</td>
</tr>
<tr>
<td>(F_y)</td>
<td>force applied to the cart in the (y)-axis</td>
<td>([-10, 10]) N</td>
</tr>
<tr>
<td>(l)</td>
<td>half length of the pole</td>
<td>5 cm</td>
</tr>
<tr>
<td>(M)</td>
<td>mass of the cart</td>
<td>1 kg</td>
</tr>
<tr>
<td>(m)</td>
<td>mass of the pole</td>
<td>0.02 kg</td>
</tr>
<tr>
<td>(\mu_c)</td>
<td>coefficient of friction of the cart on the track</td>
<td>0.0005</td>
</tr>
<tr>
<td>(\mu_p)</td>
<td>coefficient of friction of the pole’s hinge</td>
<td>0.000002</td>
</tr>
<tr>
<td>(g)</td>
<td>gravitational constant</td>
<td>(-9.8 \text{ m/s}^2)</td>
</tr>
</tbody>
</table>

B. Neuroevolution controller

In this section, I will provide an overview of the Enforced Subpopulation (ESP) algorithm \([66, 64, 65, 67]\) which was used as a baseline implementation for pole-balancing. I will also describe the network structure of the pole-balancing controller using ESP and the experimental setup for the 2D pole-balancing task.
1. Enforced Subpopulation (ESP)

There are two main branches of reinforcement learning that effectively solve the pole-balancing problem: methods that (1) search the space of value functions that assess the utility of behaviors (e.g., temporal difference approach [68, 69, 70, 71]) and those that (2) directly search the space of behaviors (e.g., neuroevolution approach; see [72] for a review of neuroevolution methods). Without explicitly assessing their utility, neuroevolution directly maps observations to actions and gradually adapts individuals’ (neurons) genotypes, resulting in fast learning in complex non-linear problems [73, 63, 64].

One effective reinforcement learning method using neuroevolution is the Enforced Subpopulation algorithm (ESP [67, 65]) by Gomez and Miikkulainen. ESP is a fully connected recurrent network, in which the connection weights between neurons are determined through evolutionary learning. In contrast to other neuroevolution networks, each hidden neuron has its own population (i.e., subpopulation) and are drawn from its population to construct a network. A neuron can only be recombined with members of its own subpopulation and thus evolve independently of other subpopulations. With this method, subpopulations can rapidly learn compatible subtasks [67, 66].

Evolution in ESP proceeds as follows [65] (Fig. 36).

1. Initialization: The number of hidden units \( n \) (= 5) is specified and \( n \) subpopulations of size \( p \) (= 40) chromosomes are created. Each chromosome encodes the input, output, and possibly recurrent connection weights of a neuron with a random string of real numbers.

2. Evaluation: A set of \( n \) neurons is selected at random, to form the hidden layer of the network of a specified type. The network is tested in a pole-balancing trial
and evaluated on the given task. After fitness evaluation (fitness is defined as the number of steps the pole is balanced), the score is added to the cumulative fitness of each neuron that participated in the network. This process is repeated until each neuron has participated in 10 trials on average.

3. Recombination: The neurons showing high fitness are mated using crossover, and then mutated (mutation rate = 0.7, i.e., 70% of neurons in the subpopulation are mutated) to produce new offsprings.

4. The Evaluation and Recombination cycle is repeated until a network successfully completes a task or reaches the final generation.

2. Pole-balancing controller using ESP

To test the idea (i.e., for fast extrapolation, extrapolation has to be implemented at a single-neuron level), I used ESP as the basis of my simulations. With ESP, the neurons in each subpopulation can evolve independently, and rapidly specialize into good network sub-functions.

As shown in Fig. 36, the neurons were drawn from five populations, each consisting of forty neurons, to randomly construct a controller network. In each generation, 400 randomly combined networks were evaluated (each individual in a subpopulation participated in the task 10 times), and the number of generations was limited to 70 for each trial. The controller was considered successful if it succeeded in balancing the pole for 10,000 steps (i.e., 100 seconds) within 70 generations.

By using ESP as a basic framework, we can effectively observe how a single neuron, located in a particular position in the network, develops extrapolatory capability. It turns out that two output neurons which generate force to be applied to the
Fig. 36. **Neuroevolution of recurrent neural network controller.** A fully recurrent neural network controller was trained through the Enforced Subpopulation algorithm [65]. For each trial, 5 neurons were drawn from five subpopulations to randomly construct a controller network. The activation values generated from the neurons are retained in the context units, and at the next time step, they are fed into the network along with the current input data from the environment. In each generation, 400 randomly combined networks were evaluated. Based on fitness evaluation (the number of steps the pole was balanced), the neurons were sorted. The neurons showing high fitness were mated using crossover, and then mutated to produce new offsprings. The controller was considered successful if it succeeded in balancing the pole for 10,000 steps (i.e. 100 seconds) within 70 generations. (Adapted from [65].)

cart (i.e., $f_x$ and $f_y$ in Fig. 37) greatly evolve their facilitation rates while the other neurons do not.
3. Experimental setup

For realistic physical modeling with friction, the pole balancing behavior was modeled with fourth-order Runge-Kutta integration (see Eq. 6.1 to Eq. 6.4 for full details) [65]. To control the pole cart, I used a recurrent neural network with five neurons (Fig. 37). The neurons were fully recurrently connected, and all neurons received input from four sources: $c_x$, $c_y$, $\theta_z$, and $\theta_x$, as introduced in Sec. VI.A (Fig 35). The final activation values were generated by using the sigmoid function.

Two output neurons generated the force in the $x$ and the $y$ direction. The optimal values for the configurable parameters in each neuron were found through
ESP. Each neuron was assigned a chromosome containing the connection weights (for DAN, control, and FAN) and optionally the decaying activation rate $r_d$ for DAN and the facilitation rate $r_f$ for FAN (see Fig. 38). The physical parameters for the cart-pole system were given as in Tab. I. Notice that due to the difficulty of the delay problem, a short pole length (0.1 m) was used.

The activation value of each neuron constituting FAN is defined as follows (see Sec. III.A for details):

$$A(t) = X(t) + r_f(X(t) - A(t - 1)), \quad (6.5)$$

where $A(t)$ is the facilitated activation level at time $t$, $X(t)$ the instantaneous activation solely based on the instantaneous input at time $t$, and $r_f$ the facilitation rate ($0 \leq r_f \leq 1$).

The activation value for DAN is defined as follows (see Sec. III.A):

$$A(t) = r_dA(t - 1) + (1 - r_d)X(t), \quad (6.6)$$

where $A(t)$ is the decayed activation level at time $t$, $X(t)$ the instantaneous activation solely based on the current input at time $t$, and $r_d$ the decay rate ($0 \leq r_d \leq 1$). With these simple equations, I implemented networks with facilitating activity and decaying activity. Finding appropriate values for the parameters was done through neuroevolution (ESP).

I compared the performance of three different network types (250 experiments each): (1) Facilitating Activity Network (FAN), where facilitation rate $r_f$ was included as an evolvable parameter along with the standard connection weights; (2) Control, which was the baseline ESP implementation where only the weights were evolvable;
Fig. 38. **Genotypes of facilitating activity network (FAN) and decaying activity network (DAN).** In the original ESP, synaptic connections and their weights are encoded in the chromosome ($I_i$ represents the weight value of the connection from the input neuron $i$ and $H_h$ the hidden neuron $h$). ESP was modified to use facilitating or decaying dynamics. To add facilitating dynamics, facilitation rate parameter $r_f$ was encoded in the chromosome of each neuron (FAN; middle). Thus, facilitation rate could evolve as well as the connection weight. For decaying dynamics, $r_d$ was encoded in the chromosome (DAN; bottom).

and (3) Decaying Activity Network (DAN), where decay rate $r_d$ was evolvable in the same manner as in FAN. To compare fairly the performance of the three networks, I set parameters other than those in the chromosome to be equal (e.g., number of neurons, mutation rate, etc.; see above). All weight values and the facilitation/decay rate parameter values were uniformly randomly initialized between 0.0 and 1.0. Initially, the cart was located in the center of the 2D boundary ($c_x = c_y = 0.0$) and the pole was initialized with a tilt of 0.01 radians ($\theta_z = \theta_x = 0.01$).
C. Experiments and results

I tested the three networks (FAN, Control, and DAN), under different internal delay conditions as well as under the baseline case without delay. The results from each experiment are reported in this section. I will also analyze the neuronal activation and the internal state of each network; the networks’ behavior; and the performance under various input delays.

1. Neural activation and internal state trajectory

First, I compared the neural activity in the three networks to generally characterize the effects of adding facilitation/decay in the neural dynamics in the controller network. In these experiments, all four inputs were given with a 1-step (10 ms) delay beginning from 50 and lasting at 150 evaluation steps within each individual trial. (The results were similar for other delay conditions.)

I traced the activation values generated by an output neuron (top left unit in Fig. 37) from the three different networks. Fig. 39 shows the results. The activities of the other output neuron (top right neuron in Fig. 37) showed a similar pattern as in Figs. 39 and 40 (data are not shown here). In each plot, the first 1,000 steps of the activation values are shown. Because of the early introduction of input delay (50 to 150 steps), DAN and control network showed large fluctuation in their neural activation level. FAN, on the hand, initially showed a large fluctuation (Fig. 39c), but quickly settled to a very stable low-amplitude oscillation, and maintained the stability (Fig. 40c).

Fig. 40 shows the last 1,000 steps of activation values (from the same networks as in Fig. 39). Although the results from all three networks are from successful trials,
Fig. 39. Activation level of output neurons: first 1,000 steps. The first 1,000 steps of activation levels from successful cart controller networks with different activation dynamics are shown. The $x$ axis is the evaluation step and the $y$ axis the activation level of one output neuron ($f_x$ in Fig. 37). The neurons received all four inputs with a 1-step delay (10 ms) during 50 to 150 evaluation steps ($x$-axis). (a) Decaying Activity Network (DAN), even though successful in balancing the pole, shows a large, noisy fluctuation from the beginning. (b) The unmodified network (i.e., the control) is slightly less noisy than DAN. (c) Facilitating Activity Network (FAN) shows a large fluctuation in the beginning and at the introduction of delay ($t = 50$), but quickly settles into a very low-amplitude, low-frequency oscillation.
Fig. 40. Activation level of output neurons: last 1,000 steps. The last 1,000 steps of activation levels from successful cart controller networks with different activation dynamics are shown. The plotting conventions are the same as in Fig. 39. (a) DAN shows a large, noisy fluctuation to the end of task. (b) Control network becomes less noisy than the initial 1,000 steps (as shown in Fig. 39b), but it still shows a high-amplitude oscillation compared to FAN. (c) FAN settled into a very stable state showing a low-amplitude and low-frequency oscillation.

the activity traces are markedly different across different controller networks. DAN produced an on-going, noisy, and high-amplitude oscillation in its neural activity (Fig. 39a and Fig. 40a). Compared to DAN, the control showed less noise but the
oscillation had a relatively high amplitude (Fig. 39b and Fig. 40b). FAN, on the other hand, initially showed a large fluctuation (Fig. 39c), but quickly settled to a very stable low-amplitude oscillation, and maintained the stability (Fig. 40c). These results suggest that even though extrapolation is generally known to be unstable, if used in a short term, and sparingly, it can help faster convergence to a stable state in tasks with delay.

Also, to trace how the internal states of the three networks are different from each other, I used principal components analysis on the activation values of the five hidden neurons. The three networks showed markedly different internal states (Fig. 41). The PCA projections from the last 1,000 steps are shown in Fig. 42. The difference in internal states persisted to the end of the trials. FAN kept relatively continuous and stable states whereas DAN and the control network endured discrete and scattered internal states under input delay conditions.

2. Behavioral trajectory

The next step is to compare the overall behavior of the cart under the three different controller networks. The delay condition was the same as above. I traced the cart trajectories to gain insight into how the differing neural dynamics translate into the behavior of the cart. Cart trajectories are shown in Fig. 43 for the first 1,000 steps and Fig. 44 for the last 1,000 steps. Note that the relative scale of the \(x\)- and the \(y\)-axis is the same in all three plots (a) to (c) while they are different in the three plots (d) to (f). That is, (a) to (c) show the same data as (d) to (f), at a different scale. Not much difference in behavior is found between the first and the last 1,000 steps. The cart trajectory in DAN was erratic and involved large motions, reflecting the noisy high-amplitude oscillation seen in its activation (Figs. 43a, d and 44a, d).
Fig. 41. **Internal state of hidden neurons: first 1,000 steps.** First 1,000 steps of projections of the hidden neuron (five neuron) states to their first and second principal component axes (PC1 and PC2) are shown. The networks had delay in all inputs from 50 to 150 steps for each trial. The three networks shows different internal states from the first 1,000 steps of the trial to the end of trial (Fig. 42 shows the internal states from the final 1,000 steps). (a) DAN shows randomly scattered internal states from the beginning of the trial. (b) Control network shows divided and scattered states. (c) FAN shows more organized internal states compared to control and DAN starting from the early steps.
Fig. 42. **Internal state of hidden neurons: last 1,000 steps.** Last 1,000 steps of PCA projections of the hidden neuron states are shown. The experimental conditions and plotting conventions are the same as in Fig. 41. (a) DAN maintained randomly scattered internal states throughout the trial. (b) Control network showed more organized internal state than DAN, but had divided and discrete states compared to FAN. (c) FAN kept relatively continuous and organized internal state trajectory.
Fig. 43. **Cart trajectories under input delay condition: first 1,000 steps.** The trajectory of carts using different controllers are shown when there was delay in the input (the first 1,000 steps are shown). The $x$ and the $y$ axes represent the $(x, y)$ location of the cart. The networks received all four inputs with a 1-step delay (10 ms) during 50 to 150 evaluation steps. Note that the relative scale of the $x$- and the $y$-axis is same in the three plots (a) to (c) while they are different in the three plots (d) to (f). (a), (d) The trajectory of Decaying Activity Network (DAN) is large and erratic. (b), (e) The control is stabler than DAN but exhibits a wiggly trajectory. (c), (f) The Facilitating Activity Network (FAN) shows a smaller footprint than other networks.
Fig. 44. Cart trajectories under input delay condition: last 1,000 steps. The trajectory of carts using different controllers are shown when there was delay in the input (the last 1,000 steps are shown). See Fig. 43 for the plotting conventions and experimental conditions. The behaviors of the three carts are similar to those from the first 1,000 steps as shown in Fig. 43. (a), (d) DAN shows large and erratic trajectory as in the first 1,000 steps. (b), (e) The control shows stable and much smaller footprint than DAN but exhibits a wiggly trajectory compared to FAN. (c), (f) FAN shows a smooth trajectory with a very small footprint.
The control on the other hand had a wiggly trajectory (Fig. 43b, e and 44b, e). However, FAN had a trajectory with a very small footprint that was also very smooth (Fig. 43c, f and 44c, f), suggesting that the facilitating dynamics in single neurons contributed to a more accurate control of the cart. Other successful trials showed similar relative difference in behavior (data not shown).

3. Performance under different input delay conditions

In order to test the ability of the three networks in delay compensation, I conducted experiments under four different delay conditions: (1) without delay, (2) with a uniform amount of delay for all input sources \((c_x, c_y, \theta_z, \text{ and } \theta_x)\) for a fixed, limited period of time during each run, (3) delay in \(\theta_z\), and (4) delay in \(\theta_x\) throughout the entire duration of each run. Fig. 45 summarizes the results under these different experimental conditions.

In experiment 1, the base case, I tested the standard task without any delay. Under this condition, FAN had an average success rate of 0.76 (average of success rates from 5 sets, each set consisting of 50 trials), the best performance compared to the two other controllers (\(t\)-test, \(p < 0.001, n = 5 \) sets). The control did fairly well (success rate 0.62), while DAN showed the lowest success rate (0.17). It is interesting to note that even without delay, FAN showed the best performance. These results establish a benchmark against which the more difficult tasks below can be assessed.

In experiment 2, all sensor inputs were delivered with one step delay (10 ms) in the middle of the evaluation, beginning from 50 iterations and lasting until 150. Note that this is a difficult task because all the inputs are delayed. If the delays were introduced from the beginning or if they lasted longer than 100 iterations, performance in all controllers significantly degraded. For this delay condition, again FAN did the
best \((t\text{-test, } p < 0.005, n = 5)\): success rate of 0.52 for FAN, 0.33 for control, and 0.03 for DAN. An important observation at this point is that FAN was more robust than the two other controllers. In case of FAN, the success rate decreased by 32\% from that in experiment 1, the base case. However, the control degraded by 48\%, and DAN by 82\%. These results indicate that the facilitatory dynamics in FAN is effective in compensating for delay.

In experiments 3 and 4, one step delay in either \(\theta_z\) or \(\theta_x\) was introduced throughout the entire duration of each trial (Fig. 45, 3rd and 4th experiments from the left). Note that in these experiments, the delay in these two inputs persisted over the entire trial, unlike in experiment 2. Since all inputs except for \(\theta_z\) or \(\theta_x\) were received on time, the controllers were able to maintain some balance (for FAN and the control). However, DAN totally failed in both experiments (thus the results are not reported in Fig 45). As for the successful controllers, FAN significantly outperformed the control under both conditions \((t\text{-test, } p < 0.002, n = 5)\): The success rates in experiment 3 were 0.09 for FAN and 0.02 for the control; and for experiment 4, 0.27 for FAN and 0.08 for the control network. An interesting trend in these results is that the delay in \(\theta_z\) had a more severe effect on the performance than that in the other input. This was somewhat expected, because \(\theta_z\) is the angle from the vertical axis, and that angle was used to determine whether the pole fell or not (the pole is considered down if \(\theta_z > 15^\circ\)).

Another interesting question is how fast these networks learn to balance the pole. For this I compared the number of generations each of the three controllers took to successfully balance the pole for the first time. For each controller, 250 evolutionary trials (5 sets of 50 trials each) were run where each trial was limited to 70 generations beyond which the controller was treated as failed. The results are summarized in Fig. 46 for experiments 1 to 4. FAN required the least number of generations before
Fig. 45. **Success rate under different delay conditions.** The success rates for balancing the pole using different controllers are shown for four different delay conditions. From left to right, (1) default condition without delay, (2) delay in all inputs $c_x, c_y, \theta_z$, and $\theta_x$ from step 50 to 150, (3) delay in $\theta_z$ only during the entire period, and (4) delay in $\theta_x$ only during the entire period are shown. Dark gray bars represent the success rate of the control network, gray bars that of the decaying activity network (DAN), and light gray bars that of the facilitating activity network (FAN). For conditions (3) and (4), DAN failed in all experiments, thus the data are not shown here. Error bars indicate ±1 standard deviation. In all cases, FAN outperformed the rest (t-test, $p < 0.005$, $n = 5$).

Successfully balancing the pole in all cases (t-test, $p < 0.0002$, $n = 5$) except for experiment 3 (delay in $\theta_z$) where no difference was found between FAN and the control ($p = 0.84$, $n = 5$). As before, DAN could not learn in the time limit of 70 generations for experiments 3 and 4, thus the results are not reported here.
Fig. 46. **Comparison of learning time under different delay conditions.** The learning time (in the number of generations) is shown for different controllers under different delay conditions (see Fig. 45 for plotting conventions). In all cases, the Facilitating Activity Network (FAN) took less time to learn than both the Decaying Activity Network (DAN) and the control network (t-test, $p < 0.0002$, $n = 5$), except for the $\theta_z$-delay case ($p = 0.84$). Again, DAN never reached the goal under the last two delay conditions, thus the data are not shown.

4. Performance under increasing delay

As a biological organism grows, its size increases and thus the neural processing delay increases as well. How can the nervous system cope with the increase in neural delay? Although certain tasks such as synchronization over a delay line can be achieved via Hebbian learning [31], little is known about how information content can be delivered over a delay line in a timely manner.

To test whether FAN can maintain performance under increasing delay, I increased the delay from 10 ms (1 step) to 30 ms (3 steps) across evolutionary trials. In this experiment, $\theta_z$ was delivered with delay, beginning from 50 steps and lasting until 150 steps within each trial. The performance results were compared to those of the
Fig. 47. **Effect of increasing delay.** The effects of increasing the input delay duration are shown for the three different controllers: the Decaying Activity Network (DAN), the control network, and the Facilitating Activity Network (FAN). The success rates ($y$ axis) are shown for a range of delay in $\theta_z$, from one to three steps ($x$ axis). FAN outperformed the control and DAN under all conditions. Notice that DAN could not solve the problem even under 1-step delay of $\theta_z$.

close-up of the graph

control and of DAN. The results are reported in Fig. 47. All three networks showed a decrease in their success rate as the delay length increase. In this example, DAN could not sustain even 1-step input delay (see Fig. 45, 3rd experiment). However, FAN showed a slower degradation in performance compared to the control network, demonstrating that FAN is more sustainable to the increasing delay. These results suggest that facilitating dynamic can help overcome increasing delay during growth.

5. Performance under input blank-out

An interesting question arising here is whether facilitatory activity can counteract delay in the *external* environment. Suppose a moving object goes behind another object (i.e., it is occluded). Until that moving object comes out again, the input
Fig. 48. **Virtual pole balancing task.** To measure the predictive ability in humans under visual occlusion, Mehta and Schaal [74] conducted blank-out test during virtual pole-balancing. In the blank-out test, the pole disappeared from the computer screen at random times for a randomly chosen period between 450 and 550 ms, while the subject was balancing the virtual pole. Subjects were instructed to ignore the blank-out and to continue balancing. It was shown that after some training, subjects could tolerate 500 ms to 600 ms blank-out times. (Adapted from [74].)

may be unavailable. In fact, humans are known to be good at dealing with such a “blank out” of input in the external environment. Mehta and Schaal conducted “virtual pole” experiments where human subjects were asked to balance the pole on the computer screen where the input was blanked out for up to 600 ms at a time [74]. (See Fig. 48 for details.) They found that, after some training, humans can overcome input blank-out up to 600 ms. Based on these results, they proposed that internal forward model exists in the central nervous system, which can extrapolate the current input into the future state based on the past input (see Chap. 7 for more discussion). It is conceivable that facilitatory dynamics can also help in this kind of situation as well.

To test if this is the case, I conducted two input blank-out experiments. One assumption was that the neurons would maintain steady-state firing during the blank-out for both tests so that the neurons will remain signaling their last-seen state. Thus
the input data last seen immediately before the blank-out were fed into the neurons during the blank-out period.

In experiment 1, the input was blanked out for a short period of time analogous to an occlusion event as described above. Blank-out was applied to the network when the controller reached 500 steps of balancing the pole during learning. With this we can test how good the networks are in overcoming the external uncertainty, before convergence.

Fig. 49 shows the result of experiment 1. FAN showed higher performance than the other controllers. Compared to the control network, FAN showed slow decrease of performance by 50 steps and this trend is very similar to the sustainable blank-out period observed in humans [74].

In experiment 2, successful networks from the experiment with “delay in all input” condition (Fig. 45, 2nd experiment) were saved and loaded to be tested under blank-out condition. This test will show how good the successful networks (developed with internal delay) are in dealing with environmental uncertainty with specific neural dynamics built in the neurons.

For the experimental setup, first, the control and FAN networks were trained under delay (1-step delay in $\theta_z$ from 50 to 150 iterations). (Notice that DAN could not develop successful controller under $\theta_z$ delay so we have no result from DAN.) When a network succeeded in solving the pole-balancing problem, the learned parameters such as connection weights and dynamic activation rates (i.e., $r_f$ and $r_d$) of the neurons were stored. Then, the successful FAN and control networks were loaded and tested under blank-out condition. A total of 50 successful networks from FAN and control were tested.

As shown in Fig. 50(a), FAN showed higher performance than the control network and slow degradation in performance until 600 ms (60 steps). Also, the learning time
Fig. 49. **Effect of increased blank-out duration.** The effects of increasing the input blank-out duration are shown for the three different controllers. The success rates (y axis) are shown for different blank-out durations, from 40 steps to 80 steps (x axis). In the blank-out experiments, the input to the network was clamped, for a limited duration, to the input value at the beginning of that clamping period, effectively blocking any current information from entering the network. Again, FAN showed a slow decrease in performance compared to the others. Notice that beyond 60 steps of blank-out, performance degraded significantly in all controllers.

was significantly faster than the control network, as shown in Fig. 50(b). The control network showed a steep decrease in performance and could not solve the problem beyond 70 steps of blank-out duration (i.e., 700 ms, success rate = 0 in Fig. 50(a)). Experiments with the blank-out test have shown that FAN can also effectively deal with *external* delay by utilizing its extrapolatory neural activity, initially developed to cope with internal delay.
Fig. 50. Blank-out test: after development. Successfully trained networks under input delay were tested under input blank-out condition. Note that due to the low success rate of DAN in the input delay test, only the control and FAN were tested. (a) FAN trained under delay condition shows high success rate in performing blank-out test and shows slow decrease in performance until 60 steps (600 ms), which is similar to the observation in human experiments by [74]. (b) Compared to the control network, FAN learns quickly to find the solution under input blank-out. On the contrary, the control networks showed a speedy decrease in performance (a), and could not solve the problem beyond 70 steps (700 ms).
6. Contribution of facilitation and decay rate

The performance results reported in the previous sections suggest that the facilitation rate $r_f$ coded in the gene of the FAN controller serves a useful purpose. To verify if indeed the rate parameters are being utilized, we can look at the evolution of these parameters over the generations. Fig. 51 shows an example from a single run that shows evolution of the rate parameters in FAN and DAN. The $x$-axis represents the index of the neurons in a subpopulation sorted by their fitness values, and the $y$-axis the decay or facilitation rate. Initially, the rates are uniformly randomly distributed between 0 and 1 (Fig. 51a and c). However, the rates in the final generation look markedly different in FAN vs. DAN. In case of FAN, the top-performing individuals (those on the left) have a high facilitation rate, near 1 (Fig. 51d). This means that extrapolation is pushed to the max (Eq. 3.3), suggesting that neuroevolution tried to utilize the facilitating dynamics as much as possible. However, for DAN, the top-performers have very low decay rate, near 0 (Fig. 51b), suggesting that previous activity, in a decayed form, is not being utilized at all (Eq. 3.1). In other words, decay dynamics does not contribute at all in task performance, and neuroevolution tried to minimize its effect by decreasing the decay rate to 0.

Fig. 52 shows the change in the rate parameter distributions from the initial generation (initial state: the group of bars on the left in Fig. 52a and b) to the final generation (final state: the group of bars on the right in Fig. 52a and b). Fig. 52a shows the distribution of evolved decay rate $r_d$ from successful DAN (4 successful trials, subpopulation size $p = 40$: 160 neurons = $4 \times 40$). We can observe that in the initial state, the $r_d$ values are uniformly randomly distributed across the sub-population, but after evolution, the successful networks show an increased number of neurons that have low $r_d$. In FAN, on the contrary, the successful networks (18
Fig. 51. **Evolved decay rate and facilitation rate.** The initial and evolved decay and facilitation rates are shown for two sample subpopulations. Each subpopulation, from which one neuron was drawn to participate in a network, consisted of 40 neurons. The $x$ axis represents the sorted neuron index (in decreasing order of fitness) and the $y$ axis the value of the rate parameter (either $r_f$ or $r_d$). (a) Initially, the DAN has uniformly randomly distributed rate values across the 40 neurons. (b) After successful training (generation 57), the top-performing neurons ($x$ up to about 10) within this individual show near zero decay rate $r_d$, indicating that it is better to have the decay rate low (that is, just use the immediate input). (c) FAN also has initially random rate values. (d) After successful training (generation 32), the top-performing neurons ($x$ up to about 10) show a very high facilitation rate $r_f$, suggesting that high $r_f$ contributes to higher performance. The reason why not all rates converged to either 0 or 1 may be due to the enforced diversity in the ESP algorithm. In case of the control, the neural activation did not involve any rate parameter, thus nothing can be plotted here.
Fig. 52. **Distribution of evolved decay rate and facilitation rate from DAN and FAN.** The distribution of initial and evolved decaying rates and facilitation rates are shown. The networks received all four inputs with a 1-step delay (10 ms) during 50 to 150 evaluation steps. The group of bars on the left in a and b represent the distribution of decay (or facilitation) rate of initial generation. Those from the final generation are shown in the group of bars on the right in a and b. (a) The distribution of evolved decay rate $r_d$ from successful DAN is shown. (4 successful trials out of 50 trials on average.) The subpopulation of an output neuron $f_x$ consists of 40 neurons, so the decaying rates of 160 (4 × 40) neurons are shown. In the initial state, the $r_d$ values are uniformly randomly distributed across the subpopulation, but after evolution, the successful networks show an increased number of neurons that have low $r_d$. (b) FAN, on the contrary, shows an increased number of neurons that have high $r_f$ in the final state (18 out of 50 trials on average). The neurons evolved their facilitation rates into high values, suggesting the neurons highly utilized facilitatory neural activity under input delay.
successful trials: 720 neurons = $18 \times 40$) show an increased number of neurons that have high $r_f$ in the final state (cf. Fig. 51c, d). In sum, decaying activity (a form of memory) does not contribute to delay compensation, while a proper amount of extrapolation based on the memory can significantly help overcome the delay.

7. Discussion

In sum, facilitatory activation in single neurons significantly improved the ability of cart controllers to compensate for transmission delay within the controller system. Also, such a facilitatory dynamics allowed for faster learning. The failing performance of DAN is in itself an interesting phenomenon. Decay can be seen as a form of memory, where traces of activity from the past linger on in the present activity, thus we expected it to be beneficial. However, it turns out that such a form of memory does not contribute to delay compensation. On the contrary, it can make things even worse. The results also show that additional computation (as in decaying dynamics) does not always help improve performance.

An interesting implication of the blank-out experiments is that networks which are trained in a less difficult problem (e.g., small internal delay) can effectively solve a more difficult problem (e.g., blank-out) than networks without initial learning. FAN in experiment 2 (Fig. 50) showed higher success rate and faster learning than the FAN in experiment 1 (Fig. 49). Note that blank-out is assumed to be harder because the success rate of FAN under 100 steps of input delay was 0.52 (Fig. 45, 2nd experiment), whereas FAN under blank-out could not solve the problem beyond 70 steps of blank-out duration (Fig. 49).

This observation is consistent with the results from incremental learning methods, where the network parameters gradually evolve over time under increasing task
difficulty level so that the networks can solve hard problems that cannot be solved without the prior training. An example of such an incremental learning can be found in experiments with gradually increasing pole length [75]. (For more on incremental learning see [66, 75, 76, 77]).

Finally, the adaptability of these dynamics can contribute in dealing with the growth of individual organisms as well as coping with external delay as shown in Fig. 49. The experimental results suggest that extrapolation, anticipation, and prediction, which are characteristics of facilitatory dynamics, may be serving an important role in delay compensation.

D. Summary

In this chapter, I have shown that the biologically inspired delay compensation model, FAM, can also help overcome delay problem in real time control. Experiments with a modified 2D pole-balancing problem with sensory delay showed that facilitatory activation greatly helps in coping with delay. The same mechanism was also able to deal with uncertainty in the external environment, as shown in the input blank-out experiment. In summary, it was shown that facilitatory (or extrapolatory) neural activation can effectively deal with delays inside and outside of the system.
CHAPTER VII

DISCUSSION

In this chapter, I will describe the contribution of this dissertation, several related works, issues arising from the previous chapters, and future work based on my work presented in this dissertation.

A. Contributions

The main contributions of this dissertation were that neural delay was recognized as a problem and a biologically plausible neural mechanism was proposed, on which the motion extrapolation model can be grounded. Through the developed model and experiments, I showed a link between (1) psychophysical phenomena in various flash-lag effects (FLE), (2) neurophysiological mechanisms of facilitating synapses and spike-timing-dependent plasticity (STDP), (3) and theoretical issues associated with neural delays and extrapolative compensation.

I proposed a neurophysiologically based facilitatory activation model (FAM) and showed that extrapolatory dynamics can help compensate for neural transmission delay, and various FLEs may arise due to such a mechanism. In FAM, the output of the neurons is represented as a real value that corresponds to the firing rate of each neuron. As shown in the FAM equation (Eq. 3.3), the firing rate is determined not only by the current input but also by the previous history of firing. Thus, instantaneous activation level is extrapolated (either increased or decreased) proportional to the rate of change in activation level. This simple formula reflected the facilitating neural activity inspired by facilitating synaptic dynamics.
I also showed that the lack of FLE at motion reversal (or termination) points can be interpreted as being due to inhibitory backward masking. The motion reversal and the visual luminance experiments showed that facilitatory neural activity helps align the internal state of the nervous system with the present rather than with the past environmental state.

Another important contribution of this paper was to draw attention to the relationship between facilitating synapses (and STDP) and delay compensation. STDP and facilitating synapses are well-known neurophysiological processes, and there are several theories on the possible role of these mechanisms. The view presented in this dissertation provides new insights on an alternative role of facilitating synapses—that of extrapolatory delay compensation. However, it should be noted that the views above may be all complementary: As Hawkins argued, memory may be explicitly linked to predictive functions [78].

B. Related works and issues

There are several related works and some open issues arising from the previous chapters. I will discuss general issues of neural delay and other possible compensation methods, flash-lag effect in view of postdiction, Kalman filtering and postdiction for estimation of motion trajectory, STDP and its role in direction selectivity, and facilitatory activity as a possible neural basis of internal models.
1. Timing and delay in the neural system

Neural transmission delay is wide-spread in biological organisms [79]. Researchers have tried to develop mathematical models and apply them in engineering control and robotic systems (for reviews see [80, 81]). For example, decay and delay have been used as learnable parameters in biologically motivated artificial neural networks, and to represent temporal information in neural networks [82, 83, 84, 85, 86, 87, 88]. However, in these works, the focus was more on utilizing delay for a particular functional purpose such as sound localization [85] or visual analogies [84], rather than recognizing neural transmission delay as a problem to be solved in itself.

There are other forms of delay compensation mechanism such as myelination of axons, increase in the thickness of axons and dendrites, and changing the type of ion channels [31, 89]. By myelination the neurons can speed up the rate of information transfer. However, myelination in the brain occurs slowly over biological development, and there is a clear limit in the amount of compensation these processes can bring about. A similar argument is true for change in morphology. Thus, facilitating neural dynamics may still be needed. Furthermore, facilitating neural dynamics is observed during a very short time period (within several hundred millisecond), thus selective, dynamic delay compensation (only for fast-changing stimulus) can be achieved through facilitating neural activities.

2. Flash-lag effect and postdiction

My approach to interpreting the flash-lag effect was closer to bottom-up processing framework (i.e., forward processing), in which the underlying neural processes for visual perception is driven by stimulus features. However, it is known that the
visual perception is done not only by bottom-up processing but also by top-down processing [90, 91]. In top-down processing, high level knowledge influences the ongoing neural processing and determines the final perception. Eagleman, Rao, and Sejnowski’s approach [27, 36], postdiction, can be thought of as top-down processing. Their main idea is that visual perception is not just feedforward: Current visual information can be corrected by future information and the result of integration determine the final perception. It would be interesting to extend low-level neuronal circuits to include high level brain influences. A first step in this direction was to include inhibitory synaptic transmission to correct overshoot of spikes in termination of luminance change (Sec. IV.C).

Flash-Lag Effect is actually a much more complicated perceptual phenomenon and a single hypothesis cannot explain all the rich phenomena found in FLE. Krekelberg and Lappe [37] argued that motion extrapolation is unlikely because it cannot explain the reduced effect where the luminance of moving bar is decreased. They criticized that, according to motion extrapolation, the effect should increase in order to compensate for the increased neural latency (the neural signal for low luminance takes more time to be delivered). However, the effect decreases as the luminance of the moving object decreases, in contradiction to the motion extrapolation theory. These phenomena can be explained by the facilitatory activation model: Low luminance generates low frequency firing, which may not supply sufficient firing frequency to invoke facilitating synaptic process, thus no extrapolative output spikes would be generated in the postsynaptic neuron. As discussed in Sec. V.C, the sensitivity of facilitating activity to spike frequency may play a role in this case.
3. STDP and direction selectivity

Existing theories on the role of spike-timing-dependent plasticity (STDP) are varied. For example, STDP is supposed to help reduce spike train variability [92]. It was also argued that STDP may be involved in topology-preserving mapping [93]. Others suggested STDP as a neural mechanism for cortical orientation tuning [94]. One perspective closest to that in this dissertation is that of Rao and Sejnowski [95]: They argued that STDP may implement a predictive function, where the next event in an input sequence is predicted. However, they did not relate this predictive ability to the idea of delay compensation. From my perspective, these predictive mechanisms are actually predicting the present, not the future.

Also, my work further combined facilitating synapses with STDP. In the cross-neuronal facilitation model, STDP turned out to be necessary to set up the directionality. Repeatedly presenting the input (e.g., a rotating bar in orientation FLE) has led neighboring neurons to fire together within a small time interval. With such a repeated firing pattern, STDP systematically updated the synaptic weights. For those connections pointing toward the direction of input rotation, the weight increased and for the opposite direction, the weight decreased.

A biological evidence for direction selectivity can be found in the primary visual cortex [59]. Fig. 53a illustrates the columnar organization of orientation selectivity in the monkey’s striate cortex. Also, as shown in Fig. 53b, there is a pinwheel where the orientation preference changes by 180° along a closed path around the center. (Notice that the bilaterally connected multi-neuron networks developed in Sec. V.A matches the pinwheel structure). As shown in Chap. V, STDP can be a potential neural mechanism to set up such a directional selectivity. Through direction selectivity set up by STDP, cross-neuron facilitation can carry out extrapolation in the direction
Fig. 53. Orientation Map in V1. (a) Columnar organization of orientation selectivity in the monkey striate cortex is illustrated. With vertical electrode penetration, neurons with the same preferred orientations are encountered. Oblique penetration will show a systematic change in orientation across the cortical surface. (Adapted from [96].) (b) Orientation selectivity and their horizontal connections in tree shrew striate cortex is shown. The different colors represent patches that have different orientation preference. The inset shows an orientation pinwheel, where the orientation preference changes by 180° along a closed path around the center. (Adapted with permission from: Bosking et al., 1997. The Journal of Neuroscience, vol. 17, pp. 2112–2127. Copyright 1997 by the Society for Neuroscience.)
of rotation, thus giving rise to orientation FLE. Recent research on STDP’s role in shaping neuronal selectivity [97, 94] also support this idea.

4. Decay and facilitation in a single neuron

As shown in the pole-balancing experiments, the facilitating activity network (FAN) significantly improved the ability of the cart controller by compensating for transmission delay within the controller system. Also, such a facilitatory dynamics allowed for faster learning. The failing performance of the decaying activity network (DAN) is in itself an interesting phenomenon. Decay can be seen as a form of memory, where traces of activity from the past linger on in the present activity, thus it may be expected to be beneficial. However, it turns out that such a form of memory does not contribute to delay compensation and actually make things even worse. Thus, extrapolation, anticipation, or prediction, which are characteristics of facilitatory dynamics, may be more important than a generic form of memory in delay compensation.

In principle, extrapolation can be done at a different level such as at a local circuit level or at a large-scale network level. However, my view is that to compensate for delay existing in various levels in the central nervous system and to achieve faster extrapolation, the compensation mechanism needs to be implemented at the single-neuron level [98].

As it was mentioned earlier, the facilitation rate may be an adaptable property of neurons, thus the rate may be adjusted to accommodate different delay durations. Furthermore, and more importantly, I expect that the organism with facilitating neural dynamics can effectively cope with increasing delay in its nervous system due to growth during development by adjusting the facilitation rate. The experiment with increased delay (Sec. VI.C) showed this could be the case. Also, the same
mechanism was able to deal with uncertainty in the external environment as shown in the input blank-out experiment (Sec. VI.C), suggesting an important link between delay compensation and prediction/planning.

5. Kalman filters and postdiction

To estimate the location of a moving object, ideas based on Kalman filtering has been proposed by Rao et.al [27]. Kalman filters provide a general solution for linear filtering problem by estimating the hidden state $x(i)$ using a sequence of observations $z(1), z(2), \ldots z(n)$. It is called filtering if $i = n$, prediction if $i > n$, and smoothing if $1 \leq i < n$.

Some researchers assume that internal forward models exist in various levels in the nervous system and produce predictive behaviors which are adjusted by sensory error correction mechanism, similar to that of Kalman filters [99, 74]. These methods may be insufficient when the forward model is unknown. In most of the cases, we do not know the exact forward model which is needed for prediction, i.e., $c(t - 1)\hat{y}(t - 1)$ in Eq. 3.7 (see Sec. III.B).

In addition, Kalman filter assumes that there is no critical sensory delay which can potentially cause severe instability in the control system. Optimal smoothing used in these approaches (even though accurate in terms of estimation) lag behind in time, thus rendering them unsuitable for real-time processing (as shown in Sec. III.B).

On the contrary, facilitatory activation model (FAM) does not need a forward model and instead only uses the memory of previous facilitated activity $A(t - 1)$ and current sensory input $X(t)$, which are regulated by the gain parameter $r$. FAM can provide such a predictive function by extrapolatory neural activity, which is possible through facilitating synapses. The extended facilitated-smoothing method
(Sec. III.C) uses near future observation $X(t+1)$ to increase perceptual accuracy, thus demonstrating that the FAM is more reasonable for real time processing compared to optimal smoothing. (Note that optimal smoothing needs to observe the complete input data sequence.)

6. Smoothing in perception vs. motor response

Kerzel and Gegenfurtner [14] investigated a case where subjects localized the final position of a moving stimulus. Visual perception of the final target position was accurate, but reaching movements were directed toward future positions. Through this experiment they argued that neuronal latencies are not compensated for at early stages in visual processing. Rather, compensation occurs at a later stage when retinotopic information is transformed into egocentric space used for motor responses. The more important point here is that extrapolation is needed more in motor neurons. This is quite sensible because the motor response should take into account the delay in sensory signal before generating the output action, but that may not be the case in the purely perceptual neurons. The postdictive perception model argues that we can only perceive the past (what happened before) by integrating some period of neural activity which is quite reasonable when only perception is considered. The theory also is consistent with Kerzel and Gegenfurtner's findings. Facilitating neural activity may have initially evolved because of the need to handle motion rather than to provide veridical perception.
Another question at this point relates to the extrapolatory capacity of facilitating neural dynamics. Extrapolation is usually related to prediction of the future from information from the present. However, in the nervous system, due to the neural transmission delay, extrapolation may have to be used to predict the present based on past information. Prediction or anticipation of future events is an important characteristic needed in mobile, autonomous agents [100, 101]. Also, as Llinás observed in [102] (p. 3), such projection into the future may be a fundamental property of “mindness”.

One prominent hypothesis regarding prediction is the internal forward model [81, 103, 74, 6]: Forward models at various levels of processing in the nervous system are supposed to produce predictive behaviors. Internal forward models were suggested from an engineering point of view, where the sensory motor system is regarded as a well-structured control system that can generate accurate dynamic behaviors. Although theoretical mechanisms similar to Kalman filter methods were suggested [99, 74, 104], the precise neural basis for the forward models have not been fully investigated.

Recently, several brain imaging studies provided supporting evidence for the existence of internal forward models in the nervous system [105, 106, 107, 108]. However, these results did not suggest what could be the main neuron-level mechanism. Thus, it may be worthwhile investigating how such abilities in autonomous agents may be related to facilitatory dynamics at the cellular level.

General discussion of the role of prediction in brain function can be found in [78] and [102]. However, they did not relate this predictive ability to the idea of delay compensation. The input blank-out experiment conducted in Sec. VI.C is a first step
in this direction, where delay compensation mechanisms evolved to deal with internal
delay can be slightly modified to include a predictive ability, to handle environmental
delay and uncertainty.

C. Future work

I expect the work presented here to be extended to computational, psychological,
neurophysiological, and clinical research. I plan to continue this line of research in
the following directions.

1. Neural delay and mental disorders

There is an important implication of this research on detecting and treating neuro-
logical disorders such as autism and dyslexia. For example, autistic children have
problem detecting coherent motion [109], and have problem in processing moderately
rapid motion [110, 111]. People with dyslexia also have difficulty in processing rapidly
changing stimulus [112]. These results suggest that people with autism/dyslexia may
have problem in motion processing. One reason for the malfunction may be related
to delay compensation mechanisms. If this is the case, these deficits can be tested
with various forms of FLE: People with autism or dyslexia may not have flash-lag
illusions. We can interpret the lack of FLE as the lack of delay compensation in their
nervous system.

To test this idea, luminance FLE would be a better paradigm than the other FLEs
because it involves a stationary stimulus with a change in its property. Otherwise,
alternative explanations can be given. For example, the deficit in perceiving rapidly
changing stimulus can be because of the deficit in motion perception itself, not because of problems with delay compensation.

For treatment of these disorders, first, the neurophysiological process that underlies the disorder needs to be identified. My model suggests that the modulation mechanisms for synaptic efficacy in facilitating synapses may be one major substrate of autism/dyslexia. (For a review and a comprehensive neural model of autism, see [113].) The extrapolation mechanism can be disrupted at least in two ways: (1) a normal extrapolation mechanism is not able to catch up with rapid growth, which results in an abnormal increase in axonal conduction delay; and (2) a malfunction in the extrapolation mechanism itself. One anatomical indication that case (1) above may be true is that, in autism, the brain grows rapidly (especially the white matter which is made up of axons) [114, 115]. In such a case, the delay caused by a sudden growth in spatial dimension may be more than the delay compensation mechanisms can cope with, thus leading to failure. As for case (2), to my knowledge, there has been no systematic experimental investigation under this perspective. Further physiological tests can assess whether case (2) can indeed be the case. Also see Sec. VII.C.4, for possible involvement of Ca$^{2+}$ processes.

2. Extension of FAM for other visual illusions

I expect that my approach can be extended to explain other extrapolatory phenomena such as flash-lag effect in color, pattern entropy, or localization. Moreover, I expect that the extended crossneuronal facilitation structure may be able to account for other visual illusions such as the Fröhlich effect [32] and Hess effect [116]. Fröhlich effect refers to a phenomenon where the initial segment of an object’s trajectory is perceived to be invisible, when the moving object appears abruptly. This phenomenon
can be partly explained by the spike-based FAM experiment in Sec. IV.C. Notice that facilitating synapses generated the first output spike train with a certain amount of delay (see Fig. 20, 21, bottom row). In addition to the neural transmission delay from peripheral neurons to visual cortex neurons, the postsynaptic neuron needed some boosting time to respond to the input spike train. Such an initial build-up time can explain the invisibility.

Hess effect, another interesting visual illusion, occurs when a high-contrast moving object is perceived to lead a low-contrast one where they actually move aligned. If such moving objects are processed in the cross-neuronal facilitation model, facilitation will propagate rapidly for the object with high luminance. Because facilitating activity can be turned on by high frequency of spikes (i.e., 50 Hz) [25], the stimulus with higher contrast will provoke facilitation faster than the one with low contrast. With fast cross-neuronal facilitation, the moving object with high contrast can be perceived ahead of the object with lower contrast.

3. Prediction mechanism for autonomous agents

Making predictions is the essence of intelligence. Prediction is based on stored sequences of internal or environmental states, auto-associative recall, and invariant representations [78]. In nature, the environment presents itself differently every moment and living organisms constantly receive continuously changing input stimuli into their nervous system. To achieve accurate prediction, organisms must combine the invariant structure in the environment with the most recent details. I have begun the first step in this direction with the facilitated-smoothing model as discussed in Sec. III.C, where overshoot at the motion reversal point was corrected by smoothing with observation from one further step in the future. Also, backward masking
grounded this model neurophysiologically, as tested with the luminance termination experiment (Sec. IV.B). If this extrapolatory neural dynamics is generalized further, the central nervous system can develop a prediction mechanism.

4. Neuroanatomical and neurophysiological verification

Another interesting future direction would be to verify whether neurons with facilitating synapses are more often found in places where delay compensation is needed more, for example, at the end of long, slow axons, or where precise real-time information is needed. Also, it would be worthwhile to verify whether the variable term \( C \) defined in Eq. 4.2 is plausible in terms of neurophysiology. (Note that I modeled the synaptic efficacy increase factor \( C \) as a variable instead of a constant.) It is known that facilitation is driven by elevated Ca\(^{2+}\) levels in presynaptic terminals. Recently, a neurophysiological mechanism (e.g., involving Ca\(^{2+}\) chelator BAPTA, which serves as a dynamic calcium buffer) has been found [117], which may be responsible for the variation in \( C \).

5. Test computational FAM in virtual environments

Another interesting direction is to apply computational facilitation model to interactive display systems such as virtual environments. In virtual environments, due to the processing time in sensors, simulation computation, and graphic display, the latency between subject’s movement and its corresponding motion of virtual object can be significantly long. Recent work has shown that human subjects in head mounted display feel dizziness and showed decreased performance if the perceived latency is
over 100 ms [118]. Also, subjects are very sensitive to latency in virtual environments and can discriminate latency differences as low as 16.7 ms up to 116.7 ms [119].

Researchers introduced into virtual systems predictive compensators such as Kalman filtering [120] and Grey system [118] to reduce the effect of latency. This approach is quite similar to delay compensation mechanism as proposed in this dissertation. Results by [121] have shown that the predictive compensators help overcome the disruptions of uncompensated time delay, however, subjects were aware of the presence of compensation artifacts produced by the compensation models, such as overshoot and increased noise. (For example, that in Fig. 16, the predicted and filtered trajectories of moving bar generated by Kalman filtering have overshoot around the motion reversal point.)

The facilitated-smoothing model (Eq. 3.9) proposed in this dissertation can be used as an alternative predictive compensator in virtual environments. The facilitated-smoothing model takes into account the neural delay in the nervous system, in addition to the latency in the real-time system. Thus it will generate further predicted trajectory of moving objects in virtual environments. Also, by using simple smoothing method as described in Eq. 3.9, the overshoot problem revealed in other delay compensation models can be reduced. Testing and comparing our model to other predictive delay compensators in virtual environments can also serve as a validation platform for the computational FAM.
CHAPTER VIII

CONCLUSION

The goal of this thesis was to understand the neural mechanism of delay compensation through biologically plausible computational modeling. Flash-lag effect (FLE) was suggested as a psychophysical evidence of extrapolation in the brain. Through extrapolation, neural delay can be compensated for, thus increasing the accuracy in real time perception.

The next question was regarding the neural basis of extrapolation. I showed that facilitatory (extrapolatory) dynamics found in facilitating synapses can be the neural basis for extrapolation. To test this idea, I developed a computational model called facilitatory activation model (FAM) and experimented with various FLE tasks.

First, using the computational FAM, I showed that facilitation with smoothing can achieve accurate perception for fast moving object in spite of neural delay [17]. In the motion reversal experiment, the facilitated-smoothing model successfully explained the visual illusions in terms of extrapolative perception and smoothing (overshoot during continuous motion and the lack of overshoot at motion reversal).

Second, through spike-based FAM, the computational FAM was firmly grounded on neurophysiology. I developed a spike-based facilitation model by modifying the facilitating synapse model. With this, extrapolative neural activity in both increasing and decreasing direction can be implemented. Experiments with luminance FLE showed that facilitating postsynaptic activity can generate more spikes (or less spikes) than those of the presynaptic neuron under increasing (or decreasing) firing rate conditions [17]. It was also shown that motion offset signal conveyed by inhibitory synaptic transmission can successfully eliminate overshoot at the termination of luminance change. In this way, the backward masking, a potential neural mechanism
for smoothing, was implemented in the spike-based facilitation model.

Third, going beyond the single-neuron-level facilitation, I showed that facilitating synapses, if combined with spike-timing-dependent plasticity (STDP), can allow extrapolation to be carried out in a multi-neuron environment [122]. Experiments with bilaterally connected multi-neuron model demonstrated that repeated firing pattern within a small time interval can invoke STDP. Through STDP’s directional selectivity, facilitation could go across the neurons in a specific direction, thus giving rise to orientation FLE.

An interesting question was, whether the FAM, a biologically inspired delay compensation model, can also help to overcome the problem of delay in engineering applications. To test this idea, I developed a facilitating activity network (FAN) model, a recurrent neural network including facilitatory neural dynamics at a single-neuron level. FAN was tested with a modified 2D pole-balancing problem under various input delay conditions, and showed that facilitatory activation can significantly improve the ability of controllers to compensate for delay within the controller system [98]. Test with increasing delay and input blank-out experiments also showed that the adaptability of facilitating dynamics can help overcome increasing delay and external uncertainty [123].

In sum, I showed that facilitating synapses can play an important role in compensating for neural delays. Facilitatory neural activity can effectively compensate for neural delays, and as a result it may cause extrapolation in perception, as expressed in the visual flash-lag effect. Through extrapolating the past to the present, an organism with internal delay can successfully cope with the dynamic environment in real-time, rather than living in the past.

In the future, the suggested models (i.e. FAM, spike-based facilitation model, and cross-neuronal facilitation model) are expected to play a crucial role in understand-
ing neural mechanisms in visual perception, by providing a computational framework where ideas from psychological, neurophysiological, and clinical research can be integrated. The framework can also lead to application in the early detection and treatment of mental disorders such as autism and dyslexia.
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