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ABSTRACT

Coherent Structures and Aeolian Saltation.
(December 2006)
Jean Taylor Ellis, B.S., University of Southerniehia;
M.S., University of Southern California

Chair of Advisory Committee: Dr. Douglas Joel Sharm

Aeolian sand transport models, widely employed dgstal scientists and managers,
assume temporal and spatial homogeneity withirsét@ation field. This research questions that
assumption by demonstrating that the saltatiod iekevent-driven, therefore indicating that the
saltation field is not temporally steady. The fimgs from this research may explain a portion of
the conclusions from previous studies that indita&tequalities between model-estimated and
field-measured aeolian sand transport.

The relationship between unsteadiness in a turbulierd field and pulses in a sand
transport field was investigated on a beach neaalBhven Heads, New South Wales, Australia.
Microphone-based saltation sensors, “miniphonayj’thermal anemometers (both instruments
constructed exclusively for this field experimenwgre co-located (0.02 m separation on center)
and deployed between 0.01 and 0.0225 m above theahd sampled at 6000 Hz. Average grain
size at the field site was 0.30 mm. Five runs togg2050 seconds of wind and saltation data
were analyzed.

The continuous wavelet transform, using the Moslatelet base, was the principle
method for analyzing the wind and saltation recofdi® cross continuous wavelet transform was
used to analyze the wind and saltation time seoesurrently. Wind, saltation, and cross events
were discerned by selecting wavelet power coefitisibetween wavelet scales of 0.4 and 3.0
seconds and with coefficients exceeding the 95%idemce interval.

Average event spacing was 6.10, 6.50, and 6.73dsdor the wind, saltation, and cross
events, respectively. The average event spacingunegin this research was compared to the
empirical-based model presented by Rao, NarashiantthNarayanan (1971). The
correspondence between the model and this resstoctgly suggests that bursting-type coherent
structures were present. The durations of averag®, waltation, and cross events were 1.87,

2.10, and 1.73 seconds, respectively. Integral Hoaes, calculated using normalized auto



correlation and power spectral density analysiseva@proximately two seconds for the wind and
saltation systems. The temporal coincidence ofrttegyral time scale estimations and the event
durations for the wind and saltation system strpsglggests that wind events are driving sand

transport events.
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1. INTRODUCTION

1.1 Research Statement
The goal of this research is to identify and thiearacterize the relationships between

turbulent wind events and sand transport events.

1.2 Conceptual Background

Bagnold attempted to explain, from a physics pEtpe, “some of the many strange
phenomena produced by the natural movement of sarat”the Earth (1941: xvii). One of his
most widely employed expressions relating mean waidcity and mean grain sizes is still used,
almost three quarters of century later, to estireatel transport rates (Bagnold, 1936). Others,
Kawamura (1951) and Lettau and Lettau (1977), fangle, have formulated comparable
aeolian transport models by assuming, akin to Blagnemporal and spatial consistency within
the wind and saltation fields. However, irregulastin the transport field (Fig. 1-1), often
manifested as streamers (c.f., Baas and Sherm@h),2(emonstrate that the saltation field is
unsteady. This unsteadiness contributes to theegiancies found between field measurements
and model predictions of sediment transport (8ierman et al., 1998).

It has been well established that during high viglamonditions the wind field close to
the bed is turbulent, unsteady, and dominated lgiegoherent structures (Robinson, 1991a,;
Clifford and French, 1993). Grass (1971) and La(f8i75) indicated that the most dominant
quasi-coherent structure is the bursting structline. burst and sweep is a multistage highly-
intermittent process (or structure) in which flisdapidly ejected from, (burst) and injected
toward, (sweep) the boundary, and is critical Wirsent transport (Grass, 1971; Jackson, 1976).
Bursting is also apparent during the ejection dfitia vortices that occur throughout the
boundary layer and have been linked to sedimensp@t (Best, 1992; Zhou et al., 1999; Adrian
et al., 2000). Using the terminology from Hunt avdrrison (2000), the formation mechanism of

burst and sweep are ‘bottom-up’ and the hairpitices are ‘top-down’ (Zhao et al., 1999).

This dissertation follows the style of Geomorphgiog



Fig. 1-1. Unsteadiness in aeolian sand transponyjmated primarily by saltation. (Image
provided by E.J. Farrell).

Only relatively recently (compared to Bagnold, 193tve field-based studies been
designed to investigate unsteadiness in the waid éind to link that unsteadiness to fluctuations
in aeolian transport (Lee, 1987). These studies leawloyed qualitative, visual matching (e.g.,
Butterfield, 1991; Stout and Zobeck, 1997; Wiggalgt2004), or quantitative methods such as,
the variable interval time averaging (VITA) meth@huer et al., 1998; Baas, 2003), regression
analysis (Lee, 1987; Sterk et al., 2002; Leendeas. £2005), or wavelet analysis (Schdnfeldt and
von Lowis, 2003; Baas, 2008) establish relationships between the wind and §afds. Their
findings ranged from mixed to inconclusive. Furthere, none of these studies quantified the
characteristic scales describing the temporal auratf individual turbulent wind events or
individual pulses in sediment transport. This resdeaims to establish and quantify that
correspondence for the transport of sand by wirteRt research, outside aeolian
geomorphology, has indicated that the continuougeleatransform is a viable method for event
detection, and therefore, this method has beentadtrein (c.f., Farge, 1992; Salmond, 2005).

1.3 Research Hypotheses
Major hypothesis. Pulses in aeolian transport are correlated withutisteadiness in the

wind field. This hypothesis involves three secogdampotheses.



Secondary hypotheses: 1) Unsteadiness in the wind and sand fields caddmgified by
the continuous wavelet transform function; 2) Cehnéstructures are the dominant forcing
mechanism driving sediment transport; 3) Burstimgcsures can be identified in the turbulent

boundary layer.

1.4 Resear ch Objectives
The main objectives of this research in suppotesting the stated hypotheses are:
1. To design and implement a field experiment to mesashort-term wind and sand
transport fluctuations; and
2. To analyze the resultant time series for eventatietg, characterization, and matching.

1.5 Dissertation Outline

This dissertation comprises seven sections anéppendices. A brief introduction to
turbulent flow in boundary layers, coherent stroesyand identification of structures in the
boundary layer is found in secti@That section also includes a discussion on aeolian
sediment transport, focusing on saltation, andrtezactions that occur during saltation.
Unsteadiness in aeolian saltation is discussedbablkground section concludes with a
discussion on event detection, in particular théatéde interval time averaging (VITA) method
and the continuous wavelet transform method. Se8taescribes the field site and the main
instrumentation used in this research, thermal anesters to measure wind, and a ‘miniphone’
to measure sediment transport intensity. Data témiuand signal processing methods are
presented in sectich The results of the grain size analysis are also presented in that section.
Section5 presents the data analysis for thermal anemometer and miniphone records. A visual
comparison to qualitatively analyze the wind arlthsian fields is presented. The results from
regression analysis and cross covariance anabikisvf To determine the integral time scales,
the normalized autocorrelation function and povpercsral density analysis were employed. The
rest of that section focuses on wavelet analysiad@nd sand events were selected from the
continuous wavelet transform analysis and the aroeinuous wavelet transform analysis using
criterion established in this research. Charadtesisf the wind, saltation, and cross events are
presented in that section. Secttbaynthesizes the findings presented in the previous section.
That section also describes the characteristitiseofoherent structures measured in this research
and hypothesizes on their formation mechanisms fihhésection presents the conclusions of

this dissertation and discusses the implicatiorthisfresearch to aeolian geomorphology.



2. BACKGROUND

2.1 Section Introduction

This section begins with an introduction to theisture of turbulent boundary layers. The
evolution of turbulence being perceived as a chatenomena to a phenomena organized by
guasi-coherent structures is discussed. Saltatiennost dominant aeolian transport mechanism
is described. Unsteady wind and saltation fields revious research investigating this
unsteadiness is discussed. The final portion sfdattion discusses methods to detect events in
wind and saltation time series. The main methodsgnted are the variable interval time
averaging (VITA), this method will not be employleere, and the continuous wavelet transform

methods.

2.2 Fluid Flow
2.2.1 Boundary Layers

When fluid flows across a surface, friction causesformation of a boundary layer.
Flow velocity increases from zero at the boundar93% of the free stream velocity at the outer
edge of the boundary layer (Schlichting and Gers28A0), creating velocity gradients that
produce shear stresses. The discussion belowowilisfon fully developed turbulent boundary
layers over rough surfaces, because turbulent tonslioccur during aeolian transport.

The turbulent boundary may be characterized asmgpaan inner (close to the bed) and an
outer (close to the free stream velocity) regioig.(2-1). Under turbulent flow conditions the
wind velocity profile in the inner region is senoigllinear, and can be described using the “law of

the wall” equation (first described by Prandtl, 283

&:l(ni} (2_1)
u K z

whereu. is shear velocityy, is flow velocity at elevatioaz above the bed; is the von Karman
constant (~0.4), ang is the roughness length, or the height above ¢ldendhere flow velocity
approximates to zero. The roughness length is ajlgi¢/30" grain diameter (for uniform grains),
but may be an order of a magnitude larger duringgs of sediment transport (Sherman, 1992).
The outer layer displays ‘apparent’ friction froomkiulent motions, dominated by eddy mixing
and the flow is described by the velocity defeet (Middleton and Southard, 1984):

u,-u, _(z ]
= —f(dj 2-2)




whereu,_ is free stream flow velocity and is boundary layer thickness. The overlap layew.(Fi

2-1) comprising about the lower 10-30% of the tb@lindary layer (Bauer et al., 2004), is also
called the logarithmic layer because the effectheflogarithmic-based “law of the wall” and the
velocity defect law are both apparent (Middletod &outhard, 1984).
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Fig. 2-1. Regions of the turbulent boundary layEagram is not to scale. (Adapted from
Middleton and Southard (1984), their Fig. 5-11).

2.2.2 Turbulence

The following is a brief review of turbulence summized from Vennard and Street
(1992) and Clifford and French (1993). Early wof&s)., Reynolds, 1895) defined turbulence as
“entirely chaotic motion of small fluid masses thgh short distances in every direction as flow
takes place” (Vennard and Street, 1982: 284, daagrihe history of turbulence). The motion of
a fluid parcel may be split into three orthogomainponentsy, v, andw) in thex, y, andz
coordinate system (Fig. 2-2). Each velocity compomemprises a mean (designated by the
overbar) and a fluctuating, time varying, part {(geated by a prime):

u=u+u' (2-3)

V=V+V (2-4)

W=W+WwW (2-5)



Theu component is horizontal and parallel (along theashline),v is perpendicular ta, andw

is perpendicular to the-v plane. Prandtl (1938) introduced the mixing la§jira concept that
turbulent eddies transfer energy between the hatdoegions (or mixing layers) found in the
boundary layers. Turbulent fluid particles coaleiste eddies and traverse in thdirection

within their mixing layer i) and transfer energy. The eddy size increasesimétkasing distance
from the bed. Clifford and French (1993) noted tiespite the recognition of these semi-
organized features in the turbulent boundary |@yers, somewhat questioning earlier, “chaotic”
definitions of turbulence) it was not until the ri850s that efforts to visualize and measure the
time-averaged motions turbulence (eddies) were maaider (1975) indicated that it has been
since the 1960s that there has been an agreemenganthose that study fluid dynamics that
momentum transport in the turbulent boundary lay@ot random and that there is a level of

coherence to the flow.

X
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—

Fig. 2-2. Conceptual diagram to indicate mixingelalength [) and the instantaneous velocity
components. (Adapted from Fox (1977), his Fig. 5-3)



2.2.3 Coherent Structures

The occurrence of eddies, vortices, and other fahe®herent flow structures is common
within turbulent boundary layers. A coherent mot{structure), as defined by Robinson (1991a:
602) is:

a three-dimensional region of the flow over whitHemst one fundamental flow
variable (velocity component, density, temperatues;.) exhibits significant
correlation with itself or with another variableasva range of space and/or time
that is significantly larger than the smallest lcszales of flow [and]

is responsible for the maintenance (productiondissipation) of turbulence in the

boundary layer.
Kline and Robinson (1989) and Robinson (1991a) deteg a community-wide
assessment on quasi-coherent structure researein.efforts resulted in identification of
major classifications of quasi-coherent structutgstreaks; 2) sweeps; 3) ejections; and
4) vortical motions (this category is an agglomieratf larger boundary layer motions
(Best, 1993)) which will be discussed below. Whesdalibing boundary layer
characteristics, dimensionless units are emplayesignated by a). Boundary layer

dimensionless heighyY) is:

+ u.
y =T (2-6)

where y is the ‘real’ elevation above the wall, is shear velocity , and is kinematic
viscosity. For all the examples in this sectiom, fieal’ distances are shown in
parentheses after the dimensionless elevationyyand51* 10°m? /s (for 20°C air)
andu, = 025m/s. Boundary layer dimensionless timg ), also equivalent to the

turbulent bursting frequency (Rao et al., 19713¥caled to the outer boundary layer

parameters:
TU
TH=——e 2.7
5 (2-7)

whereT is ‘real’ time,U _ is free stream velocity) is boundary layer thickness, and

3<T" <7 (Raoetal., 1971).
Runstadler et al. (1963) were the first to obséuvkulent ‘eruptions’ originating from

the inner portions of the turbulent boundary laydine et al. (1967) described that the streaks

originate at elevations close to the wgll <5 (0.030 mm) and had low velocities compared to

the surrounding fluid. The streaks begin to osteill@levate, and accelerate aro@wy* <10



(0.060 mm), and break up at approximatel< y* <30 (0.181 mm) (Fig. 2-3). Kline et al.

(1967) termed these events ‘streak-ejections.’

_— - \ Lifted and
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Fig. 2-3. Ejection processes envisioned by Klinale(1967). (Redrawn from their Fig. 19b).

Corino and Brodkey (1969) integrated the ‘strepcton’ process described by Kline et
al. (1967) when they described the burst and sweepi-coherent turbulent structures. In the
burst and sweep process, bursting is the streaki@ethat leaves a ‘hole’ at the wall that isefl
by a high-speed fluid mass in an event called singefeveral dimensionless heights have been
reported for bursting, in terms of the burst anéewprocess: Kline et al. (1967), Corino and

Brodkey (1969), and Kim et al. (1971) report dimenkess heights of approximately 30, 70, and
100, respectivelyy* =100 is 0.604 mm).

Burst and sweep events have been observed in maolthfluvial systems (e.g., Drake et
al., 1988; Kostaschuk et al., 1991; Bauer et 898}, however, the relationship between these
events and sediment transport is not well undedstéackson (1976) and Grass (1983) indicate
that burst and sweep is a critical factor in sedintiensport. Many suggest a relationship
between the sweep and sediment entrainment betteysdetermined a majority of stress is
coupled with sweep (Grass, 1971; Sterk et al., 1B@6Ger et al., 1998). However, others found a
majority of stress residing in the burst (Kim ef &B71; Wallace et al., 1972). Williams (1986)
indicates that incipient grain motions are linkedobth burst and sweep. Baas (2003) suggests

that burst and sweep explains, in a general fastiamsport unsteadiness. The order of events,



i.e., a sweep proceeding or trailing a burst,$s ainder debate (McLean et al., 1996; Sterk et al.,
1996; Bauer et al., 1998).

Head and Bandyopadhayay (1981) and Smith et @1(l1®emonstrated that low velocity
streaks close to the bed (described by Kline ¢1867) can be ejected (‘bursted’) and horseshoe-
shaped (wider along the-axis) during lower flow velocities or hairpin skep(narrower along
thew-axis and higher along theaxis) during higher flow velocities. These quashteent
structures differ from burst and sweep becauskedf shape and their size and are similar
because they involve an ejection process that remfiwid from the lower portions of the
boundary layer flow.

Smith and Walker (1990) and Zhou et al. (1999)ally determined that initial hairpin
vortices result in the formation of subsidiary @eel hairpin formation and growth. Smith and
Walker (1990) and Head and Bandyopadhayay (19&tlgate that the ejection angle of the
hairpins is 40-45° to the mean flow, while Zhowakt(1999) report angles ranging between 8-75°
(they reported an average of 45°) (Fig. 2-4). Haad Bandyopadhayay (1981) observed
agglomerations of hairpin vortices during high floenditions throughout the entire boundary
layer (in they-direction). Smith and Walker (1990) suggest thatdhgination of nested hairpin
vortices involves low-speed streaks (Fig. 2-4),s0similar to those described by Kline et al.
(1967). Zhou et al. (1999: 393) state that thesmisenhanced downward flow associated with its
[the hairpin vortex] lift-up process,” thus implgjran interaction with the upper/outer boundary
layer.

Vortices in the turbulent boundary layer have bidentified as the “sinews and muscles
of turbulence” (Kiichermann, 1965) and they play ifaportant role in the overall turbulence
dynamics” (Chakraborty et al., 2005: 189). Robin&#91b: 169) relates the vortical motion to a
human heart because the mass and momentum is “pdtpeughout the turbulent boundary
layer. Vortical structures also contribute to aondy of the turbulence in the upper logarithmic
portion of the boundary layer (Robinson, 1990).iAdret al. (2000) conducted laboratory
experiments (in air, during high velocity conditg)rand report that hairpins are most frequently
observed in groups. Adrian et al. (2000: 42) diad “it cannot be disputed that hairpin vortex
signatures populate the boundary layer abundafitky are found everywhere...” In his flow
visualization model, Best (1992: 808) linked hairportices and nested hairpins to the

“patchiness of [sediment] entrainment observed amyrexperiments.”
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Fig. 2-4. (a) Nested hairpin vortices originatingnfi low-speed streaks at an angle of 45° to
mean flow. (Redrawn after Smith and Walker, 1998) Sequence of multiple vortices.
(Redrawn after Zhou et al. (1999), their Fig. 10b).

Hunt and Morrison (2000) introduced a model desugildominant coherent structure
movement in the boundary layer according to the flelocity regime. When high flow velocity
conditions prevail in the boundary layer, Hunt &marrison (2000), and Hunt and Carlotti
(2001), indicate that the ‘top-down’ model is md@minant. In the ‘top-down’ model, turbulent
eddies from the top of the boundary layer travetléoward the bed and elongate (in the
direction) with decreasing distances toward thd.Walese turbulent eddies impact the bed and a
local internal boundary layer (IBL in Fig. 2-5)fermed within the “eddy surface layer (ESL,

Fig. 2-5). Internal sub-structures called ‘antiadp! (Perot and Moin, 1995) form from eddies
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ejecting away from the bed with a periodicity sdae the outer boundary layer (shown in Fig. 2-
5 as ‘substructures’). In the ‘bottom-up’ modekdbinstabilities at the surface lead to the
bursting sequence in the burst and sweep quasr@ahstructures. The local instabilities are an
order of magnitude (temporally) smaller than toprmary-originated structures and scale to:

Vv
~ 2-8
u? (2:6)
whereV is kinematic viscosity and. is shear stress (Hunt and Carlotti, 2001). Theobotip

model is consistent with the findings of Schoppd Eussain (1997) and Jiménez and Penelli
(1999) and is characteristic to boundary layers Vatver flow velocities (Hunt and Morrison,
2000).
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Fig. 2-5. Sketch of the turbulent boundary layaraading to Hunt and Morrison (2000) where SL
surface layer is and ESL is eddy surface layerapded from Hunt and Carlotti (2001) (their Fig.
1), in which they summarize the findings from Hantd Morrison (2000)).

2.2.4 Characterizing Boundary Layer Turbulence

In attempting to link turbulence (coherent struetuor events) to sediment transport,
several have also characterized the length andsimles of the turbulent events within the
boundary layer using the Kolmogorov inertial subga (Kolmogorov, 1941), Monin-Obukhov
length scale, and the integral time scale, for gtaniiao et al. (2004: 1025) indicated that the
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integral time scale is “the key characteristic tifmethe turbulence,” therefore will be used irsthi
dissertation for turbulent detection.

The amount of correlation within one record (eagyrbulent wind time series) can be
detected by calculating the autocorrelation fumcdefined here ap,, ). For turbulent flows,
and many other geophysical processes, the comeldiminishes with increasing lag §. The
integral time scal€eT)) is the time at Whicfpxx(r) decreases rapidly so that the integral

converges (Pope, 2000) and can be calculated frerautocorrelation function:
Ti = '[pxx (T)JT (2'9)
0

Quadrio and Luchini (2003) suggest that a more Emethod to calculate integral time scale is
to use the first zero-crossing of the autocorretatunction, and this method was employed by
Baas (2006). The integral time scale is also tbguency of the peak power spectral density
(Pope, 2000).

2.3 Aeolian Sediment Transport

There are four recognized aeolian sediment trahspachanisms: creep, reptation,
saltation, and suspension. Saltation is the domimade comprising approximately 75% of all
aeolian sediment transport (Bagnold, 1941) ancefbes is the focus of this review. Saltation
typically comprises sediments ranging in size f@f6-0.5 mm. Namikas (1999) estimated
average saltation path lengths of 0.50 m and hatéeelocities of 2-3 m/s. Fig. 2-6 diagrams
the basic trajectory of saltation. The total numiifesaltating particlesd\;)) comprises the sum of
particles entrained by aerodynamiN;X or impact ;) generated forces. Aerodynamic generated

ejection is required when no external disturbarfces transporting grains) are presemyfis

proportional to excess shear stréz;§— TC):
N, =¢(r, - 7.) (2-10)
where & is a constant (fgrains Newtoiisec'; Anderson and Haff, 1991y, is short term

mean shear stress at the bed, anctitical shear stress, or the minimum shear stressled for

aerodynamic entrainment.

During their laboratory investigations Gerety (1988cKenna Neuman and Nickling
(1994), and Butterfield (1999b) estimated that leemv50 and 80% of sediment flux occurs 0.02
m above the bed. However, it has been documenigd Farrell and Sherman, 2003) that

laboratory-based vertical flux profiles are sigrdfitly different than those derived from field-
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based measurements; the largest difference beigdttation is not as concentrated close to the
bed (c.f., Namikas (2003) for equations). Namikeg9Q) reported roughly 80% of transport is at

elevations below 0.10 m in the field.
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Fig. 2-6. Cartoon showing basic trajectory of sa&ita (Adapted from Lancaster and Nickling
(1994), their Fig. 17-13).

2.4 Saltation and Wind I nteractions During Transport
2.4.1 Response Time

Extensive work in wind tunnels and with numericadaling has measured or modeled
the wind field and the transport of sand to deteenthe response time of sand to fluctuating wind
speeds (Anderson and Haff, 1988, 1991; Butterfie®®1, 1993, 1998; Spies et al., 2000). The
Aberdeen numerical model (Anderson and Haff, 198dEwan and Willetts, 1991) shows that
equilibrium between a saltation layer and an upgpediment-free zone, comprises two response
stages. The first stages occurring within approsétysone second of an increase in wind
velocity, is when the sand transport rate reachadilerium with the wind within the saltation
layer, and is inversely related to shear veloditye second phase occurs when the boundary layer
above the saltation layer reaches equilibrium witheffective roughness changes from the
enhanced saltation cloud. The numerical modelsatahat the secondary response time is
approximately 40 seconds (McEwan and Willets, 198dEwan, 1993).

Butterfield (1991; 1993) confirmed the dual respotisie during wind tunnel
experiments. He measured primary and secondargmssgimes of one second or less and
approximately 100 seconds. He also concluded tigatniagnitude of velocity increase
corresponds with response time, larger velocitygases have longer (2-3 s) response times.

Lastly, Butterfield (1993) determined that sheaest and velocity adjust faster for increasing



14

velocity than decreasing velocity. Spies et al0@0measured 2-3 s and 3-4 s primary response
times for steadily increasing and decreasing wirelpectively.

A shortcoming of response time modeling in labasatmvironments is that a steady
increase or decrease of wind velocity is appliedhradition not common in nature. In the field,
constant wind fluctuations may prevent the attaiminad the equilibrium response. The ability to
measure response time in the field has, until tbcdreen restricted because of instrumentation.
Typically, sand traps have been used to measueediraraged transport rates, but the use of high
frequency sensors, such as those used by Baas) @@@3ackson and McCloskey (1997), paired
with anemometers have overcome this limitation.sSB@803) reported a 0.5 second primary
response time and several have reported a onedseesponse time (Jackson and McClosky,
1997, Sterk et al., 1998; Davidson-Arnott et @02, Schénfeldt and von Lowis, 2003; Wiggs et
al., 2004). However, McEwan and Willetts (1993: 186ggest that a one second response time
“may be an overestimate during “gusty”™ winds besma grain will more easily be accelerated

by an already present grain cloud rather than woitiated from zero flux.

2.4.2 Unsteadiness in the Saltation Field

Several studies have attempted to relate fluctnaiio a wind field to variations in a
transport field using qualitative and quantitatimethods. These studies have employed various
techniques to measure transport and have been cteddn the laboratory and in the field, as
summarized in Table 2-1. Most laboratory studies ttsed qualitative methods (visual analysis
of the two time series) found a correspondence drtvthe wind and saltation. The field-based
experiments showed disagreement using both gueditand quantitative analysis methods. The
consistency in the laboratory results may be beratithe ability to control the conditions in the
laboratory especially vis-a-vis steady wind velpcAlternatively, the consistency in the
laboratory results may be because the qualitatizods are not held to any statistical standards.
Additionally, Spies and McEwan (2000) indicatedttwand tunnels do not allow for realistic gust
development because eddies are small compareditosize.

A subset of the studies presented in Table 2-lutatkd correlation coefficients to relate
wind velocity to saltation intensity (Table 2-2}efk et al. (2002), Namikas (2002), and Leenders

et al. (2005) found that their statistics improvdten employing longer time averaging lengths.
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Several have measured the turbulent directionapom@nts (i.e., horizontal and vertical
to the bed (c.f., Fig. 2-3)) in the wind field. Tdectional components can be measured with hot
film or sonic anemometers and the resultant timesean be analyzed using quadrant
decomposition (82.5) or to determine which compowéthe velocity field is most correlated
with the saltation field. Sterk et al. (2002), Seofeddt and von Léwis (2003), and Leenders et al.
(2005) concluded that the (horizontal) component was most highly correlateddltation.

One deficiency with such studies is that none measind velocity and saltation with
precisely and tightly controlled time and spaceckyanization. Wiggs et al. (2004) acknowledge
that the discrepancies in their data are parttadigause the distance between their measuring
devises are located too far apart, at approximatedymeter. Baas (2003) and Baas and Sherman
(2005) (papers based on the same field experinpéaded their saltation sens@gfireg at 0.04
m above the bed, 0.10 m away from the hot film asraster. Bauer et al. (1998: 353) deployed
cup and hot film anemometer towers and tipping buskdiment traps “within one meter” of
each other (c.f., Bauer and Namikas, 1998 for deta sediment trap). Several authors (Jackson
and McClosky, 1997; Sterk et al., 2002; and Davidadmott et al. (2003) did not report the
horizontal distances between their wind and sanakoming devises. It should be noted that
previous studies (shown in Table 2-2) focused ¢abdishing an overall linear dependency
between the wind and sand records. However, notteesé studies were able to discern

individual wind or saltation events, nor were aoleorrelate these events.



Table 2-1. Summary of investigations (presentethimnological order) that attempted to

establish a relationship between unsteadinessokind and sand fields. Summary statements
from the authors were used to determine if there avinkage between wind and sand (column

4). If there is a “N/A” in the fourth column, theithor(s) made no comment.

Linkage
between
Study Analysis Wind & Sand

Author (year) Location Methods Established? Comments

Lee (1987) Field Quantitative  Yes Correlation coefficients
Auto correlation, cross correlation,

Jackson and Quantitative/ 2nd order polynomial r, visual

McCloskey (1997) Field Qualitative Yes matching
Visual, time series matching (their

Butterfield (1991) Field Qualitative No Fig. 13)

Unsteady wind conditions, visual
time series comparison (their Fig.

Butterfield (1991) Lab Qualitative Yes 10)

Visual, time series matching (their

Butterfield (1993) Lab Qualitative Yes Fig. 13.8)

Stout and Zobeck

(1997) Field Quantitative Intermittency function

Bauer et al. (1998) Field Quantitative  No VITA
Fig. 6 shows sand lagging wind by
0.3 phase (wind was generated in

Butterfield (1998) Lab Qualitative N/A sinuous motion)

Sterk et al. (1998) Field Quantitative  N/A Correlation coefficients
Correlation coefficients (Yes for
longer time averaging, entire run

Namikas (2002) Field Quantitative  Yes/No and 15 s blocks; No for 1 Hz data)

Sterk et al. (2002) Field Quantitative  N/A Correlation coefficients

Davidson-Arnott et Yes at lower beach (their Fig. 6A);

al. (2003) Field Qualitative Yes/No No at foredune top (their Fig. 6C)

Davidson-Arnott et

al. (2003) Field Quantitative  No Intermittency function

Schdnfeldt and von

Léwis (2003) Field Quantitative  Yes Spavelet (their Fig. 6)

Wiggs et al. (2004)  Field Quantitative  N/A Time fraction equivalence method

Baas and Sherman

(2005) Field Quantitative  Yes VITA and covariance

Leenders et al.

(2005) Field Quantitative  No Correlation coefficients
Spavelet, cross-correlation (of

Baas (2006) Field Quantitative  Yes wavelet coefficients)

Davidson-Arnott

and Bauer (2006) Field Quantitative N/A Correlation coefficients
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Table 2-2. Summary of investigations that attempoeestablish a relationship between
unsteadiness the wind and sand fields using ragreasalysis. Linear regression analysis was
used, unless noted otherwise.

Correlation

Author (year) Coefficients Comments
Lee (1987) 0.68
Jackson and
McCloskey (1997) 0.90 Study 1: 2nd order polynomial

0.94 Study 2: 2nd order polynomial
Sterk et al. (1998) 0.65 Storm 1

0.57 Storm 2
Namikas (2002) 0.088 1 Hz, u® anemometer data (his Fig. 6E)

0.464 1 Hz, u<’ drag plate data (his Fig. 6F)
Sterk et al. (2002) 0.54 Only periods with saltation were considered

0.51 Only periods with saltation were considered
Schdnfeldt and von
Lowis (2003) 0.67
Leenders et al. 4 Hz sample rate, horizontal wind velocity component; 3 June
(2005) 0.62 2002 study
Leenders et al. 4 Hz sample rate, horizontal wind velocity component; 16 May
(2005) 0.45 2003 study
Davidson-Arnott
and Bauer (2006) <0.05-0.40 1 Hz sample rate, only periods with saltation were considered

2.5 Event Detection

To be designated as an event, the magnitude @medluration (length) must exceed
thresholds defined by the user or by the eventtietemethod. An optimal method is one that
can identify and select events from the backgraigdal without selecting false events and
without requiring extensive subjective decision-ingkraining from the user.

There are several analytical methods to detectlasdribe coherent structures in turbulent
flows (most reviewed in Sullivan et al., 1996): éotample, proper orthogonal decomposition,
linear stochastic estimation, Gram-Charlier estiomtcontinuous and discrete wavelet
transforms (Farge, 1992), quadrant decompositiong$tad and Skare, 1995), and variable
interval time averaging (VITA). All the aforementied methods, with exception of VITA and
wavelet require simultaneous, multiple point (ireulti-dimensional) measurements of the flow,
usually at sampling frequencies faster than 10THe. following discussion will focus on VITA
and the continuous wavelet transform because Hreséhe methods that have been most

frequently used in the past (VITA) or that will beed herein (wavelet).
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2.5.1 Variable Interval Time Averaging (VITA) Method

The variable interval time averaging (VITA) methsdised to detect anomalies in time
series of a particular variable, usually flow vétpcAnomalies, termed ‘events,’ are rapid
departures from the local mean conditions. The Vifiéthod was developed by Blackwelder and
Kaplan (1976) as a means of detecting turbulemtsvand has frequently been employed to
detect such events in water and air (e.g., Narahiamd Kailas, 1990; Bauer et al., 1998). The
VITA method requires a continuous time series analtiype of bandpass filter that removes short
duration and small magnitude events (Johanssokiratisson, 1982). The user determines an
appropriate averaging time and threshold to disistgan event from background ‘noise.” Given

a fluctuating wind speedi) over time {):

(u(t, 7)) = %j:fu(s)ds (2-11)

whereT is the averaging period,s the integration period, ar(d> indicates a variable-interval

time average. A3 approaches the total record lengih,(VITA approaches the record average
(u):

lim (u(t, T)) :iJ'Tr u(s)ds=1 (2-12)
T-T, T 7o

An instantaneous variance (VAR) of the fluctuatingntity (1) over an averaging period)(can

be calculated for every sample in the time sersasgu
(VARL,T)) = 1 | t+T/2[u(s) -, °ds (2-13)
1 T t_% T

The result is a filtered time series with discre¢aks indicating events. A thresholdl hust be

assigned to determine if the peaks are VITA events:
(VAR},T)) > k(VAR) (2-14)
The last step of VITA is the use of a detectionction D(t):

D(t)= {1 ?f <VAF(t,T)>>k(VAR) 2.15)
0 if otherwise

that assigns a value of unity to a VITA event aatbdtherwise. A& increases, the number of
VITA events decreases.

A range of values has been usedikicaind the choice is somewhat subjective. Johnasson
and Alfredsson (1982) in a literature review, fo@dnge of 0.2 to 1.6. Bauer et al. (1998) used
1.1, and Baas (2003) used 0.4. The number of VNexealso depends dn Blackwelder and
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Kaplan (1976) suggestTabased on dimensionless time. Bauer et al. (1998 Baas (2003),
employed 4 s and 2.5 s time averages, respecti8elye have adopted quantitative assignments
of kandT. For example, Bogard and Teiderman (1986) sudgestAR/¢%. Blackwelder and
Kaplan (1976) applied VITA to wind speed measureémdetect burst-sweep events.

Bauer et al. (1998) and Baas (2003) used VITA aigly an attempt to correlate wind
and sand transport events. Bauer et al. (1998)uded that VITA-selected wind events do not
correlate with sediment transport fluctuationsthlis experiment, anemometers measured wind
speed at 1 Hz and a tipping-bucket sand trap (seerBand Namikas, 1998), located
approximately 1 m away, sampled at 1 Hz and medsediment transport fluctuations. Bauer et
al. (1998) concluded by indicating that the unasties of their results might be solved with high
frequency measurements of wind and sediment flaasg2003) employed the VITA method on
anemometer time series and found correlations méhsurements from saltation sensors
(Safires) located 0.1 m downstream.

A suite of criticisms about the VITA method havebenoted. The subjectivity when
assigning andT is a major limitation of the method (Sullivan et, 41994), and may result in
under- or over-estimation of the number and tinohYyITA events (Bauer et al., 1998). Bogard
and Tiederman (1986) indicated that the VITA methad detect turbulent events in a wind time
series. However, they pointed out that VITA is mpraa false detections if a high threshd{jlig
not selected. The VITA method is unable to deteentive duration of an event. Johansson and
Alfredsson (1982) indicated that the relationshépaeen the frequency of event occurrence and
the dependence on the threshold selection is extiaheVisual identification was deemed
superior to VITA analysis in identifying structuriesthe wind field by Antonia et al. (1986). The
VITA method will not be employed in this researacause of the high level of subjectivity when
selectingk andT (and the subsequent impact on event selectiotgridtively, a more

quantitative-based method will be employed to $edgents in the wind and sand events.

2.5.2 Continuous Wavelet Transform

Wavelet analysis, introduced by Grossmann and é#1¢tl984), is a method used
frequently throughout geosciences (c.f., Kumar Bodrfoula-Georgiou, 1997). The wavelet
method has been used to detect the influencees tid a stream gauge (Lim and Lye, 2004), to
characterize snowmelt in Antarctica using sateiiitagery (Liu et al., 2005), to detect patterns in
field and simulated forests (Mi et al., 2005), andletect freak or breaking waves in the ocean
(Mori et al., 2002 and Liu and Babanin, 2004, retigely). Farge (1992), however, is recognized

as the first to introduce wavelet as a method teaaurbulent events in time series. Several
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others have since followed and have employed wagealkelysis as a means to detect coherent
motions (Liandrat and Moret-Bailly, 1990; Gamage &tagelberg, 1993; Terradellas et al.,
2001).

Wavelet analysis simultaneously decomposes daiahetscale (frequency) and time
domain and therefore can be employed to detectidhdhl coherent structures (in the wind field)
occurring at characteristic scales at certain tirdésvelet energy corresponds to variations in the
original signal at a given scale and position (igcation in the time series). If the original rsid)
does not fluctuate at a given scale and positlmncorresponding wavelet energy is zero (Farge,
1992). Advantages to the wavelet method over athalysis methods (in particular VITA),
include that the input data do not have to bewtaty and that wavelet analysis provides time
and scale information, allowing the user to asaertat only the location of the events, but also
the scale/duration. Also, there is no subjectiveghold required.

Torrence and Compo (1998: 61) indicated that waweégps (results of wavelet analysis)
are subject to quantitative interpretation: “Thevelat transform has been regarded by many as
an interesting diversion that produces colorfutyries, yet purely qualitative results.” However,
Torrence and Compo (1998) introduced a method $@mdate regions in a wavelet map that are
statistically significant at the 5% level (or th&%@ confidence interval). Their methods have been
employed by others to detect turbulent burstintpénocturnal atmospheric boundary layer
(Salmond, 2005) and to determine ecological pagtaging simulated data and field data from a
Beijing forest (Mi et al., 2005).

The following reviews basic concepts to waveletigsis, especially those portions
relevant to this research. More detailed descmgtimay be found in Farge (1992), Meyers et al.
(1993), and Hubbard (1998).

The wavelet transform is a mathematical technifaé ¢onvolves a time serieg)(with
a wavelet base (82.5.2.9), (/7) at each pointt) for each scaleaj:

W, (a)= Nixb. wﬂ{ﬁb—_bh} (2-16)
b'=0 a

where ) indicates the complex conjugal¢is the number of points in the time series, @hib

the time step. The valuesandb are the wavelet coefficients whexés the dilation function (or

width of the wavelet scale) afids the time lag or translation parameter. In thetiuous

wavelet transform (rather than its counterpargrdie wavelet transform), scale and time are

continuously shifted. The continuous wavelet transfis considered superior to the discrete for
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extracting features in a time series, whereasatterlis more appropriate for noise reduction and

data compression (Grinsted et al., 2004).

2.5.2.1 Wavelet Base

Selecting the wavelet base, or mother wavelehdsnost subjective portion of wavelet
analysis. The Morlet and Mexican hat wavelets atecsed here for further discussion because
these two have been employed in research simildwgavork (e.g., Salmond, 2005; Baas, 2006).
Other wave bases, such as Daubechies, Haar, anet Meg detailed in Farge (1992),
Wojtaszczyk (1997), and Hubbard (1998).

The Morlet wave base, shown in Fig. 2-7 is nonagtimal, complex, and symmetrical. It
is efficient at defining the initiation and termtian of the changes in background conditions
(Hagelberg and Gamage, 1994) and has effectivedy beed to characterize the durations of
coherent structures (Thomas and Foken, 2005). Slesttiers have used the Morlet wavelet, to
discern intermittent periods in the nocturnal bamdayer (Salmond, 2005) and to find periods
of turbulence in the atmospheric boundary layerr@dellas et al., 2001), for example. The
equivalent Fourier period for the Morlet waveleeual to the wavelet scale multiplied by 1.033.

The equation for the Morlet wave base is:
Woln) = e ven? (2-17)
where ), is non-dimensional frequency arpds a non-dimensional time parameter.

The Mexican hat wave base (Fig. 2-7) is the nomedlisecond-order of a Gaussian and
is non-orthogonal, simple, and symmetrical. Theivedeant Fourier period for the Mexican hat is
equal to the wavelet scale multiplied by 3.97, ¢fane, the Morlet wavelet is superior for
discerning features at smaller scales. CollineauBronet (1993: 377) concluded that the
Mexican hat was “suitable” for counting “signifiddevents, however, their research did not
consider the Morlet wavelet base (because it wasTplex wavelet) and they were detecting
events with periods of 100 seconds. Mallat and gh(@®92) and Liu et al. (2005) have
successfully used Mexican hat wavelet for edgectiete The equation for the Mexican hat wave

base is:

win)= L (6”’2/2) (2-18)

Jr(25) dn?

where[ is the gamma function anglis a non-dimensional time parameter.
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— Mexican hat
—— Morlet
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Fig. 2-7. The Mexican hat (blue) and the real poiof the Morlet (red) wave bases.

2.5.2.2 Wavelet Analysis in Aeolian Research

Wavelet analysis has been used in aeolian inagiigs by Schonfeldt and von Léwis
(2003) and Baas (2006). Schonfeldt and von LoW0932 used the Haar wavelet base in a
discrete wavelet transform of their horizontal aedical (relative to the bed) wind
measurements obtained from a Saltiphone deployiéd.above the bed (c.f., Spaan and van
den Abeele (1990) for details on the Saltiphon@ad(2006) selected the Mexican hat to
correlate boundary layer turbulence to aeolianspart measured with @afiredeployed 0.04 m
above the bed (c.f., Baas (2004) for details orSidifire). Neither study analyzed the wavelet
maps, rather they focused on spectral analysiseoivavelet coefficients, or “spavelet” (c.f.,
Petenko, 2001). Baas (2006) calculated that thke gectral wavelet energies for wind and
saltation were 60 s and 6-7 s., respectively. Timel\&nd saltation records of Schonfeldt and von
Lowis (2003) corresponded with the -5/3 Kolmogostape (Kolmogorov, 1941), while only the
high frequency portions of the saltation spaveleves calculated by Baas (2006) matched this

slope.
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2.5.3 Cross Continuous Wavelet Transform

Continuous wavelet transform provides a powerfth danalysis tool for event detection
in an individual time series, for example wind aahd records. However, events are only
discernable for each time series. Grinsted eR@D4) discussed the methods for a cross wavelet

transform that allows for two time series to unaecgntinuous wavelet transform
simultaneously. In this research, power waveleffuments from the thermal anemometcwt{)
and miniphone\(Vbz), calculated using Eq. 2-16, are used to calcuiaiss wavelet coefficients
using the following:

W, =W, W, " (2-19)

where (*) is the complex conjugate (c.f., Grinsgtl., 2004 for details on cross wavelet).

Regions that are statistically significant at tlé&®confidence interval can be identified.
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3. STUDY SITE AND FIELD METHODS

3.1 Section Introduction

Section3 begins with a description of the study site near Shoalhaven Heads, New
South Wales, Australia. The instrument system atd dollection are described, including the
weather conditions on the day of data collectidme Thermal anemometers and the saltation
sensors, or “miniphones” are introduced. The dirimssand location of the hose-style sand traps

described. Lastly, the two instrument configuragiane presented.

3.2 Study Site L ocation

Sediment transport and wind data were collectediguat 2004 on an un-named beach
(34.5140° S, 150.4456° W) south of Seven Mile beaahnorth of Comerong beach, at the end
of the Shoalhaven River near Shoalhaven Heads,3eith Wales, Australia. This field site was
selected because of the open, relatively flat toggaigy and relatively small sand grain size. Also
at this location wind could blow from a range opegximately 270° with a long enough fetch to
transport sand and develop a boundary layer wittichkness in excess of one meter. Vehicles
were allowed on this beach, also making this astagilly attractive field site. Fig. 3-1 shows the
approximate location, of the study site and Fig2.éhd 3-3 are oblique images of the site. On 4
August 2004, the average temperature was 11.0éGuérage relative humidity was 53%, and
the average wind speed was 25.4 km/hr at the Nowetaorology station (site number 68072 at
34.9469° S 150.5353° W, Australian Government BucgdMeteorology). On the previous day
(3 August 2004) at the Nowra weather station, 0né oh precipitation was measured between
13:05 and 13:19. No precipitation was reported@wid on 4 August 2004. Short (1983) and
Wright (1970) provide details about the geomorjtigtory of Seven Mile and Comerong

beaches.
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Fig. 3-1. Field site location, between Seven Mild £&omerong beaches near Shoalhaven Heads,
New South Wales, Australia. The black star indisdle location where the instruments were
deployed. Wind was from the west during data ctibbec(http://earth.google.com).

Fig. 3-2. Oblique photograph of the field site lowkwest from the location of the instruments
toward the Shoalhaven River.
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Fig. 3-3. Oblique photograph of field site lookingrth toward Seven Mile Beach.

3.3 Instrumentation
3.3.1 Thermal Anemometers

Custom, ruggedized thermal anemometers with a éregpuresponse of 5 Hz were
constructed by Dantec Dynamics (www.dantecdynaries) specifically for this field project.
These sensors are similar to the Dantec Dynamatsegrused by Butterfield (1999a) in his
laboratory experiments. The probe is a stainless stbe with sensors on the end and is designed
to withstand intense sandblasting, but not moisterg, direct raindrop impact) (Fig. 3-4). These
thermal anemometers measure uheind velocity (c.f., Fig. 2-2). Previous studiess@issed in
§2.4.3) that measured multiple components of thelwbncluded that the velocity component
was most correlated with the saltation field. Finermal anemometers
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connect to one anemometer module (Fig. 3-4B) thadried directly to the data acquisition
system. The anemometer module requires 9-12 VD) @f power and outputs 0-5 VDC, a
range that equates to approximately 0.2-30.0 nife.sIgnal processing procedures are outlined
in (84.3.2).

Fig. 3-4. Thermal anemometer sensor (A) and mo@)l@s manufactured by Dantec Dynamics.
The probes that measure wind velocity (at ~7 crtherruler in (A)) are 8 mm (top) and 4 mm
(bottom) and their diameter is approximately 2 rilime diameter of the instrument (between
~22-27 cm on ruler) is 0.05 m.

3.3.2 Saltation Sensors

Microphone-based saltation sensors, “miniphonesrevdesigned and constructed to
detect discrete sand grain impacts. Technicalldeththe miniphones can be found in Ellis
(2006; also Appendix A). Two microphone sizes wesed: 1) 9.4 mm diameter (69 mimontal
area) microphone with a sensor diameter of 6.0 88127 mn frontal area); and 2) a 6.0 mm
diameter (28 mimfrontal area) microphone with a sensor diameter.@fmm (12.56 m#aifrontal
area) (Fig. 3-5). Here, microphones will be distiised according to their sensor area.



Fig. 3-5. Front (A) and side view (B) of miniphoriéhe 28.27 mmminiphone is on the left and
the 12.56 mrhis on the right in both panels.

3.4 Sand Traps

Hose-style sand traps (Fig. 3-6), similar to thdescribed by Pease et al. (2002), were
constructed to measure sediment transport ratesagidre sand for grain size analysis. Grain
sizes and sediment transport rates were usedibpatalthe efficiency of the miniphones (c.f.,
Ellis, 2006; also Appendix A). The opening of theptwas 0.10 m high by 0.10 m wide and the
downwind trap length was 0.20 m.
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Fig. 3-6. Hose-style traps deployed during thadfetperiment. The exposed (A) dimensions are
0.10 m wide by 0.10 m high. The depth (B) of traptis 0.20 m.

3.5 Instrument Deployment

This research was part of a larger field projéwrefore, the deployment was more
expansive than needed to accomplish the objeatifvibgs study. The discussion below will focus
only on the portions of the field deployment reletvor this research.

Two instrument configurations were used (A-B), anel shown in Fig. 3-7. Both
configurations had one thermal anemometer and mami@ pair mounted on a tower. The
miniphones and thermal anemometers were secured wsioden mounts (Fig. 3-8) and located
0.02 m apart (bed-parallel), on center. The insénnelevations are shown in Table 3-1. Sand
traps were deployed during each data run. Duringfi@oration A, the center of Trap 1 was
located 0.20 meters from the center of the TA-M#8Y.p-ig. 3-9 is a photograph taken during
Configuration A and Fig. 3-10 shows a close-uprofrstrument tower. During Configuration B,
two traps were deployed, Trap 1, 0.20 m from theMWE pair and Trap 2, 0.10 m from Trap 1.

Table 3-1 shows the instrument configuration aad sime for the five data runs. The
miniphones and thermal anemometers were monitgmechsonously at 6000 Hz to optimize the
multiplexing (speed) of the data acquisition syst&he thermal anemometer and miniphone
nomenclature that is maintained throughout theediagon is also found in Table 3-1. This table
also shows whether the 28.27 fnon 12.56 mrimicrophones were deployed.

Data were collected and stored using a Nationatuments DAQ Card 6036E,
connected to a Microsoft-based laptop (Intel Pemtvd processor 15000 MHz, 512 MB RAM).
During data acquisition, the laptop was poweredtbinternal battery, rather than a generator, to
avoid introducing electronic noise into the system.
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Sand —A®
trap —_
0.02m
Th I
A erma @ Miniphone (MIC)

Anemometer (TA)

Configuration A Configuration B

MIC/TAO1

0.20m 0.10m  o.20m

Fig. 3-7. Schematic showing the two (A, B) instrunneonfigurations used during the field
experiment. Instrument elevations for the thernm&mometer (TA) miniphones (MIC) are found
in Table 3-1.

Fig. 3-8. Photographs of the wooden mounts useddare the thermal anemometers and
miniphones onto the instrument towers. (A) is ddratview, (B) is a top view, (C) is a top view
with the cover taken off to show the groves whaeerhiniphone (left) and thermal anemometer
(right) are placed, and (D) is the side that isomeal to the wind.
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Table 3-1. Details for each data run, includingrilve start time, instrument elevations (shown
under the run number), miniphone (MIC) sizes, arstrument configuration for the five data
runs used in this research. The sample rate favitReand TA was 6000 Hz.

Run Start Run Length MIC Size Instrument
Time (s) (mmz) Configuration
Run 1 12:05 354 A
0.01m 28.27
Run 2 13:37 346 A
0.0225 m 12.56
Run 3 14:13 670 A
0.02m 12.56
Run 4 15:03 1138 A
0.02m 12.56
Run 5 16:05 1218 B
0.02m 12.56

Fig. 3-9. Instruments deployed during a Configurath run. The box shown on the left of the
photograph is the anemometer module in a proteptagtic case. Only the bottom TA-MIC pair
is used in this research.
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Fig. 3-10. Thermal anemometers (silver) and minfgso(black) mounted on an instrument tower
at 0.02, 0.06, 0.12, and 0.20 m above the bed.rfopoof a sand trap can be seen on the top of
the photograph. This photograph was taken duri@grafiguration A run. Only the bottom TA-

MIC pairs are used in this research.
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4. DATA REDUCTION AND SIGNAL PROCESSING

4.1 Section Introduction

This section focuses on the process of reducidgaaalyzing the thermal anemometer
and miniphone data. The statistical and visual o@ghor processing and reducing the
miniphone data are discussed. The results of #rend anemometer and miniphone calibrations
are presented. The calibrated time series of tteeuded in this research are presented. A
discussion of smoothing and detrending technigndsgaaphs showing the results follow.

Finally, the grain size characteristics from théemed samples are presented.

4.2 Miniphone Data Reduction

The miniphones used in this study were designedgasure unsteadiness in the saltation
field and were not designed to withstand long mkiof intense saltation. It was observed during
the field experiment that the surface of the minipdhmelted. Fig. 4-1 shows the degradation of
the miniphone surface after a ~1200 second deploymehe saltation layer. Intense saltation
causes the miniphone diaphragm (the portion ofrtiméphone that senses the impacts; c.f., Ellis
(2006); also Appendix A) to vibrate rapidly, incsgag the temperature and eventually causing
the surface to melt. Runs 4 and 5 were truncateztevignal degradation was apparent and when
the performance of the algorithm to select impdotgnished because the signal to noise ratio
became too large (c.f., Ellis (2006); also Appeniifor algorithm details). Fig. 4-2 shows the
entire raw miniphone time series from Run 4 thas wancated at 600 seconds as an example.
The signal began to degrade from the beginningefé¢cord, but is more apparent around 500
seconds. However, the performance of the algoritlthmot degrade until after around 600
seconds (Note: If the standard deviation thres(gikb 5) is increased, the algorithm is able to
discern impacts with increased signal to nois@satiowever, it was determined here that the
same threshold would always be used within one fim} co-located thermal anemometer (10-
second averages) is plotted on Fig. 4-2 (red trmcshow that the decreasing average miniphone

signal is not related to a decrease in the backgtowise (wind).
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Fig. 4-1. Photograph of a miniphone before deplayngeft) and two miniphones (middle and
right) that were deployed in the saltation laye®.82 m above the bed for about 1200 seconds.

Wind Speed (m/s)

Signal (volts)

| | | | | |
0 200 400 600 800 1000
Time (s)

Fig. 4-2. Run 4 raw miniphone (left axis) and 10es®l average of the thermal anemometer
(right axis). Only 0-600 s was considered in tleisearch.
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In order to link saltation and wind events Sterkle(2002) and Davidson-Arnott and
Bauer (2006) only considered portions of theiragadh records where the saltation counts were
either just greater than zero or were fairly ingeri3uring Run 3, shown in Fig. 4-3, the latter
portions of the record show little to no saltat{erg., only a couple impacts between 550-600 s).
This record was truncated at 450 seconds whersattegion intensity decreased and the signal to
noise ratio increased (see discussion above).ififgeseries from Runs 1 and 2 were not

truncated.
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0.004
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Fig. 4-3. Raw miniphone time series from Run 3.ydRKW50 seconds was considered in this
research.
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4.3 Signal Processing M ethods
4.3.1 Miniphones

The miniphone, because it is microphone- (acoudbtised, detects grain impacts and
other background sound, such as wind. Becauseofety different frequencies of the signal
produced, it is possible to separate the grain étgpfaom the background noise. An algorithm
was developed to isolate grain impacts from the/“nainiphone signal. The resultant time series
were reduced from 6000 Hz to 5 Hz by accumulatingact counts because the thermal
anemometer response frequency was limited to 5nidztas ideal for data processing to have
both time series at the same sample rate. Detaolstdhese procedures are provided in Ellis
(2006; also Appendix A).

4.3.2 Thermal Anemometers

Fig. 4-4 shows a 30 second example of an un-cédithritaermal anemometer time series,
sampled at 6000 Hz. Each thermal anemometer wesatald using the equations provided by
Dantec Dynamics. Appendix B shows the MATLAB alglonh and the associated calibration
coefficients. After calibration, thermal anemometords were block averaged to a 5 Hz sample
rate to correspond to the response time of theumsnt (83.3.1). The 5 Hz, calibrated version of

Fig. 4-4 is shown in Fig. 4-5.
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Fig. 4-4. Un-calibrated (6000 Hz) thermal anemomitee series.
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Fig. 4-5. Calibrated and block averaged (5 Hz)rtfaranemometer time series.
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4.4 Thermal Anemometer and Miniphone Time Series

The 5 Hz time series that will be used in this itgion are presented in Figs. 4-6 to 4-
10. The total number of saltation impacts for thieraphones and the average wind speed
measured by the thermal anemometers are preseniedblie 4-1.

Table 4-1 indicates that higher average wind spéedot always correspond with
higher rates of grain impact. During Run 4, thedstvaverage wind speeds and the lowest
impacts per second were measured. Run 2 had thestizansport rates, however, the average
wind velocities were approximately 0.3 m/s sloweart those measured during Run 3 (the run in
which the highest average wind speeds were megsditeelimpact per second count during Run
1 cannot be directly compared to Runs 2-5 becalm®er miniphone was deployed, thus
explaining the large impact counts and low aversigel speeds. However, the different
miniphone sizes for Run 1 will not impact subsequ@ralysis because these tests compare

relative transport intensities within the run, between runs.

Wind Speed (m/s)
A
T
|

| | | | | |
0 50 100 150 200 250 300 350
Time (s)

100 T T

80 b

60 -

a0 1

Saltation Impacts (counts)

20 FI !

0 | | | | I | I
0 50 100 150 200 250 300 350

Time (s)

Fig. 4-6. Run 1 time series for the miniphone dredthermal anemometer tower.
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Fig. 4-7. Run 2 time series for the miniphone dredthermal anemometer tower.

50

! ! ! !
100 150 200 250

Time (s)

!
300

20

50

! | ! !
100 150 200 250

Time (s)

!
300

39

Wind Speed (m/s)

50

I
100

| | | |
150 200 250 300
Time (s)

I
350

|
400

450

120 -

100 -

80

60—

20

Saltation Impacts (counts)

Ul

Fig. 4-8. Run 3 time series for the miniphone dredthermal anemometer tower.
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Table 4-1. Summary data showing the total graireicbpfor each run, average impact counts per
second (impacts per second), and the average wewtifor each anemometer, and the
miniphone size.

Total Grain
Record MIC Surface Impacts Impacts Per Average Wind

Length (s) Area (mm 2) (counts) Second Speed (m/s)
Run 1 (0.01m) 354
MIC 28.27 40540 114.52
TA 2.29
Run 2 (0.0225m) 346
MIC 12.56 26247 75.86
TA 2.76
Run 3 (0.02m) 450
MIC 12.56 26431 58.74
TA 3.07
Run 4 (0.02m) 600
MIC 12.56 33224 55.37
TA 2.85
Run 5 (0.02m) 300
MIC 12.56 22281 74.27
TA 2.62

4.5 Smoothing and Trend Removal

The 5 Hz time series (presented in 84.4) were éunthhocessed to remove long-term
trends found in the data (similar to a low-pagefjl The 5 Hz thermal anemometer and
miniphone time series were detrended using linegrmesssion and a third-order polynomial
regression analysis. The residuals from the linegiression were saved and were used for the
third-order polynomial regression analysis and(tteav) residuals were saved. The equations and
the percent variances removed during the detrertiocess are presented in Table 4-2. The
detrended time series are shown in Figs. 4-1116 where panel A shows the thermal
anemometers and panel B show the miniphones. Tienea removed (%), shown on Table 4-2,
ranges from 0.10 to 49.08. These extremes arefbotid within the thermal anemometer
records, Runs 5 and 1, respectively. The conceirais for the runs where a high level of
variance is removed (e.g., Run 1 TA, Run 2 MIC3t tihe time series is not dampened to the
extent where potential events may be eliminated.

The 5 Hz time series (presented in 84.4) wereraldoced to produce a 1 Hz time series.
Davidson-Arnott and Bauer (2006) completed thagression analysis using 1 Hz data. At 1 Hz,

visual comparison (qualitative analysis) is ea@empared to 5 Hz) because the higher
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frequency fluctuations are removed. Davidson-Areotil. (2003) also employed a 1 Hz sample
rate for their qualitative analysis. To reduce %hdz miniphone record to 1 Hz, the 5 Hz time
series were accumulated. A corresponding thermehameter record was made by block
averaging the 5 Hz time series to 1 Hz. The 1 ke tseries are shown in Figs. 4-11 to 4-15

where panel C show the thermal anemometers and Pasteow the miniphones.

Table 4-2. Equations for the third order polynonmaidels and the resultant percent variance
removed used to detrend the thermal anemometemamdphone time series.

Equation for the Third-Order Polynomial Model Vari ance Removed (%)
Thermal Anemometer
Run 1 y =0.209213 - 0.00802163x + 0.0000605892x° - 1.1905%° 49.08
Run 2 y = 0.383452 - 0.00985197x + 0.000056199x° - 8.90193%° 2.13
Run 3 y =-0.491931 + 0.00536497x - 0.00000385546x° - 1.986x° 14.46
Run 4 y = 0.285585 - 0.00825123x -0.0000024725x + 3.17326E-9x° 13.12
Run 5 y = 0.0584822 - 0.00202748x + 0.0000153366x" - 3.17717x° 0.10
Miniphone
Run 1 y = 7.53209 - 0.295053x + 0.00225205x° - 0.0000044525x° 13.74
Run 2 y = 6.48155 -0.13044x + 0.000533282x° - 5.02535E-7%° 24.84
Run 3 y =-9.28479 + 0.217699x - 0.00110923x% + 0.00000154411x° 7.76
Run 4 y =-1.45711 + 0.0068195x + 0.000027367x° - 7.7099E-8x° 9.35
Run 5 y =-6.21518 + 0.103192x - 0.000132859x° - 7.81906E-7%° 8.64
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Fig. 4-11. Results from various smoothing and dhelireg techniques for the thermal anemometer
(A and C) and miniphone (B and D) for Run 1. Padetsd B show the 5 Hz detrended time
series and panels C and D show the 1 Hz time series
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Fig. 4-12. Results from various smoothing and dhelireg techniques for the thermal anemometer
(A and C) and miniphone (B and D) for Run 2. Paetsd B show the 5 Hz detrended time
series and panels C and D show the 1 Hz time series
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Fig. 4-14. Results from various smoothing and dhelireg techniques for the thermal anemometer
(A and C) and miniphone (B and D) for Run 4. Paretsnd B show the 5 Hz detrended time
series and panels C and D show the 1 Hz time series
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4.6 Grain Size
4.6.1 Methods

Sediments collected in the hose traps were waaheéadven dried for 24 hours. A splitter
was used to separate the samples into 90-100 ipmp&rThe sub-samples were placed in a Ro-
Tap shaker for 15 minutes with sieves rangingze detween 0.5 and 3.25 phi, at quarter phi

intervals, for a total of twelve sieves.

4.6.2 Results

The median grain size ¢f) for Runs 1-5 at the study site was 0.30 mm 08 pii (Fig.
4-16). The sand at the site was primarily mediundg&9.7% (25.9% fine sand and 4.4% coarse
sand)) and was well sorted, = 0.135mm(geometric method of moments (Krumbein and
Pettijohn, 1938)) (grain statistics calculated gditott, 2000). The difference between the grain
size statistics for each run was small. Sedimeuiteated in the traps deployed during Runs 1-5

were weighed and the results are shown in Table 4-3



46

25 T T T

20 E
=
:E’ 15 -
wn 10 a
(11}
5
o I

5 —

0 | I | | |

0 01 0.2 0.3 04 05 086 0.7 08
Grainsize (mm)
25 T T T T T T

.20
=
.ﬁ’ 15
w 10
(1]
o
[}

5

0

0 05 1 15 2 25 3 35
Grainsize (phi)

Fig. 4-16. Grain size distributions for the averag®uns 1-5, presented in the mm (top) and phi
(bottom) scales.

Table 4-3. Results from the hose-style traps degulajuring the data runs. Sediment trapping rate
is presented, calculated by dividing sediment wighyttrap deployment time. Trap 2 was
deployed 20 seconds longer than the run duratiothéthermal anemometers and miniphones
(Table 3-1).

Trap Deployment Sediment
Run Time (s) Weight (g) Rate (g/s)
1 354 1018.25 2.88
2 366 2131.05 5.82
3 670 2248.59 3.36
4 1138 2987.70 2.63
5 (Trap 1) 1218 1486.47 1.22
5 (Trap 2) 1218 1535.48 1.26
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5. DATA ANALYSIS

5.1 Section Introduction

In this section the general fluctuations in thedvand saltation fields using the 1 Hz data
are compared qualitatively. Results from regresaimalysis comparing the general relationships
between the wind and saltation fields are preseiitieel duration of the section is dedicated to
presenting the results from quantitative methodisguhe 5 Hz demeaned wind and saltation
records. First, normalized cross covariance armlyas used to determine if there was a temporal
lag between the wind and saltation time series.ifitegral time scales derived from normalized
autocorrelation and power spectral density functinalyses are presented. The details of the
continuous wavelet transform method are describedize rationale for selecting the Morlet
wavelet base is presented. The results from théntmus wavelet transform method and the
wavelet maps for the wind and saltation fields@esented. The significant regions of the wind
and saltation wavelet maps were used to discemt&veross continuous wavelet transform
analysis was used to simultaneously compare thd amd saltation time series. The cross
wavelet maps are presented and the significanbmegf the cross wavelet maps are used to

discern events.

5.2 Qualitative Analysis

The 1 Hz records for the miniphones and thermatameeters were plotted together
(Figs. 5-1 to 5-5) for visual comparison, followitige approach of Davidson-Arnott and Bauer
(2006) and others (see Table 2-1 in §2.4.2). Glgetiaere is good visual (qualitative)
correspondence between the wind and saltationdecblowever, there are periods when the two
records do not covary. In the following discussiganeral trends between the wind and sand are
compared.

During large portions of Run 1 (Fig. 5-1) the wiaxed saltation records were in phase.
Around 70 s, the saltation count decreased withadrresponding decrease in wind speed.
However, there were several portions of the timmesgbetween 200-250 s, for example, where
the saltation and wind appeared to be in phasesifbegest wind event did not have a
corresponding saltation event (centered arounds16Dhe largest saltation event (~230 s) was
accompanied by a wind event.

Run 2 (Fig. 5-2) was dominated by poor correspoocddretween the two records
between ~170 s and ~250 s. After the large saltgégak at 160 s and a secondary peak at ~170

s, the saltation record dramatically reduced wittzocorresponding response by the wind record.
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A small precipitation event occurred (83.2) the tafore data were collected causing the sand
surface to be slightly moist, especially towards ieginning of data collection. It is hypothesized
that the large saltation events removed patch#éseadry and available sand away from the
system. The reduction in measured saltation folhgwthe large peak (for example at ~160 s) may
have occurred because the system was sedimeradimit., there were (temporarily) no patches
of sediment dry enough to reach the thresholdréarsport. The wind and saltation began to
synchronize around 250 s, however, it is hardebserve because the time series do not overlay
each other. The larger saltation peaks at the etitedime series (~320 s and ~340 s) are lagged
behind the wind time series.

During Run 3 (Fig. 5-3) relatively large saltatipeaks (at ~130 s, ~180 s, and ~320 s)
were followed by periods of limited saltation witlicorresponding decreases in wind, similar to
conditions observed during Run 2. Overall, durinj R, the wind and saltation records co-
varied between 0-40 s, 75-140 s, and 360-420 s£were also periods of low saltation counts
that were not preceded by increases in saltatimmwere accompanied by decreases in the wind
velocity (centered around 60 s, for example).

During Run 4 (Fig. 5-4) the two time series werglmse until ~510 seconds. The
exceptions occurred at ~290 s and ~415 s wherattadisn count decreased without a
corresponding wind decrease. Also, the saltatioetbat ~110 s, ~120 s, and ~150 s appear to be
disproportionate compared to the corresponding waidcities. Toward the end of the record
(~510 s to 600 s), the wind and saltation recordat-of-phase, the wind is generally increasing
and the saltation counts are slightly decreasing.

The saltation record for Run 5 (Fig. 5-3) is donéakby four large peaks centered
around 80 s, 140 s, 160 s, and 205 s. The wind iahot steady during these increases in
saltation. Each saltation increase is followed logther large decrease in saltation count varying

in length. Overall, this run is the most out-of-pba
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5.3 Regression Analysis

Regression analysis was conducted using the 1 étm#i anemometer and miniphone
records to evaluate the dependency of the saltatidhe wind. Previous studies (e.g., Namikas,
2002; Davidson-Arnott and Bauer, 2006) have alspleyed a 1 Hz sample rate for regression
analysis. Table 5-1 shows the results of this aiglyrhese results show a physically poor, yet
statistically significant (for four of the five rgh relationship between the wind and saltation
fields. The averagé walue across all runs was 0.05, which is compartibl/alues reported by
Namikas (2002) (using his 1 Hz data) and Davidsome& and Bauer (2006) (Table 2-2). TRe r
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value would most likely be improved by increasihg time averaging, as found by Namikas
(2002), Sterk et al. (2002) and Leenders et aD%20

Table 5-1. Linear regression statistics comparegthermal anemometer (dependent variable)
with the miniphone (independent variable) 1 Hz rdso

r? Slope y-intercept p-value
Run 1 0.137 48.35 3.63 0.00
Run 2 0.050 24.65 7.77 0.00
Run 3 0.011 6.96 37.33 0.03
Run 4 0.001 2.53 48.15 0.37
Run 5 0.045 33.00 -12.10 0.00

5.4 Normalized Cross-Covariance
Cross-covariance analysis was used to determineefip@nse time of the saltation field
to the fluctuating wind field. The cross-covariamoefficients were calculated by comparing the

5 Hz demeaned thermal anemomef@ré¢cords to the miniphong)(records using:

N

Z (Xi - X)(Yi+k - y) (5-1)

i=1

=~

1
ny(Tk):m

where7 = kAt and is the lag time fde sampling intervals4t ) in seconds. Cross-covariance
coefficients were normalized by the standard deanafo ) using p,, = ny/axay :
Normalized coefficients{pxy) range between -1 and 1 and maximum correlatiordisated by
unity. Confidence intervals at 95% were calculatsithg 20 according to Sciremammano
(1979).

Cross-covariance analysis revealed that with ei@mepd Run 2, the dominant significant

peak was at the zero lag (Fig. 5-6). The dominaakpluring Run 2 was at 0.2 seconds. The

normalized cross-covariance coefficients for add@ and 0.2 s arg,, (TO) =0.1556 and

Py (ro_z) =0.1625, respectively for Run 2. A positive lag of 0.2 @eds indicates that the wind

is leading the saltation by 0.2 seconds. The zg@eak for Run 3 was not significant.
These results indicate the sand is responding alimstantaneously (<0.2 s, restricted by

sample rate of input data) to fluctuations in thedifield. Most laboratory studies and numerical
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models suggest response times on the order ofemoad (e.g., Butterfield, 1991, 1993; §2.4.1),
however, Baas (2003) measured a response tim®& ge0onds in the field. Determination of the
response time is fundamental to future data arsigshis research. If a lag time on the order of
several seconds had been detected, for examplejrdeand saltation time series would have

been temporally adjusted so they were in phase.
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Fig. 5-6. Results of normalized cross-covariancdyeis. Dashed lines indicate the 95%
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5.5 Estimating the Integral Time Scale
5.5.1 Normalized Autocorrelation Function

The integral time scale is one of the characteri&tales of turbulence (§2.2.4) and it can
be calculated using the autocorrelation functiopawer spectral density analysis. Both methods
are used here. Autocorrelation function (ACF) ceedhts were calculated for the miniphone and

thermal anemometers using the 5 Hz demeaned ditaiftg:
0= 2 3 %)
C \T)=—— ) (XX, 5-2
XX N _ k = |X| k ( )
wherex is a value in a time series (either miniphonehermal anemometer) with a lendthand

7 = KAt is the lag time fok sampling intervals4t ) in seconds. ACF coefﬁcien(soxx) were

normalized by the standard deviatiam Y of the time serieg using p,, =C,, /0, . Normalized

coefficients range between -1 and 1. The 95% cenfid interval lines were plotted ﬁTZ/\/N

Integral time scales were calculated by findingrfeximum value of the cumulative integral of
the autocorrelation coefficients (82.2.4).

Graphs showing the normalized autocorrelation tesuk shown in Figs. 5-7 and 5-8,
for the wind and saltation, respectively. Table &h@ws the integral time scale for the wind and
saltation. The average integral time scales fomtimel and saltation are 1.84 seconds and 2.14

seconds, respectively. There is more variation attmumean for the wind than for the sand
integral time scale. The standard error of the nfegn= U/\/ﬁ) for the wind and saltation was

0.59 and 0.24 seconds, respectively. During Ruhéebshortest integral time scale for the wind

(0.78 s) and the longest integral time scale fersdltation (2.84 s) was observed.
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Table 5-2. Integral time scales derived from themadized auto correlation function for the wind
and saltation records.

NACF Integral Time Scales
Wind (s) Saltation (s)

Run 1 0.85 1.55
Run 2 1.08 2.09
Run 3 3.68 2.52
Run 4 2.81 1.72
Run 5 0.78 2.84
Avg. 1.84 2.14

5.5.2 Power Spectral Density

Power spectral density was calculated using the Bdfineaned records using:

s,.(1) = 1 X ()% (1] 59

wherek=0,1,2...N-1 and¥) is the complex conjugate. The records were dividéo 64 point
lengths (to increase the degrees of freedom angase the width of the confidence bands),
demeaned, and a Hanning window was applied. Oelydlfowing frequenciesf were

considered, according to Nyquist:

0<f < %At (5-4)

Power spectral density results are shown in Figlsabd 5-10 for wind and saltation,
respectively. The frequencies where the spectgpeoccur, the integral time scales, are shown
on Table 5-3. Four of the five runs have a maxinspectral peak at 1.60 s, Run 2 is different
with a spectral density peak for wind and sand42 $ and 1.83 s, respectively. Standard errors

of the means for wind and saltation are 0.08 ah@ 6, respectively.
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Fig. 5-9. Power spectral density results for thedafield for Runs 1-5. The dashed lines are the
95% confidence intervals.
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Table 5-3. Integral time scales for the wind aritaian estimated from the peaks of the power
spectral density analysis.

Power Spectral Density Integral Time Scales
Wind (s) Saltation (s)
Run 1 1.60 1.60
Run 2 1.42 1.83
Run 3 1.60 1.60
Run 4 1.60 1.60
Run 5 1.60 1.60
Avg. 1.56 1.65

Integral time scales for wind and saltation estedaising the normalized autocorrelation
and the power spectral density methods were alioappately two seconds. The differences
between the averages for two methods for the windsaltation were approximately 0.3 and 0.5
seconds, respectively. If all estimations, usinthboethods, are averaged, the integral time scale
for wind is 1.70 s and for saltation is 1.90 s. Blreng similarity between the estimations
calculated using normalized autocorrelation andgyaspectral density methods indicate that the

integral time scale for wind and saltation is amtwo seconds.

5.6 Continuous Wavelet Transform
5.6.1 Method

Continuous wavelet transform (CWT) analysis wasgoered on the 5 Hz demeaned
thermal anemometer and miniphone time series &tdédocal variations of power within the
records and ultimately locate events in the respeaime series. Zero padded time series (to
lengths equaling powers of two) were convolved hth Mexican hat (Eq. 2-18) and the Morlet
(Eq. 2-17) wavelet functions (82.5.2). For each élet/function, scalesy) were calculated using

(according to Torrance and Compo, 1998):

J =37 log, (N&/a,) (5-5)
— Jg

a; =q,2 (5-6)

where a, is the smallest resolvable scale equivaleri2db, & is sample rate (in seconds)

(therefore, 0.4 for this research)js the maximum number of samples in the time serie

andg = 0.125. The g value relates to the spectral width of the wavieéete and smaller values

increase the resolution of the wavelet map. Inpgagrer that focused on intermittent turbulence at
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small scales (<2.0 seconds), Salmond (2005) sele}te 0.5, the “largest value that still gives

adequate sampling in scale” for the Morlet wavbbste (Torrence and Compo 1998: 67).
Torrence and Compo (1998: 67) indicated that oneusa an “arbitrary” set of scales to build up
to a “complete picture” according to the data. this research, scales between 0.4 and 121.77 s

were employed.

For the Morlet wavelet (Eq. 2-17), a non-dimenslcir&aquency(a)o) of six was used,

following Farge (1992). Continuous wavelet poweswalculated by squaring the wavelet

coefficients (calculated using Eq. 2-16). The powavelet transform coefficients were

normalized by}/a2 for easier comparison between the wind and saftaisults.

The continuous wavelet transform power coeffigemere plotted over time and wavelet
scale (i.e., the wavelet maps). On the wavelet magsons with higher relative power have
‘hotter’ colors, i.e., red and orange, and regiaith lower relative power have ‘cooler’ colors,
i.e., blue and cyan. Portions of the CWT that vgigeificant at the 5% level are designated by
bold black lines. The Cone of Influence (COI), gioa that is created at the beginning and end of
the CWT time series and becomes larger (i.e., lomgéme) with increasing scale, was also
plotted. The region within the COI, shaded greyttenwavelet maps, represents results that
should be interpreted cautiously (Torrence and Gprip98). The MATLAB code used in this
dissertation to calculate the COIl and the wavedgtificance was modified from Torrence and
Compo (2006).

To focus on small scale fluctuations in the wavBiae series, wavelet power

coefficients found at scales less than or equal@seconds, and that were significant at the 5%
level were vertically integrated and multiplied Wng(scaI e). This calculation results in a

time series that shows either the wind or sandtevaturring at the primary response time scale
of Butterfield (1991; 1993). Using this “event tiraeries,” event duration for the wind and sand

time series are calculated.

5.6.2 Wavelet Base Selection

The results of the continuous wavelet transfornttiersaltation time series collected
during Run 1 using the Mexican hat wavelet baseshosvn in Fig. 5-11. Fig. 5-12 shows the
same saltation time series (Run 1) using the Maréatelet. Generally, both wavelet maps have a
vertical (i.e., oriented according to ti#@xis) pattern at the smaller wavelet scales, raoreith
the Mexican hat. The regions of the Morlet wavetap that are significant (at the 5% level) at

the small wavelet scales (<3 s) correspond withrtbeeases in saltation better than the
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significant regions on the Mexican hat wavelet ntagr. example, the increased periods of
saltation around 40 s, 100 s, and 345 s are nettsel (at the 5% level) by the Mexican hat, but
are selected using the Morlet wave base. Visudltgtige inspection of Fig. 5-12 (Morlet
wavelet) reveals that increases in the saltatioarteare selected by the Morlet wavelet base
when using the confidence levels and when focusinthe small wavelet scales.

Fig. 5-13 shows the Mexican hat (top) and Morleti@m) wave bases for the saltation
time series (Run 1). The maps in Fig. 5-13 aresttlee as those shown in Figs. 5-11 and 5-12,
except that Fig. 5-13 only shows the wavelet sdaddween 0.4 s and 3.0 s. Fig. 5-13 illustrates
in more detail than Figs. 5-11 and 5-12 that tloeaases in the saltation time series correspond
better with the Morlet wavelet map than with theXi¢an hat wavelet map, in particular the
significant portions of the wavelet maps. The Mowave base will be used in this dissertation
because of its superior performance to select sspalk fluctuations in the time series and
because Salmond (2005) used this wave base ir$eanch (which is similar to this work).

Scale (s)

i }

Sl (counts)

0 50 100 150 - ( )200 250 300 350
Fig. 5-11. Results from the continuous waveletdfarm using the Mexican hat wavelet base
(top) of the demeaned saltation time series from R{bottom). Colors on the wavelet map (top)
indicate wavelet power intensity. ‘Hotter’ colored and orange) indicate higher power and
‘cooler’ colors (blue and cyan) indicate lower poawEghe bold black lines on the wavelet map
designate regions that are significant at the 5%l I95% confidence interval).
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higher power and ‘cooler’ colors (blue and cyamliéate lower power. The bold black lines on
the wavelet maps designate regions that are signifiat the 5% level (95% confidence interval).
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5.6.3 Wavelet Maps

The wind and saltation wavelet maps for Runs 1le5saown in Figs. 5-14 to 5-18. The
wind wavelet results are shown on the top wavebgt and the saltation on the bottom wavelet
map. Above and below the wind and saltation magsgpectively, are the corresponding 5 Hz
demeaned time series. A few generalizations candue about all the wavelet maps:

1) Greater relative wavelet powers, denoted by “hbtielors, are generally found at the
larger scales;

2) There is strong correspondence between the 5% isaymse level regions, in particular,
the scales at less than about three seconds, amapilt time series. These periods of
significance are short (i.e., <5 s) in duration.

3) Between the wavelet scales of 32 s and 64 s, Hrerlong-lasting (in the-axis
direction), high-energy, regions that are significat the 95% confidence interval that
persist.

Visual inspection of the wind and saltation, paticly the small scales8 s) reveal that
periods of wind match fairly well with periods daflsation. Wavelet analysis reveals several
instances where there is little significant windsattation for tens of seconds. For example, at the
beginning (~0-75 s) of Run 3 there are two sigaificevents in the wind and saltation wavelet
maps. All four events occur at scales less thanDimere is a region that is within the 95%
confidence interval at the beginning of Run 3 i@ wind and saltation fields in the larger scales
(>32 s), however, this region is within the Condrfuence (c.f., 85.6.1). Analysis of the
individual wavelet maps are discussed below.

The Run 1 wind wavelet map (Fig. 5-14) is domindigdignificance (defined in this
analysis as above the 95% confidence interval as@ydated on the wavelet map by the bold,
black lines) from ~0-275 s at the larger scale® $liHz demeaned time series shows that
generally, the mean of the wind speed between 0s235lightly higher than mean toward the
end of the record. A significant wavelet event aid75 s is present at almost every scale and
corresponds with the largest increase in the wind series. Between 175-300 s on the saltation
Run 1 wavelet map (Fig. 5-14), there is a clustesignificance corresponding with an increase in
saltation. The details of the increase in saltaltietween 175-300 s is shown by the small
increase of significance in the small wavelet ssalde significant wavelet region around a
wavelet scale of 32 s between 175 and 300 secamdssponds with the general increase in mean
saltation.

The significant wavelet regions occurring at theBrvavelet scales on the wind wavelet

map Run 2 (Fig. 5-15) between 0-260 seconds are manly distributed (temporally) compared
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to other runs. This run did not have a high amadintavelet power at the larger scales compared
to the other runs. The corresponding saltation Veaveap did have a lot of power at the larger
scales for the first 175 seconds of the recorcerAftL75 seconds, the wavelet power reduced
dramatically and there were almost no significagions in the smaller wavelet scales. The
reduction in wavelet power after ~175 s matchesddeaction of counts in the saltation time
series.

The wind and saltation wavelet maps for Run 3.(6i46) show cooler colors (low
power) between 0-75 seconds, corresponding withcestiwind velocities and saltation counts.
The significance in the wind wavelet map is domeddby significant activity at 200-250 s at
wavelet scales between 0.4 s and ~20 s, corresgpmdih an increase in wind velocity. The
Run 3 saltation time series has a large peak & sfiat coincides with a region of significance
that spans almost all the wavelet scales.

The average wind speed during Run 4 (Fig. 5-16temses throughout the run. Between
~450-600 s that wind speed increase is evidenth®mavelet map because there is significance
at every scale, in particular an increased amaduttiedlower scales compared to the other
portions of the time series. The saltation wavedap shows an increase of cooler colors toward
the end of the run, especially the last ~25 schitifig that the wavelet power is low. The
saltation impact count decreases toward the etiteafun, so the wavelet map corresponds with
the time series.

Significance at the small wavelet scales is faidpsistent throughout the Run 5 wind
wavelet map (Fig. 5-18), with exception to the péirbetween 130-150 s (during which there is a
slight decrease in the mean wind velocity). Théatiah wavelet map for Run 5 shows that there
are two periods where there are no significantoregat scales less than 16 s, between ~0-55 s
and between ~100-130 s. In particular, in the regi@und 100 seconds, the demeaned saltation

count is negative with no large increases, theesfostrong wavelet power is not expected.
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Fig. 5-14. Continuous wavelet transform wavelet msipg a Morlet wave base for Run 1, wind
(top wavelet map) and saltation (bottom wavelet m@pe time series (5 Hz detrended) used in
the wavelet analysis are shown above (wind) anoMbésaltation) the wavelet maps. Colors on
the wavelet maps indicate wavelet power intené8itgtter’ colors (red and orange) indicate
higher power and ‘cooler’ colors (blue and cyamjiéate lower power. The bold black lines on
the wavelet maps designate regions that are signifiat the 5% level (95% confidence interval).
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Fig. 5-15. Continuous wavelet transform wavelet msing a Morlet wave base for Run 2, wind
(top wavelet map) and saltation (bottom wavelet m&@pe time series (5 Hz detrended) used in
the wavelet analysis are shown above (wind) anoWbétaltation) the wavelet maps. Colors on
the wavelet maps indicate wavelet power intenditgtter’ colors (red and orange) indicate
higher power and ‘cooler’ colors (blue and cyam)iéate lower power. The bold black lines on
the wavelet maps designate regions that are signifiat the 5% level (95% confidence interval).
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Fig. 5-16. Continuous wavelet transform wavelet msing a Morlet wave base for Run 3, wind
(top wavelet map) and saltation (bottom wavelet)n@pe time series (5 Hz detrended) used in
the wavelet analysis are shown above (wind) anovbé&altation) the wavelet maps. Colors on
the wavelet maps indicate wavelet power intenditgtter’ colors (red and orange) indicate
higher power and ‘cooler’ colors (blue and cyamliéate lower power. The bold black lines on
the wavelet maps designate regions that are signifiat the 5% level (95% confidence interval).
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Fig. 5-17. Continuous wavelet transform wavelet msing a Morlet wave base for Run 4, wind
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the wavelet analysis are shown above (wind) anoMbétaltation) the wavelet maps. Colors on
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the wavelet maps designate regions that are signifiat the 5% level (95% confidence interval).
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Fig. 5-18. Continuous wavelet transform wavelet msipg a Morlet wave base for Run 5, wind
(top wavelet map) and saltation (bottom wavelet m@pe time series (5 Hz detrended) used in
the wavelet analysis are shown above (wind) anoMbé&taltation) the wavelet maps. Colors on
the wavelet maps indicate wavelet power intené8itgtter’ colors (red and orange) indicate
higher power and ‘cooler’ colors (blue and cyamjiéate lower power. The bold black lines on
the wavelet maps designate regions that are signifiat the 5% level (95% confidence interval).
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5.6.4 Wind and Saltation Event Detection and Analysis

Significant (at the 5% level) wavelet power codéfits, that also have an equivalent
Fourier period less than or equal to three secamelss isolated from the wavelet maps. The
resultant time series were reduced to wind andtsait events using the methods described in
85.6.1. Fig. 5-19 to 5-23 show the 5 Hz demeaned wine series (A), the wind events (B), the
saltation events (C), and the 5 Hz demeaned saittithe series (D). In Figs. 5-19 to 5-23, the
magnitude of the events (shown in panels B and @i relevant to the event comparison.
Where there is an event, the focus is to calca@atedetermine the duration of the event.

Visual (qualitative) comparison of the wind andd&Hz demeaned time series and the
wavelet-derived event time series show a strongesppndence. Increases in the 5 Hz demeaned
records are captured in the event time series. So@mples of the strong correspondence
between the 5 Hz records and the wavelet event$oarne wind: Run 1 at ~175 s, Run 3 at ~
325 s, and Run 5 at ~175 s, and for the sand: Riin-260 s and Run 4 at ~200 s.

Table 5-4 shows the number of events and averasg spacing (calculated by dividing
record length by number of events). The averagatesgacing across all runs was longer for
saltation (6.50 s; standard error = 0.25 s) thamvfod (6.10 s; standard error = 0.33 s). The
number of events calculated in the wind and saltatiere within 10% of each other, except for
Runs 2 and 5. During both of these runs there wene wind events, resulting in shorter average
event spacings.

The average event duration for the wind and sahdt 1.87 s (standard error = 0.13 s)
and 2.10 s (standard error = 0.09 s), respectiéig.average standard deviation for the wind
(1.55 s) is higher than for saltation (1.45 s).iBgiRun 1, the average wind and saltation event
durations were almost equal, 2.17 s and 2.14 safeeevent duration of 2.17 s was also

calculated for the wind for Runs 1 and 3.
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Fig. 5-19. Wavelet wind (B) and sand (C) events thiedcorresponding 5 Hz demeaned time
series, wind speed “WS” (A) and saltation impa@&#8 (D) for Run 1.
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Fig. 5-20. Wavelet wind (B) and sand (C) events thiedcorresponding 5 Hz demeaned time
series, wind speed “WS” (A) and saltation impa@&8 (D) for Run 2.
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Fig. 5-21. Wavelet wind (B) and sand (C) events thiedcorresponding 5 Hz demeaned time

series, wind speed “WS” (A) and saltation impa@&#8 (D) for Run 3.
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Fig. 5-22. Wavelet wind (B) and sand (C) events thiedcorresponding 5 Hz demeaned time

series, wind speed “WS” (A) and saltation impa@&# (D) for Run 4.
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Fig. 5-23. Wavelet wind (B) and sand (C) events twedcorresponding 5 Hz demeaned time
series, wind speed “WS” (A) and saltation impa@&# (D) for Run 5.

Table 5-4. Number of events, average event spaairgyage event duration, and the standard
deviation for the average event duration for wind aaltation.

Wind Saltation

Record Event Average Event  Average
Length Spacing Duration Std Spacing Duration Std
(s) Events (s) (s) (s) | Events (s) (s) (s)
Run 1 354 63 5.62 2.17 2.36 60 5.90 2.14 151
Run 2 346 62 5.58 1.51 1.08 48 7.21 2.02 1.42
Run 3 450 62 7.26 2.17 1.79 68 6.62 1.89 1.59
Run 4 600 94 6.38 1.73 1.40 101 5.94 2.03 1.04
Run 5 300 53 5.66 1.79 1.11 44 6.82 2.40 1.65
Avg. 6.10 1.87 1.55 6.50 2.10 1.44
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5.7 Cross Continuous Wavelet Transform
5.7.1 Methods

The cross continuous wavelet transform was uséddasynchronous events in the wind

and saltation fields. Power wavelet coeﬁicier\t@lg) were calculated using Eq. 2-19.

Statistically significant regions (at the 5% levafid the Cone of Influence (85.6.1) were graphed
on the wavelet maps. Significant regions found ivithe small wavelet scales (less than or equal
to an equivalent Fourier period of 3.0 secondskeveetected to discern events and calculate event
durations (c.f., 85.6.1).

5.7.2 Cross Wavelet Maps

The wavelet maps showing the cross power waveétdficients are shown in Figs. 5-24
to 5-28. In general, the cross wavelet maps shaiveitiar patterns observed by the wind and
sand wavelet maps (85.6.3), primarily that theificant (at the 95% confidence interval)
wavelet regions at the small wavelet scale8(s) correspond with increases in the time series.
The individual cross wavelet maps for Runs 1-5diseussed below.

Between ~40-75 s and ~100-150 s, there are felwnregvithin Run 1 cross wavelet map
(Fig. 5-24) that are significant (defined here gdime 95% confidence interval) at scales smaller
than 30. The corresponding time series shows lileagignal is reduced during these periods.
However, between ~150-275 s, the time series iseedhe wavelet power increases, there is
significance at the smaller scales (showing thaildetf the signal fluctuations), and there is
significance at the larger scales (showing thediangends of the signal).

The Run 2 cross wavelet map (Fig. 5-25) showsttigat is a large amount of
significance between 0-175 s, especially at wasslates around 32 s, and there is almost no
significance toward the end of the record. Theasponding time series shows the same patterns
found on the wavelet map.

The beginning (0-75 s) of the Run 3 cross wavekgp (Fig. 5-26) has a small amount of
wavelet power, corresponding with a reduced, signtiie corresponding time series. The
significant regions occurring at the smaller scalesur at approximately 80 s, 140 s, 180 s, 240
s, and 330 s, and correspond with the largest padke time series.

The cross wavelet map for Run 4 (Fig. 5-27) revé@dt there are significant regions at
the small wavelet scales throughout the entire 8arees. There are no high-powered significant
events at the large wavelet scales that persishéat of the run (similar to what is observed in
Run 3, Fig. 3-26).
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There are two periods Run 5 (Fig. 5-28) that shtmost no significance at the small
wavelet scales (<3 s), at ~0-55 s and at ~100-1d0rig cross wavelet analysis. There is a
period of significance at the small scales betweg$ 100 s that corresponds with an increase in

the time series.
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Fig. 5-24. The complex conjugate of wind and sahtz Slemeaned time series from Run 1
(bottom) and the corresponding wavelet map (top)oks on the wavelet map indicate wavelet
power intensity. ‘Hotter’ colors (red and orangajicate higher power and ‘cooler’ colors (blue
and cyan) indicate lower power. The bold blackdine the wavelet map designate regions that
are significant at the 5% level (95% confidencerival).
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Fig. 5-25. The complex conjugate of wind and sahtt flemeaned time series from Run 2
(bottom) and the corresponding wavelet map (top)ofs on the wavelet map indicate wavelet
power intensity. ‘Hotter’ colors (red and orangajicate higher power and ‘cooler’ colors (blue
and cyan) indicate lower power. The bold blackdine the wavelet map designate regions that
are significant at the 5% level (95% confidencerival).
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(bottom) and the corresponding wavelet map (top)ofs on the wavelet map indicate wavelet
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are significant at the 5% level (95% confidencerival).



78

Scale (s)

*i.

T
A il ‘*-4

i | i

'h
‘ -f| ||| '1bll:1""- .

oy
(=]
T
|

[=]

{(m*counts/s)
A N
o [=]
T T
| |

B
[=]

50 100 150 200 250 300
Time (s)

Fig. 5-28. The complex conjugate of wind and sahtk Slemeaned time series from Run 5
(bottom) and the corresponding wavelet map (top)os on the wavelet map indicate wavelet
power intensity. ‘Hotter’ colors (red and orangajicate higher power and ‘cooler’ colors (blue
and cyan) indicate lower power. The bold blackdina the wavelet map designate regions that
are significant at the 5% level (95% confidencerival).

5.7.3 Cross Event Detection and Analysis

The cross wavelet events are shown in Figs. 5-Z938. Similar to Figs. 5-19 to 5-23,
the magnitudes of the events are not the focusatiatysis; the event locations and durations are
the focus. The top panel (A) of Figs. 5-29 to 5sB8ws the complex conjugate of the wind and
saltation time series for visual comparison with tihoss events. As described in §2.5.3, the cross
wavelet is calculated by considering the complaxugate of the wavelet coefficients of the
wind and saltation, not by the continuous wavetetlysis of the time series presented in Figs. 5-
29 to 5-33. However, there is strong correspondéeteeen the wind-sand time series and the
cross events in Figs. 5-29 to 5-33.
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Cross wavelet events were selected from the wanglps using the same criterion
established for the wind and saltation events (8%.€ross event spacing was calculated by
dividing record length by number of events. Thendwharacteristics from the cross wavelet
analysis are shown in Table 5-5.

The average duration of the cross events is 1(g@adard error = 0.06 s) and the
average event spacing is 6.72 s (standard errgtE=9) (both shown in Table 5-5). Runs 2 and 5
had the shortest average event duration (1.6@sRyn 1 had the shortest average event spacing
(5.45 s). The average event duration of all runged from 1.60 to 1.88 seconds.

The values correspond well with those calculatedgusontinuous wavelet transform of
the wind and saltation time series (Table 5-4). &herage duration for the cross events was the

shortest and the event spacing the longest.
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Fig. 5-29. The complex conjugate of the wind amitisa Hz demeaned time series from Run 1
(A) and the corresponding cross wavelet events (B).
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Fig. 5-30. The complex conjugate of the wind antis& Hz demeaned time series from Run 2
(A) and the corresponding cross wavelet events (B).
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Fig. 5-31. The complex conjugate of the wind amitisa Hz demeaned time series from Run 3
(A) and the corresponding cross wavelet events (B).
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Fig. 5-32. The complex conjugate of the wind antlsaHz demeaned time series from Run 4
(A) and the corresponding cross wavelet events (B).
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Table 5-5. Number of cross wavelet events, aveeagat spacing, average event duration, and
the standard deviation for the average event durdtir each run.

Cross
Record Event Average
Length (s) Events Spacing (s) Duration (s) Std (s)
Run 1 354 65 5.45 1.76 1.36
Run 2 346 46 7.52 1.60 0.97
Run 3 450 63 7.14 1.81 1.30
Run 4 600 81 7.41 1.88 1.88
Run 5 300 49 6.12 1.6 1.02
Avg. 6.73 1.73 1.31
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6. DISCUSSION

6.1 Section I ntroduction

In this section the results presented in the da#dysis section are discussed. The reason
for the longer saltation event duration is expldin&lso, it was determined that the event
durations calculated in this research correspomddidwith event durations calculated in
previous studies. Calculations and a scaling aisalye presented to determine the bursting
interval using the equation introduced by Rao etl&71). The bursting interval estimations are
compared to the event duration values estimatad fravelet analysis. A discussion on the cross
continuous wavelet method is included. It was fotivad this method produces false events,
therefore it is suggested that cross wavelet id ursaddition to wavelet analysis. This section
concludes with a discussion on the type and onfjiihe coherent structures measured during this

research.

6.2 Event Duration

The average wind event duration (for all runs) slasrter (1.87 s) than the average
saltation event duration (2.10 s) (Table 5-4). d@literence in the averages between the wind and
saltation is not statistically distingg£0.19) when conducting a Student’s t-test. Howeles,
suggested that the longer saltation event dur&ibecause the inertial effects on the sand
maintain the sand transport after the wind eveatdoacluded. The effects of inertia were
observed during Butterfield's (1998) laboratorydstuJackson (1996) conducted a field project
that investigated inertia, specifically periodssaftation occurring at levels below the fluid
threshold for motion that followed periods of stitta that took place when the fluid threshold for
motion was exceeded. During this dissertation reved is suggested that the inertial effects
acting on the saltation system (discussed by Ja¢ck€96) maintained the saltation for 0.2
seconds longer than the wind.

The duration of wind events here correspond wih event durations estimated by
others, summarized in Table 6-1. The average duréli.87 s) reported here is within the range
of event durations calculated by others, 0.1 tes4feenders et al. (2005: 370) indicated that
their values were “estimated” and that the evenatitbn was primarily “explained by sampling
frequency.” The VITA method was employed by Baa30@ to calculate event durations,
however, he did not completely explain his methddhe ‘traditional’ VITA equations (Egs. 2-11

to 2-15) do not provide estimates of event durasiod he does not describe how his calculations
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were completed. Event detection methods were alsolearly defined in the Sterk et al. (1998)

study.

Table 6-1. Wind event durations estimated in previstudies.

Event Duration (s) Comments
Sterk et al. (1998) 1.0-1.42 1 Hz sample rate
Baas (2003) 13-47 VITA-estimated, 5 Hz sample rate (his Table 6-5)
Leenders et al. (2005) 0.1 16 Hz sample rate, value “estimated” (p. 370)
Leenders et al. (2005) 0.2 8 Hz sample rate, value “estimated” (p. 370)

The saltation and wind event durations correspoeliwith the integral time scales
calculated by the normal autocorrelation functi®b.$.1) and the power spectral density (85.5.2)
analyses. Table 6-2 shows the normal autocorrel&tioction and spectral-estimated integral
time scales and the average event durations ctdulegsing continuous wavelet transform for
wind and saltation. Kaimal and Finnigan (1994: @&fine integral time scale as the scale “over
which the turbulence remains correlated.” A twoasetintegral time scale for the wind indicates
that the turbulence, i.e., coherent structures Rdbinson (1991a) definition of coherent
structure in 82.2.3), measured in the wind hadrgpteal scale of two seconds. A wavelet-
derived event duration of about two seconds rege®the notion that the events that were

measured were coherent structures.

Table 6-2. Summary of average integral time scddesed using the normalized autocorrelation
function (NACF) and power spectral density analysigshe wind and saltation. These values can
be compared to the average event durations defiigadwavelet analysis.

Integral Time Scale Event Duration

NACF (s) Spectral Density (s)  Wavelet-derived (s)
Wind 1.84 1.56 1.87
Saltation 2.14 1.65 2.10
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6.3 Event Spacing

Using the empirical scale relationship presente®ag et al. (1971) (Eqg. 2-7) and the
data collected in this experiment, the mean bugstiterval (mean burst period) was estimated. If
the results of Rao et al.’s (1971) equation shaangt similarities to the average event durations
calculated herein (Table 5-4), it can be stronglygested that the bursting was present during
this research. Several calculations are necessagite Eq. 2-7, and are presented below.

It was briefly mentioned in 83.5 that this reséanas part of a larger field project. In
that project, a thermal anemometer tower was deplaring Run 3 (shown in Figs. 3-9 and 3-
10) with instruments at 0.02, 0.06, 0.12, and @n2fers above the bed. The thermal anemometer
records were calibrated using methods outlinedif3.g and the velocity profiles were derived

employing ‘method 1’ from Bauer et al. (1998), exiihg the anemometer at 0.02 m. The r
value for the velocity profile was 98.3%. Sheaioedly ( u.) and roughness lengtiz{) were

calculated using the regression equations of thaeitg profiles (method 1: Bauer et al., 1998).
The roughness length was 0.67 mm anduh&alue was 0.32 m/s.

Boundary layer height (or thicknegs) was estimated using Granger et al.’s (2006)
equation for an internal boundary layer with rouggsilengths ranging between 0.002-0.005 m:
J = 018x°% (6-1)
wherex is horizontal (streamwise) distance of the boupdiyer, which was 125 m. (distance
from the river to the instrument array, Fig. 34hternal boundary layers are formed with a
change in surface roughness. The internal bourdgeys discussed in §2.2.3 (Fig. 2-5) are
present ‘inside’ the internal boundary layers déisad here that are initiated from the fluid
flowing over water (the Shoalhaven River) to saarhnger et al. (2006) do not present an
equation for roughness lengths less than 0.002hey Teport that internal boundary layer growth

rates decrease with decreasing roughness lenbgéusfdre, the 3.6 m boundary layer height
calculated using Eq. 6-1 may be slightly overestadaFree stream velocityJ(, ) was calculated
with the “law of the wall” (Eq. 2-1), using = 04, z, = 0.0006/m, u. = 032m/s, and
Zz = 3.6m (equivalent to the height of the internal boundager, estimated using Eq. 6-1).

A range ofT" values have been used in previous studies, arghaven in Table 6-3. Rao

et al. (1971) reported th&<T " <7, Blackwelder and Kaplan (1976) indicatedaof ten, and
aT value of 19 can be estimated from Blackwelder ldadtonidis (1983). The dimensionless
time from Blackwelder and Haritonidis (1983) is aximum estimated from a rangeGfvalues

presented in their Fig. 10. The first row of dat& able 6-3 presents the bursting periods using
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u. = 032m/s andU_ = 687m/s. The middle and bottom rows present bursting pisribthe
shear velocity was decreased (middle row) or iregddbottom row) by 15%. Table 6-3 indicates

that the most sensitive portion of Eq. 2-7 thea®a of T, notU  (noting that, in this case,

U is depended oru, becausdJ  is calculated using Eq. 2-1).

Table 6-3 shows that for the conditions measutgthd this study, the potential bursting
periods range between 1.37 and 11.72 secondsanie of average event spacing from this
research was 5.62 and 7.26 seconds (average s,6TAble 5-4). If a dimensionless time of ten
(T'=10) is selected (Blackwelder and Kaplan, 197@) trsting range is between 4.56 and 6.17
s. These bursting periods correspond well withatterage event spacing estimated using the
wavelet method (Table 5-4) and suggest that byrstoturring during this experiment. The
average event spacing for saltation was 6.50 gatidg synchronization between the wind and
saltation. The temporal correspondence betweetwiheecords also suggests that the driving
mechanism for the saltation event measured heraathe bursting.

Bursting intervals presented in Table 6-4 werewdated by employing Granger et al.’s
(2006) equation to estimate internal boundary ldyiekness (Eqg. 6-1). An analysis was
completed to determine the sensitivity of the bagsinterval valuesT) on boundary layer
thickness. Additional equations to calculate inktvoundary layer height, presented by Elliot
(1958), Brutsaert (1982), Pendergrass and Aria4)},3hd Jegede and Foken (1999) were
considered. Table 6-4 shows the results of thifyaisaassuming a roughness length of 0.00067

m, andu., = 032m/s (and thex 15% shear velocity range). The results for Pendergaads

Aria (1984) are not presented because they arénvatfew percent of those found with the
Granger et al. (2006) model. The highest estimetiednal boundary layers (Brutsaert, 1992) are
presented in the top rows in Table 6-4 and the $bwstimated boundary layers (Granger et al.,
2006) are presented in the bottom rows. As theriatdboundary layer height increases, the
bursting interval increases. Fig. 6-1 is a grapthefdata presented in Table 6-4. The bold

horizontal line on Fig 6-1 is drawn at 6.10 secomdsch is the average event spacing for the

wind (Table 5-4). The vertical lines on Fig. 6-tarawn aflf * =3 andT " =7 to indicate the

dimensionless time range that was suggested byeRalo(1971).
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Table 6-3. Bursting interval estimations using @as values of dimensions timgé') and a range
(£15%) of shear velocityy, ) that influences free stream velocity () using the Granger et al.

(2006) model to estimate internal boundary layeghte Roughness lengtl,f was kept constant
in all the calculations.

Using T' (dimensionless) values of... T (in seconds)
equals
U= U
Zo (M) (m/s) (m/s) 3 4 5 6 7 10 19
0.00067 0.32 6.87 1.57 2.10 262 3.15 3.67 5.24 9.96
u+.15% 0.27 5.84 1.85 2.47 3.08 3.70 4.32 6.17 11.72
U~ +15% 0.37 7.90 1.37 1.82 228 274 3.19 4.56 8.66

It is evident that selection of the model to estamaternal boundary layer height
strongly influences the predicted bursting intert&dwever, considering the models of Elliot
(1958), Brustaert (1982), Jegede and Foken (199@) Granger et al. (2006), the results from the
average event duration calculated in this rese@.dl® s) fit into every range of model
estimations, including the +15% shear velocity ames (with exception to Brustaert (1982)
T'= 3 (- 15%)). Using the models of Brutsaert (1982) aneE(L958) the optimal
dimensionless timel() is four. The Jegede and Foken (1999) and Grastgalr (2006) models
point toward an optimal” of ten. Averaging the optimal dimensionless timkiga from the four
models presented in Table 6-4 reveals and averfag®ven. These results are within the ranges

reported by Rao et al. (1971) and within the raqmyesented by Kostaschuck et al. (1991) and
Kostaschuck and Church (1998 < T" < 7), in their field-based investigations.
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Table 6-4. Bursting interval estimations using @as values of dimensions tim&'}, four
different models to calculate boundary layer he{@ntistaert, 1982; Elliot, 1958; Jegede and

Foken, 1999; and Granger et al., 1999), and a rétidgeo) of shear velocityl, ) that influences
free stream velocitylY ., ). Roughness lengtlz§ was kept constant in all the calculations.

Using T* (dimensionless) values of... T (in
seconds) equals
U= Ux
zo(m) (m/s) (m/s) 3 4 5 6 7 10 19
Brutsaert (1982) 0.00067 0.32 7.94 |521 6.95 8.69 1043 1216 17.38 33.02
u-.15% 0.27 6.75 | 6.13 8.18 10.22 12.27 14.31 20.44 38.84
(0=13.8m)  u++15% 0.37 9.13 | 453 6.04 756 9.07 1058 15.11 28.71
Elliot (1958) 0.00067 0.32 7.76 | 425 567 7.09 850 9.92 1417 26.93
u--15% 0.27 6.60 | 5.00 6.67 8.34 10.01 11.67 16.68 31.68
(0=11.0m)  u++15% 0.37 892 | 3.70 493 6.16 7.40 863 1233 2342
Jegede and Foken 0.00067 032 7.01 |184 245 3.07 368 429 614 11.66
(1999) u«_15% 0.27 596 | 217 289 361 433 505 722 1371
(0=4.3m) u«+15% 037 806 |160 213 267 320 373 533 10.14
Granger et al. (2006) | 0.00067 0.32 6.87 | 1.57 210 262 3.15 3.67 524 9.96
u+.15% 0.27 584 | 185 247 3.08 370 432 617 11.72
(0=3.6m) u++15% 037 790 [ 137 182 228 274 319 456 8.66
40 T T T T
=—— Brutsaert (1982)
Elliot (1958)
Jegede and Foken (1999)
35 - = Granger et al. (2006) |

— This research

30

25 -

Real Time or Bursting Frequency {T) (s)

Dimensionless Time (T™)

Fig. 6-1. Bursting time intervay{axis) calculated using Rao et al.’s (1971) equaftitarious
estimations of boundary layer height were incorfeatanto Rao et al.,’s equation (shown in
legend). The bold black line is at 6.10 secondsisitite average event spacing calculated in this
research. Vertical lines &=3 andT'=7 indicate the range of dimensionless time values
suggested by Rao et al. (1971).
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The values estimated in Table 6-3 correspond faidif with event durations estimated
by others. Kim et al. (1971) reported mean evenatibins in water of 2.27 seconds when the
flow was 0.152 m/s and 6.5 seconds when the flog@@76 m/s. Gustavsson and Lende (1980)
suggest that event duration increases with inangagirface roughness.zf (Table 6-3) is
increased by 100%, the event duration only inciehgeabout 16% percent.

In summary, the average wind event durations flwsresearch using a multi-model
analysis to determine internal boundary layer heighble 6-4) indicate that tHE is seven. The
correspondence between the estimations from thay $tnd previous works (e.g., Rao et al.,
1971) strongly suggest that bursting was presdre.t&mporal correspondence in the saltation
event duration suggests that the wind is the fgreigent of the saltation events during this

research.

6.4 Cross Continuous Wavelet Method

The cross continuous wavelet method allows syndusianalysis of two data sets and
was used in this research to examine matching leettve wind and saltation records (research
objective 2, 81.4). To the best of my knowledgés th the only method that allows simultaneous
analysis to detect discrete events (using therimiteoresented in 85.7) within two data sets.

The event detection results using the cross wawed¢tiod (85.7.3) were compared to the
event detection results using the wavelet methdtefvind and saltation records (85.6.4). Figs.
6-2 and 6-3 shows the wind (A), saltation (B), anass (C) events from Runs 1 and 5 (these are
the same event time series shown in Figs. 5-18B and Fig. 5-29, 5-33B, re-presented here

to see better the relationship between the threbetdime series).
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To calculate the cross continuous wavelet coefiisiegthe wavelet coefficients from the
wind and saltation records were convolved usingZ&tg. Ideally, the cross wavelet analysis
should discern events only that are coincidenhiéowind and saltation fields. The mathematical
byproduct, and disadvantage, to this process ighkee are some instances, for example Run 5
at ~125 s (Fig. 6-2), where there is a large wvehg& no corresponding saltation event, and a
cross event is indicated. Between ~100-140 s tiati®oa count is minimal (c.f., the 5 Hz
demeaned average (Fig. 4-15)), therefore it isentithat this particular ‘cross’ event is a ‘wind-
dominated’ cross event.

Event detection using the cross wavelet methodprltiuce ‘false’ events as a
byproduct of the event detection criterion est&lgdsin this research (small wavelet scale events
(<3 seconds) that exceeded the 95% confidencevatt@r.f., 85.7)). Considering all the data
runs, 40% of the cross events are ‘false’ eventspfiroximately 150 seconds during Run 1 (Fig.
6-3) there is a wind event, no saltation event,aoss event. Fig. 5-14 (5 Hz demeaned
saltation time series) shows that around this timeesaltation count is increasing. On the Run 1
saltation wavelet map (Fig. 5-14) there is a regimound a wavelet scale of four that is fairly
intense (shaded yellow). However, this increasedwuelet power is not powerful enough (i.e., is
not selected by the 95% confidence interval) antbtsat a small enough wavelet scale to be
selected by the criterion established here. DuRng 1 around 125 s (Fig. 6-3) there is an

example where there is a saltation and wind evéhbwt a cross event.
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6.5 Coherent Structure Formation and Char acterization

This research was not designed to discern thenarigfi quasi-coherent structures.
However, it can be inferred whether the structwere originated as ‘bottom-up’ or ‘top-down’
generated processes (Hunt and Morrison, 2000)eVeets (coherent structures) observed during

this research do not scale to ‘bottom-up’ generhtedts initiated by local instabilities (Eq. 2-8,
§2.2.3). Using the mean shear velocity ) from Table 6-4 and a kinematic viscosity equaling

1.41*10°m?/s (at 10°C for air), Eq. 2-8 equals 1.48%1€kconds. This finding strongly suggests
that local surface instabilities did not initiateetbursting in the turbulent boundary layer.
Negating local surface instabilities as a posdilatmation mechanism is in conflict with the
findings of Schoppa and Hussain (1997) and JiméndzPenelli (1999) and suggests that the
burst and sweep quasi-coherent structures of tlggavere not the structures measured during
this research. This research suggests that thérguevents (evidenced from 86.3) originated
from turbulent eddies formed in the outer portiohthe boundary layer, according the ‘top-
down’ model proposed by Hunt and Morrison (20009 (B-5, §2.2.3).

The agreement between the event durations deneatWavelet analysis and Rao et
al.’s equation (Eq. 2-7) provide strong evidenas thursting was present during this research
(86.3). Corino and Brodkey (1969) and Leenderd.€R@05) reported that bursting occurred
approximately 20% of the total time of their invgations. During the study presented here, the
wind events comprised an average of 17% of thé ebtservations. The agreement between the
previous research, in particular Leenders et 80%2 because their study was field-based, and the
study presented here, provides additional evidems&rongly suggest that bursting was measured
here.

The turbulent wind events measured during thisaresehad durations of approximately
two seconds with concurrent saltation events. Tirstimg interval measured here was
approximately six seconds for the wind-saltatiostegn. Zhou et al. (1999) suggested that the
origins of vortical motions were from the top ports of the boundary layer, thus supporting the
‘top-down’ model suggested here. Adrian et al. (®0dAdicated that evidence of hairpin vortices
are found throughout the boundary layer and B&824] linked the presences of hairpin vortices
to the unsteadiness observed in sediment trangpwtquasi-coherent structures observed during

this research are perhaps vortex-shaped.
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7. CONCLUSIONS

The experiment described in this dissertation was designed to ascertain if the

unsteadiness in the wind field was correl ated with the unsteadiness in aeolian transport. The

objective of the study was to implement a field experiment to measure the short-term wind and

sand transport fluctuations and to analyze the resultant time series for event detection,

characterization, and matching. Event duration and spacing, derived from the continuous wavelet

transform function, can be used to examine if coherent structures are driving sediment transport

and if bursting structures are present in the boundary layer. Through prosecuting this research

experiment, the following can be concluded:

1

3.

Thermal anemometers and miniphones successfully measured short-term fluctuationsin
wind speed and sand transport close to the bed in a fiel d-based experiment.

Co-located thermal anemometers (83.3.1) and miniphones (83.3.2) were deployed at
€levations between 0.01 and 0.0225 meters above the bed and were 0.02 meters apart on
center. The instruments were sampled at 6000 Hz and the resultant time series were
calibrated and reduced for data analysis (84.5).

Wind and saltation events can be discerned using the continuous wavel et transform.
There is strong correspondence between increases in the wind and saltation time series
and the wavelet maps (85.6.3). A Morlet wavelet base was employed in this study. A
criterion was established to discern events, wavelet coefficients had to be significant at
the 95% confidence level and be less than or equal to an equivalent Fourier period of

three seconds.

Wind and saltation events were temporally characterized.

The wind and saltation events derived from the continuous wavel et transform had
durations of approximately two seconds and the event spacing was approximately six
seconds (Table 5-4).

Coherent structures (bursting events) were identified and are driving sediment transport.
Comparing event durations measured in this research to fiel d-based evidence and
empirical-based equations strongly suggest that bursting was present during this research
(86.3). Integral time scales and the event durations for wind and saltation approximate
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two seconds (Table 6-2). The tempora coincidence of wind and satation strongly

indicates that the wind is driving sediment transport.

This research showed that thereis a strong rel ationship between wind and saltation events
and that this relationship can be established using quantitative methods, specificaly the
continuous wavel et transform. The conclusion that aeolian transport is event-driven debunks the
temporal uniformity that is assumed throughout aeolian transport models (81.2). Event-driven
transport should be included with other factors, such as moisture and slope, as potential
explanations for poor model performance, when compared with field-based measurements of
sand transport rates (c.f., Sherman et al., 1998). The findings from this research may contribute to
reducing the discrepancies found between the field and model predictions of sand transport. This
research also contributes to the literature on intermittent saltation (c.f., Stout and Zobeck, 1997)

because it indicates that transport is not constant.
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APPENDIX A

MEASURING THE TRANSPORT OF AEOLIAN SAND

WITH A MICROPHONE SYSTEM

Abstract

This paper describes the “miniphone,” an instruntemheasure aeolian saltation. This
instrument is a modified electret microphone tregedts the impacts of individual grains. The
unidirectional miniphone is inexpensive (approxietatJS$10) and small, posing minimal
disruption to the wind field. It can be sampledadés up to 44,100 Hz using commonly available
sound card technology or it can be interfaced witlata acquisition system. Data from
deployments on beaches on Marco Island, FL, US4 rmar Shoalhaven Heads, NSW,
Australia, using sample rates of 44,100 Hz and @@90are presented. An algorithm for
identifying discrete impacts of grains is describ®dltation impacts were not reduced when sub-
sampling a record from 44,100 Hz to 6000 Hz. Impaetected by the miniphone were

comparable to a scaled saltation flux measureddnylacated sand trap.

1. Introduction

Measuring the transport of aeolian sand has beeneern for almost three-quarters of a
century (Bagnold, 1936). Numerous studies havesedwn simultaneously measuring the rates
of sediment transport (flux) and vertical profitefsvind velocity to compare the rates of field-
based and model-estimated transport. Sherman(@988), for example, found that the Lettau
and Lettau (1977) model with the Belly (1964) maistcorrection factor, best predicts sediment
transport measured with traps. Sherman et al. (1888 concluded that the results were
“constrained by uncertainties regarding the efficieof traps.” Nevertheless, traps continue to be
the most commonly used method for measuring sedifiienin the field (Bauer and Namikas,
1998; Wang and Kraus, 1999; Namikas, 2002; Doray. e2004).

This paper has been submitted to Geomorphology.
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Traps are limited because of poor temporal andadpatolution, scouring around the
base, and large, un-segregated openings (e.gsalaakd Nordstrom’s (1999) traps were 0.05 m
wide and 0.4 m high). Many attempts have been rtadgercome these limitations, some are
described in Table 1. Wang and Kraus (1999) iresiadl horizontal water trap level with the sand
surface to cause minimal disturbance to the wield filackson (1996), Bauer and Namikas
(1998), and Namikas (2002) introduced traps thaeimsed the temporal resolution of ‘traditional
traps.’ Jackson (1996) and Bauer and Namikas (1998)automated sediment weighing and
recording systems that sampled at 1 Hz and 5 Kpewgively. Jackson’s (1996) trap is a 0.24 m
diameter circle, installed flush with the sand aod, that registers changes in weight at one gram
intervals. Bauer and Namikas (1998) used the Nigkind McKenna-Neuman (1997) trap and
designed a tipping bucket (T-BASS) mechanism belmwbed to mechanically weigh and
measure the captured sand. Namikas (2002) usedfseggical and horizontal load-cell traps to
improve the spatial and temporal resolution of meaments of flux.

Several alternatives to traps have been implementadboratory and field environments
(e.g., Willetts and Rice, 1985; Sherman, 1990; &fitld, 1998). Butterfield (1998) used
laser/CCD optical sand transport sensors, or pres; sampling at 25 Hz with adjustable
distances between 10 mm and 100 mm in the labgrdtothe field, adhesive surfaces
(Matthews et al., 1998), tracers (Willetts and Rik@85), and injections of colored sand
(Sherman, 1990), have been implemented with vadegsees of success.

Most measurements at point sources obtained frolose use piezo-electric technology
(e.g., Gillette and Stockton, 1986; Baas, 2004himrophones (e.g., Spaan and Van den Abeele,
1991) to detect the impacts of sand grains. TheSEN is a commercially produced omni-
directional sensor, costing approximately US$19@8 & piezo-electric crystal and has been
deployed in the field by Gillette and Stockton (688Stout and Zobeck (1997), Atherton (2002),



Table A-1: A review of several measuring devisesafeolian transport used in laboratory- and fiedddd studies.

Sand Measuring
Device

Approximate Dimensions
Downstream * Cross-stream
* Height

Advantages

Disadvantages

Traps

Solenoid trap
(Jackson, 1996)

Tipping bucket
(Bauer and
Namikas, 1998)

Water trap (Wang
and Kraus, 1999)

Load cell traps
(Namikas, 1999)

Adhesive surface
(Matthews et al.,
1998)

Tracers

Optical sensors
(Butterfield, 1998)

SENSIT™ - piezo-
electric crystal
(Model H21)

Safire - piezo-electric

crystal

Saltiphone
(Spaan and Van
den Abeele, 1991)
Miniphone

(this study)

Varies Measures mass flux; inexpensive;

low-technology

Minimal interference with wind field; moderately
inexpensive (£200); measures saltation,
reptation, and short-term suspension

Measures mass flux; rotates 60° to adjust to
mean wind direction; higher temporal resolution
than "traditional” traps; 5 Hz sample rate

Trap opening is a 0.24m diameter
circle flush with bed

Above ground dimensions vary;
this paper - 0.20m*0.12m*0.75m
using Nickling and McKenna-
Neuman (1997) design

Varies; this paper - opening was
1.5 m*2.0 m (flush with bed)

No interference with wind field; measures
saltation, reptation, and short-term suspension;
low-technology; trapping efficiency close to unity
Measures mass flux; high sample rate
compared to other traps (burst sampled

at 100 Hz for 0.1s at 1s intervals to resolve

to 1 Hz)

HTRAP: 2.11m*0.15m*undef. (35
openings, 0.02m — 0.016m
downwind length); VTRAP:
undef.*2.5m*0.35m (15 openings:
0.01m, 0.20m, or 0.04m high, all
0.06m cross-stream)
undef.*0.05m*0.043m Measures vertical flux distribution and impact
counts

Not applicable

Periscopes (2): 0.068m*0.005m
adjustable to 0.8m; sample area:
0.068m*0.01m to 0.1m*up to 0.8m
Cylinder-shaped: 0.37m high*
25.4mm diameter; frontal sensing
area: 325mm°

0.02m diameter*0.3m height
(sensor frontal area is 400mm?® )
0.30m*0.19m*0.20m

(microphone membrane is
201mm?)

Cylinder-shaped: 0.3m high*
9.4mm diameter; frontal sensing
area 28.27mm?’ (varies depending
on microphone model)

No wind field interference; low technology

Up to 40 Hz sample rate; measures mass flux;
relatively non-intrusive to wind field

Obtains impact counts

Measures impact counts and voltage; 20 Hz
sample rate; minimal flow obstruction
Self-orients to wind; tube protects microphone
from adverse environmental conditions; records
individual grain impacts; continuous sample rate
Obtains impact counts; sample rate limited by
data acquisition system; minimal flow
obstruction; inexpensive (~US$10)

Scouring; poor temporal and spatial resolution; edge
effects

Measures at 1 Hz; registers readings when 1g
interval change is exceeded

Low capacity (10-20g) tipping bucket (noted by
authors) limits temporal duration of deployment; no
vertical resolution

Poor temporal (30 min runs in this paper) and spatial
resolution

Low spatial resolution relative to sensors

Poor temporal resolution relative to sensors (deployed
at 120s intervals)

Low recovery of traced sand
Laboratory only (has not been deployed in field)

Relatively expensive (US$1900)

Omnidirectional; calibration complications; 200 hits
per second maximum

Relatively large; poor spatial resolution; sensor 0.1m
above bed; does not measure mass flux

Does not self-orient to wind direction, nor measure
mass flux

L0T
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and Wiggs et a2004), for example. The SENSIfis a cylinder measuring 0.37 m long and
25.4 mm in diameter (personal communication, P&ati$on, model H12) with a 325 nfm
piezo-electric crystal (frontal area) that registiétre impacts of sand grains. A disadvantage to the
SENSIT™ is that when using the kinetic energy channebilitput of the sensor has a positive
linear dependency on temperature (Heidenreich ,2@02). Therefore, as the ambient
temperature increases, the level of the backgroors® increases. Davidson-Arnott et al. (2003)
and Baas (2004) used tBafire (manufactured by Sabatech, approximately US$300pmni-
directional, peizo-electric probe, with a heighDa® m and diameter of 0.02 m. Located 0.12 m
from the instrument base is a sensing ring conddote peizo-electric crystal. The crystal has a
frontal surface area of 400 Miat can detect a maximum of 200 sand impactsgend
(Davidson-Arnott et al., 2003). Baas (2004) desatibeveral deficiencies associated with the
SHfire. First, the response is not constant around timeudlz of the sensitive ring; two “sweet
spots” occur with relatively high sensitivity. Alsehen comparing multiple sensors, each has a
different momentum threshold. Thus, extensive adfal calibration is required for each
sensor.

Microphones represent an alternative to piezo-étectystal technology for sensing the
impacts of grains. Spaan and Van den Abeele (1i@&bduced the “saltiphone” to measure
saltation in field-based aeolian experiments amé# been used by Arens (1996), Van Dijk et al.
(1996), and Sterk et al. (1998). The saltiphorensicrophone mounted in a stainless-steel tube
at 0.1 m above the bed. The tube protects the ptiome against adverse environmental
conditions. No calibration problems have been cibedd Spaan and Van den Abeele (1991) and
Arens (1996) did recognize that 90% of all saltati@curs below the sensor height (0.1 m above
the bed). Saltiphones are inexpensive; but arévelalarge (0.91 m wide, 0.3 m long, and 0.20
m high). Arrays of vertical or dense horizontaltinment sets are not possible because of
modifications to the wind field (wake effects).

The sensor described here is a high-resolutionuimstnt that is microphone-based,
unidirectional, relatively inexpensive, and sméil( A-1). The sensor uses technology similar to
the saltiphone (microphone). The “miniphone” hasass-section area of less than 0.008and
is not self-orienting. The small size permits rekelly dense vertical and horizontal arrays with
minimal disruption of the wind field. The miniphonan be deployed at elevations less than 0.01
m above the bed, compared to the 0.04 m deployeienaition employed by Baas (2004), for
example. The unidirectional design avoids the “dvgpet” issues such as those described by
Baas (2004). This sensor produces an electrom@akigith spikes in the signal indicating the

impacts by sand grains.
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2. Instrument Details

The primary component of the miniphone instrumerari electret microphone, a
modified version of the classic capacitor, or carse, microphone. Electret microphones
produce changes in capacitance because of mechabiedions that produce voltage variations
proportional to sound waves. A JLI Electronics mjirone was used in this example. This
company (and several others) produces a rangecobpfione sizes and specifications (e.g.,
sensitivity and frequency response). The microphaaal in this study was model FO445AL that
is 9.4 mm in diameter (69.36 Mifrontal area) and has a sensor diameter of 6.0 28027 mm
frontal area). Fig. A-2 shows an “off-the-shelf’arophone.

The electret microphones were modified beforeimsiee field. The miniphone functions
similar to a drum; when a sand grain strikes, thpltragm vibrates and generates an electronic
signal. Because of minimal momentum, small or sfo@wing sand grains do not register an
audible impact through the protective black (feltjface (Fig. A-2a). Therefore, the felt and an
underlying metal casing were removed. Care wasitekeemove only the metal casing and not
the outer ring that secures the microphone diaphrag., the sensor (arrow on Fig. A-1). Signal
and common ground wires (22 AWG) were solderethégpins on the back of the miniphone
(Fig. A-2b), for connection to the computer. Wiradttrophones were glued inside brass tubes
that were wrapped in tape to ensure that grain étspan the outside of the tube would not be
detected.

Miniphones can be interfaced with a computer thhoaignigh-end analog-to-digital data
acquisition system that is capable of recordingaigyin the millivolt range on a sound card.
Between one and nine volts of additional (battggiver is required between the miniphone and
the data acquisition system to power the interigtf=ffect Transistors (FET) in the
microphone. When the miniphone is excited, durirgjrgimpacts, for example, FETs amplify
the small distance changes between the chargedrdgp and the capacity plate behind it. Most
conventional data acquisition systems, operatirtg multiple instruments (i.e., channels),
sample at rates less than 10,000 Hz when all cfeane programmed to record simultaneously.
Alternatively, when connecting the miniphones te sound card in the computer, power is drawn
exclusively from the computer, the sample rate4id@0 Hz, and one sound card is required for
each miniphone.

A sensitivity analysis was performed to estimateptial maximum counts of sand
impact. Previous studies using microphone-basesbsemdicate signal saturation with rates of
grain impacts between 500 and 1000 per second iSpahVan den Abeele, 1991; Schonfeldt

and von Léwis, 2003, respectively). The saturatisk for the miniphone was estimated using
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the exponential vertical distribution for field-teakstudies presented by Farrell and Sherman
(2003; their Figure 4), the Lettau and Lettau ()avansport model, shear stresses equal to 0.5
m/s and 0.35 m/s, and grain sizes of 0.25 andrB0At shear stresses equal to 0.5 m/s and
0.35 m/s and at 0.02 m above the bed, 460 andmiBécits/s were estimated for grain sizes of
0.25 mm. When the grain size is reduced to 0.20 thenestimated counts of impacts increases to

875 and 210 impacts/s at an elevation of 0.02 mebwe bed for shear stresses equal

Fig. A-1: Field-ready miniphone encased in a tapapped brass tube. The microphone
diaphragm, indicated by the arrow, is the sensdigroof the instrument. A United States one
cent coin is shown for scale.
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@ (®) common

signal ground
4.5 mm (.

9.4 mm

Fig. A-2: The microphone as produced by the marufec. Unit diameter is 9.4 mm and depth is
4.5 mm (a). Backside of instrument has pins to eohteads (wires) for the miniphone output
signal and common ground (b).

to 0.5 m/s and 0.35 m/s, respectively. Adjustiniglieof the sensor above the bed has a
considerable effect on the number of expected itspabie predicted grain per second count

decreases 50% if the elevation of the miniphorieciseased from 0.02 to 0.05 m above the bed.

3. Miniphone Field Evaluation
3.1 Field Deployment and Conditions

A miniphone connected to a sound card samplingt 4109 Hz was deployed on
Residents Beach in Marco Island, FL, USA on 29 bdmmr 2003 for 155 seconds (s). The
average grain size was approximately 0.2 mm. Arsboginiphone was deployed between Seven
Mile and Comerong beaches near Shoalhaven Head¥, Nstralia on 3 August 2004. A
miniphone was monitored using a 6000 Hz samplearatemounted 0.02 m above the bed for
354 s. A hose-type sand trap (Pease et al., 2@0@®)an orifice measuring 0.1 m by 0.1 m, was
deployed 0.20 m from the miniphone. Fig. A-3 shawages of the beaches of Marco Island and

Shoalhaven Heads.
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Fig. A-3: Marco Island, FL, USA (a) and Shoalhaveads, NSW, Australia (b).

3.2 Analysis and Results of Sampling on Marco I sland

Fig. A-4ais a five second sample of the raw 44 H@Gignal from Marco Island. Periods
where the signal is higher (around 4.5 s, for exXajripdicate increased sediment transport. A
one second excerpt of the five second record &#g) is shown in Fig. A-4b and Fig. A-4c
shows a 0.1 second portion of the one second reBpilles in the time series, most visible in
Fig. A-4c, indicate impacts of individual grainsv@nty-six impacts occurred between 2.4-2.5 s
(Fig. A-4c) and 697 impacts occurred between 200s3Fig. A-4b).

The 44,100 Hz record (Fig. A-4a) can be sub-samigé®00 Hz to correspond to the
sample rate used in the field deployment at Shealh&leads. This exercise also is a method to
calibrate the efficiency of miniphone sampling @06 Hz. Fig. A-5 compares the 44,100 Hz time
series depicted in Fig. A-4c with the 6000 Hz sabipled time series. Decreasing the sample
rate to 6000 Hz decreases the magnitude of thalsiget the individual grain impacts remain

distinguishable.
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Fig. A-4: A five second time series of grain imgasampled with a sound card at 44,100 Hz (a).
A one second portion of the five second recordg(ghown in (b); (c) is a 0.1 second portion of
the time series shown in (a) and (b).
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Fig. A-5: Time series from the miniphone sampled4i.00 Hz (grey trace) and sub-sampled to
6000 Hz (black trace).
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3.3 Analysis and Results for Sampling at Shoalhaven Heads

Fig. A-6 shows a five (a), one (b), and 0.1 (c)oseksample from an unprocessed time
series from the instrument on Shoalhaven Headslgarithm, developed to isolate the inputs of
the grains from the background noise in the timisgis outlined in the following seven steps,
given a “raw” microphone time series

1) The three-point running mean is subtracted feach raw data value.

Vi =U — (ui—l Ut ui+l)

2) All negative values in the time series are gegetro.

3) The absolute value of the moving range of twoesis calculated.

W, :|Vi _Vi—1|

4) The mean from the time serieg (s removed.

X =W —W

5) Values less than four standard deviations oktiiree series (step 4) are set to zero.
6) Maxima are identified and remaining points setéro. Maxima are defined as data
points &) greater than the previous poirt,j and greater than or equal to the latter point
(%+1). If using MATLAB, the following code may be empied, wherey is the new time
series:

for i=2:length(x)-1

if x(i-1)<x(i) & x(i)>=x(i+1)

y(i)=x(i);

else

y(i)=0;

end

end

7) The identification of signal maxima and settiman-maxima to zero (step 6) is
repeated to remove double counting of a singlengrapact. If using the MATLAB code
from step 6, one should replace theith they time series and identify a new variable in

place ofy. Double counting was not frequent in the signaneixied here.

Figs. A-7a and A-7b show the same 1.0 and 0.1 skportions of the time series shown
in Figs. A-6b and A-7c, respectively. Fig. A-7 stpwiowever, the time series after application
of the aforementioned algorithm. Data points destigt by circles in Fig. A-7 represent the

impacts of grains.
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Fig. A-6: Five (a), one (b), and 0.1 (c) seconcktseries of an unprocessed miniphone sampled
6000 Hz.
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Fig. A-7: One (a) and 0.1 (b) second time series focessed miniphone sampled 6000 Hz.
These examples correspond to those shown in Aigsné 6¢. Circles greater than zero indicate
the inputs of grains.
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3.4 Comparing Transport as Detected by a Sand Trap and Miniphone

The quantity of sediment captured by the hose-stgfecan be compared to the number
of impacts measured by the miniphone as a meassstss the performance of the latter. To
make this comparison, the 0.0% rap was mathematically reduced in size to edual t
miniphone surface area, 0.00002829 m calculate an equivalent saltation flux. It veesumed
that the mini-trap was centered at 0.01 m abovédake the same elevation as the miniphone, and
experienced no additional boundary effects comptréide 0.01 rhtrap. The exponential-based

vertical profile relationship of Kawamura (1951):

a(z) = 0111/ 2) - (14))"* (1)
wherez is elevation above the bed (in cm), was usedtagiate the amount of sediment captured
in the mini-trap. During the 354 s data run, 10582f 0.25 mm sand were captured. The
distribution of grain sizes is shown in Fig. A-8silbdg Eq. 1, the mini-trap captured 90.62 g
during the sample period, or 0.25 g/s.

The miniphone detected a total of 40,540 impaasifsand grains, equivalent to 115
impacts/s, during the 354 second time series. Ehgeptage mass flux for each grain size
classification (shown in Fig. A-8) was calculateccompare the rate of impacts detected by the
miniphone with the value for mini-trap mass fluX(@®6 g). This calculation reveals that an
estimated mass of 167.39 g impacted the miniphaneglthe sample period, or 0.47 g/s.

Using the value of the mass flux value from a heigée trap deployed 0.20 m from the
miniphone, an equivalent rate of transport for aiptione-sized trap revealed that the mini-trap
captured 54% of the transport estimated by thephome. Possible reasons for differences in the
estimations include, horizontal variability in tealtation field (c.f., Gares et al., 1996; Jackson
and Nordstrom, 1999) and errors associated witlcah®ilations, for example the difference
between the actual and predicted vertical profiéssflux (Kawamura, 1951). However, given
the multiple potential sources for error, the gxtdated mass flux values for the miniphone and

sand trap are quite similar.
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Fig. A-8: Distribution of grain sizes for the satndp deployed near Shoalhaven Heads, NSW,

Australia.

4. Summary

A modified electret microphone system was usecetea and record individual impacts of
grains in the saltation layer at high frequencid® miniphone improves upon previous
microphone-based systems (e.g., Spaan and Vanliegled 1991) because it is smaller (exposed
area to wind is 69 mhand 28 mrhfor the entire instrument and the sensor, resgag)iand,
therefore, can measure saltation inside the maéseaegion of saltation, and is much less
expensive. Miniphones, wired to a sound card, sesnali 44,100 Hz, vastly exceeding the rates
of sampling for previously described sensors aagsti(e.g., Spaan and Van den Abeele, 1991;
Namikas, 2002; Baas, 2004). If the miniphones argected to a data acquisition system and are
set sample at 6000 Hz, the miniphone does notamgsmpacts compared to the faster sample
rate of 44,100 Hz. An algorithm is presented tledgcts the individual grain impacts from
background (“raw”) miniphone time series.

The miniphone is an ideal instrument to detectsalt intermittency (e.g., Stout and
Zobeck, 1997). Also, many studies have attemptextablish a correspondence between the
turbulent wind field and the fluctuations in thédtaton field (e.g., Bauer et al., 1998; Davdison-
Arnott et al., 2003). The results of these stutiege been mixed to inconclusive. Wiggs et al.,
(2004) acknowledge that their large instrumentagise, about one meter, between their wind and
sand measuring devises may have contributed to ebtheir discrepancies in their data. The
advent of the miniphone allows for closely locas@@mometer and miniphone deployments, and
therefore, may help to contribute to a more cleatenstanding of the linkages between

fluctuating wind and saltation.
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APPENDIX B

This appendix shows the calibration informationtfe@ Dantec Dynamics thermal
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anemometers. Fig. A-9 shows a screen-grab frotvii&xcel spreadsheet provided by Dantec

Dynamics. The digital version of the spreadsheaif@ble from the author or from Dantec

Dynamics) is only able to calibrate one data pfinttage to wind speed) at a time (by entering a

value in cell E11), therefore a MATLAB algorithm svased to process the entire time series
(Fig. A-10). The values in cells A19:A26 and B19&@or velocity, “U” and voltage, “V”) in

Fig. A-1 are the unique calibration values for that anemometer #SNO06 (cell E9) which was

the instrument that was used for Runs 1-5.

A B © 0] E F G H |
Conversion of probe signal for rugged steel clad prohe.

1
2
3
4 |The senzor has & non-linear output. The algorithm below has heen specially designed to give a high conversion
5 accuracy. To use the conwersion scheme, first erter the calibration data by copying data and pasting inta the

G |large grey field:

7

g

9

Step 0: Copy data from text file Ok
S SensarlD SM 006
11 Step1: Insert actual probe voltage, E 2.3000 v
12 Welacity from corversian, g mrs
14
15 | sh 006 g=10
16 LS Coefiicients picked:
7] U Eary © gl [ 1016283 667949 |
18| [mig] ! <1 al 0
19 07e 09687 4774 5.665 3615
200 3695 1.9433 13.225 9.570 -5.375
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2? r r o
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29
M 4 » M} S2500 Conversion K
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File  Edit  Wew Insert Format  Tools Data  window Help  Adobe FOF r_F X
DR SRV iR v- % = -2l 4 oo - (7)),
Arial -0 - B ZUSE=EEBE WS/ EE DDA,
CEE.
H33 - f
J

=
Org. 9B0729TSY |
Rev. 04050775

Fig. A-9. Screen-grab from Microsoft Excel prograrmvided by Dantec Dynamics to calibrate

the thermal anemometers used in this study.
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function [yyc] = calTA(yy,sn);

% calTA.m

% Purpose: Calibrates thermal anemometer

% Input:

% yy = signal record (v)

% sn = calibration 'SNOO6caldata.txt' file from Dantec
% Export:

%  yyc = calibrated (m/s) record

% History:

% Jean Ellis, TAMU Geography, February 2005

% Created for MATLAB v. 6.0

% Comment:

% Column letters correspond with file provided by D antec
% (shown in screen grab, Appendix A-2A)

% Least squares (LSQ) (column E)
for kk=1:length(sn);

Isq(kk,1) = (log(1+10*sn(kk,1)))"2;
end

% First coefficient column (column F)
for kk=1:length(sn)-1
coa(kk,1)=(Isq(kk+1,1)-Isq(kk,1))/(sn(kk+1,2)-s n(kk,2));
end
kk = length(coa);
coa(kk+1,1)=coa(kk,1);

% Second coefficient column (column G)

for kk=1:length(coa)
cob(kk,1)=Isq(kk,1)-coa(kk,1)*sn(kk,2);

end

kk = length(cob);

cob(kk+1,1)=cob(kk,1);

% Pick the optimal coa (coefficient A = cell F17) = coaf
% Pick the optimal cob (coefficient B = cell G17) = cobf
for kk = 1:length(yy)
for mm=1:length(coa)-1
if yy(kk,1)>=max(sn(:,2))
coaf(kk,1)=coa(mm,1);
cobf(kk,1)=cob(mm,1);
elseif yy(kk,1)>=sn(mm,2) & yy(kk,1) < sn(m m+1,2)
coaf(kk,1)=coa(mm,1);
cobf(kk,1)=cob(mm,1);
end
end
end

% Apply final calibration
for kk = 1:length(yy)
yyc(kk,1) = (exp(sqrt(coaf(kk,1)*yy(kk,1)+cobf(kk,1 ))-1)/10;

end

Fig. A-10. MATLAB code used to calibrate the thetrmaemometers based on the information
provided in the Microsoft Excel spreadsheet by Bamynamics (Fig. A-9).
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