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I. INTRODUCTION

After months of focusing attention on the troubles of the
Middle East, the U.S. has turned its eyes back home to domestic
policy. President Bush's newly proposed domestic policy, not
surprisingly, includes proposals dealing with the immense problem
of drug trafficking. Included in his bill is a proposal to make
evidence admissible in federal criminal court procedings if and
only if a firearm is involved and where the evidence would
otherwise be suppressed due to violation of the U.S. Supreme
Court's so-called exclusionary rule.1 The exclusionary rule makes
evidence which has been gathered during an illegal search or
seizure inadmissible in both federal and state court proceedings.
Bush's so-called inclusionary rule, at present simply a narrow
exception, could open up a huge hole if the constitutionality of
the exclusionary rule were tested again.

For thirty years now the main punishment for police who have
blundered has been to render the evidence which they have collected
against the accused inadmissible in court proceedings. Since the
1914 introduction of the exclusionary rule by the Supreme Court in
Weeks V. U.S.2, supporters have argued that this privilege, the
protection against illegal search and seizure, 1is a natural

extension of the fourth amendment right to "be secure...against

' 232 U.s. 383 (1914).

2 Ibid.



unreasonable search and seizures." However, proponents feel that
this right may be better protected in other ways. For example,
Canada does not exercise an exclusionary rule; instead it relies
upon the tort system to correct overzealous searches.

3 the

In a landmark Supreme Court case of 1961, Mapp v Ohio,
court ruled that the federal exclusionary rule, which holds that
evidence obtained during an illegal search may be suppressed in
federal court proceedings, also applied to all state court
proceedings as well as federal. In evaluating this controversy,
it is useful to investigate the history of the exclusionary rule

and its intended purpose, before presenting the statistical

analysis.

ITI. HISTORY

Before 1914 the exclusionary rule was not a part of written or
common law. For all practical purposes, its debut was in Weeks v.

4

U.S.” when the court ruled that illegally seized evidence was

inadmissable in federal court proceedings, yet still admissible in

state courts in accordance with state law. New York was one state

that refused to accept such a proposition. A New York Court of

Appeals judge, Judge Cardozo, wrote in an often quoted statement,
the criminal is to go free because

the constable has blundered...A room

3 367 U.S. 643 (1961).

% 232 U.s. 383 (1914).



is searched against the law, and the

body of a murdered man is found...The

privacy of the home has been infringed,

and the murderer goes free.5
The next major development was that the Supreme Court in Wolf v.
Colorado® ruled that individuals who are illegally searched are
infringed upon and denied their right to due process of law under
the fourth amendment to the U.S. Constitution; however, the court
still held that this ruling did not apply to state courts. Search
and seizure practices and admissibility of evidence were lawful or
unlawful in accordance with state laws. Not until 1961 did the
court reverse itself via Mapp V. ohio’ and hold that any illegally
obtained evidence was inadmissible in both state and federal court
proceedings.

A puzzling aspect of the entire ruling, however, is the intent
and the actual consequences of the exclusionary rule. The original
goal of the exclusionary rule was that of a deterrent to illegal
practices by the police and prosecution, yet "an illegal search in

8 It is still

no way reduces the reliability of the evidence".
unclear how this rule '"punishes" overzealous policemen when
policemen and departments are commonly rated on their arrest rates,

not on their conviction rates. Justice Burger has contended that

® people v Defore, 242 N.Y. 21 (1926).

6 338 U.S. 25 (1949).

7 367 U.S. 643 (1961).

e Katsh, Ethan M. Taking Sides: Clashing Views on

Controversial Legal Issues. Guilford, CT: Dushkin, 1983.




"there is no empirical evidence to support the claim that the rule
actually deters illegal conduct of law enforcement officials".®
The exclusionary rule does nothing to protect citizens againt
illegal arrest. And an innocent individual is in no way
compensated after being victimized by illegal search. Guilty
suspects have been released because crucial incriminating evidence,
illegally obtained, has been deemed inadmissible, while an innocent
man receives no compensation after an illegal search. If the goal
of the police is to control crime and bring the guilty to justice,
this negative incentive may only promote criminal activity.
Implicit in this argument is the statistical notion of Type I and
Type II errors. Type I errors convict the innocent, whereas Type
ITI errors fail to convict the guilty. The exclusionary rule
protects Type II errors from happening, but does little or nothing
to prevent Type I errors.

Has the exclusionary rule failed in its apparent purpose and
instead bolstered criminal activity? That is, has it done little
or nothing to reduce Type I errors but instead increased Type II
errors? The empirical investigation which follows attempts to

address this issue.

ITII. MODELS

There exists an implied theoretical causation between many

variables and crime. The two models below are based on

Ibid.



conventional economic theory. Parmount in understanding the
economic theory of crime is to recognize that most criminals are
rational individuals. They weigh anticipated costs versus
anticipated benefits to decide whether or not to commit crime. 1In
less controversial terms, persons with serious <criminal
propensities respond to incentives like others do. However, since
criminals generally lack perfect information, their perception of
the costs and benefits are sometimes mistaken. Better informed
criminals have a better chance of making an accurate evaluation of
the crime market and thus face lower odds of being punished.
Several models have been proposed to estimate the importance
of the exclusionary rule on crime rates. The first model is a
variant of Gary Becker's original economic theory of crime
published in 1968. To account for differences in crime among the
states we can estimate a two-equation model. The first equation

is a supply of crime, and the second is a crime control equation:

1) Ci = b0 + b1lPi + b2Si + b3W + b4Ri + b5X + e
WHERE
Ci = crimes of type 1i,
bi = parameters,
with
b0, b5 <>= 0;
bl,b2,b3 < 0;
b4 > 0;
Pi = probability of imprisonment,
Si = the severity of punishment,
W = the after-tax legal wage,



ol
I

the criminal return per offense,

>
I

the vector of other crime factors,
e = the error term.
2) Pl = cO + €1V + e2€Ci + u
WHERE
Pi = probability of imprisonment,
(same as above)
ci = parameters
with
c0 <>= 0;
cl > 0;
c2 < 0;
V = the criminal justice system

Ci

crimes of type i
(same as above)

u = the error term
The presence of an exclusionary rule can be added to equation 2),
the production function for the law enforcement industry or the
crimes cleared by conviction equation, as a "rules of the game
measure", and thereby isolate its separate impact. We would expect
the exclusionary rule to reduce the number of crimes cleared by
conviction, holding constant police and prosecution resources. The
exclusionary rule should lower probability of conviction, ceteris
paribus, which in turn lowers the cost of commiting a crime.

A specific version of this model would be:

3) ci b0 + blPi + b2MALE + b3U + b4Y + bS5RURAL + e

4) Pi cO0 + clPOLICE + c2Ci + c3ERULE + u



Such a two-equation model would be a desirable way to perform this
experiment; yet because of data limitations and time constraints,
we must settle for a one equation model to estimate whether or not
the exclusionary rule affects reported crime. Even after limiting
the model to one equation, several options must still to be
decided.

The two equation model can be combined into a single equation
to arrive at a workable model.

51 Ci = b0 + blPi + b2MALE + b3U + b4Y + bSRURAL +

b6POLICE + b7ERULE + e

Average or median sentence served by crime type, by state is
unpublished for the years for which the study is conducted (1957-
1964), and therefore it is omitted from this study. Each variable
is chosen to control for differences among states. For instance,
the crime rate per 100,000 population is the dependent variable
instead of the total crimes reported to account for differences in
population between states. The percentage of males age 15-24
affects crime because this is the most "crime prone" sex and age
group; therefore, states which have a larger percent of their
population within this age group should have more crime, all else
equal. Per capita income is in the model because more wealth the
returns to crime. Probability of imprisonment represents the
"cost" of committing crime. If criminals are rational, i.e., they
respond to incentives, they will weigh anticipated costs vs.
anticipated benefits to decide whether or not to commit crime.
Consequently, in states where the justice system treats criminals

harshly, it '"costs" more to commit crime; less crime will be



commited if the costs are comparatively high.

The variable which represents the percentage of the population
which is rural accounts for the differences in composition between
urban and rural localities. More crimes are committed in the city,
therefore a state which has a higher percentage of urban dwellers
should have a higher crime rate. The unemployment rate is in the
model as an opportunity cost measure of the legal wage. Theory
suggests that as the number of unemployed increases, so does the
number of crimes committed, ceteris paribus, although this variable
has not proven a strong correlation with crime in previous studies.
Since the two-equation model includes police-prosecution resources
in the production function, its direct theoretical effect on crime
rates 1in a one-equation model is (questionable, yet when
incorporated into the single equation model it appears as
statistically significant at conventional levels, and thus may be
a relevent independent variable. The number of police per 10,000
population is the chosen measure of police-prosecution resources.
However, while police presumable deter crime, crime also increases
the presence of police. There exists a two-way dependence that
implies that police may not have a negative coefficient in the
single-equation model. again its theoretical affect is
questionable. Additionally, reporting effects may cause further
increases in crime, i.e., as police increase, reported crime
increases. The dummy variable, ERULE, is a variable to detect
whether a state, pre-1961, excercised an exclusionary rule or not.
States which had a self imposed exclusionary rule receive a 1 as

a value for this variable, while states which had no exclusionary



rule receive a O. A random disturbance term, e, is a way of

including other nonrepresented variables.

IV. THE DATA

This study attempts to detect whether the exclusionary rule,
first imposed on all states in 1961, has a measurable impact on
crime rates. Prior to 1961 twenty-four states had a "self-imposed"
exclusionary rule and twenty-four did not. In states without an
exclusionary rule, judicial discretion determined the admissibility
of evidence, whether illegally obtained or not. The states exhibit
no particular geographic concentration. 1In the 1950's, the South
had nine exclusionary rule states and five states without an
exclusionary rule.

The data are cross-sectional, with observations 1-48 data
averages for 1957-1960, and observations 49-96 data averages for

10 n

1962-1964, for those variables published for those years.
estimating the model, the exclusionary rule is a zero-one, binary
variable, zero for states without an exclusionary rule prior to
Mapp v Ohio, and one for states which had an exclusionary rule.
For observations 49-96(the sixties), every state has a one, since
all states had a federally imposed exclusionary rule.

The state data are then compiled into two data sets. The

first set separates states into "exclusionary" and

"nonexclusionary" groups for the 1950's, and the second set also

10 2 complete list of variable sources is located in Appendix



separates states along their "exclusionary" or "nonexclusionary"
status for the 1960's. Those which did not have an exclusionary
rule prior to 1961 are termed "nonexclusionary" states, n=24, and
those which did have an exclusionary rule are categorized as
"exclusionary" states, n=24. Uncontrolled means of crime rates
are compared to controlled means of crime rates for respective
exclusionary and nonexclusionary states. Controlled means are
calculated by regressing the crime rate of type i on %males 15-24,
per capita income, probability of imprisonment for commiting crime
i, % population rural, the unemployment rate, the police per 10,000
population, and the presence or absence of an exclusionary rule.
These predicted values can then be plugged into the above equation
to generate controlled means. States which did not
have an exclusionary rule prior to 1961 should have a larger jump
in crime following 1961 compared to states that did have an
exclusionary rule prior to 1961, because the rules of the game
changed for the former but not for the 1latter. Probability of
imprisonment for nonexclusionary rule states had been 1lowered,
while exclusionary rule states' probability of imprisonment should

have remained unaltered by the Mapp v Ohio ruling.

V. THE RESULTS

Total crime rates per 100,000, the murder rate per 100,000,
the assault rate per 100,000, and the buglary rate per 100,000 are
all investigated. Table 1 reports the coefficient values and their

respective t-statistics for the four regressions run using 1950's



data.

VARIABLES

INTERCEPT
(t-stat)
MALES
(t-stat)
INCOME
(t-stat)
PROBABILITY
(t-stat)
RURAL
(t-stat)
URATE
(t-stat)
POLICE
(t-stat)
ERULE
(t-stat)
R-SQUARED

F-STAT

* Significantly different from zero at 5% level,

TABLE 1

REGRESSION MODELS OF IMPACT OF

EXCLUSIONARY RULE ON CRIME,

TOTAL
INDEX CRIME
-2049.484
(1.930635)
287.469%
(2.879968)

.17677
(.9364836)
-36.4439%
(2.234208)
-3.7694
(.8096754)
48.9188
(1.258389)
30.4880%
(2.20904)
161.0918%
(2.13406)
.508577

5.913758

(N=48)

MURDER
-12.482
(.993328)
2.581%
(2.18541)
-.00357
(1.61406)
-.05145%
(2.02250)
-.00793
(.146965)
.512211
(1.22542)
.272269%%
(1.70701)
1.22969
(1.44150)
.488994

4.921334

1957-60

ASSAULT
-182.715
(1.313529)
34.1097%
(2.51550)
-.01765
(.689006)
-1.4516%%
(1.97239)
-.97838
(1.63306)
6.8388
(1.43664)
1.6251
(.878316)
15.060
(1.46478)
.446708

4.498178

BURGLARY
-435.4268
(.786319)
86.404
(1.63687)
.040548
(.412831)
-26.8508%%
(1.72909)
-2.74943
(1.20483)
24.6683
(1.18379)
8.34636
(1.13874)
67.1663%%
(1.70659)
.380110

3.416343

two-tailed test

*xSignificantly different from zero at 10% level, two-tailed test



The sign of the coefficients for the variables estimated in
the regression for total crime rates which uses only 1950's data,
i.e., oberservations 1-48, are promising. For every 1,000 males
aged 15-24 in the population, crime rates increase by 287%
supporting the hypothesis that the number of males aged 15-24 in
the population is positively correlated with crime rates. The
number of males is also statistically significant at the 1% level
using a standard t-test. Per capita income affects the total crime
rate only slightly, but in a positive direction. For each $1
increase 1in per capita income, <crime rates increase .18%.
Additionally, this effect is reflected by per capita income's
insignificant t-value, at the standard 5% 1level. Of parmount
importance 1is the value and direction of the probability
coefficient. As stated previously, as the probability of
conviction decreases, crime increases. The regression results
support this assumption. The regression predicts that for every

1% increase in the probability of imprisonment, crime rates

decrease by 36%. Probability also passes the standard 5% level
for a two-tailed significance test. The percentage of the

population residing in rural localities, like per capita income,
is insignificant at the 5% level, thus, its coefficient is small.
But, it still follows theory suggesting a negative predicted value
for the coefficient. This result supports the reasoning that more
crimes occur outside of rural areas. The model suggests that for

every 1% increase in the unemployment rate, crime increases 49%,



yet the variable urate fails the accepted .05 significance test.
The regression result for the police variable 1is somewhat
surprising, yet explainable by the before mentioned theory of two-
way causation. The regression reports that for every additional
policeman per 10,000 population crime increases, not decreases, by
30%. While police presumably deter crime, crime also attracks
police, thus explaining the positive coefficient generated by the
police variable. Police has a significant t-statistic at the 5%
level, for a two-tailed test, which 1is again wunusual since
presumably police resources are controlled for within the
probability of imprisonment variable according to the two-equation
model. The exclusionary rule variable, which is also biased
downward due to its predicted affect on probability, appears
significant at the accepted 5% 1level. It has a rather large
positive coefficient supporting the hypothesis that the
exclusionary rule increases crime rates. All else equal, states
with an exclusionary rule had a crime rate 161% higher that
nonexclusionary states.

An R-squared value for an equation explains the amount of
variation in the dependent variable attributable to the regression
equation. When R-squared equals one, all of the variation in the
dependent variable is explained by the equation. When R-squared
is equal to zero, none of the variation in the dependent variable
is explained by the independent variables. A standard F-statistic
test can be performed to test if R-squared is significantly
different from zero. In the case of total crime rates per 100,000,

a 99% confidence interval can be constructed around R-squared.



With an R-squared value of .508577, approximately 50% of the
variation in the dependent variable, total crime rates, can be
explained by the seven independent variables.

The fact that the exclusionary rule is both positive and
significant at the 5% level for total crime rates foreshadows its
effect on the individual crime rates tested. Although the
regressions for murder rates, assault rates, and burglary rates
lack some of the statistical beauty of the total crime rate
regression, they are promising.

When the murder rate regression for the 1950's is analyzed,
several differences are apparent. Per capita income becomes
negative insinuating that as income increase $1, the murder rate
decreases by .003%. Per capita income's t-statistic rises from
.936 to 1.61406 just falling short of the 10% significance level.
The males variable remains strongly significant at the 5% level
predicting a 2.6% increase in the murder rate for each population
increase of 10,000 males aged 15-24. Probability still passes the
standard t-test at the 5% level and continues to have a negative
impact on crime. The unemployment rate and the % rural variable
have similar affects on murder as they do on total crime rates.
Both remain insignificant at the .1% 1level and exhibit the
hypothesized sign. The police variable is again positive but now
significant at the lower 10% level. The exclusionary rule loses
some of its potency as it drops from the 5% to the 20% significance
level. It still, however, has a relatively large coefficient
comparatively, generating a 1.2% increase in murder rates for

states that had adopted an exclusionary rule prior to Mapp v Ohio.



The R-squared term for the murder rate regression passes the
standard F-statistic test attributing approximately 49% of the
variation in murder rates to the independent variables.

The assault rate regression for the 1950's closely mirrors
the murder rate regression. Per capita income again has a negative
sign and is statistically insignificant. The significance of males
rises to the 2% 1level while remaining positive, and the
unemployment rate stay both positive and insignificant for the 5%
level. Probability of imprisonment's statistical significance
declines to just below the 5% level, but it maintains its negative
sign. The percentage of the population residing in rural
localities stays at about the same magnitude, yet its t-statistic
rises to just below the 10% level. The police per 10,000
population drops its statistical significance while maintaining its
positive affect on crime. Finally, the exclusionary rule also
drops 1its statistical significance down to the 20% level again
generating a relatively large coefficient comparatively.

The R-squared value for the assault regression is .446708,
surpassing the F-critical value at the .01 level. Approximately
45% of the regression equation can be explained by the independent
variables.

The 1950's burglary regression is not as statistically sound
as the other regressions with only the probability of imprisonment
and the exclusionary rule passing the two-tailed t-test at the 10%
level. 1Income's sign switches back to being positive, suggesting

that income positively affects crimes against property as opposed



to crimes against the person.

rate is again positive,

level.

hypothesized signs,

Percent

rural

and the

unemployment

but both fail the standard t-test.

rate

The effect of males on the burglary

falling just below the 10% significance

again statistically insignificant, but still positive.

Predictably,
equation is lower than that of its counterparts.
still significantly different from zero at the 1% level, but only

38% of the variation in the dependent variable can be attributed

to the independent variables.

The coefficients in the joint cross-section regression, 1957-

1964, and their t-statistics are reported in Table 2.

VARIABLES

INTERCEPT
(t-stat)
MALES
(t-stat)
INCOME

(t-stat)

TABLE 2

REGRESSION MODELS OF IMPACT OF

EXCLUSIONARY RULE ON CRIME,

TOTAL

INDEX CRIME

-2268.543
(3.991171)
289.608%
(4.999073)
.098531

(1.041996)

(N=96)

MURDER
-9.3129
(1.74987)
2.1236%
(3.80771)
-.00425%

(4.66001)

ASSAULT
-167.994
(2.286942)
32.5601%
(4.26113)
-.03367%

(2.64139)

At

1957-64

the R-squared value for the 1950's burglary

.380110 it is

BURGLARY
-726.2783

(2.52123)
115.47%

(3.99538)
.039450

(.792319)

keep the

Police 1is



PROBABILITY -32.7353*%  -.02813%% -1.3292% -20.4079%%
(t-stat) (2.619452) (1.76618) (2.42996) (1.77813)
RURAL -4.5295 -.00165 -.06091 -3.89475%
(t-stat) (1.407296) (.058773) (1.55364) (2.51246)
URATE 61.5230% .241403 1.9599 29.6848%
(t-stat) (2.271107) (.933428) (.563715) (2.13453)
POLICE 48.4849% .39344% 4.035753% 12.92139%
(t-stat) (4.492926) (3.80640) (2.847570) (2.347306)
ERULE 136.9861%% 1.09834 13.542 69.8064%%
(t-stat) (1.94830) (1.62714) (1.42756) (1.94065)
R-SQUARED .613137 .410384 .405782 .517327
F-STAT 19.92440 8.252784 8.389708 13.16776

* Significantly different from zero at 5% level, one-tailed test

**Significantly different from zero at 10% level, one-tailed test

In comparison, all of the coefficients have the same sign in both
regression results implying that the model is stable.

In the joint cross-section regression model of total crime
rates, males and police are highly significant at the 1% level and
undoubtably positive. Probability of imprisonment maintains its
importance and predicts that a 1% increase in the

statistical

probability of imprisonment, all else equal, generates a 33%

decrease in the total crime rate. Income remains statistically

insignificant as well as percent rural. The positive relationship



between income and total crime rates holds, as does the negative
relationship between percent rural and total crime rates.
Unemployment rates are significant at the 5% level predicting a 62%
increase in the total crime rates for each 1% increase in the
unemployment rate. The exclusionary rule is significant at the 10%
level for the Jjoint cross-section regression, whereas in the
previous total crime rate regression

the exclusionary rule was significant at the 5% 1level. This
variation in significance can be explained by the fact that one-
half of the observations in the 1950's regression are without an
exclusionary rule; however, when the sample is increased to 96 no
additional nonexclusionary states are added, thus only one-fourth
of the observations are nonexclusionary.

The R-squared value for total crime rates increases to .613137
and the F-statistic rises due to the increase in observations.
Approximately 61% of the variation in total crime rates can be
explained by the seven independent variables.

For the joint 1950-1960's murder rate regression, income and
police gain significance, while probability loses some of its
explanatory power. Income becomes very significant at the 1% level
as probability declines to the 10% acceptance level. The remainder
of the variables are fairly constant. The t-statistic on the
exclusionary rule variable rises to just below the 10% significance
level, attributing a 1.1% increase in murder rates due to the
exclusionary rule.

The R-squared value is slightly lower for the joint cross

section regression then for the 1950's regression. The R-squared



value accounts for 41% of the explained variation in the
regression.

Assault rate variables change only slighty between the 1950's
regression and the combined cross-section regression. Income and
police per 10,000 population become significant at the 2% level
likewise with probability of imprisonment. Each variable holds the
same sign during the joint cross-sectional regression as it did
during the 1950's regression. The significance of the exclusionary
rule holds at the 20% level predicting a 14% higher assault rate
in states which have an exclusionary rule.

The R-squared value of the joint assault regression is not as
high as the 1950's R-squared value; however, the regression can
still be deemed significant at the 1% level, explaining 40% of the
variation in the dependent variable.

The joint regression for burglary is far superior to the
1950's regression. Only one variable, income, is statistically
insignificant. All others have a significant impact on burglary
rates. The exclusionary rule is significant at the 10% 1level
raising burglary rates by as much as 70%.

The joint regression for burglary has an equally pleasing R-
squared value of .517327. Almost 52% of the variance in burglary
rates is due to the independent variables.

Another less statistical experiement comparing means is also
reported in Table 3.

Table 3
UNCONTROLLED CRIME MEANS

NONEXCLUSIONARY STATES EXCLUSIONARY STATES



TOTAL CRIME

RATES
1950's 791.5 < 87515
1960's 1029.2 < 1097.9
MURDER
RATES
1950's 4.5 < 5.5
1960's 4.1 < 4.7
ASSAULT
RATES
1950's 44.9 < 61.3
1960's 58.8 < 75. 6
BURGLARY
RATES
1950's 347.5 < 3958
1960's 472.1 < 508.3
% CHANGE

TOTAL CRIME

RATES 30.0% > 25.4%
MURDER

RATES -8.28% < -13.39%
ASSAULT

RATES 30.9% > 23.4%
BURGLARY

RATES 35.9% > 28.4%




One would predict that those states which did not have an
exclusionary rule prior to 1961 would experience a higher growth
rate in crime compared to states which already had an exclusionary
rule, because the rules of the game changed for the former but not
the latter. When uncontrolled means are tabulated total crime,
assault, and buglary all exhibited the predicted growth pattern,
with nonexclusionary states experiencing a higher growth rate in
criminal activity than exclusionary states. However, murder's
uncontrolled mean is not as predictable. Murder rate uncontrolled
means revealed a decrease in reported murders between the 1950's
and the 1960‘'s with the exclusionary states enjoying a larger
decrease in reported murders.

Table 4 reports the "controlled" means for crime rates and
there percentage change.

Table 4
CONTROLLED CRIME MEANS
NONEXCLUSIONARY STATES EXCLUSIONARY STATES

TOTAL CRIME

RATES
1950's 795.0 < 836.1
1960's 1090.7 > 1083.3
MURDER
RATES
1950's 4.55 < 5.37
1960's 4.49 < 4.53

ASSAULT



RATES

1950's 46.54 < 58.56
1960's 67.23 < 68.10
BURGLARY
RATES
1950's 353.9 < 387.6
1960'S 497.4 > 489.9 |
% CHANGE

TOTAL CRIME

RATES 37.2% > 29.6%
MURDER
RATES -1.4% < -15.7%
ASSAULT
RATES 44.5% > 16.3%
BUGLARY
RATES 40.6% > 26.4%

These "controlled" means are tabulated by plugging independent
variable means into the appropriate model. As Table 4 shows total
crime rates, assault rates, and burglary rates increased at a
greater rate for nonexclusionary states, supporting the hypothesis
that the exclusionary rule affects measurable crime rates.

States which did not have an exclusionary rule prior to 1961
experienced a 37% increase in total crime rates, whereas states

which did have an exclusionary rule realized a 29% increase in



total crime. Nonexclusionary states crime rates increased at a
26% higher rate then exclusionary states.

Reported burglaries in nonexclusionary states increased from
354 buglaries per 100,000 population to 497 buglaries per 100,000
population, but only increased from 388 buglaries per 100,000 to
489 buglaries per 100,000 for exclusionary states. This translates
into a 41% increase in buglary for nonexclusionary states and a 26%
increase for exclusionary states. Nonexclusionary states' burglary
rate is growing at a 54% higher rate than exclusionary states'
burglary rates.

Those states which did not have an exclusionary rule prior to
Mapp v Ohio experienced an increase in reported assaults of 45%,
while their counterparts assault rate only increased by 16%.
Nonexclusionary states dealt with an increase in assault rates 181%
greater than that of exclusionary states.

As stated above, the uncontrolled means of murder rates
declined from 1950 to 1960; yet once difference among the states
are accounted for, the results are somewhat supportive of the
theory that the exclusionary rule affects murder rates. Murder
rates in exclusionary states decline by more than in
nonexclusionary states; hence it could be theorized that had the
exclusionary rule not been imposed upon undesirous states, they
also would have experienced a similar large decrease in murder
rates per 100,000 between the 1950's and the 1960's. With the
exclusionary rule mandate, nonexclusionary states murder rate
decreased by 1.2% while exclusionary rule states realized a 15.7%

decrease in murders per 100,000 population. A rate of change




growth rate difference of 1026%.

VI. IMPLICATIONS

The exclusionary rule lowered the cost of commiting crime in
the United States. As economic theory predicts, when the marginal
cost of an activity declines, the activity expands. The model in
no way attempts to measure the effects of other similar changes
which altered the criminal justice system during the 1960's, also
lowering the cost of crime. Gideon v Wainwright(1963), Escobedo
v Illinois(1964), and Miranda v Arizona(1966), also lowered the
probability of imprisonment, thereby lowering the cost of crime.

The U.S. has long been the champion of human rights, but at
what cost? Has there been an explicit tradeoff between Type I and
Type II errors or have these Type II errors increased irregardless
of Type I errors? Is it possible that alternatives to the
exclusionary rule could perform more efficiently and generate the

desired result of police restraint?

VII. ALTERNATIVES

Several alternatives to the exclusionary rule have been
proposed which could serve as deterents to illegal activities by
police and prosecution. The most promising one at present is the
tort solution. Let those who have been injured by illegal search
and seizure sue the policeman or prosecutor who broke the rules.

This remedy allows innocent individuals, as well as guilty ones to



be compensated with a lesser tradeoff in increased crime. Yet,
this option has drawbacks. Before a plaintiff may claim punitive
damages, actual damage or injury must be shown. Also the plaintiff
must prove that the officer lacked probable cause in the search.11
Yet, these privately incurred costs probably are lower than the
societal costs of increased crime. This solution is a direct
remedy and appears superior to the alternative of allowing the
guilty to go free.

Another viable alternative involves allowing the individual
departments to take disciplinary action against the overzealous
policeman. In Chicago policemen which fail to account for all that

% wWithout

they seize are suspended or even prosecuted criminally.1
the federally mandated exclusionary rule in place, perhaps
solutions which have been successful in other areas, such as the
one mentioned above, could be Dborrowed. In this manner
questionable search and seizure practices by police can be
controlled and curbed without failing to prosecute and convict
guilty criminals.

President Bush‘s proposal for an "inclusionary rule" also
supports this line of reasoning. The Bush bill suggests that

officers be directly punished when they violate fourth amendment

rights instead of allowing the guilty to go free.

i Morris, Clarence. "Punitive Damages In Tort Cases," 44
Harvard Law Review. 1173, 1180-81, 1931.

12

Spiotto, James E. "Search and Seizure: An Empirical Study
of the Exclusionary Rule and Its Alternatives," Journal of lLegal
Studies, Vol. 2, No. 1, 1973.




VIII. CONCLUSION

Many citizens fear that without an exclusionary rule their
right to be protected against illegal search and seizure will be
null and void. This is not the case. Citizen rights against
unreasonable search and seizure can be more efficiently protected
by repealing the exclusionary rule and instead implementing

superior remedies.

IX. SUGGESTIONS FOR FUTURE RESEARCH

The data available to conduct this study are far from optimal.
Several variables are unpublished for the years involved, and
compromises had to be made. For instance, it is not politically
popular to publish the average sentence served by a criminal when
for the most part it is a mere fraction of his sentenced time.
Also variables such as unemployment rates are not published
annually by state. If these numbers were available, they would
greatly increase the accuracy of the estimates. Another helpful
endeavor would compare the Mapp v Ohio ruling and other Warren
court rulings in order to isolate the exact effect of the
exclusionary rule on crime rates, as well as measure the costs of
these other rulings. Additionally, a study of the exclusionary
rule in deterring police misconduct could be compared to this study
to evaluate the costs of the exclusionary rule in terms of

additional crime versus the benefits in terms of fewer unreasonable

searches.




NONEXCLUSIONARY STATES

Arizona
Arkansas
Colorado
Conneticut
Georgia

Iowa

Kansas
Louisiana
Maine
Massachusetts
Minnesota
Nebraska
Nevada

New Hampshire
New Jersey
New Mexico
New York
North Dakota
Ohio

Pennsylvania

South Carolina

Utah
Vermont

virginia

APPENDIX A
EXCLUSIONARY STATES
1,49 Alabama
4,52 cCalifornia
7,55 Delaware
8,56 Florida
10,58 1Idaho
11,59 Illinois
12,60 Indiana
15,63 Kentucky
18,66 Maryland
20,68 Michigan
22,70 Mississippi
23,71 Missouri
24,72 Montana
31,79 North Carolina
34,82 Oklahoma
35,83 Oregon
37,85 Rhode Island
39,87 South Dakota
40,88 Tennessee
41,89 Texas
45,93 Washington
46,94 West Virginia
47,95 Wisconsin

48,96 Wyoming



APPENDIX B

SOURCES OF VARIABLES

CRIME RATES:
Total crime rates and individual crime rates are published by

state in the FBI Uniform Crime Reports. Means for the 1950's,

1957-1960, are calculated from "Table 2.-Index of Crime by State,

1957," and "Table 3.-Index of Crime by State, 1959," FBI Uniform

Crime Reports. Means for the 1960's, 1962-64, are calculated from

"Table 2.-Index of Crime by State, 1961," and "Table 3-Index of

Crime by State, 1963," FBI Uniform Crime Reports. Total offenses

are based on all reporting agencies and estimated for unreported

areas.

\O

*» MALES AGE 15-24:

The number of males age 15-24 per state is only published for
census years; therefore, it is necessary to take the mean number
of males age 15-24 for a 1950's and 1960's estimate. This data is

published in Statistical Abstract. The percentage of the

population male age 15-24 for the 1950's regression is an average
of the numbers found in "No. 24. Population, by Age, by State and

for Puerto Rico: 1950," Statistical Abstract, 1959, and "No. 20.

Population, by Sex and Age-States and Puerto Rico: 1960,"

Statistical Abstract, 1966. The source of the 1960's mean is the

above mentioned chart along with "No. 24. Population, by age-



States: 1970", Statistical Abstract, 1971.

PER CAPITA INCOME:

Per capita income is a measure of current income received from
all sources during the calendar year by residents of each state.
It excludes payments to military and civilian workers outside of

the U.S. Per capita income is published yearly in Statistical

Abstract. The value of per capita income for the 1950's regression
is a mean of the values published in "No. 419. Personal Income,

by States: 1929 to 1959," Statistical Abstract, 1961 and "No.

441. Personal Income, by States: 1929 to 1961," Statistical

Abstract, 1963. The value of per capita income for the 1960's

regression is a mean of the values published in "No. 458. Personal

Income, 1940 to 1963, and Rank Order, 1963, by States," Statistical

Abstract, 1964, and "No. 464. Personal Income, 1950 to 1965, and

Rank Order, 1965, by States," Statistical Abstract, 1966.

PROBABILITY OF IMPRISONMENT:

Admissions to prison for individual crime rates by state are
not published annually; therefore, admissions to prison for
individual crime rates for the 1950's regression are the values

taken from "Table 3-Offense by State: 1960," National Prisoner

Statistics, 1961. Values for the 1960's regression are taken from

"Table A2.-Offenses of Court Commitments with Sentence of 1 Year

of Longer, by State: 1964," National Prisoner Statistics, 1965.

1965. Admissions to prison for total crime are available from "No.

232. Federal and State Prisons- Prisoners Present and Prisoners



Received, by State: 1950 to 1964, Statistical Abstract, for the

1950's regression and "No. 197 Federal and State Prisons-Prisoners

Received, by State: 1950 to 1958," Statistical Abstract, for the

1960's regression.

Total crime per state is published in the same charts as crime

rates per state, FBI Uniform Crime Reports. Total crime means for
the 1950's are a combination of 1957 to 1960 data, whereas the
1960's means are a combination of 1962 to 1964 data.

Probability of imprisonment is the ratio of admissions to

prison to total crime.

% RURAL:

The percentage of a state population that resides in rural
areas 1is available for all the years involved in the study. The
values of this variable are the calculated means for 1957-60 and
1962-64 respectively. This information is published in "Table 2-

Index of Crime by State, 1958,1959," FBI Uniform Crime Reports.,

and "Table 3-Index of Crime by State, 1962,1963," FBI Uniform Crime

Reports.

UNEMPLOYMENT RATES:

Unemployment rates are only published by states for census
years. Thus, an average of the 1950 and 1960 unemployment rates
was used to generate the value of URATE for the 1950's regression.
Similarly, an average of the 1960 and 1970 unemployment rates was
used to generate the value for URATE for the 1960's. The

unemployment rates by state for census years 1is published in



Statistical Abstract. They are located in "No. 260.-Employment

Status of the Population, by Sex, by State and Other areas: 1950,"

Statistical Abstract, 1958, "No. 268.-Employment Status, by Sex,
by Region, Divisons, and States: 1960," Statistical Abstract,
1965, and "No. 337.-Unemployment-States: 1968 to 1970,"

Statistical Abstract, 1971.

POLICE PER 10,000 POPULATION:
The number of police per 10,000 population is published

annually in Statistical Abstracts. The values for the police

variable are in "No. 540.-Employment of State and Local Government
in Relation to Population, for Selected Functions, by State:

1959," Statistical Abstracts, 1960, and "No. 581.-Employment of

State and Local Government in Relation to Population, for Selected

Functions, by State: 1963," Statistical Abstracts, 1964.

ERULE:

The presence of the exclusionary rule is denoted by a value
of one in the regression equation; the lack of an exclusionary rule
is denoted by a value of zero in the regression equation. The
source of this information is Elkins v United States 364 U.S.

206(1960) .



CRMRT

CRMUR

CRAST

CRBUG

MALES

PCINC

PROB

PROBMU

PROBAS

PROBBU

RURAL

URATE

POLICE

ERULE

APPENDIX C

DATA AND REGRESSION RESULTS

Total crime rates per 100,000; defined by the FBI
Uniform Crime Reports as the seven major felony crimes.

Murder rates per 100,000.

Assault rates per 100,000.

Burglary rates per 100,000.

% of the population male ages 15-24.

Per capita income.

Probability of imprisonment for total crime rates.
Probability of imprisonment for commiting murder.
Probability of imprisonment for commiting assault.
Probability of imprisonment for commiting burglary.
% of the population living in rural areas.
Unemployment rate

Number of police per 10,000 population

Exclusionary rule
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C -167.93390 72.431653 -2.2869415 0.025
MALE 32.560057 7.6411818 4 ,2611284 0.000
PCINC -0.0336686 0, BAB7EHES -2.6413864 0.010
PROBAS ~-1.3291864 0.54L69994 -2.4298596 0.018
RURAL S0 609313 0.3920671 =1l , B BEHHNS Dz
URATE 1.9598749 3.4L767137 0.5637148 W 578
POLICE 4 .0357529 LA172621 2.B475699 0.006
ERULE 13. 542191 9.4862359 1.4”7‘6u1 0, LSE
R-sguared O 4ou/t> Mean of dependent var 5% o CQQQO
Adiusted R-squared 0 o &1 a3 S.D. of dependent var L2.69636
5.E. of regression AL, 22640 Sum of squared resid 100744 . 4
F-statistic 8.3897 ‘)8 Loz likelihood =h(eal , SO e
Covarlange Matr X
€, 5392.208 MAUE ~47] 1“””
C,PCINC ~0.270904 C,PROBAS -6.776363
C,RURAL -8.973688 C,URATE =87 5 D0IZES
C,POLICE -54.,83281 C,ERULE 98.06166
MALE,MALE 58.38766 MALE, PCINC -0.000857
MALE, PROBAS 1.169451 MALE,RURAL -0.306406
MALE,URATE -2.158039 MALE, POLICE 3.852575
MALE, ERULE -14.17348 PCINC,PCINC 0.0001462
PCINC,PROBAS -0.002122 PCINC,RURAL 0.002291
PCINC,URATE 0.00123 PCINC,POLICE -0.006082
PCINC, ERULE -0.045534 PROBAS, PROBAS 0.299208
PROBAS,RURAL -0.072565 PROBAS,URATE -0.028104
PROBAS, POLICE 0.126764 PROBAS, ERULE 1,870 88
RURAL, RURAL 0, LSS 7Y RURAL,URATE -0.167910
RURAL,POLICE 0.206409 RURAL, ERULE -0.5424695
URATE,URATE 12.08754 URATE, POLICE -0.258488
URATE, ERULE 3.712236 POLICE,POLIC 2.008632

POLICE, ERULE 1.674442 ERULE, ERULE 85.98867



LS // Dependent Variable is CRRUG
Date: 4-04-1991 / Time: 0:09

SMPL range: i = 96

Number of observations: 94

VARIABLE COEFFICIENT SHEDIG hRROR T QTAT TAIL SIG

C -726.27834 288.06509 -2.5212300 0.01

MALE 115.46745 28.900232 319553181113 0.000

PCINC 0.0394530 0.0498019 0. 7923197 0.431

PROBBU -20.407918 11.477169 -1.7781317 0.080

URAL -3.8947504 1l s S BEL A =205 124579 0.014

URATE 29.684838 13.906941 2 o LSS 8C) 0.036

POLICE 12.921391 5.5047 744 2.3473061 0.022

ERULE 69.806439 35.970667 1.9406490 0.056
R-squared 0. 517?’7 Mean of dependent var 097
Adjusted R-sqguared 0.478039 S5.D. of dependent var *86.Qq09
S5.E. of regression 134.5460 Sum of squared resid 1556826.
F-statistic 13.16776 Log llkellhood -589.9789

c,C 82981 S C MALE —69 50

CIPCTNG = 5. 51618595 C,PROBBU —516.6039
C,RURAL SESI9 A3 T C,URATE ~-473.2711
C,POLICE -789.2798 C,ERULE 2016.429

MALE,MALE BI3151223 & MALE, PCINC 0.141792
MALE, PROBBU 21.71296 MALE, RURAL SHENS BIGRY
MALE,URATE =36153066 MALE, POLICE Sk o ST Z
MALE, ERULE -302.6858 PCINC,PCINC 0.002480
PCINC, PROBRU 0.163110 PCINC,RURAL 0.019679
PCINC,URATE -0.020619 PCINC,POLICE -0.084424
PCINC, ERULE = 015603805 PROBBU, PROBBU 131.7254
PROBBU,RURAL = 615261188215 PROBBU,URATE -29.60210
PROBBU, POLICE SSILGIBIBI3 PROBBU, ERULE =504 92573
RURAL, RURAL 2.403044 RURAL,URATE =il A 7/ L
RURAL, POLICE SRR Sl RURAL, ERULE -2.986020
URATE, URATE 193.4030 URATE, POLICE SSINUR2 51015
URATE, ERULE 60.58510 POLICE,POLICE 30.30254

POLICE, ERULE 17 05091 ERULE, ERULE 1293 889



