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ABSTRACT

A rational function is defined as the ratio of two polynomial>s.

The Pade approximant (P[M,N]) is a special kind of rational function.

Basically, the Pade approximant of the power series expansion of a

function f(z), (z E 4-) is formed by approximating the power series via

the ratio of two polynomials (degree M in numerator, degree N in the

denominator). The coefficients of the two polynomials which forms the

ratio are called Pade coefficients.

When working with approximations,it is necessary to determine how

accurate the approximations are. This is expecially true when working

with Pade approximants since the denominator of the approximant has N

zeros (N is the degree of the po 1 ynomi a.l in the denomi na tor) . There

is not a formula which bounds the error like the remainder term of the

Taylor approximation. Once the poles of the Pade approximant are found,

it is important to know how they migrate in the complex plane as the

degrees of the numerator and denominator increase. If, as the degrees

increase, the poles do not move away from the origin rapidly, then

the Pade approximant of the given function is of little use because,

P[M,N] becomes unbounded for small value of z near the poles.

It is helpful to find the disk centered at the origin, which

contains no zeros of the denominator polynomial. This is accompl ished

by using a minimum modulus theorem. Inside the disk of radius, p,

(i.e., Izl < p) the theorem guarantees no zeros of the denominator.

This assures that f(z) remains bounded inside the disk of the radius, p.

A Fortran program was written to accomplish this task. Using

Gaussian elimination, the Pade coefficients are computed. Knowing the
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Pade coefficients of the denominator, the subroutine MULLER (1) is used

to find the roots of the polynomial (MULLER finds complex roots if they

exist). The values of the zeros are evaluated in f(z) to determine the

accuracy of MULLER. The modulus of the zero is computed to determine

its distance from the origin of the complex plane. The minimum modulus

theorem is incorporated into another subroutine. The output is

printed in tabular form.

As is common in research, the mistakes and unexpected results are

as important, if sometimes not more important, than the expected

results. This research project was no exception. The many mathematical

and computer-related mistakes are fully described in the second part of

this report.



SUBJECT

This research report investigates numerically the Pade approximant

of several functions (i .e., sin(z), cos (z), eL, e-z), focusing in

particular on the migration of the poles of the Pade approximant of

these functions. A Fortran program has been written to compute the

Pade coefficients of a given function. The routine MULLER is used to

compute the zeros of the polynomial in the denominator (i.e., the poles

of the Pade approximant). By computing the modulus of the poles, the

distance from the origin of the complex plane is computed. A minimum

modulus theorem is used to determine the radius of the disk in which

no zero of the denominator polynomial are found. The many problems

which arise from analyzing the Pade approximant numerically are also

discussed, such as round-off error, maximum number of iterations

required in the MULLER routine, and the restrictions imposed by using

the reciprocal of the factorial coefficients. Possible solutions to

some of these problems are suggested, but are not thoroughly investi­

gated.
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PURPOSE

Since mathematics is an approximation of the physical world, it is

important for one who is trying to apply a particular branch of mathe-

matics to know how accurate their approximations are and how closely

the mathematics models the physical world. The Pade approximant,

which is frequently used in nuclear physics, mathematics, and engineering,

does not have a theoretical method for determining the accuracy of the

approximant (unlike the Taylor series approximation, which contains the

remainder term, R (x).This investigation uses a numerical approach to
n

the Pade approximant, focusing in particular on the troubling problem

of the poles of the Pade approximant and the migration of the poles

as the degree of the Pade approximant increases. The ability to

predict the migration of the poles is essential to anyone who wishes

to understand Pade approximants.
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HISTORICAL BACKGROUND

In 1892, H. Pade, in his thesis entitled "Sur 1a representation

approache'e d'une function par des fractiones rationel1es", compiled the

first tables of coefficients for the Pade approximant of several power

series, originally attributed to Frobenius (2). Presently, little

attention has been given by mathematicians to the subject of Pade

approximants. For instance, today there are very few theorems which

address the usual questions pertaining to series approximation of

functions, such as the criteria for convergence or divergence and the

accuracy of the approximation, which have been rigorously explored in

other types of series approximations such as Taylor and Fourier series.

Lack of this information pertaining to the Pade approximant is unfor­

tunate, because Pade approximants have proved to be very useful in

providing quantitative information for many interesting problems in

physics and chemistry (3).



THEORETICAL BACKGROUND

The usual form of a power series is

4

co

n
f(z) =

aO + alz + ...
= � anZ .

n=O

The [M,N] Pade approximant for a formal power series in terms of the

power series coefficients is defined by the following:

det aM aM+ 1 aM+N

M
j M

j
M

a.zj2: a. NZ L: a·_N+lz
)

J-
w

JJ ...

j =N j =N-l j=O

[M,N] ( z ) =

aM-Ntl aM-N+2 aM+ 1

det aM aM+ 1 aM+N

N N - 1
z z

where the power series of the numerator has degree M, and the degree of

the denominator is N (4).

Although this is the formal definition of the [M,N] Pade approxi-

mant, it is absent of any intuitive feeling of how the Pade approximates

a power series expansion of a function by the ratio of two polynomials.

Also, in the formal definition, a method to be used to compute the zeros
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of the denominator of the Pade, i.e., the poles of the Pade, is not

readily evident. To solve these problems, an alternate definition has

been used. As one will observe, the second definition is longer than the

previous definition, but is mathematically more simple.

The second definition of the Pade approximant uses the fact that

Pade approximants are special types of rational functions. A rational

function, R(z) is defined as the ratio of two polynomials,
M .

\'
1

L_, a.z

n=O
1

R(z) = --­

N .

L: b. zJ
j =0 J

where the a.ls and b.ls E� and z is a complex variable. This definition
1 J

is essential since the Pade approximant of a function expanded via a

power series are special types of rational functions.

A Pade approximant of an arbitrary function f(z) is:
M n

ex) n�OPnz
f(z) L: a z

n

?= -

N ' where the Pn' qn E called
n=O

n

L: q z
n

n=O n

Pade coefficients.

The relationship between the Pade coefficients completes the

definition of the Pade approximant. Assume all terms in which z has

degree less than M+N+l are zero. Thus,

f(z)Q(z) - P(z) = 0 + dM+N+lzM+N+l + dM+N+2zM+N+2 + ....

Then,

( � a/)(
N

k
ex) k

k
f(z)Q(z) = L: qkz ) = L: L: a.qk .z

k=O
.

0 1 -1
k=O k 1 =

(tak i ng the Cauchy product) .
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So,

f(z)Q(z) - P(z)
00 k

k
= L I: (a.qk .)z
k=O i=O 1 -1

From this equation, the relationship between the Pade coefficients is

derived. The equations are:

k
L q.ak

-

Pk
= 0, for 1< k< M

.

0 1
1 =

i .

k

Lq.ak. =0,
.

0
1 -1

1 =
for l+M < k< M+N (5) ii.

Thus, if one can compute the power series of a given function, f(z), then

using the coefficients of the power series and equations i. and ii. from

above the Pade approximant of the function can be easily computed. An

example of computing the [2,2J and [3,3J approximants of f(z) = e-z is

found in Appendix A.

It should be noted that there is not any � priori reason to assume

the P[M,NJ Pade approximant of a function f(z) properly approximates

the function. At present time, there are not any convergence theorems

in the literature to guarantee the Pade approximant converges to the

function.

A readily apparent problem involving Pade approximants to approxi-

mate a function f(z), is the position of the zeros in the denominator

of the Pade approximant. An analytic function such as f(z) = eZ does

not have any poles, but clearly the Pade approximant of this (and

every) function expanded via a Pade approximant has poles. Around the

poles of the Pade, the approximation becomes unbounded and, therefore,

cannot approximate the function.
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Since the poles of the Pade approximant are of great importance,

to determine how good the Pade approximation is, it was necessary to

chart the migration of the poles. That is, at what"rate" did the

poles of a function, f(z), move from the origin of the complex plane.

If, as the values of M and N increased, the poles migrated away from

the complex origin, then a radius of convergence, p, could be established

s u c h that, i: nside the dis k 0 f r adiu s o , i. e., I z I < o , it i: s g u a ran tee d

that no zeros of the denominator are found. Then, in this disk, it is

a good assumption that the Pade approximant estimates the function.

Of course, this estimation is subject to verification by analytically

evaluating the function.

To find the radius of the disk, p, in which we are guaranteed ,no

zeros of the denominator polynomial are found. This is accomplished

by using a minimum modulus theorem. First, it is necessary to define

the (n) binomial coefficients;
m

n n!
(m) =

Tn-m) !m!

Given a polynomial of degree n �l with complex coefficients

n n-l
p(z): = z + an_lz + ... + alz + aO

and given a point, zo' in the complex plane, the disk constructed

about Zo ( in this case zO=O, the origin of the complex plane) which

will not contain any zeros of p(z), the polynomial in the denominator

of the Pade approximant. Use the notation

b : = _1 p(m)(zO), m = 1,2, ... ,n (b = 1 )
n

m m!

so tha t p(zO+h) = bO + blh + b h2 + ...
+ hn for all complex h.

2
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Now, 1 e t
r 1 /m (6)

B (zO) : mi n I (�) I :0 II J1 < m<n � l m

1
Then, no zero of p is contained in the disk Iz-zol �(ne-)[B(ZO)J.
The proof of this theorem is omitted here, but is contained in the

reference cited.

With these tools the analytical work begins. First, the Pade

coefficients of a function, f(z), are computed. Then, using a well

known algorithm called MULLER, the zeros of the denominator of the

Pade approximant are computed. As a check for the accuracy of zeros

routine, the computed zeros are substituted into the denominator

polynomial to insure the numbers computed are indeed the zeros. The

modulus of the zeros ;s computed to determine the zerosl distance from

the origin of the complex plane. Then, as a second check, the minimum

modulus theorem is used to verify that no zeros of the denominator

polynomial lie inside the minimum modulus.
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ANALYSIS OF THE RESULTS

As is usually the rule in research one seldon obtains the intended

results and is usually considered lucky if one can correctly interpret

the incorrect results. There is no � priori reason to believe that

this research would violate the above observation - in fact it has

not, it is only hoped that in this research the incorrect results

were correctly interpreted! Therefore, it is necessary to divide

the results in three categories Expected Results, Unexpected Results

and Areas to Further Study. The areas open to further study category

is intended to leave open the door for more research into this inter­

esting subject.

Expected Results

The main thrust of the research was to determine the migration

of the poles of the Pade approximant. This is one method which can

be used to determine the accuracy of the Pade approximant, that is

as the poles of the Pade approximant get larger it is hoped that the

Pade approximant will better estimate the function. To this end a

FORTRAN Program was written to compute the Pade coefficients (M,N=<lO)

of the function f(z) given as input the coefficients of the power

series expansion of f(z). The program then computed the zeros of

the denominator polynomial, the modulus of these zeros and (using

the minimum modulus theory discussed previously) minimum radius in

which no zeros of the denominator polynomial can be found. Then
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using different functions (i.e.,
-z z

e ,e, -z)1000e the poles were com-

puted and chart the migration of the poles. The results of this program

for the functions f(z)=ez, e-z for values of M and N between 2 and

4 and for f(z)=1000e-z for M and N between 2 and 6 is contained in

Tables I. thru IV. fallowing this setup. Because of the ensuing problems,

which will be discussed in the next section, the only information

which can be learned from this table is the fact that for values

of M and N less than 5 there are much better methods (i.e., Taylor

series) to approximate a function, f(z). This is because minimum

modulus of the zeros is small, that is not greater than 10 for any

of the examined functions.

It was expected that as the values of M and N increased the

poles of the P[M,NJ Pade approximant would migrate away from the

origin of the complex plane. If this could have been concluded from

the analytical approach it could have provided a large step in showing

that the Pade approximant conveages to the function, f(z), since

few convergence theorms are presently in the literature.

There is, however, a very important result of applying Pade

approximants to viscosity equations contained in Appendix A. This

application was discovered in a simultaneous research project carried

out in the TAMU Chemistry Department under the direction of Professor

Bruno J. Zwolinski and his graduate student Miss Dawn L. Wakefield.

Unexpected Results

From the results of the program little can be concluded about

the migration of the poles. It was intended to analyize some common

complex functions to determine where the poles of the Pade approximant
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migrate away from the complex origin as the values of M and N increase.

There were quite a few difficulties with the program and the choice

of functions which did not allow the calculation of the Pade approximants

for values of M and N greater than 5.

The functions which were primarily examined were eZ, e-z, and lOOOez.

Only for the function f(z)=lOOOez could the P[6,6J Pade approximant be

calculated. The reason why M and N had to be limited to values less

than 5 was the coefficients of the power series contained the reciprocal
1

factorial term (i.e., --.). Since the program was in single precision the
n.

( (
- 1 -8

reciprocal func t i ona l seems to get small very fast �, 11!) =2.5xlO

which is used for the [5,5J Pade approximant in all of these functions).

This problem would have been aleviated if the program was written in

double precision, allowing up to sixteen digits instead of the eight

digits used in single precision. The entire program could not be trans-

ferred into double precision because the Gaussian elimination subroutine

(see Appendix C) was initially in double precision. This problem was

not discovered until late in the research period. Every effort was

made to modify the single precision program, but due to the time

constraints the transition could not be accomplished.

To solve the problem of precision it was decided to examine the

complex function f(z)=lOOOez. The Pade approximant of this function is

the same as g(z)=ez, but the coefficients of the power series expansion

of f(z)=lOOOez are larger than those of g(z)=ez by a factor of one

thousand. These results are contained in the following tables. It

should be noted from the table for f(z)=lOOOe-z that there is the beginn-

ing of a trend. As M and N increase to six the modulus of the zeros of
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the denominator increases to approximately 8.0. That is with the ex-

ception of one zeros of the denominator polynomial in P[6,6] which has

a zero at 4.0 x 10-3, this it is believe is due to round off error. That

is because when adding a number like 2.3 x 10-5 to 1.0 x 103 the sum

is 1.0 x 103 still, this is especially true when using the single pre-

cision program, even if we used double precision could only use [lO,lOJ
1 -16because l7!

< 10 .

As a test to determine whether a slight change in the coefficients,

A(I)'s, of the power series produces a change in the Pade coefficients,

P(M)'S and Q(N)'S the fourth, ninth and tenth coefficients were changed

in the fifth, seventh, and fifth decimal places respectively. This

extremely small change in the coefficients produced a change in P(2)

greater than one order of magnitude (note, P(l) is always chosen to be

[l.OJ, the differences in the other P(M)'S and Q(N)'S were almost as

drastic. This extreme change in the Pade coefficients is due to

instability in the system. In other words when solving the equation

Ax=B (where A is a nxn matrix, B and x are vectors) then the equation

becomes x=A-1B, the above results indicate A-l is almost singular. If

A-l were almost singular it would account for the vast differences in

the P(M)'S and Q(N)'S while the power series coefficients stayed

relatively constant, that is constant in the first four decimal places.

As was mentioned earlier the functions cosz and sinz were also

going to be discussed. However, using the Gaussian elimination sub-

routine on the matrix formed by the coefficients of the sine function

resulted in a singular matrix and thus no information could be obtained.

Thus, the sine function was not examined by further. Since both the
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cosine and sine function depend upon the 1. term in their power series
n.

expansion the cosine function was also not examined any further.

Areas For Further Study

Due to the lack of conclusive results pertaining to the migration

of the poles of the Pade approximant and thus no information on accuracy

of the approximation the areas of investigation on this problem are

still open. In the following paragraphs a few of the ways are mentioned

in which one might modify the program to obtain further information on

the migration of the poles.

Probably the most obvious short term solution to the problem of

not being able to have values of M and N greater than four or five is

to convert the program into double precision. However, when working

with power series coefficients which depend upon the reciprical factoral

of n, i.e., 1., a double precision program could only handle coefficients
n.

as small as 1 x 10-16 (assuming 16 digit accuracy) which is approximately
1
T7!' So even with double precision using the same functions i.e., eZ and

e-Z only the [8,8J Pade could be calculated for 1000e-z the [lO,lOJ Pade

could be calculated. One possible solution tro the factional problem is

simply to choose a function like (2�Z) whose power series depends upon

1 1
the term --2 not --" It is clears that this function has a pole when

n n.

Re(z)=2 so we assume as M and N yet large the poles of the Pade approxi-

mant of this function will be migrating towards 2.

More important than the double precision problem, since alternate

functions can be examined, as was indicated above, is the problem of

the instability of the system, one example of this is observed by com­

paring the coefficients of the power series, A(I) IS and the [6,6J
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Pade coefficients of the function f(z)=lOOOe-z. This information is

contained in Tables III. and IV. It was determined above that

probably the reason for the large deviation in the Pade coefficients

was due to the inversion matrix (i.e., A-l, where xA=B is a system

of n equations with n unknowns, A is an nxn matrix, B and x vectors)

being almost singular. Assuming the inversion matrix, A-l, is almost

singular then for even very small changes in the enteries in the

matrix A, a very large difference x=A-1B will be noticed.

Another possible place for instability is in the zeros routine

from examining the program which is contained in Appendix Cone

observes that the maximum number of interactions need was 500 and that

-4 -6
EPl was 1.0 x 10 and EP2 had the value 1.0 x 10 . As is observed

in the tables which follow this section when the zero was re-evaluated

in the polynomial, i.e., f(zero), the solution was very close to 0.00000.

By altering the values of EPl and EP2, that is setting their values too

close together, could cause f(zero) to deviate from 0.000000 which

would cause instability in the program. That is the zeros of the Pade

denominator would be incorrect and in term the modulus would also be

incorrect.

There several solutions to the problems of instability in the

program. To prevent the instability incurred by the inversion matrix

being almost singular one could use a subroutine in place of the

Gaussian elimination algorithm. This new subroutine would be error

sensitive. That is, the subroutine would be sensitive to the round

off error of adding two numbers like 1.0 x 103 and 2.3 x 10-5. One

possible answer to the instability brought into the program by the EP1
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and EP2 being too close would be to monitor (like was done) the

polynomial evaluated at the zero. If the value of f(zero) deviated

from desired accuracy the EPl and EP2 would need to be altered and

if this did not solve the problem then possibly another algorithm would

need to be used. From this summary it should be obvious that there are

several possible problems with instability in this program and one must

analize the results of the program in light of the possible problems

with instability.



Table I. Pade Approximant of eZ

Coefficients of the I P(M) I Q(N) I Zeros of P(M) f(Zero) I ModulusPower Series A(I)
Re(z) Im(z) Re(z) Im(z)

1 .0000000 1.0000000 1.0000000 3.000052 1.732204 -0.000044 0.000014

I
3.464223

1.0000000 0.5000002 -0.4999998 3.000004 -1.732051 0.000000 0.000000 3.464105

0.5000000 0.0833334 0.0833332

0.1666667

0.0416667

Degree: N=r�=2

CJ)



Table I. cont.

Degree: N=M=3

Coefficients of the P(M) I Q(N)
Power Series A{ I)

-

1.0000000 1.0000000 1.0000000

1.0000000 0.4999653 -0.5000347

0.5000000 0.0999819 0.1000166

0.1666667 0.0083301 -0.0083359

0.0416667

0.0083333

0.0013889

Zeros of P(M) f(Zero) I Modulus

Re{z) Im{z) Re{z) Im{z)

4.643845 0.000003 0.000001 -0.000000 4.643845
j

3.677221\ -3.508896 -0.000017 -0.000048 5.082747

3.677238 3.508659 -0.000000 0.000001 5.082595

'-..I



Degree: N=M=4

Coefficients of the P(M) Q(N)
Power Series A{ I)

1.0000000 1.0000000 1.0000000

1.0000000 0.5016597 -0.4983403

0.5000000 0.1079958 0.1063361

0.1666667 0.0120829 -0.0117498

0.0416667 0.0006114 0.0005831

0.0033333

0.0013889

0.0001984

0.0000248

Table I. cont.

Zeros of P(M) f{Zero)

Re{z) Im{z) Re{z) Im{z)

5.828315 1.737275 0.000001 -0.000002

5.828270 -1. 737303 0.000001 0.000003

4.246865 1-5.322587

10.000000
0.000001

4.246861 5.322603 0.000000 -0.000000

Modulus

6.081724

6.081690

6.809243

6.809254

OJ



Degree: N=M=2

�oefficients of the
Power Series A( I)

-z
Table II. [2,2J Pade Approximant of f(z)=e

P(M) Q(N) Zeros of P(M)

Re(z) Im( z)

-3.000080 1. 732163

1.0000000

-1.0000000

0.5000000

-0.1666667

0.0416667

1.0000000

-0.5000002

0.0833334

1.0000000

0.4999998

0.0833332

-1. 732053-3.0000p3

Re(z)

f(Lero)

Im( z)

-0.000032

-0.000000

-0.000022

-0.000000

Modulus

3.464227

3.464105

I..D



Degree: N=M=3

Coefficients of the
Power Series A(I)

P(M)

1.0000000 1.0000000

-1.0000000

0.5000000

-0.1666667

0.0416667

-0.0083333

0.0013889

-0.4999653

0.0999819

0.0083301

Q(N)

Table II. cont.

Zeros of P(M)
Re(z} Im(z) Re(z}

f(Zero)
Im( z)

1.0000000 -0.000000

0.5000347

0.1000166

0.0083359

-4.643825 -0.000000

-3.508872-3.677.245/

-3.677244 3.508659

0.000001

-0.000012

0.000001

0.000043

0.000000

Modulus

4.643825

5.082747

5.082599

N
o



Degree: N=M=4

-0.0083333

Coe ff i ci ents of the I P (M)
Power Series A( I )

Table II. cont.

Q(N) Zeros of P(M) f (Zero) I Modulus
Re{z) Im(z) Re{z) IIll{ z)

-----

-5.828341 1.737273 0.000000 0.000000 G.081750

-5.828340 -1. 737299 -0.000001 0.000000 6.081755
I

-4.246895 -5.322894 0.000045 0.000025 6.809502

-4.246861 5.322601 0.000000 0.000000 6.809252

1 .0000000 1 1.0000000

-1.0000000 1-0.5016597

0.5000000 10.1079958

-0.1666667 1-0.0120829

0.0416667 I 0.0006114

0.0013889

-0.0001984

0.0000248

1.0000000

0.4983403

0.1063361

0.0117498

0.0005831

N



Table III. Pade Approximant of f(z)=lOOOe-z

Degree: N=M=2

Coefficients of the P(M} Q(N) Zeros of P(M) f(Zero} I ModulusPower Series A(I) Re(z) Im(z) Re(z) IITl(z)

1000.0000000 1.0000000 0.0010000 -3.000023 1.732029 0.000000 -0.000000 3.464110

-1000.0000000 -0.4999989 0.0005000 -2.999999 -1.732098 -0.000000 0.000000 3.464124

500.0000000 0.0833327 0.0000833

-166.6667000

41.6666700

N
N



Degree: N=M=3

Coefficients of the
Power Series A(r)

P(M)

Table III. cont.

Q(N) Zeros of P(M) f(Zero)
Re(z) rlll( z) Re(z) Im(z)

-4.642144 0.001854 0.000000 0.000000

-3.678567 3.505955 0.000000 0.000001

-3.677855 -3.508872 -0.000000 0.000000

1000.0000000

-1000.0000000

500.0000000

-166.6667000

41.6666700

-8.3333330

1.3888890

1.0000000

-0.5000038

0.1000022

-0.0083339

0.0010000

0.0005000

0.0001000

0.0000083

Modulus

4.642144

5.081690

5.083187

N
W



Degree: N=M=4

Table III. cont.

Coefficients of the I P(M) I Q(N)
Power Series A( I)

1000.0000000

I
1.0000000 0.0010000

- 1000.0000000 -0.5000131 0.00050UO

500.0000000 I 0.1071495 0.0001071

-166.6667000 -0.0119062 0.0000119

41.6666700 0.0005953 0.0000001

-8.3333330

1.3888890

-0.1984126

0.0248015

Zeros of P(M) f(Zero) I �lodul us

Re(z) Im(z) Re{z) Im{z)

5.793833 1. 741264 -0.000000 0.000000 6.049834

-5.790888 -1.737018 -0.000000 -0.000000 6.045793

-4.2079111 5.314891 -0.000000 -0.000000 6.778982

-4.207948 -5.314940 0.000000 0.000000 6.779042

N
+:>



Degree: N=M=5

Table III. cont.

Coefficients of the I P(M) I Q(N)
Power Series A{I)

1000.0000000 1.0000000 0.0010000

-1000.0000000 -0.5072628 0.0049270

500.0000000 0.1147690 0.0001075

-166.6667000 -0.0146803 0.0000131

41.6666700 0.0010811 0.0000009

-8.3333330 -0.0000376 O.OOOOUOO

1.3888890

-0.1984126

0.0248015

-0.0027560

0.0002756

Zeros of P(M) f(Zero)
Re{z) Im{ z) Re{z) Im{z)

-6.979667 3.475013 0.000000 0.000000

-6.976029 -3.487685 -0.000000 0.000000

-7.579778 0.009500 -0.000000 0.000000

-4.917559 I

-7.134132 0.000000 0.000000

-4.917642 7.133582 -0.000000 0.000000

Modulus

7.796887

7.799290

7.579783

8.664769

8.664363

N
(Jl



Table III. cont.

Degree: N=M=6

Coefficients of the I P(M) I Q(N) I Zeros of P(M) f(Zero} I ModulusPower Series A( I}
Re(z} Im(z) Re{z) IIIl(z)

1000.0000000 1.0000000 o .00lOOOO -0.004022 0.000000 0.000000 0.000000 0.004022
-1000.0000000 248. 1139000 0.2491139 -6.974370 3.481656 0.000001 -0.000006 7.795112

500.0000000 125.9964000 0.1226175 -6.974482 -3.481709 -0.000001 -0.000001 7.795235

-166.6667000 28.5166000 0.0267438 -7.564214 0.000003 0.000001 -0.000000 7.564214I

41.6666700 -3.6481040 0.0032643 -4.917186 -7.133861 -0.000007 0.000000 8.664333

�8.3333330 0.2686726 0.0002259 -4.917161 7.133813 0.000016 0.000001 8.664280

1.3888890 -0.0093463 0.0000072

-0.1984120

0.0248015

-0.0027560

0.0002756

-0.0000251

0.0000230

N
OJ



Table IV. Pade Approximant �f f(z)=lOOOe-z Modified Coefficients

Degree: N=M=6

P(M)Coefficients of the
Power Series,A(I)

Q(N) Zeros of P(M)
Re(z} Im(z)

f(Zero) Modulus

Im(z)Re(z)

1 .0000000 0.U010000 1 0.099300 0.000000 1-'0.000000 0.000000 1 0.099300-11.1071700 -0.0101072 1.931770 0.000000 -0.000001 0.000000 1.931770

10.7940900 0.0001869 -6.249130 1.728072 0.000001 -0.000000 6.483661

-3.9251600 0.0014820 -6.249156 -1.728155 -0.000000 0.000000 6.483707

0.7461440 0.0004085 -4.651896 -5.307741 -0.000000 -0.000000 7.057778

-0.0788800 0.0000492 -4.651895 5.307741 -0.000000 0.000000 7.057778

0.0039083 0.0000025

1000.0000000

_}IOOO.OOOOOOO

500.0000000

-166.6666000

41.6666700

-8.3333330

1.3888890

-0.1984120

0.0248016

-0.0028000

0.0002756

-0.0000251

0.0000230

N
"-.....J
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OUTLINE OF THE PROGRAM

The computer program written and used to evaluate the coefficients

of Pade approximants is found in Appendix C. The program contains many

explanatory comment statements but will be described briefly here.

There are two main parts to the program. The first computes the Pade

coefficients of a given power series. The second part computes the

zeros of the Pade denominator, i.e., poles of the Pade approximant, and

the modulus of the zeros, i.e., the distance from the origin of the

complex plane.

The coefficients of the power series, i.e., A(I)ls, and the

degree of the Pade approximant (M and N) are input as data. The

coefficients of the power series are then placed in matrix form. This

is denoted by the two-dimensional- array, MATRX. Using Gaussian elimina­

tion on the array MATRX and the A(I) IS, the Q(N)IS are computed. Then,

making the usual assumption that PO=l.O, the P(M) IS are computed in a

recursive fashion.

The second part of the program finds the zeros of the polynomial in

the denominator of the Pade approximant. This is accomplished by the

use of the MULLER subroutine (7). The MULLER algorithm is fully

explained in Appendix C. Once the zeros are calculated, then the zeros

are re-evaluated in the polynomial to determine the accuracy of the

MULLER routine, i.e., how close f(zero) is to zero. The minimum modulus

theorem is then used to determine the minimum radius in which no zeros

of the Pade denominator are contained. The output is then printed in

tabular form.
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CONCLUSIONS

In mathematics an extremely important question is if an arbitary

function, f(z), can be approximated via one of the many methods used to

estimate functions. Most of the methods of approximating functions

such as the Taylor and Fourier Series have theorems discribing when

the approximation converges to the function. However, currently

in the literature there are not any theorems discribing the conditions

needed to insure the Pade approximant of a function converges.

Because of the lack of literature an analytical approached was

used. It was hoped if the poles of the [M,N] Pade approximant migrated

away from the origin of the complex plane, that is the modulus of the

zeros of the Pade denominator became very large, then the Pade approxi­

mant would become very close to the value of the function. Due to the

limitations of using the single percision program as well as the

instability inherent in the program no conclusive data was obtained.

So a similar program in double precision with built in checks for

instability would be a great help to anyone trying to determine the

migration of the poles of the Pade approximant and thus the convergence

of the Pade approximant.
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APPENDIX A

The [2,2J and [3,3J Pade Approximants of the Reciprocal

Exponential Function

To give an example of how one could compute the Pade approximant

from the power series expansion of an arbitrary function, this appendix

is included which describes how the [2,2J and [3,3J Pade approximants

(
-z

of f z) = e are calculated.

To determine the Pade coefficients for the reciprocal exponential

function, the function must first be expressed as a power series. The

method used to expand the reciprocal exponential function into a power

series was the Taylor series expansion. The Taylor series (or power

series) expansion of the reciprocal exponential function is a polynomial

of the form

f(z)
-z 2

= e = 1 - z + z

2T

00

= L:
i =0

where, by definition, O! = 1 and

1
aO

= 1, a1= -1, a2= 2!' a3=
-

3!'

Now that the a. 's are known, the Pade coefficients need to be computed.
1

Recall the two formulae,

k
L: q.ak .

-

Pk
= 0 for k < nand

.

0
1 -1

1=

n

L: q.ak .

= 0 for k > m+n.
.

0 1 -1
1 -

Using m = n = 2, that is the [2,2J Pade approximant for the reciprocal

exponential function, the above equations reduce to a system of five
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equations and five unknowns. The five homogeneous equations, which

were obtained for values of k ranging from zero to k=m+n=2+2=4, have

the form

k=O qoao
-

Po = 0 i.

k=l qOal + qIaO
- p = 0 ii.

I

k=2 qOa2 + qIal + q2aO P2 = 0 iii.

k=3 qOa3 + qIa2 + q2aI + 0 i v.

k=4 qOa4 + qIa3 + q2a2 = 0 v. (8 )

The five unkowns are qo' ql· q2' PI' and P2· The Pade coefficient, PO'
is commonly given the value of one, so it is not considered an unknown.

Recall the values of aI' a2, a3, and a4 are already known from the power

series expansion of the reciprocal exponential function. To solve the

system of equations, take equation i. and solve it for qo; it becomes

Po -

qo
=

ao ' but PO=l and aO=l; therefore, qO=l.

Now, to find ql and q2' solve equations iv. and v. simultaneously, so

1 1 1
-2"(3T + "112 + q 2) = 0 i v .

1 1 1
LIT + �2 + "f12 = 0

1 1
Thus, ql=

-

2 and q2
=

12

v.

Using the values of ql and q2 and equations ii. and iii., the values of

Pl and P2 can be determined. The values are determined in a manner

similar to the method used to compute ql and q2' by solving a system of

two equations and two unknowns. The values are

1 1
Pl

= 2 and P2
=

12

So the [2,2J Pade approximant of the reciprocal exponential function
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takes the form:

The computation of the [3,3J Pade approximant for the reciprocal

exponential function is calculated in a similar manner. First, the

following system of equations is obtained.

k=O qoao
- p = 0 i .0

k= 1 qOal + qlaO
-

Pl
= 0 i i .

k=2 qOa2 + qlal + q2aO
- p = 0 iii.

2

k=3 qOa3 + qla2 + q2al + q3aO P3
= 0 i v.

k=4 qOa4 + q,a3 + q2a2 + q3al
= 0 v.

k=5 qoas + qla4 + q2a3 + q3a2
== 0 vi .

k=6 qOa6 + qla5 + q2a4 + q3a3
= 0 vi i. (9)

Again, choose PO=l, so equation L reduces to

_
PO

_

q - --

o "o

Now, solve equations v., vi., and vii. simultaneously for ql' q2'
and q3' as was done in the case of the [2,2J Pade approximant. Upon

solving the system of three equations and three unknowns, the values of

the Pade coefficients in the denominator are

2 1 1 1
ql

=

5' q2
=

5' and q3
=

20 TI'

Finally, in a manner similar to that used in the [2,2J Pade approximant

case, solve equations ii., iii. , and i v. to determine p 1 ' P2' and P3'
The values are

1 1 1 1

Pl
= -

2' P2
-

"52!' and P3
= -

20 3T
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So, the form of the [3,3J Pade approximant for the reciprocal

exponential function is
1 1 z

2
1

3
z

2
- 2z + - --

20 3T5 2!
-z

1 + �- 2 1 z2 1 z3e = - z
2! - -z + .;;. 2T

-

20 3T5 !) .

A precalculated Pade table, which contains the Pade approximants for the

reciprocal exponential function for values of m and n ranging from

zero through four is on the following page.
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TABLE V. PADE TABLE FOR THE RECIPROCAL EXPONENTIAL FUNCTION

The Pade table below contains the Pade table for the reciprocal

exponential function. Along the horizontal axis, the value of m, the

degree of the numerator, increases from zero to three. Along the

vertical axis, the value of n, the degree of the denominator, increases

from zero to four. It is of particular interest to look at the [2,2J

and [3,3J Pade approximants. This table confirms the methods used in

the text were correct to compute the [2,2J and [3,� Pade approximants.

Pade Table for e-x

1 _

1
I·

- -- ---- -----

1
-----

I

---------_._---- ----------.

---------- -_----

1
--

? i:

��-r�
--=

"

} -;_ 1_.

J
----.- ---

�- '.!

1 -:-:r !��,
,
/...

I'

.. �

rr- -� - �... -- --

.':
,

.. '.._ :
----_._---- --- _--- -

1 _.:
1- () ;:' -1- _

-

-
"

)'

r ..'
I .:

1 -r -- -� -,

--

- - --

I .. ' _
: ::' :) �



38

APPENDIX B

VISCOSITY EQUATIONS

Pade approximants are currently used in many branches of science,

including nuclear physics, engineering, and physical chemistry. In

the latter field, a unique application of Pade approximants has been

applied to liquid viscosity equations, expecially the Auslander and

McAllister viscosity equations. The various liquid viscosity equations

are believed to be rigorously derived from theory. This does not seem

to be the case, since the Auslander equation is reducible to a Pade

approximant and there is every indication that the McAllister equation

is also reducible to a form of a Pade approximant. This interesting

aspect of the Pade approximants has been investigated by Professor of

Chemistry, Bruno J. Zwolinski and his graduate student Dawn Lee

Wakefield at Texas A&M.

Since it appears that these two liquid viscosity equations are

Pade approximants, the question arises as to the accuracy of the

approximation to the true viscosity of the liquid, and thus the poles

of the Pade approximant are important. Obviously, after the proper

Pade approximant is derived for the viscosity equation, then one must

be careful not to use this equation around the poles of the approximant

to avoid erroneous results. Therefore, it is important to determine

the Pade approximant of these liquid viscosity equations to find the

poles to inform the engineer or chemist using such equation just

exactly where these equations break down and are, thus, not useful.
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The Auslander Equation as a Pade Approximant

The Auslander liquid mixture equation has the form

where,

v , vl' and v2 are kinematic viscosities,

A2l, B12, and B21 are constants representing binary interactions,

and \ and X2 are mole fractions. (10)

Since the hydrodynamic property, viscosity, is assumed to be a

thermodynamic property, the exact methods of thermodynamics may be used.

This means for the Auslander equation to truly and precisely represent

the viscosity of a liquid mixture, it must be an exact thermodynamic

relation. The hypothesis is that the Auslander equation can be reduced

to a ratio of two polynomials, a form of Pade approximant. So, the

Auslander equation is only an approximation of the viscosity and not an

exact thermodynamic relation as it is currently believed.

The Auslander equation reduces to a form similar to a [2,2J Pade

approximant. The following are the algebraic steps required to reduce

the Auslander equation to the ratio of two polynomials. The rat to of

viscosities,v
-

v2, is solved for,
v -

vl
The Auslander equation originally had the form

Xl(X, + B12X2)(v - v,) + A21X2(B21X, + X2)(v - v2) = o.

Moving one term to the other side of the equation gives

and then solving for the ratio of viscosities gives

X,(X1 + B'2X2)
-A21X2(B21X, + X2)
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When working with solvents and solutes the usual convention is to let

x = X and X = 1 _ X
1 2

Then equation (8.') becomes

X(X + 812(' _ X))
- _

-:-A2-,-r"(r-_�X-r).......-:(B-'--=2X--:--+---'('""="""",-_-x)..--.-)

which reduces to

(B.2)

Comparing this to a [2,2J Pade approximant of the form

PO + plX + P2X
f(X) =

2
qo + qlX + q2X

the coefficients of the reduced Auslander equation (B.2) and the [2,2J

Pade approximant can be equated.
_

The coefficients are

qo A2l, ql
= B2, + A2l, q2

= A2l (B21 _ 1),

Po
= 0, P1

= B12, and P2
= (1- B12)· (B.3)

Recall the coefficients A21, B12, and B2l are constants representing

binary interactions. They are determined from a least-squares fit of

the experimental data (11).

Practi ca 1 Importance

The immediate application of the research is twofold. First, since

the Auslander equation reduced to a Pade approximant, it is not an

exact thermodynamic equation. This means that while the Auslander

equation is a viable method for calculating the viscosity of a liquid

mixture, given the correct constants, it is not based solely on theory.

The Auslander equation must be based on some approximations. This leaves
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the door open for more research to determine an equation, based

strictly on theory, which describes exactly the viscosity of a liquid

mixture, given the correct constants.

Secondly, and probably the most important application, is the

possibility of compiling Pade tables in which the user would have to

supply the data and the approximant viscosity would be determined.

This process will be made easier once the relation between the values of

the bi nary i nteracti on cons tants (A21, B12, and B21) and the Pade

coefficients are understood more clearly. At present it is believed

that there is a direct relation between the Pade coefficients and

the binary interaction constants, but it is still uncertain.

A Look at the McAllister Equation

The liquid viscosity McAllister equation has the form

3 2 2 3
1nv = X11nv1 + 3X1X31nv12 + 3X1X21nv21 + X21nv2

- X�lnv2 - 1n(X1 + X2(M2/M1)) + 3X�X21n[(2 + Ml/M2)/3]
2 3

+ 3X1X21n[(1 + (2M2/M1))/3] + X21n(M2/M1),
where, Xl and X2 are mole fractions,

v12 and v21 are fitting constants,

M1 and M2 are molecular weight,

and v is the kinematic viscosity. (12)

The McAllister equation considers the interactions between like and

unlike molecules developed from a correlation for three-body interactions.

The molecular size was restricted to a ratio of 1.5 (13). Recall the

reciprocal exponential function is the inverse function of the natural
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logarithm function. Since the McAllister equation involves the

natural logarithm of the viscosity, that is lnv, it is required to use

the reciprocal exponential function to find the viscosity. Because

the exponential function is not distributive, the McAllister equation

is much more difficult to manipulate algebraically than the Auslander

equation. By not being distributive, it is meant that the exponential

of the sum of the two numbers is not equal to the exponential of each

of the two numbers spearately added together. Current research efforts

involve showing how the McAllister equation reduces to a Pade

approximant, if this is possible.

The liquid mixture viscosity Auslander equation is reducible to

a form of a Pade approximant. This indicates that the Auslander

equation is not exact, but rather is an approximation. This approxi­

mation relates the kinematic viscosity (v, vl' and v2)' the constants

representing binary interactions (A21, B12, and 821), and the mole

fractions (Xl and X2). So the viscosity of liquid mixtures computed

by the Auslander equation could also be computed via the proper

Pade table.

All evidence indicates the liquid viscosity McAllister equation

can be reduced to a Pade approximant. This means the McAllister

equation is also not an exact equation. So the viscosity calculated

through the McAllister equation probably could be calculated through

a Pade approximant with the proper choice of coefficients (14).
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Program Listing
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6. C IN THE DATA.

7. C

a.
9.

10.
11.
12.
13.
14.
11:"J.

16.

17I.

18.
H.
20.

21.
')'}
�L.

23.

24.
'}1:"
.... J.

26.
"17
i....1.

'1 r,
.:.0.

'In
i_ 7 •

30.
31.
32.
-, -.

').J.

34.

c
C
C
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c
c
c

EX IE I�: N 11 l II F C 0 H r. S [I l t} E 1, HiP R U I.)

REA II THE DE G R E E [I F THE N U (I E I� Ii 1" 0 I�, I-i, I; (m T H I:: [I E G R I:: E (j F THE

II E NOH EF: ;1 T D I�:, N n HE t-1 A X HilHl (I E G I�EEl S t'l ::: N .:: 1 B) •

R E t1[t THE C (I E F FIe lEN T S 0 F THE F (I U E " :) E iW:: S. 11 \ I )
.

s •

[Iill.. DATA
c
c

C

j=' LAC E THE F' o W E R 5 I:: R IE;) COl: F FIe 11:: NT::) � 11 ( I ) 'S
INTO A N BY N MATRIX.
CAL L 11111 IU

c
c COHF'U'TE LH 1) WITH lHE COiHHJN F'I�I:OE 1;ISSUliF'TIOi-l TI-IM F' ( 1) ;;;; "I.

CAL Leo M F' U T
(1lI L TI F'L '{ THE (; ( I) S B { "- Q ( 1) "T 0 F'lJT THE A ( I ) ';J I I� I H I::
F'ROF'U: FOfdL
Ui L L H ru U S T

c
c

c

c
c

C
c
c

C
c
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36.
c

c N (llJ U S 1 Ii G T H I:: I) � L lJ E S 0 F T Ii E l� ( In
.

;), S () L I) E F I] F: T 1-1I: F' \ in
.

S •

37. CALL SOLVP
38. C
39.

40.
41.
42.
43.
44.
45.

46.
47.

48. C

49.
50.
51.
1:- r",

.J':'.

rc-,
.J�.

54.

c F'R I N T () U T T H I: F' {i;1} .' SAN (I THE lH N)
.

S •

CALL OUTF'T
c
c
C
C
C
C
C

THE SEC 0 N It F' A In 0 F THIS F'I� 0 G R 11 M U ;)EST H E Q ( N) C 0 E F F I CI E NT S TO
DETERtlINE THE ZEROES OF THE F'OLYNOdINAL. IN THI:: fiENOiHNATEDF:.
T HIS I SAC C 011 F'U ;) H E [I i1 G A I H :8 Y THE H t: L P IIR. N AUG L. E A N [I THE
nUL L E F: HE THO II SUB R (I U Tl i� E CO H T IiI ii E [I IN THE N U (l I: l� I [A L Ten
BY S. II. Cmn E I�d� [I C 11 l� L nr Co{ e 0" T1 TL E II "E I_ E d E i'n ,; R ( H U d E 1([ C 11 l
H N H L Y SIS", SEC 0 I� [i E [I I 11 0 i� � F' U Rl, I �d-1 i:: Ii BY i·j C (J F: '1 W'_ H H L (F? i' n .

c COf1F'UTE THE ZEI�OG OF THE F'OLYNOIHI1L IJ.I THE {lElW(lli�AT()I\
USING THE SUBROUTINE ZEROS.
CALL ZEF:OS
COHF'UTE THE ,·iliHdUd dOIIULUS OF THE F'OLYi�0i1111L W
THE [I E H 0 H I H Ii TOR • T HIS I SCI] U 1m:: S'I U F F'FW r , G. Ii. I:' LLDL
CAL L ii I i'� i'1 0 Ii

C

c

c

55 • C F'L '1 C i:: {II,; G i"� 0 S T [ C:� 0 i� Ii S E F'I�: t1 T E F' I;' G [.•
�6. WRITE (6.1000)
::; 7 • 100 () F 0 I�: d ,i r (. 1

.

)

58. STOP
c.-.
J 7.

60.

61.
62.
63.

64.
'[_­

()�, .

C
C

E i'� II

SUB I� 0UTI N E {I A T 11
1 HIS SUB I� 0 lJ Tl H I:: I� E ,;II S I HE II E G I� E E 0 F i-1 A N II N (HI T Ii A r
OR [I E R) '1,HI r HEN + N + I C (J E F FIe :r HIT 0 j:' T HI:: F' 0 I.J E " ;3E!W:: :3 •

REALA(36)
INTEGER I� M, N, X
C [i i-i H 0 N / '1 REA 1./ I:' ./ H l\ E'1 5 j d, U

�
Ul



66. WRITE (6�30(i(l)
67. 3000 FORi"�H T (

..

-I
.-

� 45\ � THE :OE(3I::EE OF H 11i�[I N F:E:SF'ECTIVIT-". --)

08 • R E Ii It C:i � 1 00 0) d � N

69. 1000 FORdAT (214)

7 0 • lJ RITE (6 � 4 0 0 0) (I � N

71. 4000 FORI-iAT I:
- -

� 50:X� 214)
-7'1
I '- •

73.

x � M + N + 1

DO 10 l�l,X
74. READ (5�2000) �(1)

75. 2000 FORMAT (F10.7)

76 • I 0 CO Hn IW E
77
! l •

78.
=r r,

- i 1 •

130.

8L

S2.

83.

84.
8[.".J.

86.

S7.
S"o •

89.

90.

91.
1"-1
7 L •

93.
S' 4.

[
C

I�E T Ul�l�
HID

S U (-: H 0 U T I N E (1 H T R ::�

T HIS S lJ B i�: 0 lJT I N I:: F'U, CEST Ii E r' 0 W i:.R ;) EF: I E SIN TO '1 d A T F:r .x

T 0 USE G A U S S I A N E LI III IU, II 0 (,I T 0 S n L I) E F (j F: THE n (10
-

S •

REA L 11 (3 6 ), M '1n (3 6 , 3 6 )

I N T E G E I� I � J, r(, (j � N � i � N

C 0 (i i'-1 (i I� _/ H'� E '1 -I / �1 ./ '1 F: E A 3 / d '1 T X _/ A" E A ::i ./ H, N

20

NN :;: N + 1

1< :.:: 11 - 1

II () 1 0 I:;: 2, 1m

DO :�O J:: :2, iW

MATX(J�l) � �(J+K)

COHTINUE
1< ::: ,< -- 1

COWl I iWE
U I� I T E T H i: :2 - {I,:, F: I:: t'i Y (1 Y F: () U ;; •

IJRITE (6,2000)

1 o

C

�'5. 2000 FOI:;iiAT .;
-

-'� 40;':, THE 111=di�l>: IlEi4CiTECI _t:,' Til;:: ,:,r.:F:,�,,' Ilr1T:X.-
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98.

9"1.

100.

101.

102.

103.

104.

105.
106.

107.

108.
109.

110.

11L
1 ·12.

113.

114.

115.

116.

117.

118.
119.

120.

c

liD ,;0 j·:.�!�iij�
WRITE \(J�IOOO) l'i,;fX(I,J)

1 0 0 0 F 0 I� N ,n (..
..

� ::5 0 :x � F·' 5 • 7)
30 CONTINUE
40 COiH.[ NUE

I�:E T UI� N

END
SUBROUfINE COMPUl
THb SUBF:OUTIf�E cmIPUfE!; 0(-1) U�;ri�G THE ,issmWfION r'(l) ;; 1.

REAL P(36), Q(36)� A(36)

CO ,-HW i-� I,; R;:: Ii 1,/ H / A I� E H 2/ F', Q
P ( 1) .; 1.0

Q ( ') .:: P ( I) / A (i )

RETURN

E'1 D
SUBROUT1NE ADJUSr
T HIS SUB I� 0 U TI N E ,HIJ U S r S T Ii E A ( I )

--

S T 0 BE USE It HI r H E
G Ii U S S I H N ELI 11 I I� A T ION •

I;; E ,�, L F' ( 36 i , (] ( J 6 ). ,i ( J 6 ), Ii '1 ( "36 )

lin E G E F: I � i-i. f�. N '·'1

c

c

c

C 0 i-l N U j"� r H h E ,-, 1.· (� _
..
: H h c: ,i ',� / F' � n ./ ,�, �: I: H 4 _; (I H

C o ,-I HOd ./ ,i R E Ii s. (I � I�

[,) r\ I T E r HE;, (I J U :; T t. (I ,"i ( I )
.'

;).

W F: 1 I E (6, 1 0 0 0 j

1 :2 1 • 1 'J (i 0) F D ,;: I j ,1 T (.
..

� 4 ijX,
-

u i� I ,c T Ii E Ii (I,J US T E (I '�, ( I ) S •

.'

)

i�,� -- i-i -+ i122 •

123.

L>1.
• ') L­
I..:..._f.

Ii (j 1 0 I ;.; 1, i·�

lJ,; ( .r) :.. -(1 ( I) ;j; ,; ( I+i�N )

WRITE (6,2000) DH(l)

1 2 6 • 2 0 0 0 F G R (l A T (. .

.'

, J (iX, F 1 ::i • )' )

-i 2 7 • -, 0 C 0 in [ i� U E
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..:..0.
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130.
1:31.
132.
1-,-,.J.) •

134.
135.

136.
'137.
138.
139.
140.
141.
142.
143.
144.
145.
146.
147 •

148.
149.
150.
151-
1 c· '1
..1..:..

1 � 3.
1 54.
1 :j 5.

156.

157.

158.

c

c

s U :8 R n UTI NEe 0 N \) R T
r H :r s SUB I� 0 U TI HE IiH' LI E S G H U S S Ud� F LI i1 I j� ,; TI 0 i � rOT Ii E S .( S IE Ii

OF EQUATIONS MATX(I,J) � Q(W) � DA(N).
E xr ERN 11 L DEC [I i'i F', S (I L I.) rt , Ii-lF' i� U l)
F: E ,; L f1 Ii T X ( 3 6 , 3 6 ), '�I <:5 (�», j=' (J 6 ). Q (3.:, ), :CI IG ET S
I� UI L U L. (J 6 , 3 6 i , II 1"1 A r X � 3 (.) , 3 6 i, [I n (J 6 i , It IiU 6 )

I N T E G ERN N, I, J, 1<, (I, N
C 0 i'HW 11 ./ i1 F: E H 1.1 H i '1 R E '1 2 ./ j=', U Jt:tl� E Ii :3 .: d A TX
COMMON fAREA 4/ DA !AREA 51 M, N

C RE·-I11DU THE iiIHI,IX "r·llin· Bi::CI;U�;E If CUF:I\UHLY STAln�;
C Ii T (2. 2) I H S TEA n 0 F THE U S U 11 L. (1,'1). T H [S :r;; Ii ceo i 1 r' L.I �; H ;: n
C B )' r H E U �3 E 0 F ii [I U (I (-1 '( ri H T R I X

.

{I H (�I T :x ..
'

•

i�N ::;; H + 1

[10 1 0 I :: 2, I� I�

(I 0 2 0 J ::: :2, N N

DdATX(I,J) :: j'1AH(I,J)
r'1 A TX ( I .- 1 ,J._ 1) .� :0 flliT X ( I , ..J )

20 CONTINUE
10 CONT:IiWE

C ,;to L DEC () M F' (N, i1 A TX, U L )
CAL L SOL I.) E i (H, lJ L , D 11 � it 0 )

CAL LIN F' I� tJ \) (N, (j A T i . lJ L � n H. n (] � (I I G i:: T ::; )
C i'1 0 (11 F Y THE n (in ;) TO BEe (HW � T H b LI:: U IT H THE SUB I�: (J urr N I:: US [ d G
C THE DUMMY �RRA; "DD(N)'.

It 0 :3 0 t� ;� 1, I�

(1 ( 1< + 'I) � D G ( 1< )

30 CUUTlj�U[
RI:TURi�

E).IiI

�
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159.
1 {lO •

161.
162.
1 {)3 •

164.

c

c

SUB I� (IUTI 1-1 E s 0 L lJF'
r HIS S U Ii I� 0 UTI HE CO I-IF' UTE 5 THE F'( (j) S.
REAL A(36)� P(36)� Q(36)� SUM
INTEGER I� J, K� M� N� MM, X
C 0 iHiO N ,/ A I�: E ,; 1;' I; j A I� U, 2/ F', 0 / ,:d� Et1 �.:; ! i'l � ,�
WRITE THE A(I)'S.

165. WRITE (6,1000)
liS 6 • 1 o 0 0 i:' 0 I�: J·hH (..

"

A 0)X,
.

W I� IT E THE C ()EI:' ::3 0 F THE F' () Wi=': F: S E r:: IE :; � ti ( 1 ) S •

167 •

108.
l'r.01.
1,,,,. IJ.

17l.
172 •

173.
1:'; 4.
1'0.:',. J.

1
.

.., ,

... o.

i �� 7 •

1?8.
1 -.' v-,i 7 •

i 8·).
1 (31 •

182.
of , ....

- ..

, 0.1.

; 84 •

2000

c

, \
T )

HI-i .; 11 +

X ::. I-i + i� +

30

IIO 30 :[ ;�: 1, X
WRITE (6,2000) A(I)
FORMAT (.. ,�OX, Fl�.;)

COt,1 T I HUE
.0 D 1 0) ,< ::: 2, i"J (i

COdPUlE F' (1<) •

SUi"\ ::. (I.
II u :: 0 r ;:: 1 • I·:

J .:: t� -

:3 U j" 0 � I,) 'T' "., ( ,J r i i ,. S U Ii

COin IliUE2 o

;:..: r:) ;. :3 U I"
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185.
186.
187.
188.
109.
190.

c
SUBI�OUTl NE DUHT
T HIS ;) U B R 0 U T Ii"� E W I� ITEST HE F' ( M ) .:) ,11m nun" S •

REAL P(36), 0(36)
INTEGER I, H� N� X
COMMON IAREA21 P, a IAREA 51 M, N
WRITE THE Hh)

..

s ,c
191. WRITE (6,2000)
1n . 2 0 0 0 F 0 I;: H liT ( :

� 4 :�i X,
..

THE F' (1-1) F' AIl!:: C [1 E F i: I CI I: N T S •

..

)
1n�7 J.
194.
1'-'1:"'/ J •

1 r, I

70.

lr.�7,. •

1nr.7 (I.

199 •

200.
201.
202.

x ..;: H + 1
II 0 1 0 I .; 1, X

WRlfE (6,1000) P(l)
10 CONTINUE

C UR:[ rE HiE:: O(j·n"5.
WRITE (6,3000)

J 0 0 0 FOR d A T (. , 4 5 X �

..

THE 0 (in hi II E CO E F FIe IENT;;.
.

)
x ,;;; N + 1
DO 20 I .:; 1, X

W l� I T E (6,'1 00 0) G ( 1 )
203. 20 CO�TINUE
2 0 4 • 1 0 00 F 0 Fd·itn (..

"

�i \):X, F 1 :.J • 7 )
205. RETURN
206. I:: i� (I
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2 0 7 • 5 LJ B I�: 0 lJ TIN E [I E COd F ( N N • A � U L ) ; [11 i'-i E N �; ION A ( 36 , 3 6 ) , U L ( 3 6 , 3 6 ) , ;J C ,; L E S ( ;) () ) , I

208. tPS(36);COMMONIPS�Sl;N�NN;Sl=1
209. C INlrI�LIZE IPS� UL� AND SCALES

2 1 0 • [I 0 5 I .:;: 1 ,N ; I F S ( I ) :: :[ ; I� 0 IJ N I, H :::. 0 • 0 ; II n 2 .J::. '1 ,N ; U L ( I , ,J ) ::. ,; ( I , J ) ; I F ( ROW,� R i1- ,�, B S

211 • :f;( U L ( I , J) ) ) 1 , 2 , :2 ; 1 : 1,0 lJHI, M:;;: A B S ( UL( 1 , J ) ) ;:� : COi"n I1W E ; IF ( R 0 lJN R i'\ ) 3 , 4 � 3 ;
2 1 2 • 3 SCi; L E;) ( I ) :::: i . 0/ ROW N R i';j ; GOT 0::; ; -4 : CAL LSI N G ( 1 ) ; 5 CAL E;3 ( I ) ::: 0 • 0 ; 5 : C (J N T I ,� U E

213. C GAUSSIAN ELIMINATION WITH PARTIAL PIVOTING

2 1 4 • N 11 I .z; i�'- '1 ; [10 1 ? 1< :: 1 � i'� M I ; BIG::: 0 • 0 ; :0 0 1 i [::.1<, N ; [ F' ::.: IF'S ( I ) ; �; I Z E .; ,; B S ( U L .: I F' � 1< ) )

21 5 •
:f: * S C H L. E S ( IF' ) ; I F ( S I Z E·_BIG) ., 1 , 1 '1 , 1 0 ; 1 0 : BIG::.�; Il E .; IIi X F' I I.) ._: 1 ; '1 1 : CD iH [ r-H.i [:�

2 1 6 • I F ( BIG ) 1 :3 , 1 2 , 1 3 ; 1 2 : C Ii L LSI iW ( 2) ; GOT 0 1 7 ; 1 3 : IF ( Hi;': ,:' I 1)--U 1 4, i 5, 1 -4 ;
2 1 7 • 1 4 .J ::.: I F' S, ( K ) ; IPS ( 1< ) :::: I F' S ( I II X F' I I) ) ; I F' S ( I II X F' I I) ) ::: J ; S 1 ::: -�; 1 ; 1 :� : 1< F' .:: I j=' S ( f� ) ; F' I I.) 0

2 1 8 •
:1. T ;:;: U L ( K F'

.

� t� ) ; t< F' I � 1< + '1 ; II0 1 () I z; 1< F' I � N ; I F' :: 1 F'�; ( :[ ) ; Ed;:;'- U L ( I F' , t� ) I F' I I) 0 T ; U L ( 1 F' �

2 1 9 • ·;·1< ) :;: - E H ; II 0 1 6 J :;.: t� F' 1 ,H U L ( I F' � J ) = U L ( IF', J ) + ,: h :t· U L ( t� F' , J ) ; 1 () : COl � T l Ni.l E ;

220 • 1 7 CO 14 TIN lJ E ; t:: F'::. IF'S ( N) IF ( U L ( 1< F' � 1-1 ) ) '1 9 , 1 8 � '1 9 ; ., 8 : C I� L LSI N () ( :2) ; 1 9 : i�: E T LJ I� U ; E

221. :f·ND

222. �)U[-lF:(}LJTINE:;OLI)I::1 (NN,UL.�B�X) ;DIriI:U:;IDI�UL(3,j,36) f-{(3D) ,:�(:;()) � [FS(36)

2 2 3 • COn 1'1 [J N IF'S � S 1 ; N:;.: N j' � ; N F' I .:. N +'1 ; I F' :::: I F S ( 1 ) ; X ( 1 ):.:)� ( I P) DO 2 I ;: 2 , N : I F' �: I r'�:; ( I )

2 2 4 • I H 1 .:: I - 1 ; S U i'l ::; 0 • 0 ; II G 1 .J::. I 1 I n 1 ; 1 : S U ('j ::: S U .'1 + U L ( I I:' , J ) :1: (,j);:2: X ( I ) .; :G \ I F' .) -. :; U

2 2 5 • ·,·1-1 ; IF::: I F' S ( N ) ; X ( N ) .:. x ( N ) / U L ( IF', N ) ; [I 0 4 I B '=1 C t( .z: 2 , N ; I :: N F' I ._ I I� H C t�

226. C I GOES (N-1), ••• , 1

22 I' • IF' .:. IF':; ( :[ ) ; IF' i .:: 1 + 1 ; S U 11:;: 0 • 0 ; [I (j :.LJ;:;: H' I , i� ; 3 : S U il�: S tH1-+- U L( IF' , J ) .r.:< Lj ) ;
228. -4 \ ( [)::: U ( r) ·-SUN) /UL (W, I) ; F:I:.TUI�:U; l::i'Hi
2 2 9 • SUB �: 0 UTI i'� E I 1-1 F' �: lJ�} ( i'� I� , ,; , U L � B , X , Ii I G I T ::;) ; [I I f,j EN;; I () i ,I A ( 3 6 • 3 6 ) ,lJ L ( 3 o , ::; C' ) 1 .i3

230. ;:(36)�X(36),R(36),DX(36)
2 3 1 • C USE S L 1:8 R Ii R '( R 0 U II N E S 11 Ii :;, A I-i fi \ 1 � I; L [I G I 0

2 J 2 • II 0 IJ (; L ,: F' I� u.rs I U N SUd, I:' I J , X J , X B ; .0 A T A E j=' S / Z. 3 Ii F F j=' F F F / ; i� � j' � N ; IT 1-11=' X .�: 1 4

2 3 3 • C EF' SIS L A r: G EST Ii U "1 BE R FOR W HIeHI. 0 .;. U' �) . ..: '1. 0

2 :3 4 • C IT d ,.:, X 1ST A 1< E I� T 0 'f: E TlJ ICE THE HUllB E I�: o F [I I:: C Hl'�i L DIG IT S

235. C IN A FLOATING POINT NUMBER.
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236.
237 ..

238.
'")0., n
... .J7.

240.
241.
242.
243.
244.
245.
246.
247.
248.

c
c

X jWl� joi;= 0 • 0 ; II D 1 I.;: I ,N; 1 �:<,� 0 R 11 z: H i"i A X I ( X joW I� H � 1i.l3 S .: X ( I ) ) ) ; :[ F ( X I'IOI� i'i ) 3 � 2 • 0) ;

2 DIG ITS.:: - A LOG 1 0 ( t ro s ) ; (J 0 T () 1 0 ; 3 : D (J 9 I T E F: .; 1 0' IT ,°1,; X ; Ii () � I :.: I , i� ; :; u ,:i - (I • (i [I Ci ; Ii U

H J :: 1 , N ; Ii LJ .:.: A ( I , J ) ; X ,J :..: X ( J ) ; 4 : SUI i :..: S U 1-1 + A I.J ro :X J ; X {1 - B ( I ) ; S U II _o X B - ::; I_ i I-l ;

::; R(I):::SUH
IT IS ESSENTIAL THAT A(I,J)tX(J) YIELD A DOUBLE PRECISION
RES U L T Ii Nil t HAT THE A 08 o V I:: + '1 N II ,- Ii E [IOU :G l E ;:' R E C .[ S I 0 iL

CAL L SOL VEl (N , U L , R � D X ) ; [I X N 0 I� 1-1 ;;.: 0 • 0 ; II (j 6 I .; 1 ,i � ; T ..: :� ( I ) ; X ( :1 ) :.�:� ( 1 ) + Ii:': .: T ) � Ii

;f; X N [I R H .:.: A 11 A X 1 ( Ii X j'W R (j , A B S ( X ( I ) - T ) ) ; () : CO in I N U E ; I H [ n: I� - 0' ) 8 , :7 , (3 ; / � f) Hi 1 I

;;; S .z, - ,1 LOG 1 0 ( '1 i-l,; X 1 (:0 X I� 0 I� H": X j' 'I 0 i� n � E I:' S ) ) ; 8 � I F ( .0 X i� 0 I� i-i - E F !; or, x j � Ci F: h ) oj 0 f 1 ,_) ,
i ;

'1 COHTINUE
ITER A TI 0 H n III IW TeO I� tJ E I�: G E

C '1 L L. S [ N G ( J ) ; i o : I�: E T U I� H ; I:: H [I
SUBROUTINE SING (IWHY)

c

2 4 9 • 1 1 F 0 R �I A T (' 0 t-h1Tl\ IX lJ IT H Z E R 0 1 H II I:: CO i-I F' 0 S E.
°

2 5 0 • 1:.2 F 01\ i\i A T \
..

0 S HI G U LM: (j A T R 1 X INIlE C 0 i IF G S I:: • Z E I\() (I I V I :0 E
2 5 1 • 1 I I� SOL t) E 1 •

0

)
252. 13 FOF\i1AT ("OIW COi�VER()Ejom:: IN HiF'F:Ut). d,iH:L< IS NE�11\L'{
'"'c-,
£d.J.

254.
'Tl:"r
i.dd.

256.
257.
258.
riC n
... .17.

'i ' r,
o� ov.

261.
262.

263.
264.
265.
266.
") ,07
..:.0, •

2i)S.
r; : r,
..:: 01 a

1SIHGLJL.A�:.
0

GU TO (1,2�3), IWHY
UF:HE (6,11)
GD TO 10

:2 URITE" (6�12)
GO T() .o

,) lJ F:n E (0. 1 3 )

°i (i RETUi,i-l
EI�Ii

S U:G R 0 U 'f I N E NUL L E I�: ( 1< H , N , R T S , ri'1 X IT, E F'1 , E 1<2 , F N , F io� R E. ;, L )
C 0 f'I F' LEX R T S ( 1 )
lOG I C '1 L F jo � F: E A L
CD Ii r' L I: X I�: -f

"

H , [I ELF F I, , F R T [I E F , L 11 (j G (I Ii , (I E l. F , {I E F' F: 1.0 r-I , I� U ,; �

+DEN1G,SQR,FRT,FRTPRV
c

c II-IflriLIZAIIDN
E j=' S 1 :: 11 t1'� X 0' ( E F I , i • I:: - I :� )

Ul
N



270.

2? 1.
'j 7?
.c, I .r... _

'17"7
A-.. I J.

274.
'i7t:"
c : J.

276.
,)-:-1
... I I •

'1'" n
..:./0.

279.
280.
281-

282.

283.
284.
2B5.
1'")11;
'::00.

287.

288.

2<39.

290.
291.
'1 r. 'j
.:.7.:..

E F' S 2 � �1 i'-1 H:� 1 ( E?? � '1 • E .- 2 0 )

I BEG .:: �; N + '1

I F': NIl:: 1< N + N

c

c
c

DO 100 l=IBEG�IEND
�:ouln =0
C Oi·W U TE FIR S T T H R E E E !3 TI d H TE S I:' 0 I� r, DOT �; f; S
RTS r r i-. 5, RTS (I) -. 5 � RTS (I) •

H.::.5
R T ::: R T S (J )+ H

'1 S;:; I (] I� 1 0 'r 0 I� N
GO TO 70

i 0 IlELFF'R.::FRTDEF
In :..: R r S (J ) - H

'1 S !3 I [d� 20 T 0 1m
GO TO 70

2 0 F F: T F' F: l) z.; F R TIlE F
(I ELF F' R .c F I� T F' r: l) - (I ELF F' I�

RT::F:TS(I)
�1 S;J 1 G N >5 0 r () f� N

GO TO /0
30 ASSIGN 80 TO NN

LAMBDA=-O.5
2n . C C () 1'1 F' U TE N E xr E S I U1 A TE F o R R [I u r
294. 40 DELF::.:FRTIlEF-FRTF'hV
2 9 5 • [I F F' R L H ::.; :0 E L 1:'- F' i� :i: L A i'1 B II '1
296.
'Jr.:
s: 7/ •

298.

£.' 9 �i .

300.

301.

302.

303.

304.

N U {.j :. - F R T Ii E F·,· ( i •
+ L '1 (.j B II '1 ) ·1· 2

G.;: ( 1 • T L ,; 1'1 B II ,1 :,: 2 • ) ,: Ii ELF ._ Li='11 B [I,:j :f: II n' i\ Li j
S 0 R .:: G :y: G + ::.: • ·f (� U t-l .j: L. I:' i-I b (I A :1· \ (I ELF - :(1 F F' i� L i'i )
I F ( F I� j:: E t1L • H (�fI • F: 1:: '1 L \ :3 01:: ) • LT. 0 • ) ;;r� ;:;.:: 0 •

SnR�CSaRT (SD;:;:)
n F H .:: G + S n F:

I F ( I;; EM ( G ) f: I,Ui L ( S 0 F: ) + '1 Hi td3 ( li ) f· HId (1 \) ( �3 0 Fn • L. T . G . i

+ [I Eli.:. G - S G F:

I F( C Ii B S ( (IE N ) • E (1 • 0.) :0 b�:.: I •

U1
W



305.
'

306.
307.
308.
309.
3 'I o .

311. c

L A j'.j r, [1'1 ;:;: N I.J d / DEN
F H T F' R I}::: F R TIlE F
It ELF F' I� :;.; IIELF
H ,:.; H :1: L '1 H £i It H
RT :::I�T+H
IF(KOUNT.GT.MAXIT) GO TO '100

3 1 2 • 7 0 t� 0 U H T :..: f( 0 lJ N T + I
313. CALL FN(Rf,FRT)
314.
315.
316.
317.
318.

319.
320.

3:21.
-y r) r:­
".:..:..

323.

324.
-''lC
"..:..J.

326.

327.
......, r) it
".:..0 •

., 'J {'\
".:.7.

330.
331 •

332.
333.
334.
335.

71
,e-
iJ

/1'

C

80

c
c

F j� T {I E I=- .; F R T
IF(I.LT.2)
DO 71 J::2,I
DEN :::: IH-- IHG (J- 'I)
IF(C�BS(DEN).LT.EPS2)
FRTDEF:::FRTDEF/DEN

GO T 0 7�:;

GO TO 79

G () T 0 1m,': 1 0 , :2 0 , 3,) , (3 0 )

F: T;) ( I ) .:; I{T+ • .;) (1"1

GO TO
CHECK FOR CONVERGENCE
IF' (C ,1 B S (In . LT • U' �; H C M-i S ( I� 1)) G CJ TO I 0:) (I
I F (A ii A X 1 ( CAB S ( F R T ) , C '1 B�; ( I: R T [I E F ) ) • LT. E F' S �2) GOT 0 1 o 0

C H E C 1< I=- 0 I� [I I I,)EI�: G i:: H U:
1 F (C ;, B�; ( F R T D t: F ) • L r . 1 0) • :;, CAB:-3 ( F i�: f F' F: I.))) GOT () ..� 0
H-�H/2 .

L H i'i B [I Ii .:.; L ;, i-\ .8 11 ,1 / 2 •

R r ·:.:R I - H

GO TO .70
100 RTS(1).:::RT

RETUF:N
END
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336.
337. C
338. C

339. C

340. C

341 • C
342. C
343. C
344. C
3-45. C
346. C

347. C
348. C
349. C

350. C
351- C
""Jer,
.)J..:...

353.
354.
-If:' C
JdJ.

-'a:-,
')JO.

-,c�
':>Jl.

-,r.n
")JO.

+ vr r,
.).J 7 •

360.

361
-, , r,
JO� ..

363.

364.
365.

366.
367
3()8.
369.

:.570.
371

SUBI�OUT HIE ZEI,O�J
THE F 0 L L (jWINGIS i1 LED () END 0 F THE A R G LU·1 E N T 0 F THE S lJ B i�: 0UTIli E.
hUllER.

1< N .;;: 11 U n G E I� () F R (j 0 T S F' I, E !) I o U S L .,' COd j=' UTI: n � N 0 I, d Ii i.. L ( Z E i,' 0 .

N ;:: NUMBER OF ROOTS DESIRED.
H r S ;:: H N Ii R I, A ( () F linn '1 L C'; T HI H T E:;3 () F Ii L L II E S H: i:: [I r: U 0 T S ;

SET TO ZERO IF NO BETTER ESTIMATES ARI: AVAILABLE.
N t1 X IT ::; j'.lIi X HI U N N U i·\ B I: R 0 F IT E F: ,;Tl 0 I � S F"E: r: ROO T ,; LI_ (I lJ E II •

E F' 1 ;:: R E L A T I VEE R R 0 R T 0 L E R '1 NeE (I i � X ( .[ ) .

EP2 = ERROR TOLERANCE ON F(X(I)).
F N z; F N (Z , F:n I':; '1 SUB F: o LJ T Ii"� E W HIe H � FOR (:J 1\) i:: N X, F;; E T U I, IH

FI ;;. F (l) .

F H 1\ E ,i L :.: '1 L D G I eli L !) A Id B L E:; I i=- H: U E � THE: ;) U :G R ouTl N E I� 0 iW:: S
i1 L L A F' F' R 0 X I d ,H ION S T H '�I L L THE: h [J (J T S T (j {� E i, i:: Ii L • r HIS f1,;d� ;:s
IT F' 0 S SIB lET 0 USE T HIS R 0 U TI NEE!) E N [F F ( X) I S (I E i=- I i� E D
DriLY FOF: RU" .. X.

EXTERNAL MULLI:R, FN
REA L EF'·I, E T S, no It In, I� E '1 LC, I i'lt'; G C
I iH E G E F: M, l�

INTEGER KN, MAXIT
C 0 (\ F' LEX In s ( ·1 8 ., F :z
COMMON iAREA 5/ M. N

LOG I C ;1 L. F U I� E 11 L
F N R E: A L ::;

• F ,i L St •

II 0 1 0 :[ .:; ·1 � N

R r S .; I) .:: O.

i 0 CDiH lin:,:
H'I ;;:; 1. [-04

EF'2 .;; 1. E ·-06
r;:N ::; 0

I-iAX If ;:;; ::iOO
lJ r:.r l E .; 6 � 4 0 0 0 )

4000 FOI�i·1HI ( 0]., 4\r�, 'dAXIlJl-l NUhBEh OF llEI;:,HrOi·iS··, 9:::', EJ'I·, ·FI., i:r'
+:2

.'

)

U r: I T E .: 6 • 5 0 0 o : d '1d T, E F' I. EF' 2
S 0 0 0 F (11\ {'\ ,iT t : 0 ., 5 2 X � 1-4, I" x , E 1 ,) • 4, :c,.;. E i 0 • 4 j 01

01



3?2.
373.
374.
"""'I7C
o . J.

376.
377.
378.
"""'I�r.
.J / 7 •

3<30.
381.
3,..,')0 .....

383.
384.
385.
3Bo.
387.
"1 tin
,J 0 t1 •

-y n '-I

,)01.

390.
391.
392.
393.
:; �"� 4 •

C Ii L L H U L L E R ( t� I� , N � R r S , d A X I T � E j> 'I , i: F' 2 � F H � F i� �: i:. Ii I
IJF:ITE (6,2000)

2 0 o I) F () F: i'i A r (' 0 "� :2 5 X ,

'

I�: 0 o T S 0 F (I E ;W j j I N H T u l�.
"

2 o X �

,

r ( Z I:: F: U) ., 2 .:) X �

.'

i1 I.]
+[lULUS')
DO 20 I :: 1, N

CALL FN( RTS(I), FZ)
MODRT � CABS(RTS(I»
REALe = REAL(RTS(l»
I d AGe :: H I 1111 G ( R T S ( :r ) )
WRIT E ((), 'I 00 0) I�: E Ii L C, I j'1 AGe, F:Z. (I (J [II, T
FOR i-l11 T (' 0

..

� 2 :j:X , �2 F 'I 0 • 6, 1 5.:< � 2 FlO • (), lOX,1000
20

r 1 'J. <:')
c o I� T I NU E
RETIJ,;:N
E i'� [I

S lJ [-i I;: [I UTI N E F i-j ( Z , F i )
REAL P(36), Q(36)
C I] j'-j F' LEX i . F Z, S lJ d
INTEGER J, i'I, 11, NI1
COlidOii /AI;:E,1 2/ F', U /,1F:EI; :"): II., i'�
NN ::: 14 + 1
SUd ,:: n (1 )

{I (I 1,) .r ,..: ., ii
;;Ud :_; G ( 1 + i) ·t· \ 2,f;,q:; + ::3 Ld'l

395. 10 CONTINUE
396 " F Z .; �; U i'l
Yr'; . 1;:UIJRi�
:; ';' 8. I:: UO

1J1
o-



3(';9 •

400.

40 i.
402.

403.

404.
405.

406.

407.
408.

409.

410.

411.

412.

c

C

S lJ B I� 0 U T :r i'� E n I i'� 11 0 n

T HIS F' R 0 (J R ,; i·1 C () H F' lJ T E �3 {i N II F'R I Ii T 5 THE H T t� I Nun d o [I U L U S

IN tJHICH «u Zl:ROb OF THE Q(N) F'0I_n�OdU1L WILL bE FOllim.
REAL P(36), 0(36), COEF(36), B(36), BETAO� MIMon
REAL II � ta�, rH iH, 1m
I N T E G E R 11 � I�, I, 1<
C 0 ,'-\1-10 I� .I '1 REA 2/ F, Q j ,; REA 5 .I d, N
C(){'WUTE N!;'(N-l) '·/:1! BY F:EFI::RlIW TO THE FUNCTIOi'� F�,Cr.
[I[) 10 I:.; 1, H

c

r� :.: N - I
1< r� - FL.O '1 T ( 1< .)

1,[ .::. F L DAT ( :[ )

N N .:: F L [I ,i'r ( N )
CO EF ( I) .:: F H CT ( U d) ..: ( r·" H cr ( rT ) ·i FHer ( I J ) )

413. 10 co�rINUE
4 1 4 • ceo; i F' U IE B E: T ,; 11 •

41 J.

4 16.
417.

I.' ...
1\ - I�

II 0 :2 0 I :;:; 1, I<

B ( I ) :;; ( C o E F ( I ) :j: ( G ( '1 i. Q ( I ) ) ) :j I ( I .: 1 )

418. 20 CONTINUE
419.

420.

421.

422.

4 '!.�
i...J •

424.
4 "/f":"
i..J.

426.

4
.. , �

. ..::./ .

428.

4 �: l' �

430.

L

HI IH � B ( 1 )

II 0 3 0 I·;:; 2, i �
I I=- (B ( I ) • LT. i'-i I N:8) iH N8 .; B ( I )

30 COif( I iWE

BE THO . .; dldB

C (} h F' U r r. d [ i'� I till d n U [I U L US.
,'I Hi 0 [I .; Ii I:: r Ii 0 i ( \ ;�,� ./ E:< r' .: 1 • 0 ) j i· ·i· ( .... ·1 •.�i i )

W F: ITt: \ 6 , 1 ');) 0) jj I i'l U {i
1·.)0)0 FDr:,lriT (··O··�A��X� '''rHE I-iINlriU,1 111:i(iUiUS iJr iHE Di:.. i�,-)li[,�,:,iUr: ;:1 ,;:/.i:

+,o.n

�: E r U r: i�

Eiill

U1
'-J



-431 • REAL FUNCTION FAC[(X)

432. REAL X, SUd, XX

4·33. lIH E G E R I � i'�

434. IF (X • LT. O. 9) r H I:: Ii DO

435. FACT::: 1.0

436. E l.;) E DO

437. [ F (X • E [L '1.0) THE i-l .0 0

438. FACT � X

439. E L;) E [I f)

440. SUN :; :x

441- XX :: X -

442. N :; Ii-n(XX)

443. no 10 I:.: I � i�

444. SUi-! :: SUi'h, (X-1)

445. FACT .:; SUIl

446. 10 C (J I� T I j\l U E

447. ENO IF

448. EiHl IF

449. RE TURi�

4�O. EUO
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