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ABSTRACT

This project has consisted of two distinct phases: (1) equipment
modification and installation with associated collection and (2) analyses
of data plus development of hydrologic techniques.

Errors inherent in the utilization of radar as a hydrologic sensor
are discussed. It is shown that errors in the measurement of in-cloud
liquid water content can be as much as 100 per cent. Similar results
will be obtained in the measurement of rainfall rates by weather radar.

It is demonstrated that radar can be used quite effectively in the
synthesis of hydrographs. In particular, the feasibility of using radar
in streamflow forecasting has been tested for the Little Washita River
in Oklahoma. The results were very encouraging.

Techniques for hydrograph synthesis are discussed. These have been
combined with a stochastic model (which incorporates a sixth-order Markov
chain) for rainfall-runoff simulation. The proposed model has been tested
thoroughly and appears to hold promise as a forecasting tool.

A study was made of Hurricane Beulah which produced extremely heavy
precipitation in south Texas and fostered an unprecedented number of
tornadoes. The injection of dry air into the area northeast of the
parent cyclone was apparently responsible for the extreme instability

and development of a large number of tornadoes in that region.
Keywords -- river forecasting*/ rainfall-runoff relationships*/

radar meteorology/ hydrograph analysis/ forecasting/

stochastic processes%/ Monte Carlo method/ hurricanes¥*
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RESEARCH ON THE MORPHOLOGY OF PRECIPITATION AND RUNOFF IN TEXAS
GENERAL

This project might be characterized as comsisting of two distinct
phases: (1) equipment modification and installation with associated
data collection and (2) analyses of data plus development of hydrologic
techniques, A list of reports, publications, and papers presented is
given in Appendix A. Although techniques developed during this study
were based primarily on data collected in Texas and Oklahoma, they should
be equally applicable to other areas. In this report only basic results
will be summarized, for a more detailed discussion the reports listed

in Appendix A should be consulted.
EQUIPMENT PHASES

Equipment Modification

A dual-frequency radar system (3.2- and 10.3-cm radars) was devel-
oped in the Department of Meteorology, Texas A&M University, during the
period 1960-1965 under two grants from the National Science Foundation.
Except for the wavelength of transmission, the two radars had nearly
identical charteristics. The only real difference was in the consoles
on which radar data were displayed. Under Project A-002-Tex new Plan
Position Indicator (PPI) and Range Height Indicator (RHI) scopes were
purchased in 1966 to replace equipment in use at that time. These

scopes, coupled with parts cannibalized from a surplus CPS-9 radar pur-

chased in 1965, were utilized in a remodeling program to rebuild completely

the 10.3-cm radar display, Figs. 1 and 2, This modification, which was
completed in May 1967, increased greatly the compatability of the dual-

frequency system.

Hydrologic Equipment Purchase and Installation
The feasibility of using radar data in hydrologic studies can best
be tested when compared with actual rainfall and runoff data. As a
result, a search was made for a relatively small basin within 30 to 75

mi of Texas A&M University on which the streamflow was being gaged
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Figure 1. The console of the 3.2-cm, CPS-9 radar. The
RHI and PPl scopes have been switched from
the standard display.

Figure 2. The rebuilt console of the 10.3-cm, TAM-1
radar. Note that the display is now identi-
cal to the CPS-9 radar.



currently by the Geological Survey, U.S. Department of Interior. The
most favorable direction for operation of the Texas A&M University radar
system was to the west. The East Yegua Creek basin located approximately
35 mi west of Texas A&M University came closest to fulfilling our require-
ments. That basin has been gaged by the Geological Survey since 1962 and
has a drainage area of 243 mi2. Ten recording and 20 non-recording rain
gages were purchased and installed within the basin. The location of the
gages is shown in Fig. 3. All of the stations are operated by cooperat-
ing ranchers and farmers. The entire system was completed in the spring
of 1966, Over two years of data have now been collected. Data from

this network will continue to be collected under Project Themis; that
project, sponsored by the Department of Defense, will continue the col-
lection of data by the radar system and relate it to hydrologic data for
morphological studies of rainfall and runoff.

In addition, under Project Themis, two micrometeorological stations
providing information on low level winds, temperature, humidity, radia-
tion, and soil temperature have been installed in the East Yegua Creek
basin. Coupled with the already established rain-gage network, it is
anticipated that valuable information on meso- and micro-scale varia-
tions in atmospheric parameters can be obtained.

A second network of 36 non-recording rain gages was established
over the Burton Creek drainage basin located in the City of Bryan, Texas.
Fig. 4 presents the network established over this 7 mi? basin. A co-
operative program between the Geological Survey and Texas A&M University
has established a stream gage which measures flow from a sub-area, 1.46
miz, of the Burton Creek basin. The establishment of the stream gage in
May 1968 was somewhat fortuitious in that over 25 in. of rain were ob-
served in the Water Resources Institute (WRI) network during May and
June 1968. Data from this network will be used in studies related to
the areal variation of rainfall over small areas. These data will be
used also in conjunction with the streamflow data to study runoff charac-
teristics from an urban drainage basin.

The runoff and rainfall data from the small watershed will be uti-

lized also in connection with Project A-0l0-Tex which is an investiga-
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tion of a linear model to describe hydrologic phenomenon of drainage

basins. These data will serve as a check on the proposed model.

ERROR ANALYSIS

Instrumental Accuracy

Lijuid-water content. Weather radar has the capability of mapping

fields of liquid-water or solid-water concentration, regions of disturbed
refractive-index gradient, and solid objects in the atmosphere such as
birds and aircraft., From a hydrologic point-of-view, regions of the at-
mosphere containing hydrometers which may produce "rain" at the surface
of the earth are of primary importance. A study by Runnels (1967) re-
lated to instrumental accuracy was performed to estimate the errors in
the measurement of liquid-water concentration by weather radar,

The liquid-water content for a peint within a cloud can be shown to
be related approximately to the average power received by the weather

radar by the expression

= 5 0.55
M =3.9 x 1073 [Prr :] , (1)
3

ClK

where M is the liquid water content in gm m'3, Pr is the average received
power in mw, r is the range in st mi, Cl is a radar constant with units
of mw m12 m3 mm-6, and K2 is a dielectric factor used in Rayleigh scat-
tering theory. Experimental work has shown that this equation probably
underestimates the liquid-water content because of an inexact descrip-
tion of the radar beam. A reasonable estimate of the uncertainty can be
made if ¢, is determined from the version of the radar equation derived

by Probert-Jonmes (1962). Using his expression for C, and assuming

1
Rayleigh scattering, the systematic underestimate of M can be accounted
for by increasing the measured values of ﬁr by 1.4 db,

The determination of the total error of M was based on the Methodol-

ogy that is variously called "

compounding of errors" (Wilson, 1952) or
"propagation of errors'" (Beers, 1957). Each term in Eq. 1 was examined
and its contribution to the total error in M determined. The errors of

the received power and the radar comstant were the largest contributers



to the error of M. 1In particular, the uncertainty arising from use of
the gain-step method is the greatest. The fractional error in M, %ﬁ’
was determined to be 1.024 (102.4 per cent) about 2 db.

Since rain at the surface must be inferred from these liquid-water
fields, which are measured aloft, it is apparent that large errors in
rainfall rate may result from radar measurements.

The equation that is generally applied in determination of rainfall
rates is

z = ARD | (2)
where % is the reflectivity factor which can be obtained from radar
measurements of received power, A and B are constants which are dependent
upon the rainfall type (and other climatiec factors), and R is the rain-
fall rate. Scattering theory indicates that Z is dependent upon the
summation of drop diameters to the sixth power while the liquid-water
content, M, of the atmosphere is related to drop diameters to the
third power. The rainfall rate, R, is related also to drop diameters
to the third power. Thus, it seems reasonable to assume that errors in-
curred in the measurement of M will result in similar errors in R. The
study by Runnels was concerned primarily with errors related to instrumen-
tal design and not to false indications due to other atmospheric factors.
Greene 2tal. (1966) demonstrated that very large errors in R, which are
not related to instrumental design, might occur due to vertical motion
in the atmosphere. Although the work of Runnels tends to discourage the
use of weather radar for the measurement of rainfall intensity, the
studies of Hudlow (1967) demonstrate the feasibility of utilizing radar
measurements, particularly estimates of the areal distribution of rain-
fall, for streamflow forecasting.

Vertical speed. The rate of formation and subsequent development

of rain in moist air is very closely related to the three-dimensional
winds affecting the regime of formation. Kessler (1959) has suggested
the use of a continuity equation for water substance to gain insight
into changes in cloud parameters. This equation was used by Runnels
(1967) to calculate vertical speeds in convective clouds. The results
of these calculations were reasonable ones for the cumulus congestus

clouds that were studied and are presented later in this report.



The average vertical speed, w, can be shown to be related to the

rate of change and vertical gradient of M by

Bolowr

W= Mm_A_M : (3)
Az Az

where V is the speed of the drop with median-volume diameter, z is the
vertical Cartesian space coordinate, p is the air density, t is time,
and T is a coalescence-transfer term. The fractional error of the
vertical speed, w, is equal to the square root of the sum of the squares
of the fractional errors of the terms on the right-hand side of Eq. 3.
Therefore, the fractional error of w, Sw’ is given by

2
2 3 4 5 6 ) («)

w

where the subscripts 1 through 6 refer to the terms on the right-hand
side of Eq. 3. The numbering proceeds from left to right in the nu-
merator and then from left to right in the denominator. Thus the error
of M(Alnp/Az) is designated by 8-
The method of calculating the fractional error of the terms in Eq. 3
was similar for each of the terms since all but one is expressed as a
ratio. We will show the development of the error of AM/aAt and simply
state the calculated errors of the remaining terms.
is

The error of AM/At, Sl’

§, = (SAM + sAt ) (3

where 8 is the error of AM and SAt is the error of At. The error of

M

time increment was very small since the clock used to measure time varied

only in a slow systematic manner. The absolute error of AM, SAM, is re-
lated to the absolute error of M, Sy by
2 2
= . 6
SAM 2 SM (6)

s, = SMM R (7)



where M is evaluated at the center of the difference gM. Elimination of

Sy between Eqs. 6 and 7 gives
2 2 2
SAM =2 SM M-, (8)
and division by (A’M)2 yields
2 2, M2
S =28 (=) . 9
oo =28, G ©

Eq. 9 shows that the fractional error of AM depends on the time and
location in the cloud at which M and AM are measured. To determine an
upper limit of SAM’ it was decided to choose a value of M corresponding

to a reasonably-large value that could be expected in the c¢louds which
were studied. The summary of the maximum values of liquid-water content
that is given in the text by Fletcher (1962) was used to ascertain this
large value. A value of 2.0 gm m-3 appeared to be an average of the various
maxima that appeared in the summary. For a value of pM to be used in Eq. 9
we decided to use a small, yet representative, value of AM in order to ob-
tain a value of the error which is unlikely to be exceeded by any one mea-
surement. A value of 0.3 gm m-3 appeared to be a typical minima of the
values calculated during a case study using the TAM-1 radar. Substitution

of the above-mentioned values for SM, M and AM into Eq. 9 gives

n

.34
AM 9.3 SM (10)
9.564,
which is the same as the fractional error §S,.

1

The error of M(AG/AZ) and other terms was determined in a manner

3

which is similar to the method used above. ¥Eq. 4 then was used to com-
pute the total error of w. The values of the partial errors were sub-
stituted for the terms on the right-hand side of the equation. Table 1
summarizes the calculation of the error of w. The fractional error of
w, therefore, is estimated to be f 13.787 (a percentage error of T 1378.7%)
and the error in decibels is + 11.39 db.

Reduction of this error would require reductions in the error of M
since the error of the measurements of liquid-water content is the largest

contributor to the error of w.
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Table 1, Summary of errors of w

Term Error Square of error
il 9.564 91.470
AL
A 1.024 1,048
Az
MeY 1.024 1.048
Az
T 2.000 4.000

Aflnp)

1.024 1.048
Az
o 9.564 91.470
Az
Total 190.084
Square root of total = 13.787

Meaning of the Estimates of the Error

The previous discussions of the estimated limits of the errors of
M and w have considered quantitative measures of these uncertainties,
but a precise meaning of the error limits was not considered. The fol-
lowing discussion is presented concerning the nature of the experimental
error.

Semi-objective estimates were made of the error limits of the param-
eters which appeared in the basic equations. These estimates are termed
semi-objective since they represent estimates that were not determined

with a degree of accuracy necessary for a rigorous analysis of the experi-
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mental errors. However, it was felt that these estimates were the best
available and that the magnitudes were reasonable ones.

Before assigning a specific meaning to these semi-objective esti-
mates, we will consider the nature of the observations which determine
the form of the quantity used to express the limits of error. These
forms are based on the assumption that successive observations of the
same quantity should be distributed in a random sequence. It is consid-
ered that there exists a hypothetical population made up of the results
which would be obtained if the given observation were repeated a very
large number of times,

Any single observation or set of observations is regarded as a ran-
dom sample from this population. The usual assumption which is made
concerning the random errors is that they are distributed according to
the Gauss or '"mormal" law of error. This law appears to be qualitatively
correct since repeated observations of a single quantity support the idea
of a continuous distribution with a single maximum and a montenic falling
off toward zero on either side. 1In addition, such curves generally appear
to be symmetrical, In practice, the number of measurements‘of a given
quantity may be quite small and the available data may or may not be
distributed in a manner approximating the normal law. This situation
prevailed in this investigation. Only a single measurement could be
performed before the fluctuating motion inside a cloud would change the
experimental conditions. Thus we lacked information either to confirm
or reject the assumption that the semi-objective estimates of the radar
parameters and the cloud parameters would be distributed normally if a
sufficient number of measurements could be performed. However, since
repeated measurements of many physical quantities are distributed normally,
we decided to make the assumption that the measured values and estimates
of these parameters were random samples from a population which satisfied
the normal law of error. This assumption allowed us to be more exact in
the specification of the limits of error since we could employ the statis-
tics of a normally-distributed variable.

When observational data are distributed normally two measures of
dispersion that are in common use are the standard deviation (8.D,) and

the probable error (P,E.). 1If M represents a particular value of the



12

liquid-water content which has been measured by the radaf, then the in-
terval M + 8.D, will cover the most probable value of M in 68.3 per cent
of the cases, in the long run. Similarly, the interval M + P.E. will
contain the most probable value of M in 50.0% of the cases. If as we
have assumed, the population of random errors is normally distributed,
then

P.E. = 0.674 §8.D. (1)
Griffichs (1967) has stated his experience led him to conclude that
such semi-objective estimates of errors, when made by competent observers,
are probably the limits that will not be exceeded nine times out of ten.
If we assume that the absolute errors (designated by s) which have been
computed in this chapter are the 0.90 confidence limits, then the most
probable value of the variable of interest ({say M) will be found in the
interval M + s in 90% of the cases. Again, if the population of random
errors is normally distributed, then

s = 1.645 S.D, (12)

Based on the Griffiths' conclusion, it seemed reasonable to stipulate
that the experimental errors of both the component and compounded terms
were the limits which would not be exceeded nine times out of ten, in

the long run.
A CASE STUDY USING WEATHER RADAR

Twenty-three separate clouds were studied during July 1967 with
reference to liquid-water content and vertical motion. The results
of each varied from echo to echo. However, it was possible to discern
features which were common to the whole class of echoes. 1In this sec-
tion the results of the analyses of the moisture fields and field of

vertical speeds are presented.

Moisture Field
The moisture field for Echo 3 is presented in Fig. 5. The initial
phases of the cycle were characterized by an increase of liquid water as
the updrafts supplied vapor and condensed water. As soon as the drops

were of sufficient size to produce a radar echo, a downward extension of
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the echo was noted. This extension was interpreted to be the result of
the drag-induced downdraft and the coalescence mechanism which produced
radar-detectable drops as coalescences occurred. The base of this cloud
was estimated to be 5000 ft MSL, which was the convective condensation
level.

Fig. 5 is typical of the time-height cross sections which were con-
structed for each of the other echoes studied during this investigation.
Each pattern was essentially symmetrical with time, indicating & cyclical
increase of moisture that was followed by a decrease as the cloud passed
to the dissipating stage. Another characteristic of each echo was the
increase of liquid water with height until a maximum was attained.

In spite of the large error of M that was estimated previously, we
felt that the form of Fig. 5 was qualitatively correct since the pat-
tern is reasonable for a convective cell undergoing cyclic development.
The point measurements of M that were used to construct this cross sec-
tion may have fractional errors as large as 100 per cent at the 0.90 level
of confidence. The construction of scalar fields from these point mea-
surements introduced a smoothing which produced a field that was qualita-
tively reasonable. Reduction of the experimental error would produce a
pattern that would have a similar shape but the reliability of such a
pattern would be much higher.

Some of the values of liquid-water concentration that are shown in
Fig. 5 are comparable to those reported by other investigators (Fletcher,
1962 and Byers, 1965). However, when all of the echoes were considered
some rather large values of liquid-water content appeared. The 695 point
measurements from all of the echoes were grouped and the frequencies were
plotted to show the variation of these data. ¥Fig. 6 shows the results
of this grouping.

Measurements of liquid-water content that have been made from instru-
mented aircraft generally show that average values range from approximately
0.10 to 1,50 gm m_3 (Fletcher, 1962). These same sources report maximum
values ranging from approximately 0.20 to 3.50 gm m-3 with means of about
1.50 gm m-3. The mean of the data presented in Fig. 6 is 2.17 gm m-3‘

Certainly, not all the individual measurements which comprise the

data of Fig. 6 can be interpreted as average values of liquid-water content.
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Some represent values corresponding to measurements made early and late

in the cycle of the convective cell when values might be less than average
and some of the measurements were made at times when maximum concentrations
of liquid-water content were being observed. Thus, some caution must be
exercised in comparing the values reported in the literature and the radar-
measured values. However, the fact that the mean of all cobservations was
1.45 times the mean of the maxima as measured by aircraft would indicate
that an experimental uncertainty which was of the order of one was vitiat-
ing the results.

Although it is desirable to obtain values of the liquid-water content
whose magnitudes are physically reasonable, it is equally important that
the spatial and temporal pattern of these measured quantities also be
physically meaningful. Point values of M must be related to other values
in the neighborhood of the point in question. With an experimental error
as large as that estimated for the apparatus used in this study, both the
magnitudes and the variations of these magnitudes with distance and time
may be atypical. We noted previously, however, that the fractional error
of one did not seem to change appreciably the gross features of the
fields of M.

The form of the moisture field associated with the core of Echo 3 is
very gimilar to that of the idealized convective cloud described by Byers
and Braham (1949). They described the life cycle of a large convective
cloud as consisting of three distinct stages of development. These are:

a cumulus stage, characterized by updrafts throughout the cell; a mature
stage, characterized by both updrafts and downdrafts, at least in the
lower half of the cell; and a dissipating stage, characterized by weak

downdrafts prevailing throughout the cell.

Field of Vertical Speeds
The time-height cross section of the vertical speeds at the core of
Echo 3 is presented in Fig. 7 and it contains some values that are quite
unrealistic when compared to updrafts and downdrafts measured in such in-
vestigations as the Thunderstorm Project (Byers and Braham, 1949). Time-
height cross sections of vertical speeds were constructed for each of the

23 echoes which were studied. 1In many of these cross sections very large
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values of both positive and negative speeds were encountered. Each of
the cross sectioms was similar to Fig. 7, that is, the analyzed fields

of vertical speeds contained values of vertical speeds that were reason-
able, but the presence of unrealistic updrafts and/or downdrafts pro-
duced fields with little physical meaning or any systematic patterns
comparable to the idealized cell of Byers and Braham, 1In order to achieve
an over-all picture of these large updrafts and downdrafts, we decided to
group the various vertical speeds. Percentage polygons of the updrafts
computed from the continuity equation were constructed for altitudes of
5, 11, 16, and 20 thousand feet above mean sea level. Fig. 8 presents
the results for 11,000 MSL ft. The heights were selected to correspond
to frequency distributions appearing in the report of the Thunderstorm
Project. The percentage polygons representing the data from the Thunder-
storm Project are shown as dashed lines in the Fig. 8. Similar polygons
were constructed for the downdrafts. Several extreme values of vertical
speeds were not shown in these figures because of the scale which was
chosen.

When we considered the large error of w that was estimated previously,
it was easy to see how extreme values can arise as well as the speeds
whose values fell in the class intervals between 30 and 100 m sec_l. In
some instances the wertical speeds measured by radar that were less than,
say, 25 m sec-1 were in good agreement with the data from the Thunderstorm
Project. This agreement was not completely unsuspected since some of the
radar-measured values of w, even with the large experimental error, were
expected to agree with what may be termed "the more probable speeds" of
the Thunderstorm Project. As in the case of the fields of liquid-water
content, these large uncertainties in w have produced spatial and temporal

patterns that are not typical.

Summary of the Case Study
Point values of liquid-water content were measured at the core of
23 convective clouds that formed near College Station, Texas. Scalar fields
of liquid water were comstructed for each cloud. The gross features of
these fields appeared to be physically reasonable one, but the large experi-

mental error inherent in the technique and apparatus caused certain point
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values in the field to be too large to be accepted. Gradients and time
variations of liquid-water content were calculated from the scalar

fields. These calculations together with a measure of the rate of growth
of rain by coalescence were inserted into a continuity equation which

then was solved for point values of vertical speeds. The experimental
error was compounded in the computations of the vertical speeds with the
result that time-height cross sections of vertical speeds were quite
unrealistic. Certain point calculations of vertical speeds were reason-
able but many values were extremely large. Groupings of both the measure-
ments of liquid-water content and vertical speeds indicated that the

estimated magnitudes of the experimental errors were of the correct order.
HYDROGRAPH SYNTHESIS

General

Considerable effort was expended in the development of techniques
for synthesis of characteristic hydrographs for any selected drainage
basin, gaged or ungaged. Data were utilized in these studies from several
small drainage basins in Texas and Oklahoma which are maintained by the
Agricultural Research Service (ARS) and the Geological Survey. Particular
emphasis was placed on developing methods which would have computer ap-
plication, also techniques that could be used in possible application
to streamflow forecasting.

The results of this study have been summerized by Hudlow (1966,1967).
In particular, a technique for hydrograph synthesis suggested by Snyder
(1938) was investigated. Although, the procedure finally developed was
considerably modified from that of Synder, the technique for determination
of critical values, e.g., lag, maximum or peak discharge, and hydrograph
width, was similar. A modified Pearson type TIT function was then fit to
the critical values so that a continuous hydrograph could be determined.
Hudlow and Clark (1969) have presented a detailed discussion of the tech-

nique for fitting the Pearson type III function to the selected points.

Techniques Employed
There are two fundamentally different techniques for hydrograph

synthesis. The first of these techniques consists of estimating hydro-
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graph parameters, usually peak discharge and some time parameter, from
watershed and storm characteristics. From these two parameters and
available information concerning the hydrograph shape, the remainder of
the hydrograph can be sketched. The second method involves routing of
rainfall excess (surface runoff) through catchment storage to produce an
outflow hydrograph of surface runoff for a catchment. Both approaches
for hydrograph synthesis were utilized in this study.

It is believed that the vadar can offer decisive advantages over 4
sparse rain-gage network when used with either of the foregoing techniques.
The radar can supply information concerning the temporal and areal distri-
bution of the rainfall. This information will allow for an accurate eval-
uvation of lag time. Therefore, the capability of the routing procedure
to synthesize a complex hydrograph resulting from a non-uniform distribu-
tion of rainfall excess was examined.

Hydrograph synthesis with the Pearson type TIT function. The proce-

dure developed for utilizing the Pearson type LIl functiom is illustrated
below. The watershed selected was the experimental watershed comprising
the drainage area for the Little Washita River in Qklahoma. The watershed
is maintained by the So0il and Water Conservation Research Division, ARS,
Chickasha, Oklahoma., The Little Washita basin was chosen because of the
ample data available from rain-gage, radar, and stream-gage observations.
The ARS maintains a dense network of recording rain gages on the Little
Washita. The Natiomal Severe Storms Laboratory (NSSL), Environmental
Science Services (ESSA), Norman, Oklahoma operate a WSR-57 radar which
scans the watershed and is within 45 n mi. The WSR-57 radar has a wave-
length of 10 cm. Radiation at this wavelength suffers negligible attenua-
tion, even in the heaviest rainfall, Trom the above, it becomes apparent
that this combination of weather radar and instrumented watershed offers
excellent opportunities for hydrologic research.

Fig. 9 depicts the Little Washita basin and the ARS rain gage network.
Each of these gages is a weighing-type, recording rain gage. The numbers
indicate the identifying number assigned to each gage by the ARS5. The
locations of various Weather Bureau (WB) rain gages, which were used in

the analyses, also are shown in Fig, 9.
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The Little Washita River is a tributary of the Washita River, and
lies south of the main stream. It flows generally eastward to join the
main stream near Ninnekah, Oklahoma. Average discharge for the Little
Washita is approximately 40 cfs (ft3/sec). The maximum discharge on
record of 30,000 cfs, which was estimated from flood marks, occurred in
May 1949. Periods of zero flow are observed in some years.

The 210 m:i_2 drainage area of the Little Washita River consists of
Reddish Prairie and Cross Timber areas. Less than 50 per cent of the
area is in cultivation; a large per cent is in open grass land. Princi-
pal crops are small grain and cotton.

Although the Little Washita watershed offers excellent opportunities
for hydrologic research, a slight drawback exists in its use for a study
of this type. Extensive conservation practices are being employed on
the watershed. For example, 21 per cent of the drainage area is con-
trolled by farm ponds. ARS hydrologists are studying the effects of
man-made conservation measures on streamflow. While such conservation
measures act to increase infiltration and reduce erosion, an accompanying
reduction in surface runoff will occur. For a "highly conserved basin"
the reduction in surface runoff can be appreciable (see Hartman et al.,
1967). 1t was fele that the conservation practices employed on the Little
Washita basin acted to reduce the magnitude of the runoff events. For
the 7 vr of record (1959-1965) considered for analyses, the largest run-
off event selected was 7040 cfs, the next largest was 3800 cfs, and over
70 per cent of the events selected had peak discharges of less than 2000
cfs. The 7040 cfs event represents a discharge of 33 cfs per miz, while
the remainder of the events represent much smaller amounts. Obviously,
equations developed from the runoff events described above cannot be used,
justifiably, for runoff prediction of large magnitude. However, while
the relationships developed for this study were not derived from storms
of great magnitude, the techniques presented appear applicable and were
used in hydrograph synthesis for this basin and in the study on streamflow
forecasting discussed later.

Usually the amount of initial losses, which occur in the early por-
tions of a storm, are a function of the initial soil-moisture conditions.

However, in some areas this is not always the case; Schreiber and Kincaid
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(1967) found scil moisture to be a parameter that is rarely significant
for runoff prediction for an experimental watershed in Arizomna. The
antecedent precipitation index (API) provides an indicator for initial
soil-moisture conditions. Kohler and Linsley (Linsley, Kohler, and
Paulhus, 1958, p. 171) propose the equation

APT = b,D, + byD, + ....b D, (13)

where bt is a constant less than unity, which decreases exponentially
with t, and Dt is the amount of daily precipitation which occurs t days

prior to the storm under consideration. The constant bt’ is given by

b=%", (14)
where F is a factor less than unity whose value will determine the number
of preceeding days required in the API determination. The size of F de-
pends on the soil-cover complex and evapo-transpiration, and therefore
will vary somewhat with season. However, the most important facter in-
fluencing F appears to be the soil type (see Minshall, 1960, p. 22). For
this reascon a2 fixed value for F, for a reasonable homogeneous watershed,
probably is adequate. A wvalue of 0.85 for F was adopted for this study.
This necessitates an antecedent period of 15 days for the API calcula-
tions,

It should be mentioned that other antecedent indicators might be
used in association with the radar and operational forecasting. One
possibilitry might be to use an equation analogous to Eq. 13 in which
the precipitation amounts are replaced by the number of hours that precipi-
tation is observed during each day. Such an API probably would not pro-
vide as good an index of the initial conditions of soil moisture; however,
it offers one distinct advantage: it would be simpler to evaluate when
utilizing radar data. In the use of weather radar for flood forecasting,
it is quite possible that estimates of quantitative precipitation will
not be made by radar, unless the storm is sufficiently large to represent
a potential flood., However, all rainfall that occurs within a reasonable
time span prior to the storm in question, contributes to the initial soil
moisture. Although the preceeding storms might not appear of sufficient

magnitude to warrant a detailed analysis of quantative precipitation, it
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would be a simple matter to keep track of the number of hours that precipi-
tation occurs over sub-regions of the watershed. API as defined by Egs.
13 and 14 was used exclusively for this study.

Six equations, one for runoff prediction and five for hydrograph
synthesis, were developed by the procedure of least squares. All five
equations are highly significant statistically.

The equation developed for runoff prediction is the most critical of
the siXx equations. For this reason it will be examined in greater de-
tail than the other five. Runoff prediction is critical because a hydro-
graph can be determined adequately only if the amount and distribution of
the rainfall excess (runoff) is known. This fact will become apparent
from later discussions.

Numerous variables may influence the quantity of runoff (rainfall-
minus-runoff) resulting from a storm. Storm rainfall, antecedent precipi-
tation, storm duration, rainfall intensity, and time~of~the-year all may
have an effect on the amount of runoff accompanying a storm. Various models
involving these variables were examined. It become apparent readily that
a non-linear equation would be required to predict adequately the runoff .
A computer program was written to test the significance of each variable
considered in the regression analysis. Storm precipitation was found to
play a significant role and no improvement was gained by including storm
duration or intensity in the prediction model. The soil-cover complex of
the watershed normally changes somewhat with season. For this reason the
time of the year was considered as a possible factor for inclusion in the
prediction equation for runoff. However, for the 18 storms considered
in this study there was no enhancement in the regression model due to
time of the year.

The equation selected for runoff prediction includes storm precipi-
tation and an index of initial soil-moisture (API). The "Cobb-Douglas"

function was selected as the most appropriate model. The equation obtained is

=0.81 .3
8 IO 37

E = 0.0961 R AP , (15)

where R is the average rainfall for the storm in inches; API is the antece-

dent precipitation index, in inches; and E is the rainfall excess (runoff)
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in inches. For the least-squares procedure the "Cobb-Douglas" function
was linearized by a logarithmic transformation. Sharp et al. (1960) have
pointed out that for many hydrologic variables {e. g., runoff) the assump-
tion that the variance of the dependent variable does not depend on the
values of the independent variables is not wholly justified. Therefore,
a logarithmic transformation, which necessitates a multiplicity error-
term, should make the use of multiple-regression analysis satisfactory
for such hydrologic investigations.

One possible improvement in Eq. 15 might have been achieved by con-
sidering antecedent precipitation longer than 15 days for the API calcula-
tions. WNonetheless, Eq. 15 satisfactorily predicted the runoff events of
small magnitude for the case studies while it appreciably under-estimated
the one event of large magnitude used in the case studies.

The peak discharge of a hydrograph is a function of the areal dis-
tribution of the rainfall excess as well as the amount of runoff. As
illustrated by the Soil Conservation Service (1957, p. 3.15-1) lag time

1
may be thought of as an average travel time for the watershed.

W
(a.e .t )
Lg = ZLA-E—l ; (16)
i=1 t

where a; is the area of the ith subarea (see Fig. ].O);2 e, is the rain-
fall excess for the it]hl subarea; tCi is the mean travel-time for the ith
subarea; At is the area for the portion of the watershed that experiences
rainfall excess; E is the total runoff for the watershed; and W is the
total number of subareas.
From the definition, Eq. 16, it is apparent that the lag time is a

function of the areal distribution of the rainfall excess. Therefore

lag time and total runoff were used as the independent variables for the

prediction of peak discharge. Once again, the "Cobb-Douglas'" function

was selected as the appropriate model. The resulting equation Iis

0.944

Q = 58460 E /gl 842

, (17)

Iime of concentration is the time required for water to travel from
the hydraulically most distant portion of an area or rainfall excess to
the watershed outlet.

2For this study the watershed is divided into subareas bounded by
the isochrones needed for evaluating Eq. 16 (see Fig. 10).
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where Qp i1s the peak discharge of the hydrograph in cfs; E is in inches:
and Lg is in hours.

In order to establish the hydrograph period of rise, a relation-
ship was sought between Tp and Lg, where Tp is equal to the period of
rise of the hydrograph minus the time elapsed between the beginning and
the centroid of the rainfall excess. For any one watershed the ratio
of Tp to Lg should be essentially constant because the hydraulic
characteristics of most basins change inappreciably. Therefore, a
linear relationship was assumed and a regression equation obtained by
"least squares' for the Tp versus Lg data. Initially, the line was
not required to pass through the orgin; however, the null hypothesis
that the intercept equals zero was accepted. Next, a straight line
passing through the orgin was derived. The resulting equation is

Tp = 0.823 Lg , (18)
where both Tp and Lg are in hours.

In order to describe the complete hydrograph by the technique
described in the following section, expressions for the width of the
hydrograph at 50 and 75 per cent of the peak discharge must be derived.
Since the shape of simple hydrographs for a given basin remain reasonably
unchanging, a relationship should exist between the width of the hydro-
graph, at a fixed per cent of the peak discharge, and the period of
rise. The hydrograph width should increase from a very small value,
for an extremely short period of rise, to larger values, for longer
periods of rise.

A plot on semi-logarithmic paper of the hydrograph width at 50
per cent of the peak discharge versus the period of rise revealed
the relationship as exponential. The least-squares solution gave
= 2.25 exp[0.107 Pr] R (19)

WSO

where wSO is the width of the hydrograph at 50 per cent of the peak

discharge in hours, and Pr is the hydrograph period of rise in hours.

For the same watershed a relationship must exist between W75

(hydrograph width at 75 per cent of the peak discharge) and WSO' A

direct relationship between W75 and WSO assures that the shape of the

hydrograph conforms to the characteristic shape for the watershed., A

straight-line relationship with zero intercept was chosen as the
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appropriate model. The least-squares solution gave
=0, s
W75 558 W50 20)
where both W and W are in hours.

From EqZ? 15, 12? 17, 18, 19, and 20 and two additional relation-
ships concerning the positioning of the hydrograph widths at 0, 50, and
75 per cent of the peak discharge, seven points on the hydrograph may
be determined. The Corps of Engineers have suggested, as a guide for
shaping the hydrograph, that the hydrograph widths at 50 and 75 per
cent of the peak discharge should be positioned so that one-third of
the width is placed to the left and two-thirds of the width to the
right of the hydrograph peak. However, this research has indicated
that an allocation of four-tenths of the width to the left and six-
tenths of the width to the right produces optimum results.

One other relationship is needed, this being a relationship for
the base width of the unit hydrograph. Following the practice of the
Soil Conservation Service and the Corps of Engineers, a base width
of 5 Pr was adopted.

The Pearson type III function was selected as the most appropriate
mathematical function for fitting the seven points. This function can

be written as

Q = Qp(T/Pr)a exp[-(T-P )/c] , (21)
where Q is the discharge in cfs at any time T; T is the time in hours
from the beginning of rainfall excess; Qp is the peak discharge in
cfs; Pr is period of rise of the hydrograph in hours; a is a dimen-
sionless constant for a particular hydrograph; and ¢ is a constant for
a particular hydrograph, expressed in units of hours. Two iterative
procedures are combined to solve for the ¢ and a that give a least-
squares fit of Eq. 21 to the seven points.

Hydrograph synthesis by runoff routing. From an intensive study

of routing procedures, Laurenson (1962) has concluded that a general
procedure for runcff routing should provide for:

1. Temporal variations in rainfall excess.

2. Areal variations in rainfall excess.

3. Different elements of rainfall excess passing

through different amounts of storage.
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4. Catchment storage being distributed rather than
concentrated.

5. A non-linear relationship between stream discharge and
catchment storage.

Based on the study of 1962, Laurenson {(1964) published a description
of a procedure for runecff routing which provides for these five occur-
rences. His work was used as a guide for deriving the runoff-routing
model adopted for this study. However, the procedure used in the
derivation of the routing model differs in two respects from that of
Laurenson:

1. Time of concentration, instead of lag time, was selected as
the time parameter used in the isochrone construction. All
travel times were considered a fraction of the time of concen-
tration.

2. Identification of a possible non-linear relationship between
stream discharge and catchment storage was accomplished from
examination of concentration times, instead of lag times, for
selected storms.

Laurenson implies that the relationship between stream discharge
and catchment storage is generally nonlinear. This means that the
storage-delay time, for a given subarea, varies with the magnitude of
the outflow from the subarea., If we assume that only prism storage
exists (see Linsley, Kohler, and Paulhus, 1958, p. 227), the storage-
discharge relationship may be expressed as

5, =K, 0.) 0, , (22)

where Si is the storage for the ith subarea for a given cutflow and
Ksi is the storage coefficient (storage delay time) for the ith sub-
area; (Oi) indicates that the storage coefficient may be a function
of the outflow.

The subareas used for the routing procedure are the same as those
used for hydrograph synthesis with the Pearson type III function  The
isochrones were constructed based on the assumption that travel time

is proportional to

LIS (23)
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where L is the length of the flow path and S is the slope of the

flow path. B8uch a relationship can be supported by the Chezy formula
(see Chow, 1964, p. 7-23). The following steps were taken in the
construction of the isochrones.

1. An average time of concentration was determined from hydro-
graph analysis of selected storms (see Johnstone and Cross,
1949, p. 229).

2. A large number of points were located on a topographic map
of the watershed.

3. Travel times for each point were obtained from two applica-
tions of Eq. 23. The total travel time was assumed equal to
the sum of the travel times for overland flow and channel
flow.

The isochrones are those shown in Fig. 10.
The fundamental equation used for runoff routing (mass continuity
equation) can be expressed as
(I, + 1) $5 - (0, +0)) £ =5, -5, (24)
where I is inflow, 0 is outflow, here § refers to storage, and the
subscripts 1 and 2 refer to the beginning and end of the routing

period (At), respectively. Substitution for §, and S, from Eq. 24

2 1
yields
= +

02 COI2 Clll + C201 . (25)
where

Cy = €y = At/ (2K, + At)
and (26)

02 = (2KSl - At)/(ZKSZ + At).
Since CO, Cl’ and C2 depend on K an iterative solution of the

52’

system of routing equations is required if Ks is a function of 0

2 2
{non=-linear model),

Laurenson assumed that there exists a non-linear relationship
between stream discharges and catchment storage if the lag time varies
significantly with average discharge for selected storms. However,
an examination of the wvariability of Tc with Qp appears to represent

a more logical approach., This is because lag time is highly dependent
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on the distribution of the rainfall excess. For watersheds with areas
larger than a few square miles, it becomes difficult to find storms
that are evenly distributed over the basin. Nevertheless, the distri-
bution of the rainfall excess is not a critical factor in the evaluation
of the time of concentration.

Eight storms over the Little Washita were selected for an examina-
tion of TC (time of concentration). On a plot of Tc versus Qp there
was no indication that a significant relationship existed solely between
TC and Qp . Therefore, a linear routing model was adopted. Since the
model was assumed to be linear, the principle of superposition is
applicable. Rainfall excess from each subarea was routed independently
to the outlet, and the five separate outflows were combined.

Table 2 gives the storage coefficients for the five subareas

used with the routing model,

Table 2. Storage coefficients for the Little Washita

Subarea 1 2 ‘ 3 4 5

Ksi (hr) 1.0 3.5 6.0 8.0 9.5

An Example

A hydrograph was synthesized for the storm of May 9, 1965, based
on the rainfall measurements from the ARS network using the Pearson
type III function, Also, since this storm was complex (two peaks),
it was selected as the "test storm”" for the routing model. The hydro-
graphs synthesized for that storm are presented in Fig. 11. It was hoped
that the routing model would satisfactorily reproduce the two peaks
observed for that storm but it failed to do so. The two peaks were
not the result of two separate bursts of rainfall but, rather, are a
result of an uneven distribution of rainfall excess which occurred
over the basin. The tributary arrangement in the vicinity of the
maximum rainfall gave a large gradient of travel time. This fact,
coupled with the large gradients of precipitation in this same locality,
is believed to be responsible for the occurrence of the two peaks.

However, for the combination of subareas selected (see Fig. 10), the
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routing procedure was unable to detect the two peaks. 1In fact, it
actually predicted the hydrograph peaks several hours earlier than
the Pearson function.

A possible improvement in the routing procedure might be attained
by considering a series of linear storages between each subarea and the
outlet. That is, the total storage delay time for each subarea could
be segmented into several storage coefficients and multiple routing
performed from each subarea to the outlet. Laurenson (1962, Sect. 5.5.1)
has investigated a linear routing model which assumes a series of
concentrated storages between each subarea and the outlet. Laurenson
concluded that a non-linear routing model was more appropriate for his
basin. However, since the storage equation for the Little Washita
is assumed to be linear, a procedure similar to the one investigated
by Laurenson for linear routing might represent an improvement over the

routing model adopted for this study.
STREAMFLOW FORECASTING

General

Data were not available immediately from the radar system in the
Department of Meteorology, Texas Af:f University, in the early stages
of this project. Therefore the data obtained from NSSL and the Experi-
mental Watershed in the Washita River basin maintained by the ARS near
Chickasha, Qklahoma, were used. Since both areal and temporal varia-
tion of rainfall is important in streamflow forecasting, accurate and
rapid hydrograph synthesis, as discussed above, is of equal importance.
The utilization of radar data in streamflow forecasting was emphasized

in this study.

Success of Runoff Predictions
Table 3 summarizes the runoff based on the various rainfall measure-
ments. For determination of rainfall utilizing radar data Eq. 2 was
used in which A = 200 and B = 1,6. The predictions may be compared to
each other and to the observed runoff, which also is listed in Table

3. The following observations can be made from Table 3.
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1. Runoff was forecast from measurements by radar for all four

storms.

2. For the four storms the runoff predictions derived from the

two ARS rain gages are as good as or better than the predic-
tions from radar measurements.

3. Appreciable error was made in the runoff prediction for

storm 19 even with measurements taken with the dense ARS
rain-gage network.
Based on observation No. 1 it might be concluded that the radar possesses
potential for use as a hydrologic tool. The prediction of an amount
of runoff, even though the prediction may be in error, is better than
no prediction., This result indicates that if no rain gages are avail-
able, the radar, even under the worst circumstances, will yield answers
that are better than no answers,

The two ARS rain gages constitute a gage density which is superior
to that normally encountered for hydrologic work, In additiom, the
location of the two gages on opposite ends of the watershed constitute
an optimum gage arrangement. While the quantitative prediction of
precipitation and runoff derived from measurements taken with the two
ARS gages appear somewhat superior to those based on radar measurements,
the radar actually proved superior for depicting the spatial distribu-
tion of the rainfall for storm 20.

Observation No. 3 stresses the importance of obtaining a satisfac-
tory equation for runoff prediction, Eq. 15, The inadequacies accompanying
the derivation of Eq. 15 were discussed. Great effort should be placed
on the development of the equation for prediction of runoff for operational
forecasting. The equation, hopefully, should lead to forecasts of

accurate amounts of runoff for a storm of any magnitude.

Comparison of Lag-Time Estimates
Table 4 lists the estimates of lag time as derived from various
rainfall measurements. Also, the observed lag times are presented for
comparison. The estimates of lag time, based on measurements performed
with radar, are excellent for both storms 19 and 20; the differences

between the predicted and observed lag times were less than 3 per cent
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in both instances. The estimate of the lag time for storm 19, derived
from rainfall measurements taken with the two ARS ralm gages, also is
very good. Storm 19 was evenly distributed over the watershed., There-
fore, a lag-time estimate based on only two rain gages gave satisfactory
results. However, appreciable error (20 per cent) occurred in the
estimate for lag time, derived from the two rain gages, for storm 20.
This sizable error emphasizes the superiority of the radar over a

sparse rain-gage network for depicting the spatial distribution of

rainfall when a storm is unevenly distributed over the basin.

Stochastic Model for Rainfall-Runoff Simulation

Rainfall model. 1In recent years the term stochastic hydrology

has received widespread usage. Stochastic hydrology is defined as the
manipulation of statistical characteristics of hydrologic variables to
solve hydrologic problems. One such stochastic technique involves the
use of a Markov chain for the simulation of rainfall and/or runoff.
A. A. Markov (1856-1922), a Russian probabilist, introduced the concept
of a stochastic process known as the Markov process, or Markov chain
{see Parzen, 1960). In the classical sense, for a Markov process, the
probability of a system experiencing a given state depends only on the
knowledge of the state of the system at the immediately preceding time.
However, in recent vears it has become customary teo consider stochastic
processes with greater than first-order time dependencies as Markov
chains, For example, if the existing state depends on the two imme-
diately preceding times and corresponding states, such a process is
called a second-order Markov chain. Nth order chains are defined
similarly. 1If the existing state depends only on the immediately
preceding time and state, such a process is called a first-order Markov
chain or simply a Markov chain. A first-order Markov chain can be
said to exist 1if the

P(X, ) [ XX, _

£+1 17 e X)) = P XD, (27)

where P denotes the probability of occcurrence of the quantity within
parentheses, Xt denotes the amount at time t, and the slash can be
read as "given that.'" The set of probabilities for all states in the

system forms what is called the matrix of transitional probabilities.
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The transitional probabilities define the chain (see Parzea, 1960). If
the transitional probabilities are considered time independent, the
Markov chain is called homogenous or stationary. Once the transitional
probabilities have been established, the discrete distribution can be
synthesized by Monte Carlo (random) selection of the probabilities and
corresponding amounts.

In order to justify the use of a Markov chain for depiction of
the hourly rainfall process (hourly amounts are considered for this
study), we must first establish that hourly precipitation is a non-
random occurrence. Serial correlation coefficients are indicators
of the non-randomness of a time series. Serial correlation coefficients
for hourly rainfall were computed and correlograms were plotted for 100
storms occurring at Ninnekah, Oklahoma. A correlogram is a graphical
representation of r, Versus k (lag), where r, is the kth-order serial
correlation coefficient, For the storms of sufficient duration to
warrant significance tests for k = 1 (N>7), r, was almost always sig-

nificantly different from zero. Generally for k=2, r, was found insig-

nificant. The average correlogram, as computed from %he ten longest
storms (N220), is shown in Fig. 12. Since ry is significantly different
from zero, it can be concluded that the hourly rainfall process is a
non-random occurrence for which the present state depends on the
immediately preceding period. Fig. 12 shows 8 decreasing monotonically
with increasing k and thus supports the autoregressive or Markov process.
Pattison (1965) has used a Markov-chain model for synthesizing
hourly amounts of rainfall. Pattison's model was designed for use with
the Stanford Watershed model (Crawford and Linsley, 1962); it has pro-
duced satisfactory results at several locations in California. Pattison
(1964) observed some important features of the rainfall process; two of
these are worth noting:
1, Most rainfall systems produce sporadic rain.
2, The rainfall-producing process which exists at any given time
is in a state which was achieved by the interaction of the
conditions which existed during the immediately preceding

period,

It is interesting to note that feature 2 is in exact agreement with re-
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sults obtained from the serial correlation analysis above.

Pattison's model (1965) provided for inclusion of the dry hours
which occur during sporadic rain storms. Pattison assumed the transi-
tion probabilities to be stationary within each month of the year but
to vary from month to month. The Markov chain developed for this study
differs basically in three respects from Pattison's:

1. Synoptic type replaces the month of the year for the stationary

periods.

2, Diurnal persistence is considered during dry hours.

3. The model was derived for a different area.

Huddle (1967) has proposed a Markov-chain model and presented the
transitional probabilities for the hourly rainfall process at Ninnekah,
Oklahoma. The chain was derived from approximately 175 scattered months
of hourly precipitation data from the periods 1940-1942 and 1949-1966.
Huddle's work was initiated partially for the purpose of furnishing
this study with a satisfactory rainfall model. The model is used, as
described below, to provide the precipitation input for runoff synthesis.

As illustrated above, the basic-synthesis procedure should involve
the autoregressive or Markov process. Pattison (1964) has investigated
the possibility of using a linear autoregression model for the first
order. In this study the Markov chain has proved superior to the linear
medel. A non-linear autoregressive model might prove successful; however,
a Markov chain coupled with Monte Carlo simulation offers greater flex-
ibility.

The Markov chain proposed by Huddle, like Pattison's, consists
of a primary and a secondary portion. The primary considers only
first-order dependencies and is used exclusively during sequences on
non-zero rainfall (wet hours). However, as soon as a dry hour is fore-
cast the secondary portion of the chain, which considers sixth-order
dependencies, must be adopted. The over-all simulation procedure in-
volves an interplay between the primary and the secondary portions of
the chain,

Because of the relatively short period of record available at
Ninnekah, a restricted number of rainfall classes was considered, If

too many classes were used, meaningful probabilities could not be
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assessed. In addition, the greater the number of c¢lasses, the greater

the computational difficulties. A practical number had to be adopted
which was compatible with the purpose of the model. Huddle selected

ten classes for the hourly amounts of rainfall (see Table 5). The hourly
process is recovered in the simulation scheme by selecting the mean
rainfall for the class. The mean rainfalls for the classes, as determined
from the 175 months of useful record, also are presented in Table 5.

Since the synoptic situations which can produce rainfall in Oklahoma
differ in type, it was decided that the stationary periods adopted for
this study would consist of six synoptic types. As indicated by Huddle,
the synoptic situation which occurs is somewhat related to the time of
the year, i.e., the two are not independent., It is likely that utiliza-
tion of both variables would yield improved results, This was not
possible for this study because only 15 yr of data were available. Any
further division of the data into separate groups would have resulted
in frequencies so low as to make it impossible to calculate meaningful
probabilities.

Hiser (1956) has separated the precipitation observed in Illinois
into six synoptic types. Hiser's classifications are: (1) cold front;
(2) warm front; (3) stationmary front; (4) squall line; (5) warm air
mass; and (6) cold air mass. Consideration of synoptic situations
which produce precipitation in Oklahoma led to the conclusion that
these six types constitute a valid scheme of classification.

Huddle assigned each day of rainfall, throughout the 175 months
of acceptable record at Ninnekah, Oklahoma, to one of the above synoptic
types. The procedure admittedly was somewhat subjective, but, as stated
by Huddle, in perhaps one-half of the cases a decision could be made
with very little doubt of accuracy. The summer months contributed a
large number of clear-cut occurrences of type 5 (warm air mass) rainfall,
while the winter months logically contributed a large number of type 1
(cold front) occurrences. Decisions were difficult for the cases where
a front was more or less stationary in the area. In such cases, type
3 was sometimes appropriate, although types 1, 2, and 5 also had to

be considered.
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Table 5. Classes of hourly amounts of rainfall and mean rainfall for
the classes

Class Amount Mean Amount
for Class
1 0.00 0.00
2 0.01 0.01
3 0.02-0.03 0.024
4 0.04-0.06 0.048
5 0.07-0.10 0.087
6 0.11-0.20 0.150
7 0.21-0.30 0.254
8 0.31-0.40 0.352
9 0.41-0.70 0.542

10 =0.70 1,000
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An example of the first-order transitional probabilities is pre-
sented in Table 6. These are the probabilities for synoptic type 3
(stationary front),.

An acceptable rainfall model must be capable of reproducing, for
sporadic rain, the dry hours dispersed among the wet ones. For this
purpose a secondary portion of the Markov chain was developed. The
decision of whether an additional dry hour or hours should be forecast,
following a dry hour prediction from the first-order transitional
probabilities, involves a longer time dependency than first-order.
Pattison (1965) considered a sixth-order dependency, 1In an attempt
to determine the time dependence necessary for Oklahoma, Fig. 13 was
constructed, This figure illustrates the P (wet hour | number of preceding
dry hours). These results are based on Huddle's 175 months of rainfall
record. Fig. 13 shows the probability of a wet hour decreasing mono-
tonically to essentially zero for five preceding dry hours.

The primary portion of the Markov chain consists of ten possible
states for time (t). These ten states correspond to the ten classes
discussed above. Time (t-1) is assigned to one of the ten states,
the state depending on the amount of precipitation observed. It might
be desirable to retain this much information about each preceding hour,
but the number of possible sequences become prohibitively large. Thus,
it is necessary to limit the length of sequences or to reduce the number
of possible states allowed., As described gbove, at least a fifth-order
dependency should be used for the secondary portion of the Markov
chain. Therefore, instead of the ten states used for time (t-1), only
two states, wet and dry, were used for times (t-2), (t-3), (t-4), and
(t-5).

In order to allow for daily persistence, time (t-6) was defined
to comprise a 24-hr period, whereas all periods from time (t) through
time (t-3) are equal to 1 hr, Time (t-6) ends with the hour immediately
preceding time (t-5). Table 7 gives the transitional probabilities
for the secondary portion of the Markov chain. D and W denote dry and
wet, respectively. The secondary portion is assumed stationary for
all time periods. Table 8 illustrates the complete scheme (primary

and secondary portions) for the sixth-order Markov chain.
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Table 7. Transitional probabilities for the secondary
portion of the Markov chain

State During Time State During Time (t)
t-6 t-5 t-4 t-3 t-2 t-1 D W
D D D D D D . 995 .005
D D D D W D . 943 . 157
D D D W D D . 915 .085
D D D W W D .789 .211
D D W D D D . 947 .053
D D W D W D .556 b
D D W W D D . 937 .063
D D W W W D . 857 .143
D W D D D D . 968 .032
D W D D W D . 667 . 333
D W D W D D . 800 . 200
D W D W W D . 875 .125
D W W D D D . 924 .076
D W W D W D 714 . 286
D W W W D D . 927 .073
D W W W W D . 866 134
W D D D D D .984 .016
W D D D W D .830 .170
W D D W D D . 865 .135
W D D W W D .783 . 217
W D W D D D . 933 067
W D W D W D .783 . 217
W D W W D D . 866 134
W D W W W D .878 L1122
W W D D D D . 960 . 040
W W D D W D .781 .219
W W D W D D . 887 113
W W D W W D . 814 .186
W W W D D D . 938 .062
W W W D W D .723 277
W W W W D D . 897 .103
W W W W W D .834 .166




Table 8. Complete scheme for the sixth-order Markov chain

Time Period

Used in Model Clock Hour Possible States
Time (t) Hour (t) Class 1, 2, ..., 10
Time (t-1) Hour (t-1) Class 1, 2, ..., 10
Time (t-2) Hour (t-2) Wet - or - Dry
Time (t-3) Hour (t=3) Wet - or - Dry
Time (t-4) Hour (t-4) Wet - or - Dry
Time {(t-5) Hour (t-5) Wet - or - Dry

Hour (t-6)

Hour (t-7)
Time (t-6) : Wet - or - Dry

Hour (t-29)
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Rainfall-runoff simulation. Monte Carlo simulation with the Markov

chain is basically simple. Regradless of whether the primary or the
secondary portion of the chain is being employed, the fundamental
procedure is as follows:

1. Obtain the cumulative probabilities corresponding to the
existing rainfall type and state. The final cumulative
probability should be unity.

2. A number from zero to unity is drawn from a sequence of
random numbers which are uniformly distributed.

3. The state for time (t} is selected to correspond to the
smallest cumulative probability greater than the random
number,

The aim of the present study was to use the Markov-~-chain model
presented above as a forecast tool for an individual storm. Knowing
the amount of rainfall that occurred during time (t-1) and the preceding
28 hr period, one can make a probabilistic forecast for the next hour,
time (t). Time (t) then becomes time (t-1), time (t-1) becomes time
{t-2), etc., and the procedure is iterated. Six-hour precipitation
forecasts are used in this study.

Six-hour precipitation forecasts were made for each subarea of the
watershed (see Fig. 10)}. The 29 hr of antecedent rainfall needed for
the Markov chain simulation was assumed to be the average rainfall for
the subarea, and the rainfall forecast for each subarea was assumed to
be the average for the subarea, To test the procedure, forecasts were
made for two events in which data could be obtained from the ARS rain-
gage network (see Fig. 9). Once the forecast rainfall for each sub-
area was determined, the runoff for each subarea was calculated by
Eq. 15. After the runoff for each subarea was obtained, the lag
time and peak discharge then could be computed from Eqs. 16 and 17,
respectively. The computed peak discharge then was deposited in one of
one hundred equally-spaced classes. The classes were divided into 100-
cfs class intervals and, thus, encompass discharges from 0 to 10,000
cfs. The simulation procedure was repeated for a total of 500 iterations.
The forecast procedure would be the same regardless of the source of

rainfall information, e.g., radar-estimated rainfall.
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A Fortran IV computer program was written for the rainfall-
runoff simulation. The computer output consisted of a frequency
histogram of hydrograph-peak discharges and corresponding lag times.
From the frequency histogram, the peak discharge and lag time occurring
with the greatest frequency was determined; this peak discharge then
represented the most probable value. Similarly, peak discharges of
various frequencies and corresponding probabilities were obtained,

The forecasts of rainfall and runoff prepared by Hudlow for
actual storm conditions yielded remarkably good results since a point
rainfall value was used in the simulation. The forecast for flood
peak is really a probabilistic forecast and indicates the most probable
peak based on antecedent rainfall and probable subsequent rainfall.
Fig. 14 is an example of a forecast, The actual or observed peak was
500 cfs.

Testing rainfall synthesis by Monte Carlo methods. Although the

streamflow forecast in Fig. 14 appears very good, it was felt that the
entire procedure for synthesizing rainfall by Monte Carlo methods

should be tested. Dale (1968), utilizing data for Ninnekah which was
reserved for test purposes, has made a detailed study of the proposed
method., His study did not attempt to reproduce the dry periods specifi-
cally; however, they could be recovered by the model with minor modifica~-
tions. The selected procedure was to reproduce wet periods only and

to test the suitability of these wet-period sequences as a prognostic
technique.

Fig. 13 shows the probability of a wet hour given an increasing
number of dry hours. The probability of a wet hour given six or more
previous dry hours decreases monotonically to almost zero based on the
175 months of Huddle's study. Therefore, an hourly rainfall sequence
can be considered essentially terminated after 6 hr.

In the study by Dale a wet period or storm was defined as a sequence
of wet hours preceded by a period of six or more dry hours and followed
by a period of six or more dry hours. This is illustrated with the
rainfall bar graph in Fig. 15. The storm can have dry-hour sequences,
of any length up to five, interspersed within the total length. A

dry sequence of & hr terminates the storm, and any subsequent wet hours
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that are generated are considered as a separate storm.

Each storm was described in terms of the following characteristics:

(1) total storm length in hours,

(2) total wet hours, and

(3) total storm rainfall in inches.

The generated storms were tested for each of the three parameters
listed above. The actual historic storms were measured for the same
parameters, and a comparison of the synthetic values to the actual
values comprised a test of the modeling procedure.

The occurrence of a stochastic event can be defined in terms of
probability, and the resulting probability distribution of a series of
discrete random events then represents the likelihood of occurrence of
that series of events. When hourly precipitation amounts are treated
as such a series, the time pattern of the series values will be con-
trolled by the probability distribution. If the distribution is constant
with time, it is said to be stationary, and the probability of the
occurrence of a specified amount of precipitation is the same at time
(t) as at time (t + At). A nonstationary distribution varies, contin-
uously or discretely, throughout the process. Both distribution types
may be used in a single process. This study used stationary probabilities
within each synoptic type. The probabilities vary from one synoptic
type to another.

The six synoptic types of this study describe the rainfall processes
without regard to time of year or hour of the day at which the individual
storms originate. The season, time of day, and synoptic type are all
related to some extent. The season and hour of the day were not included
in this study because of the limited data which were available.

Each day of the 33 months of test data (These data were reserved
by Huddle (1967) from the original Ninnekah data for testing purposes.)
was evaluated for occurrence of storms and synoptic type. All wet
periods were considered as storms and identified with a synoptic system.
The assignment of synoptic type was made by utilizing Daily Weather
Maps published by the Weather Bureau. The procedure was partially

subjective because some of the storms transited two daily maps. A
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different synoptic type was often evident on succeeding maps, especially
during perieds of transit of warm, cold, or stationary fronts. Approx-
imately 30 per cent of the test storms had some doubt as to accuracy of
assignment. The time of day of storm onset was of use in some of these
marginal assignments, particularly with regard to the squall-line type
and the cold-front type.

The 78 selected storms include all cases, in the 33 available
months, where a wet sequence was preceded or succeeded by six or more
dry hours. Actual lengths varied from 1 hr to 27 hr.

The maximum length of time to operate the model in any particular
synoptic pattern depends on the time period that each of the six
synoptic types dominated the area. Determination of these lengths
would be necessary for reproducing an entire historical record and
was beyond the objectives of this study. The model must be operated
for a period sufficient to determine an optimum length of each synthetic
storm type.

There were three storms, of the 78 available, that were longer
than 24 hr, Practical considerations limited the individual generated
storm lengths to 29 hr. This was sufficient to represent all test
storms and still retain a valid assumption of no change in synoptic
type within the storm period. The design procedure does not indicate
a direct test of the degree of validity of this assumption. The only
cases of concern are the storms of extreme length where the initial
synoptic classification is the most subjective. It is of interest to
note that all but one of the test storms of length greater than 10 hr
were of two types. These were the warm-front and the statiomary-
front.

The purpose of testing a model for rainfall synthesis is to ensure
that the modeling procedure adequately describes the equivalent process
observed in nature. No completely satisfactory testing procedure exists.
An element of doubt will always exist as to whether a synthetic record
can replace or exactly reproduce an historic one. Actual rainfall
processes are complicated and not vet completely understood. It is
not likely, therefore, that any model based on a simple hypothesis

will be able to describe totally the actual process.
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The best hypothesis would be one that considers all of the individual
and interacting parts of the rainfall process. The adopted procedures of
synthesis can be expected to reproduce only a few of the more important
features of the rainfall record which has been compiled from a series of
historic events. In some uses the satisfaction of one requirement implies
the satisfaction of another not specifically mentioned. For this reason,
several parameters have been selected as principal requirements of the
synthesis, and if these are modeled adequately, the procedure is considered
to be guitable.

In some situations the test results may indicate that the procedure
of synthesis fails to produce acceptable results. 1t may be feasible then
to determine the cause, and the consequences of failure may merely limit
the scope of the applications of the synthetic data,

The generated storms were tested for each of three selected param-
eters: total hours, wet hours, and total rainfall. This was done by
determining whether the frequency distribution of values of a given param-
eter were the same for both historic and synthetic data., A test which
may be used is the Kolmogorov-Smirnov test (Siegel, 1956). The test can
be applied as a one-sample test or a two-sample test. A one-sample test
compares an observed distribution to a known or "fixed" distribution. If
the known distribution i1s one of the parametric distributions, the test
is considered a parametric test. The two-sample test is a test of whether
two independent samples have been drawn from the same population or from
populations with the same distribution. It is nonparametric and requires
no knowledge about the true frequency distributions. The test is sensi-
tive to any difference in the distributions of the samples such as central
tendency differences, dispersion, skewness, etc. The two-tailed test mea-
sures these differences irrespective of direction. Only the absolute value
of the differences of the two compared distributions is of concern. The
one-tailed test is used to decide whether or not the values of the popula-
tion from which one of the samples was drawn are stochastically larger
than the values of the population from which the other sample was drawn.
The one tailed test evaluates the prediction that the values of an experi-

mental sample will be "better" than those of a control sample.
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The two samples in this study would be, first, the historic parameter
and, second, the synthetic parameter. If these two samples were drawn
from the same population distribution then the cumulative distributions
of both samples may be expected to be fairly close to each other and
should show only random deviations from the population distribution,

Any wide deviation from the distribution would suggest that the samples
come from different populations and could be taken as evidence for re-
jecting the null hypothesis, which is that the two samples come from the
same population.

The test is appliedaby deriving a cumulative frequency distribution
of a given parameter using both historic and synthetic rainfall data.

The largest absolute difference between the step functions of the

two distributions becomes the test statistiec, D,
D = Maximum | s_(X) - 5, (1, (28)

where SS(X) is the cumulative frequency distribution for the synthetic
data and Sh(X) is that for the historic data. The sampling distribution
of D has been determined and the probabilities associated with the occur-
rence of values as large as an observed D under the null hypothesis have
been tabled (Siegel, 1956). The application of the one-tailed test is
identical except that we find the maximum value of D in a predicted direc-
tion, i.e.,

D = Maximum [?S(X) - Sh(X)] . (29)

The alternate hypothesis in the one-tailed test is that the populatien
values from which one of the samples was drawn are larger than the popu-
lation values from which the other sample was drawn.

The probability of rejecting the null hypothesis when it is true
is the level of significance of the test, and for the case studies described
later a value of 0.0l was used. Critical values for the Kolmogorov-Smirnov
test vary with the sizes of the samples used. The sample size of each
group of historic and synthetic sequences was random. The size was con-
trolled partially, howewver, by the number of storms tested ina group.
Sample values for both the historic and synthetic sequences must be di-

vided into equal intervals; too few intervals tend to cbscure the D value
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of the cumulative step function. The test was applied to data grouped
by synoptic type to obtain the largest number of intervals.
If two rainfall sequences can be shown to have the same measure of
central tendency, even though their lengths differ considerable, then
the two sequences can be accepted as being similar in their effect. For
example, an historic rainfall sequence may be 5 hr long with a mean value
of 0.05 in. hr-l, Its synthetic counterpart may be 8 hr long with an
average value of 0.03 in. hr_lc Both storms would have the same approxi-
mate total rainfall., One storm may have all but a few hundredths of its
rain in the first 3 hr. The second may have most of its rain in the last
few hours or evenly distributed. The effect of both storms would be
essentially the same. The result is that the three parameters used to
describe each sequence may offset each other or reinforce each other. A
test of the integrated effects of all parameters would be a more rigorous
test of the relation between a synthetic and an historic sequence.
The Mann-Whitney U test (Siegel, 1936) may be used to test whether
two independent groups have been drawn from the same population. Tt is
one of the most powerful nonparametric tests and is essentially a median
test. Two considerations in the selection of a statistical test are:
1. The efficiency of the test. A test which is least wasteful
of data would have the highest efficiency (Hodges and Lehman,
1956).

2. The power of the test. This is a measure of the ability of
the test to make an accurate decision (Spiegel, 1961).

Mood (1954), Hodges and Lehman (1956), and Witting (1960) investi-
gated the efficiency of the Mann-Whitney U test in comparison with other
parametric and nonparametric tests. Their conclusions were generally
in agreement that the Mann-Whitney test had high efficiency for testing
two samples of unequal length. Dixon (1954) has shown that rank sum
tests have very high local power efficiency greater than 95 per cent for
both large and small samples.

Consider two rainfall sequences each with a given number of wet
hours of varying amounts. One is a synthetic sequence developed by
some modeling process and will be called sample x. The corresponding

historic sequence will be called sample y. The null hypothesis is that
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a sample x from some population X does not differ a significant amount
fror sample y from population Y. This implies that X and Y have the
same distribution. Tf the probability that x equals y is exactly one-
half, then X equals Y. For a two-tailed test the alternate hypothesis
is that P (x >y) + % which means that the "bulk" of population X is
different from the bulk of population Y (Mann and Whitney, 1947). The
amount that x differs from y depends on the significance level desired.
For illustration of the test procedure consider again two rainfall

sequences, Sample x is an historic sequence n, hr long and sample y

I

is a synthetic sequence of length n, hr, where oy is smaller than n,.

2
To apply the U test we first combine the hourly amounts, observed or
derived, from both groups, and rank these in order of increasing size.
Algebraic size is considered in the ranking because the lowest ranks

are assigned to the largest negative numbers. Of course, there are no
negative values of hourly rainfall. Zero amounts representing dry hours
in the sequence are assigned the lowest ranks. Now examine the x group
with nl hours. The value of the test statistic, U, is given by the
number of times that an hourly value in the x group with nl hours in the
ranking. As an example, suppose an historical storm of 3 hr is compared

with its synthetic counterpart which happens to be 4 hr long. Now

n, = 3 and n, = 4. Suppose the hourly amounts were (in inches)
X storm 0.01 0.04 0.06
y storm 0.01 0.02 0.03 0.05

In order to find U, we first rank these values in order of increasing
size, being careful to retain the identity of each value as either an

X or y value:

0.01 0.01 0.02 0.03 0.04 0.05 0.06

X y y y X y x

Now consider the control group and count the number of x values that
precede each y value. For the y value of 0.0l, one x value precedes,
The same is true of the 0.02 y value and the 0.03 y value. The 0.05 y

value is preceded by two x values. Thus U=1+ 1+ 1+ 2 =5, Either
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group may be selected as the control group. When x is considered the
control group, the value of U is then the number of y values that precede
% values. From the given ranking this U is then 0 + 3 + 4 = 7. There

are two different U's for any ranked sequence and U1 + U2 = nlnz. The
desired U is always the smaller of the two so that both must be calculated.

Obviously U1 can be transformed from U2 by the formula

U2 = n1n2 - U1 . 30)

The sampling distribution of U under the null hypothesis is known;
therefore, we can determine the probability associated with the occurrence,
under the null hypothesis, of any U as extreme as an observed value of U.
The probability values of U for various significance levels have been
tabled (Siegel, 1956) and the only elements required to enter the tables
are nl, n2, a calculated U, and an accepted significance level. For this
study a 0.0l significance level was used in order to obtain an equal
significance to the other tests used in the study.

In the given example n, = 3, n, = 4, and the smaller U = 5. The

appropriate table indicateslthat thg critical value of U for a significance
level of 0.01 is zero. That is, the null hypothesis could not be rejected
at the predetermined significance level unless U had been equal to zero.
The observed U = 5 had a probability of occurrence of 0.429. The conclu-
sion is that the x and v values are well "mixed" and have almost the same
median value. If the two group values were perfectly mixed, then U1
would equal U2 and the two samples would have the same median, implying
that their respective populations have the same distribution. LIf all the

x group values are either larger or smaller than all of the y group values
then the two U values would either be zero or nlnz. In the example used,
U1 would equal zeroc and U2 would equal 12. Since the smaller U is used

to test for significance, there is no danger of focusing on the wrong

group in obtaining the test statistic. In the case of maximum difference
the U1 and U2 values it is seen that the x median and the y median would

be farthest apart when there is no mixing of the hourly rainfall values.
The conclusion would be that the population distributions are significantly
different. The acceptable separation of the two samples depends on the

desired significance level.
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The Mann-Whitney U test assumes that the hourly rainfall amounts in
the samples represent a distribution which has underlying continuity.

Very precise measurement of a variable which has underlying continuity
reduces the probability of a tie, between observed values, to zero. The
relatively crude measurement of hourly rainfall values that are presently
employed result in occurrences of ties,

The requirement of the model is that the first hour of both the
historic and synthetic sequences have exactly the same quantity of precipi-
tation. Any total number of dry hours in either sequence exceeding one
will produce a tie. The tied scores are assumed to be different but the
difference is simply too refined or minute for detection within the capability
of measurement. When tied values occur, they are each assigned the average
of the ranks they would have had if no ties had occurred. If the ties
occur between two or more observations in the same group, the value of U
is not affected. Tf ties occur between two or more observations involving
both groups, the value of U is affected. The effect is usually negligible
unless the lengths of the ties are quite long. Siegel (1956) states that
a typical example had over 90 per cent of its wvalues involved in ties
but the effect on the test statistic was only two parts in 345 or 0.06
per cent increase in the U value computed, The recommendation is that
ties should be corrected for only if the proportion of ties is very large
(almost 100%), or if some of the tied runs are quite large. Even then,
this correction should not be applied unless the observed probability of
the obtained U value is very close to the previously set critical value
for the chosen significance level.

A method of testing two comparative rainfall sequences for differences
other than central tendency would be of additional value in deciding the
success of the model. One test that can do this is the Wald-Wolfowitz runs
test (Siegel, 1956). This test is applicable for testing the null hypothesis
that two independent samples have been drawn from the same population against
the alternative hypothesis that the two groups differ in any respect what-
soever. For sufficiently large samples the Wald-Wolfowitz test can reject
the null hypothesis if the two populations differ in any way: 1in central

tendency, in variability, in skewness, kurtosis, or whatever.
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The rationale and method of applying the Wald-Wolfowitz test is iden-
tical, up to a point, to that of the Mann-Whitney U test. The ranking of
two sample groups is identical. The test statistic r 1s obtained by ob-
serving the number of times the identities of the ranked values change.
This is a different procedure than that used to calculate the U statistic,
thus, the Wald-Wolfowitz ''runs" test is independent of the Mann-Whitney
"rank-sum' test. Now it can be reasoned that if two samples are from the
same population, then the values of one sample will be well mixed with
those of the other. This will be evinced by a large number of runs.

When r is sufficiently small, the null hypothesis is rejected and the two
samples will represent populations with different distributions. The

exact type of difference that is tested can be determined only by inspect-
ing the type and location of runs in a combined ranked sequence. The
maximum value of this test can be utilized by combining it with the Mann-
Whitney U test results. At a given significance level two comparative
rainfall sequences have four possibilities of passing or failing both tests.
these are:

(1) pass both tests,

(2) pass the U test, fail the r test,

(3) fail the U test, pass the r test,

(4) fail both tests.

The first and fourth cases are of no additional assistance as the
same information would be gained by use of the U test alone,

Possibility (2) could be of value because two compared samples may
pass the U test by having the same median but one sample may have signifi-
cantly more variablity than the other. The runs test would then reject
the null hypothesis and a closer decision as to the type of difference
can be made.

Possibility (3) is more difficult to apply. When two compared samples
fail the U test by having different central tendencies they would almost
certainly fail the runs test due to the same difference in the represented
distributions. Examination of actual results discussed later indicates
this to be the case. A positive evaluation of the runs test then can be

made only in those cases where the U test is passed.
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The most likely reason for the difficulty in applying the runs test
is that it is not very good at guarding against accepting the null hypoth-
esis erroneously with respect to any one difference tendency. This is
called a Type II error and the power of a test is its ability to minimize
Type II errors, i.e., to avoid making wrong decisions (Spiegel, 1961).
The application used in this study should be of value as it allows the
use of the runs test as an additional judgment to the Mann-Whitney U
test.

The initial procedure that was adopted to obtain a representative
synthetic sequence from a selected number of sequences was:

1. Genrerate a selected number of N synthetic sequences all with

the same initial condition. The initial condition was obtained
by use of the first hourly amount of a chosen historic sequence
and the condition of the previous 5 hr.

2. Sum all the first-hour values and divide this sum by N to

obtain a mean value for the first hour. The process was re-
peated for each succeeding hour. The resulting storm sequence
is an arithmetic hourly average of N generated sequences.

3. Compare this averaged storm to the corresponding historical

storm.

4., Increase the value of N and repeat steps 1, 2, and 3.

5. Evaluate the effect of increasing N on the three chosen parameters,

N was initially assigned valuesof 10, 20, 50, 150, and 500. This
nonlinear increase of N could possibly indicate & convergence of parameter
values. Eighteen of the 78 actual storms were selected for test purposes
to characterize the various lengths, synoptic types, and first-hour values.
The initial conditions of each storm were used to generate an averaged
synthetic storm. N synthetic sequences were generated for each of the
18 synthetic storms. The mean length ranged 12.1 hr for N = 10 to 19.2
hr for N = 50. The significant result is that increasing N by a factor
of 50 did not indicate convergence of storm lengths. Mean synthetic
storm length for all N exceeded mean historical storm length by a factor
of two to four. The other two parameters revealed similar values. Wet

hour and total rainfall values exceeded their actual historic counterparts
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by 50 to 100 per cent for all N. The preliminary conclusion was that

no improvement would be achieved by increasing the number of simulations
beyond the 20 to 100 range. Excessive parameter values, expecially
storm length, were a result of a number of long, wet, storm sequences

in each simulation group.

With the above process a generated sequence of 29-hr length could
have dry periods of six or more hours and yet contribute hourly rainfall
amounts, in the later hours, sufficient to add excessive length to the
average storm.

An effort was made to improve the simulation process in order to
obtain a shorter, more realistic storm length. A storm was defined
earlier as terminating after a sequence of six dry hours. The probability
of a wet hour after six or more preceding dry hours is 0.005 (Table 7,
row 1}. 1If each storm sequence is examined after generation and then
terminated when a 6-hr dry period is encountered, an improvement in the
averaged sequence is noted. The hourly averaged storm of N modified
storms showed a more realistic value of storm length. An additional
modification was the conversion of any average hourly value less than
0.01 in. to zero. Amounts below 0.0l in. are not normally measurable
so this is deemed justified. Another group of simulations with N varying
from 10 to 150 revealed a considerable decrease in the length for all
N values. No obvious trend of length with increasing N was found.

The final adopted procedure was to obtain two types of synthetic
sequences. The averaged sequence was the first one used and the lengths
were not modified. This same distribution was then truncated as in-
dicated above. This resulted in modification of all three parameters

by decreasing the total length, wet hours, and total rainfall of the
averaged sequence. Both the truncated sequence and the averaged
sequence were tested separately against their corresponding historical
sequences.

The testing procedures described earlier were used to compare
the three parameters of each type of synthetic sequence to the three
parameters of the corresponding historical sequence. The two-tailed

Kolmogorov-Smirnov test was applied to each synoptic group of storms.
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Synthetic sequences were generated using 20 and 100 simulations for
each historic storm. Type 2 and type 3 storms were simulated 500 times.
Table 9 depicts the maximum D values obtained for each parameter and
simulation number for cold-front type storms. The one-tailed Kolmogorov-
Smirnov test was performed simultaneously with the two-tailed test. The
cbserved chi-square values are shown beneath the critical D values for
each synoptic group in the tables. The critical chi-square (Xg) value
at a 0.01 significance level is 9.21. Probabilities of the observed
chi-square values are shown in parentheses. The chi-square values
determine the extent that the synthetic values are stochastically
larger, The conclusion is that the model, as developed and modified,
successfully produces rainfall sequences that do not differ significantly,
at the 0.01 level, from actual short-and-medium length historic sequences.
The percentages of storms of each type that passed the U test at the
0.01 significance level are depicted in Table 10. Percentage values
obtained indicate marked success of the truncated averaged sequence
in reproducing real rainfall sequences.

Table 11 depicts the results of the Wald-Wolfowitz runsg test
for the identical simulation runs of Table 10. Significant values of
the test statistic r were available for the 0.05 level and the sequences
were tested at that level. Test results indicated that a lower percentage
of storms passed the runs test than passed the rank test. This is to
be expected as the runs test evaluates all types of differences between
the compared distributions. Siegel (1956) states, "When one rejects
the null hopothesis on the basis of a test which guards against any
kind of difference, one can then assert that the two groups are from

different populations but one cannot say in what specific way(s) the

populations differ." Application of the test results to rainfall
sequences indicates that synthetic sequences with little or neo difference
in central tendency mav have significant differences in variance or
kurtosis. Relative magnitudes of the differences may be useful in
evaluating the success of the modeling scheme. The runs test detected

more sequences with different distributions than the rank test but

does not say what these are.
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Actual application of the synthetic sequences in some prescribed
situation may require the user to evaluate the effect of differences
in varlance or Kurtosis. Success of the modeling scheme is based
primarily on the test of central tendencies being most descriptive of
any difference in the "effect' exerted by two compared rainfall sequences.

Tables 10 and 11 indicate that the highest degree of success was
attained with the truncated averaged sequence using 20 simulations per
storm.

The following conclusions were drawn concerning the rainfall
simulation technique:

1, The sixth-order Markov chain appears to reproduce adequately

the rainfall process for Ninnekah, Oklahoma.

2. The derived sequence utilizing a frequency modification with
20 simulations of each historic test storm gave the highest
degree of success for this study.

3. Synoptic type 6 (cold air mass) sequences had the greatest
disparity between synthetic and historic storms. A possible
explanation for this may be the difficulty in defining the
synoptic type. Hiser (1956) applied the same six types to
precipitation patterns in Tllinois. The climatology of
Oklahoma may depart sufficiently from that of Illinois to
require a separate set of synoptic types. Test storms and
those sequences of Huddle's record which were designated as
type 6 may, in fact, be of another type. All 11 test storms
designated as type 6 occurred between November and April
denoting a strong relation to type 1 storms. Type 6 storms
usually occurred 24 to 36 hr after passage of a cold front at
the surface. Cold front and cold air mass storms exhibit
almost identical parameter characteristics.

4. Application of a stochastic model, as developed in this study,
offers exceptional possibilities as a probabilistic forecasting
method.

5. A number of transition probabilities were zero in the ten-by-

ten matrices. There were insufficient sequences in the 175
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months of record of Buddle's study to provide meaningful
transition probabilities for all possible transitions.

6. Optimum operating time for the model is dependent on the
application of the generated sequences. A general test of
the stochastic probabilities requires synthesis of long
sequences, The minimum period should be longer than the
length of the longest available test storm or the length of
the time period defined in the sixth-order modeling scheme.

7. Modification procedures developed in this study prevent the
resulting weighted synthetic sequences from attaining extreme
lengths. Existence of a significant number of actual extreme
length storms requires a modification procedure adaptable to
the longer storms. Adoption of the initial unmodified averaged
sequence seems to offer promise as a long-storm synthesis
method.

Comparison of conditional probabilities. In the development of

the stochastic model for rainfall simulation conditional probabilities
were determined for a single station, Ninnekah, Oklahoma. These
probabilities were then applied to rainfall for specific areas of
several square miles. Heaton (1968) has studied the variability of
conditional probabilities for various rain-gage demsities. For his
study, a rainfall network maintained by the ARS over the Lowery Draw
Watershed near Sonora, Texas, was selected.

The Lowery Draw Watershed (Fig. 16) contains 14 standard recording
rain gages (weighing type) and has an area of 48 miz. Slightly over
6 yr of continuous data were available from Jume 15, 1961 through
June 31, 1967. There were a total of 178 storms (2 0.10 in.) with a
total of 2167 hr of precipitation during this period.

Areal averages of hourly precipitation were calculated using the
Thiessen-polygon weighting method (Thiessen, 1911). Weighted average
rainfall for the total area (for each clock hour of rainfall) then
was calculated from n

Areal Precipitation = > Twi X Pi s 3D

i=1
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where n is the number of rain gages used in the Thiessen-polygon
pattern Pi is the precipitation measured at rain gage number i, and
Twi is the Thiessen weight of i. Thiessen-polygon patterns were pre-
pared for 14 rain gages and for other networks of various density.

Areal averages for hourly and total-storm rainfall were calculated
using the number of rain gages and average rain-gage densities indicated
in Table 12.

Selection of the particular rain gages for inclusion in the various
Thiessen-polygon patterns was made at random, in that the Thiessen
patterns were constructed long before the actual data were examined.
Some degree of subjectivity was involved in selecting the rain gages
for inclusion in the less-dense patterns in that an attempt was made
to obtain a somewhat uniform spatial distribution of the rain gages.

In addition, two single rain gages were selected at random (one each
from northern and southern portions of the basin) to be compared with
the most-dense network.

For the area studied in Oklahoma the intensity and duration of
precipitation appeared to vary with the synoptic situation producing
the precipitation. As a result, precipitation was classified inte
six basic synoptic types corresponding to the synoptic situation from
which they occur. It was observed, for the area concerned in the
study by Heaton, that precipitation might be more suitably classified
according to precipitation type. The three basic precipitation types
which occur in west central and west Texas can be categorized as
precipitation resulting from:

(Type I) well-organized strong convective cloud systems (pre-

cold frontal and squall line precipitation);

{Type 1I) large-scale upslope motion (front south of station,
i.e., warm front, statiomary frount, or cold air
mass); and

(Type III) iseclated rain showers and thunderstorms (warm air-
mass precipitation).

Each storm (and consequently each inclusive hour of precipitation)

was assigned to one of the three types utilizing Daily Weather Maps,



Table 12, MNumber of gages used and corresponding gage densities

Number of Rain_Gages Average Rain-Gage Density
Per 48 mi? (Mi2 per Gage)
14 3.43
12 4.00
10 4.80
8 : 6.00
6 8.00
5 ' 9. 60

3 16.00
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Weather Bureau, ESSA. Freezing precipitation, which comprised a very
small percentage (approximately ten events in 6 yr of record) of the
total data, was deleted from the records.

Precipitation in the United States is measured and recorded to
the nearest hundredth of an inch., 8Since the amount of precipitation
measured for a specific clock hour can vary from 0.00 in. to several
inches (the hourly data for the Lowery Draw Watershed include several
cases of hourly rainfall in excess of 3.00 in.), the number of possible
amounts can be quite large., Calculations of conditional probabilities
including all possible amounts of precipitation (graduated in increments
of 0.0l in.) not only would be extremely tedious, but also would re-
quire periods of record much longer than currently available. An
hourly rainfall of 0,31 in. is not significantly different from a
rainfall of 0.36 in. (for practical purposes). Therefore, for the
purposes of this study, precipitation amounts were grouped into ten
classes, Table 13,

The frequencies of occurrence for each of the ten classes which
followed a specified class were tabulated for the various rain-gage
densities and precipitation type.

In order to compare the probability and frequency distributions
of the less-dense networks (those having less than 14 rain gages) with
those of the l4 rain-gage network, two significance tests were employed.
The chi-square (x?) significance test (Siegel, 1956) was used to compare
the frequency distributions for each of the precipitation types. When
using the X? test to compare two frequency distributions, the total
number of observations in the two distributions must be equal. In
order to meet this criterion, it was necessary to weight the total
number of observations in each of the distributions based on the 14
rain gages to the sample distribution to which it was compared. Another
of the criteria for use of the X? test is that each expected class
must have a frequency = 5. Therefore, it was necessary to combine
{group) some of the adjacent classes in order to satisfy this criterion.

Since this study was not concerned with the probabilities of the

ten possible classes following Class 1 (0.00 in.) precipitation and



Table 13, Classes of amounts of hourly precipitation

Class Amount (in.)
1 0.00
2 trace (£0.005 in.)
3 0.01-0.02
4 0.03-0.06
5 0.07-0.10
6 0.11-0.20
7 0.21-0. 30
8 0.31-0.40
9 0.41-0.70

10 >0.70
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since the probability of a wet hour following a dry hour is very small,
no attempt was made to compare these distributions. Because the number
of occurrences of large precipitation amounts (Class 7 and larger) was
relatively small, it also was necessary to group all Classes 7, 8, 9,
and 10 into one new Class 7. This was done only for significance testing.
The critical X? values were those corresponding to (n - 1) degrees of
freedom since the only constraint was that of stipulating the total
number in the expected distribution. The results of the test are
indicated in Table 14.

The Kolmogorov-Smirnov (K-8} test (Siegel, 1956) also was used
to compare corresponding distributions for the three precipitation
types. The K-S test determines the amount by which the cumulative
distribution of one sample deviates from that of another. The maximum
deviation "D'" is then compared to the known '"D'" distribution. The
K-S test for comparing distributioms seems quite applicable for testing
the distributions of this study for two reasons: (1) cumulative
probability distributions are compared (recall that in the Markov
process the cumulative distributions are used); and (2) the K-§ test
is applicable for any distribution. The results of the K-S test were
nearly identical to those of the X2 test. It should be pointed out
that the distributions that failed the K-S test (and x?) were most
often those corresponding to the larger classes (the larger precipitation
amounts)}.

The results of both the xz and K-8 tests indicate that there is
a significant difference between the conditional probability distri-
butions of point and areal amounts of hourly precipitation. In order
to illustrate the variations and differences in the point and areal
probability distributions calculated from this data, conditional prob-
abilities (PC) versus precipitation class are plotted for each of the
tested classes in Fig. 17. All of the three precipitation types were
included in calculating the probabilities for Fig. 17. It can be seen
from this figure that, in most cases, the probability of a dry hour
following a wet hour using a single rain gage is much higher than the

probability obtained using areal precipitation from 14 rain gages.
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Table 14, Results of xz test of frequency of distributions
(Number failed / Total number tested)

No. of Rain

Gages Per TYPE [ TYPE II TYPE III
48 wi? LEVEL 1.EVEL LEVEL
.95 . 90 .95 . 90 . 95 . 90
1 46 4/6 5/6 5/6 4/6 4/6
3 3/6 5/6 2/6 2/6 4/6 476
6 1/6 1/6 1/6 2/6 1/6 2/6
8 0/6 a/6 0/6é 0/6 0/é 0/6

Frequency distributions derived from
networks having »8 rain gages
were found to be not signifi-
cantly different from the
distributions based on 14 rain
gages,
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It is apparent, then, that further work is required in the
development of the model for rainfall-runoff simulation. Certainly
a prime consideration is a better system for the determination of

conditional probabilities for areal rainfall,
HURRICANE BEULAH

General

The hurricane-tornado has long been worthy of professional atten=
tion. Only recently, as the public became weather conscious and the
density of data improved, has the importance of this hurricane-induced
phenomenon been realized. Beulah's 141 tornadoes (September 19 through
September 23, 1967), which were over five times greater in number than
the previous record of 26, dramatically illustrated the importance of
the hurricane-induced tornado and the need for further investigation.

The objectives of this study were to determine the temporal and
spatial distribution of the tornadoes associated with hurricane Beulah,
relate the large number of occurrences to existing atmospheric conditions,
and advance a theory as to the possible cause of the tornadoes (Grice, 1968).

Hurricane Beulah began as a disturbance on the intertropical
convergence zone off the African Coast on August 28, 1967. The disturbed
area moved westward with little intensification until September 4 when
a weak circulation was found by recomnaissance aircraft. Early on
September 5 the existence of a weak depression was verified by ship
reports indicating the center of the disturbance to he located near
14,0°N, 57.0°W,

Beulah reached tropical storm strength on September 7 when an
investigating aircraft reported winds of 40 mph and a central pressure
of 1006 mb. At this time, the center was 20 mi off the west coast of
Martinique and was causing rains as great as 12 in. per 18 hr to fall
over the northern Windward Islands.

Beulah strengthened rapidly as it moved northwestward and attained
hurricane intensity shortly after midday on September 8, thus becoming
the third September storm of this century to achieve hurricane force in
the eastern Caribbean. Beulah continued to develop as it moved north-

westward toward the Dominican Republic and Baiti. However, these two
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countries escaped most of Beulah's fury when the storm changed to
a more westward track.

From September 10-13 Beulah weakened considerably, due primarily
to a confluent jet stream to the rear of a 200-mb trough which was
positioned over the storm, thus impeding its outflow. During this
period the central pressure rose about 55 mb and winds decreased from
150 mph to only 40 mph.

As the confluent jet aloft moved eastward and was replaced by
a ridge, Beulah intensified again into a hurricane and began a north-
westward course toward Cozumel Island and the Yucatan Peninsula.
Landfall on Cozumel occurred during the evening of September 16 with
wind speeds about 100 mph. Late on the morning of the 17th Beulah
crossed the Yucatan Peninsula and into the Gulf of Mexico. Weakened
little by its trip across Cozumel and Yucatan (pressure rise of 10 mb
and a wind decrease of 25 mph) and being nourished by the warm waters
of the Gulf of Mexico, Beulah became a large and dangerous hurricane.
On September 19 reconnaissance recorded a central pressure of 923
mb, second only to the 920 mb found in hurricane Hattie in 1961.

Beulah moved toward the north-northwest, making landfall at about
daybreak on September 20 between Brownsville and the mouth of the Rio
Grande. Shortly before moving inland Beulah's winds were estimated
at 160 mph. The Weather Bureau Office at Brownsville recorded a peak
gust of 109 mph; however, the anemometer shaft was tilted about 30°,
therefore, the actual wind speed was higher. The SS Shirley Lykes,
which was anchored at Port Brownsville, reported winds of 136 mph
with the passage of the hurricane.

Beulah continued her northwestward heading after moving inland.
This movement carried the center of the storm to the east of Brownsville
and Harlingen to about 40 mi south of Alice where Beulah decreased to
tropical storm intensity shortly after 1800 (ST on September 20. During
the next twelve hours, the tropical storm made a series of loops about
60 mi southwest of Corpus Christi, Texas, before drifting to the south-
west and dissipating in the mountains near Monterrey, Mexico. Gale

force winds (winds equal to or greater than 39 mph) affected all of
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southern Texas south of a line from just north of San Antonio to just
north of Houston. Data from Mexico were not sufficient to determine
the affected areas to the west; however, it is quite probable that
locations as far as Monterrey experienced winds of gale force.

Hurricane winds (winds equal to or greater than 75 mph) covered an
extensive area, extending outward 50 to 75 mi from the storm center.
Again, the data in Mexico were insufficient to determine the areal
extent of strong winds in that country; however, by interpolation it
appears hurricane force winds occurred as far south as 24°N.

The precipitation which fell during the passage of Beulah {(September
19 - September 23) is shown in Fig. 18. Of primary interest are the
two areas of maximum precipitation located 70 mi northwest of Brownsville
(BRO) and 40 mi north of Corpus Christi (CRP). The maximum near
Brownsville coincides fairly well with the hurricane's path; however,
the area near Corpus Christi is about 100 miles north of the northern-
most point reached by Beulah. From a comparison of various hurricanes
and the associated precipitation patterns presented by Schoner and
Molansky (1956), it appears that for a hurricane to have an area of
maximum precipitation a relatively large distance from the hurricane's
path there needs to be a lifting mechanism such as a front, orographic
barrier, or low-level confluent wind field. There were no fronts or
confluent wind fields close to the area and although it is possible
for the orographic features to have a slight effect, it is highly
unlikely that the 700 ft rise from the coast to San Antonio could
cause the second maximum area. Consequently, there must be another
explanation for the second maximum precipitation area; this reason will

be discussed later.

Tornadoes Associated With Beulah
In compiling the number of tornadoes associated with hurricane
Beulah, tornado reports gathered from teletype data and a survey made
by the Office of the State Climatologist, Weather Bureau, ESSA, were
used. After the list of tornadoes was compiled, the occurrences were

grouped into 3-hr periods (0000-0259 CST, etc.) and the data for each
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period plotted on a single map. This was done not only to provide a
suitable time breakdown but to provide also a means whereby duplicate
reports of tornadoes could be determined. This procedure made it
necessary to use only those tornadoes for which times of occurrence
were given; this criterion eliminated 7 tornmadoes. It should be
emphasized at this point that although the utmost caution was used in
determination of the reported number of tornadoes and since it is quite
possible that unobserved tornadoes occurred over the Gulf of Mexico

and between populated areas, the figure of 141 tornado occurrences
quoted in this investigation is probably a minimum value.

Daily and areal distributions. About 90% of the 141 tornadoes

reported during the period September 19 through September 23 occurred
from September 20 through September 22 with about 45% of the total
occurring on September 20. The daily distribution of tornado occurrences
is given below:

Sept 19 Sept 20 Sept 21 Sept 22 Sept 23
8 62 33 33 5

Since the largest number of tornadoes occurred on September 20 and
generally decreased afterward, it would appear that, to a certain
extent, the number of tornadocs varied with the intensity of the
hu-ricane and, consequently, the strength of the wind field.

It could not be determined whether there was a large number of
occurrences on the 19th since the hurricane was in the Gulf of Mexico;
however, it does not appear likely in view of the probable causes for
the tornadees which will be discussed later.

The area of Texas affected by the tornadoes was large, extending
nerth from near Brownsville to the Dallas-Fort Worth area and as far
east as Beaumont. However, the largest percentage occurred in an
area bounded by Corpus Christi, San Antonio, Austin and Houston. There
were no tornadoes reported in Mexico.

On September 19 the tornadoes were scattered from northeastern
to southern Texas with no general pattern except for the small cluster
located near Victoria. On September 20 the tornadoes occurred primarily
in a band about 85 mi wide which extended from the coast near Palacios

through Victoria to northwest of Austin and San Antonio. The tornadoes
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which occurred during the 21st were confined generally to within 100
mi of the coast. Most of the tornadoes on September 22 were centered
around Corpus Christi in a small area 80 mi long and 60 mi wide.
Within this small area, 29 separate tornadoes were reported.

An item of particular interest was the tornado pattern of September
20. The eastern boundary of the tornado area appeared as a distinct,
clear line; whereas, the western boundary was ill defined, That is,
the tornadoes on the eastern boundary occurred along a line; but, those
near the western boundary showed no such pattern. For lack of a better
description, this pattern was designated as a "straight line pattern."
This "straight line pattern,' although not as distinct, could be
detected also on September 21 along a line from Beaumont to north of
Houston to about half way between Houston and San Antonio. Since the
tornadoes on September 22 occurred over such a small area, it could not
be determined whether or not this peculiar pattern was present.

An investigation was performed to determine the relationships in
time and space between the tornadoes and Beulah. Of the 141 tornadoes
reported, 103 could be directly associated with the movement and other
features of Beulah., The remaining 38 occurred on September 22 and 23
when Beulah was poorly organized and located in the mountains near
Monterrey, Mexico, thus making it impossible to obtain any accurate
information on the storm. However, with various assumptions, the 33
tornadoes of September 22 also were included.

To determine if the occurrence of the tornadoes was time dependent,
the grouped data were plotted against time. The results are shown in
Fig., 19. One hundred nine or about 78% of the tornadoes occurred
between 0600 CST and 1800 CST, with a preferred time between 0900
CST to 1200 CST. This is in relatively good agreement with the results
of Smith (1965) who stated that the most favorable time period was
from 0300 CST to 1500 CST. Pearson (1966) suggested that a reporting
bias exists for daylight hours since tornadoes are usually sighted
by the general public. It is probable that there is a reporting bias

for daylight hours in the tornadoes associated with Beulah; however,
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it seems very unlikely that the large difference between daylight and
night hours can be accounted for by reporting preference.

An examination was made to determine if the tornadoes preferred
a particular quadrant of the hurricane in relation to the storm's
motion. It was found that 42% of the tornadoes favored the first
quadrant measured clockwise from the hurricane's direction of movement;
the second quadrant had 25% of the occurrences, the third 15%, and the
fourth 8%. Ten per cent occurred when the storm was stationary.

Beulah's movements during tornado occurrence were very different
from the movement of the previous hurricane studies, e.g., Hill et al.
(1966). Out of 101 tornadoes, nearly 65% occurred during southwest,
west, or northwest headings, directions which should be least favorable
to tornado formation,

Beulah's path in only one respect resembled Smith's (1965) path
of the "tornado-producing hurricane model,'" i.e., both had north-
westerly trajectories just before landfall. 1In all other repsects
they differ. The direction of movement of Beulah after landfall was
different from what might have been expected. Smith's model requires
an immediate recurvature from primarily a northwest course before
moving inland to a northeast course overland. Beulah had a northwest-
ward movement before and about 100 mi after crossing the coast. However,
she then curved toward the southwest, the reverse of Smith's medel.

Several additional relationships were surveyed for pertinent
results. The first was the relation of the tornadces to the gale force
winds. It was found that 101 of the 141 tornadoes, or about 72%,
occurred outside the area of gale force winds. Although no firm
conclusion can be made, it appears upon examination of other hurricanes
and associated tornadoes that this high percentage is unusual,

A plot of the tornado locations was made to determine if a relation-
ship exists between the number of occurrences and distance of the hurricane
from shore; no significant results were found. The tornadoes were checked
as to their distance from the eye of the hurricane. It was found that

64 of the 103 tornadoes occurred at a distance of 165 mi to 285 mi.
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Possible Cause of the Tornadoes

The occurrence of 141 tornadoes associated with a hurricane is
a highly unusual event, However, there were several other features of
Beulah and her tornadoes which definitely were not ordinary. The two
widely separated areas of maximum rainfall which occurred with this
storm are unusual when compared with the one general area of maximum
rainfall found with most hurricanes. The "straight line pattern"
exhibited along the eastern borders of the tornado areas on September
20 and September 21 was very peculiar. Most important, the distribution
of the tornadoes when compared with distributions of other hurricane-
induced tornadoes indicated unusual relations with respect to quadrant
and semicircle of greatest frequency, direction of hurricane movement,
and gale force winds.

Since there were so many tornadoes with Beulah and since their
distributions were somewhat different from the distributions of other
hurricane tornadoes, it would appear that the factors which normally
cause hurricane-induced tornadoes may have been intensified greatly
with Beulah. These factors or synoptic conditions also could have
caused the second area of maximum precipitation and the '"straight line
pattern" of the tornadoes on September 20 and September 21.

During the period September 19-22, 1967, a high pressure area
covered the southeastern United States and the Gulf of Mexico. Soundings
showed the atmosphere to be stable along the Gulf Coast east of Texas
although there were ne temperature inversions observed. Drier air
was observed along the Gulf Coast east of Texas and was probably
associated with the extension of the high pressure area over the Gulf
of Mexico south and east of the Texas Coast. Subsidence associated
with the high could account for the presence of the dry air.

The leading edge of the dry air appeared to be advected inland
along the Texas and Louisiana coasts particularly on September 20 and
21, 1967. On both days, the air over Victoria and Lake Charles was
drier at 1800 CST than at 0600 CST at the 700-mb level. The wind direction
was south to southeast at all altitudes below 400 mb during the entire

period. Variations in the magnitude of the subsidence associated with
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the high pressure area could have been partly responsible for the varia-

tion observed at these locations. The movement of the drier air inland

along the coast might produce effects similar to an overrunning cold

front in that the stability would be decreased below the level of the

driest air, while above this level the dry air could cause lifting of

the moist air.

The intrusion of dry air suggested above might account for many

of the irregularities connected with Beulah and the associated tornadoes,

viz.

(1)

(2)

(3

CY

(5)

The large number of tornadoes could be explained by the
lifting and the decrease in stability which occurred near

the leading edge of the dry tongue;

Variation in the degree of dryness, the depth of the dry

air and the slope of the discontinuity surface separating

the moist and dry air masses could account for the second
area of maximum precipitation. The rate of horizontal
advection could have been partially responsible; however,

the scarcity of wind data prevents a definite conclusion.

The '"'straight line pattern' exhibited by tornadoes on
September 20 and September 21 was probably caused by lifting
and a decrease in stability at the leading edge of the dry-
air intrusion;

Since the location of the tornadoes depended on the location
and movement of the dry air, it can be seen why the distribu-
tions of these occurrences failed to agree with the distri-
butions of other hurricane-induced tornadoes; and,

The time preference exhibited by the tornadoes on September
20 and 21 could be accounted for by the variability in the
intrusion of the dry air. Large numbers of tornadoes developed

when drier air was advected from over the Gulf to over Texas.

The first question that would become apparent concerning the

influence of dry air intrusion on the formation of tornadoes is:

Could dry air near a hurricane be the reason for tornado formation

and, if so, why did Beulah have a larger number than other storms?
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To give a partial answer, the conditions surrounding hurricane Carla
(September 1961) were examined. An area of dry air was found to exist
to the northeast of Carla which was the quadrant of the storm in which
the tornadoes formed. However, examination of the 500 mb dewpoint
gradient revealed that the gradient with Beulah was about twice as
large as the gradient with Carla. This could be the reason that Beulah

had a larger number of tornadoes than Carla.

Conclusions

The following conclusions were inferred from this study:

(1) The tornadoes associated with Beulah exhibited many charac-
teristics which were unusual when compared with other hurricane-
induced tornadoes. These included the preferred quadrant and
semicircle of occurrence, hurricane heading during tornado
formation, and relation of tornado occurrence to gale force
winds,

(2) The tornadoes were dependent not only on the parent cyclone,
but apparently also on the dry air which was located near
the tornado area.

(3) From conclusion (2) the peculiarities of the tornadoes,
which otherwise cannot be accounted for, may be explained.

(4) It is highly probable that the formation of hurricane-
tornadoes is related to the presence of dry air near the
tropical cyclone, and the number of occurrences dependent
on the strength and orientation of the wind field and the

moisture gradient existing between the moist and dry air.

TABLES OF PRECIPITABLE WATER AND
VERTICAL VARTATION OF TEMPERATURE

The hydrometeorologist is frequently confronted with the problem
of the theoretical determination of precipitable water for wvarious
layers of the atmosphere. At the same time he may be interested in
the vertical distribution of temperature. Tables were prepared several

years ago by the Hydrometeorological Section, Weather Bureau (1951),
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in the English system of units for a& saturated pseudoadiabatic atmosphere.
Although a relatively simple problem, conversion from the English to
the metric system can often be tedious and frequently leads to errors
in computation. Similar tables have been computed by Powers (1967)
and Iehle (1968) for the metric system of units. Tables 15 and 16
are examples of the tables prepared for the variation of precipitable
water and temperature with elevation. The range of temperatures used
in the computations was for a sea level (1000 mb) temperature range
from 5°C to 29°C and for an elevation range from sea level to 15,000
m for the precipitable water tables and to 10,000 m for the vertical
variation of temperature.

As an example: If the sea level dewpoint temperature is 20°C
and the air 1s saturated with a pseudoadiabatic lapse rate, the air
will hold 42.1 mm of precipitable water between sea level and 4,000 m
(see Table 15). The temperature at 4,000 m will be 0.9°C (from Table
16). The values in Table 15 are cumulative. If the precipitable water
is required between 2,000 m and 4,000 m for the same condition, the
incremental value will be 42,1 - 27.2 = 14,9 mm, where the value

27.2 mm is the total precipitable water between sea level and 2,000 m.



Table 15

DEPTH OF PRECIPITABLE WATER (MM) BETWEEN 1000-MB SURFACE AND

INDICATED HEIGHT (M) ABOVE 1000-MB AS A FUNCTION OF 1000-MB TEMPERATURE

(C) IN A SATURATED ATMOSPHERE WITH PSEUDOADIABATIC LAPSE RATE

HEIGHT {METERS)

50
100
150
200
250
300
350
400
450
500
550
600
650
700
750
800
850
900
950
1000
1050
1100
1150
1200
1250
1300
1350
1400
1450
1500
1600
1700
1800
1900
2000
2100
2200
2300
2400
2500
2600
2700
2800
2300
3000
3250
3500
3750
4000

—
. L) LI S . Y - ko
SO NV O WWnNM OO NSO

il
N 2 OO DN O
. v s P M

—
w W
P
oo

14.5
15.1
15.7
16.3
16.9
17.5
18.1
18.7
19.2
19.8
20.3
21.4
22.5
23.5
24.4
25.4
26.3
27.2
28.1
28.9
29.7
30.5
31.2
32.0
32.7
33.4
35.0
36.5
37.8
39.0

TEMPERATURE (C) AT 10C0-MB

20

e el e
Wi NPEFEFOWWOWO~SuTnDWND =0
a & & & & & & & s 3 4 e & =« 9 = =
el O VS ON NSO =R DOy~

= =
£~ -
oo

15.4
16.1
16.8
17.4
18.1
18,7
19.3
19.9
20.5
21.1
21.7
22.9
24.0
25,1
26.1
27.2
28.1
29.1
30.0
31.0
31.8
32.7
33.5
34.3
35.1
35.8
37.6
39.2
40.7
42.1

21

OO~~~ Wt =0
. e s s s s

. % . . N N . e e e e e e
WO NP OUOUOHRERENRERERFRCOYCONDTRNBMONMOOODNGONDDUNONUNION PSS O NN~

22

OO 0D~ B W R R —
oMW SN DO OO

-

=
o
. s
~ WO

13.5
14.3
15.2
15.9
l6.7
17.5
18.3
19.0
19.8
20.5
21.2
21.9
22.6
23.3
24.0
24.7
26.0
27.3
28.6
29.8
31.0
32.2
33.3
34.4
35.5
36.5
37.5
38.5
39.4
40.3
41.2
43.3
45.3
47.1
48.7

P~
Lo

WO 0000~ WL W e
L T SR .

j:-o\b\bHNNNHOQNG\memNmwO\\poG\mONbo\mOr—'kJJ—\Uc\\JCO\O\DOO?—'!—‘HF—‘P—‘D

o
I~

—
N == OWw e~ & —

. T S
P VIR BV, R, RV, R S S g SURN DU N e

[y

=
&~
-
w B~

15.3
16.2
17.1
18.0
18.9
19.8
20.7
21.5
22.4
23.2
24,1
24.9
25.7
26.5
27.3
28.1
29.6
31.1
32.5
33.9
35.3
36.7
38.0
39.2

T 40.5

41.7
42.9
44.0
45.1
46.2
47.3
49.8
52.1
54.2
56.2

[\
w

OO L D W -
P T
= OO~ WM

90



TJable 16 91
TEMPERATURE (C) AS A FUNCTION OF HEIGHT (METERS) ABOVE 1000 MB
TEMPERATURE AT 1000 MB IN A SATURATED ATMOSPHERE
WITH A PSEUDOADIABATIC LAPSE RATE

HEIGHT (METERS) TEMPERATURE (C) AT 1000 MB
19 20 21 22 23 24 25

100 18.6 19.6 20.6 21.6 22.6 23.6 24,6

200 18.1 19.1 20.2 21,2 22.2 23.2 24,2

300 17.7 18.7 19.7 20.8 21.8 22.8 23,8
400 17.2 18.3 19.3 20.3 21.4 22.4 23.4

500 16.8 17.8 18.9 19.9 21.0 22.0 23.0
600 16.3 17.4 18.4 19.5 20.5 21.6 22.6
700 15.9 16.9 18.0 19.1 20.1 21,2 22.2
800 15.4 16.5 17.6 18.6 19.7 20.8 21.8

900 15.0 16.0 17.1 18.2 19.3 20.4 21.4
1000 14..5 15.6 6.7 17.8 18.9 19.9 21.0
1100 14.0 15.1 16.2 17.3 18.4 19.5 20.6
1200 13.6 4.7 15.8 16.9 18.0 19.1 20.2
1300 13.1 14.2 15.4 16.5 17.6 18.7 19.8
1400 12.6 13.8 14.9 16.0 17.2 18.3 19.4
1500 12.2 13.3 14.5 15.6 16.7 17.9 19.0
1600 11.7 12.9 14.0 15.2 l6.3 17.4 18.6
1700 11.2 12.4 13.6 14.7 15.9 17.0 18.2
1800 10.7 11.9 13.1 14.3 15.4 16.6 17.8
1900 10.3 i1.5 12.6 13.8 15.0 16.2 17.3
2000 9.8 11.0 12.2 13.4 14.6 15.7 16.9
2100 9.3 10.5 11.7 12.9 4.1 15.3 16.5
2200 8.8 10.0 11.3 12.5 13.7 14.9 16.1
2300 8.3 3.5 10.8 12.0 13.2 4.4 15.7
2400 7.8 9.1 10.3 11.6 12.8 14,0 15.2
2500 7.3 8.6 9.8 11.1 12.3 13.6 14.8
2600 6.8 8.1 9.4 10.6 11.9 13.1 4.4
2700 6.3 7.6 8.9 10,2 11.4 12.7 13.9
2800 5.8 7.1 8.4 9.7 11.0 12.3 13.5
2900 5.3 6.6 7.9 9.2 10.5 11.8 13.1
3000 4,7 6.1 7.4 8.8 10.1 11.4 12.6
3100 4.2 5.6 6.9 8.3 9.6 10.9 12.2
3200 3.7 5.1 6.4 7.8 9.1 10.5 11.8
3300 3.2 4.6 5.9 7.3 8.7 10.0 11.3
3400 2.6 4.1 5.4 6.8 8.2 9.5 10.9
3500 2.1 3.5 4.9 6.3 7.7 9.1 10.4
3600 1.6 3.0 4.4 5.8 7.2 8.6 10,0
3700 1.0 2.5 3.9 5.4 6.8 8.2 9.5
3800 0.5 1.9 3.4 4.9 6.3 7.7 9.1
3900 -0.0 1.4 2.9 4.4 5.8 7.2 8.6
4000 -0.6 0.9 2.4 3.8 5.3 6.7 8.2
4100 -1.2 0.3 1.8 3.3 4.8 6.3 7.7
4200 -1.8 -0.2 1.3 2.8 4.3 5.8 7.2
4300 -2.3 -0.8 0.8 2.3 3.8 5.3 6.8
4400 -2.9 -1.3 0.2 1.8 3.3 4.8 6.3
4500 -3.5 -1.9 -0.3 1.3 2.8 4.3 5.8
4600 “4 .1 -2.4 -0.8 0.7 2.3 3.8 S.4
4700 -4.,7 -3.0 -1.4 0.2 1.8 3.3 4.9
4800 -5.3 -3.6 -1.9 -0.3 1.3 2.8 4.4
4900 -5.9 -4.2 -2.5 -0.9 0.8 2.3 3.9
5000 -6.5 -4.8 -3.1 -1.4 0.2 1.8 3.4
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