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ABSTRACT

A Methodology to Develop Monthly Energy Use Models from Utility Billing Data for

Seasonally Scheduled Buildings: Application to Schools.

(December 1998)

Wenyan Wang, B.S., Harbin Architecture University, Harbin, China

Chair of Advisory Committee: Dr. David E. Claridge

The measured energy savings from retrofits in buildings in the Texas LoanSTAR

program are determined as the difference between the energy consumption predicted by

a baseline model and the measured energy consumption during the post-retrofit period.

Savings measurement for buildings such as primary and secondary schools is very

difficult due to the special operating schedules of these buildings. Currently, savings

are often determined by simple pre-post utility bill comparison; they may also be

determined with two separate models for the baseline: a 3-P model for non-summer

months, and a mean model for the summer months. (Landman 1996).

This thesis proposes a methodology for developing baseline models of energy use

for buildings such as schools which have important daily and seasonal variations in

occupancy. The method utilizes utility billing data, but also explicitly incorporates

occupancy rate, permitting a generalized model which retains the distinction between

energy use levels during occupied and unoccupied days of the year. The proposed
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methodology has been evaluated against the one proposed by Landman for 10 schools

in Texas.

The major results are summarized below:

1. The CV ( Coefficient of Variation of the Root Mean Square Error ) values for

the proposed methodology are much smaller than those of the 3-P mean model method,

while the average absolute percent error is somewhat smaller for the proposed method,

implying that it is suitable for developing baseline models for buildings such as schools

that experience large seasonal changes in occupancy patterns. Although this method is

a little more complicated it allows a more intuitive and unified model to be identified

than the standard 3-P model.

2. Using daily data from the Dunbar Middle School, it is illustrated that the effect

of the schedule on energy use is sometimes comparable to that of outside temperatures

for heavily scheduled buildings. This suggests that selection of data periods for baseline

model identification should be done with great care.

3. The proposed 4-P multiple-linear regression model is recommended. It was

found to be somewhat more accurate than the 3-P mean model approach recommended

by Landman.
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CHAPTER I

INTRODUCTION

Energy use in commercial buildings accounts for 16% of total energy use in the

United States (ElA 1992). Since most buildings were constructed when energy was

inexpensive, at least 30% of the energy use in the buildings sector is wasted due to

inefficient equipment and operation (Bevington and Rosenfeld 1990). This wasted

energy can be saved in a highly cost-effective manner by operational improvements and

retrofits. For example, the Texas LoanSTAR Program measured a 24% energy

consumption reduction in 64 commercial buildings where retrofits with an average

payback of 3 years were performed (Claridge 1994).

The analysis of energy consumption data is a valuable tool for the management of

building operation:

• it can help detect malfunctioning equipment ( by identifying episodes of abnormally

high consumption);

• it is essential for energy audits in order to improve the estimates of expected

savings, and to verify the savings achieved by retrofit ( Haberl and Komor 1990)

Such an analysis requires an understanding of the factors that influence the energy

consumption. Basically one needs a model of the building that can predict the

This thesis follows the format of ASHRAE Transactions.
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consumption for any operating conditions of interest.

In the LoanSTAR program, most retrofit evaluation programs, energy savings are

determined as the difference between the energy consumption predicted by using a

baseline model and the measured energy consumption during the post retrofit period.

The baseline can be developed using different approaches, such as simplified HVAC

system models calibrated with the data taken before or after the retrofit (Knebel 1983;

Katipamula and Claridge 1993), and statistical regression models based on data taken

before the retrofit (Fels 1986; Ruch et al. 1992; Claridge et al. 1992; Ruch et al. 1993;

Kissock et al. 1992; Kissock et al. 1993). The regression model approach is the

simplest and most widely used. A number of regression models and simplified

simulation models were developed in the LoanSTAR program ( Reddy et al. 1994). The

selection of the appropriate model is determined by how much and what types of

monitored data are available.

Regression models based on daily data are often used when daily data are

available. These models regress daily energy consumption data against daily average

outside temperature to develop empirical baseline models for commercial buildings'

energy consumption. Daily models are used to determine daily baseline energy

consumption under post retrofit weather conditions.

Monthly regression models are generally developed using utility billing data.

The energy consumption is regressed versus the average ambient temperature during
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each billing period. This technique is easier than daily regression and can also be used

when hourly or daily data are not available. ( Wang 1996 )

The most suitable regression models are generally selected based on the values of

the coefficient of determination (R2) and the coefficient of variation of the root mean

square error (CV-RMSE). These two statistical indices provide an indication of the

goodness-of-fit of the model to the data measured during the pre-retrofit period. The

difference between the annual consumption determined from the model and the

measured annual consumption is defined as the annual prediction error ( APE ).

However, the baseline models which use only temperature as an independent

variable only capture changes in energy consumption due to changes in temperature.

For seasonally scheduled buildings such as schools, a proper retrofit saving

determination should explicitly account for any changes in schedule. Retrofit savings of

schools are currently evaluated using simple pre-post utility bill comparison, or a

procedure suggested by Landman (1996 a, b). The latter procedure considers the

influence of weather on the energy use and uses a simple mean model for summer

consumption, but does not consider schedule differences between the baseline year and

post retrofit periods. By explicitly considering occupancy rate, a model can be

generalized in a way which retains the distinction between energy use during occupied

and unoccupied days.

3



CHAPTER II

REVIEW OF BASELINE MODELING FOR RETROFIT SAVINGS

MEASUREMENT

Several approaches are used currently to determine energy retrofit savings.

They can be divided into methods which determine the baseline consumption using:

• Calibrated simulation models such as the DOE-2 program (Hsieh 1988; Bronson et

al. 1992; Reddy et al. 1994; Bou-Saada and Haberl 1992);

• Analysis of utility billing data;

• Simplified HVAC system models calibrated to data taken before or after the retrofit

(Katipamula and Claridge 1993);

• Statistical regression models based on data taken before retrofit (Fels 1986; Ruth et

al. 1992; Claridge et al. 1992; Ruth et al. 1993; Kissock et al. 1992; Kissock et

al. 1993).

• Other methods for modeling hourly energy use, such as Fourier series (Dhar 1994)

and regressed bin models which have been applied in the LoanSTAR program.

DOE-2 is a building energy simulation program primarily used for design

simulations for new construction. However it is also used to evaluate the impact of

energy conservation retrofits on exiting buildings. This is generally accomplished by

simulating the building using the design characteristics of the building and then

modifying the simulation inputs to evaluate the impact of retrofit measures and estimate
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savings as the difference between the pre- and post-retrofit simulated energy use.

Simplified HVAC system simulation models (Katipamula and Claridge 1992; Liu

and Claridge 1995) based on the ASHRAE TC4.7. Simplified Energy Analysis

Procedure (Knebel 1983) can also be calibrated to measured consumption data to

establish a baseline model. These calibrated HVAC system models have also been

successfully used to identify potential O&M (operation and maintenance) savings and

determine real energy savings in several types of commercial buildings (Liu and

Claridge 1995). This simplified system simulation method requires much less

information than the DOE-2 program and offers suitable accuracy for determining

savings. The time taken for the simulation and the accuracy achieved depends greatly

on the user's knowledge and experience.

Simulation and calibration need a lot of building, schedule and internal

load information; they require substantial user knowledge and experience, and the

process takes considerable time. Therefore, when measured data are available, direct

utility bill comparison (DUBC) or weather normalized analysis using statistical

regression models are used more widely.

Direct utility bill comparison (DUBC) is the simplest method for savings'

determination. The savings for any month are estimated as the difference between the

unadjusted pre-retrofit and post-retrofit utility bills for any month assuming that the

billing period does not change. This method can result in 10-20% baseline error

when the post-retrofit weather is substantially different from the pre-retrofit weather,
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because it neglects weather changes. This drawback can be overcome by developing

statistical regression models that correlate the energy consumption to the corresponding

weather.

Usage of statistical regression models to establish baseline performance is

straight-forward and often suitable for savings determination when measured daily or

monthly energy consumption data are available for 12 months for both pre- and post-

retrofit periods. In this approach, weather dependent regression models are developed

from the pre-retrofit data to serve as a baseline model for the building energy

consumption. These models are then used to predict the amount of energy the building

would have consumed during the post-retrofit period if no retrofits were implemented.

The difference between the baseline energy use and the monitored energy consumption

in the post-retrofit period is the energy saved (Claridge et al 1990; Kissock et al. 1992).

The regression models can be divided into two categories: single variable (SV) models

and multiple variable (MV) models.

Single variable models:

Here the outside air dry-bulb temperature is taken to be the only regression

variable. The models for weather dependent use include two-parameter (2-P), three-

parameter (3-P), and four-parameter (4-P) models. The functional forms of these

models are as follows:

2-P model: E = a + bTdb (2.1)

3-P model: E = a + b(Tdb-Tcp)~ for heating (2.2a)
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In these equations, a is the energy consumption at the change point temperature

Tcp, (it accounts for the energy consumption at zero temperature for a 2-P model) and b,

b{ and b2 are the temperature slopes. Equation 2.2a is the 3-P heating regression model

and Equation 2.2b is the 3-P cooling regression model. The notation ()+ and ()"

indicates that the quantities within the parentheses should be set to zero when they are

negative and positive respectively. In this thesis we consider only electricity use for

cooling, so only equation 2.2b is used.

Multiple variable regression models:

Multiple variable regression models consider the effects of variables such as

specific humidity, solar radiation and internal loads in addition to the impact of outdoor

temperatures. Suitable multi-variable regression models can be developed by

incorporating the engineering principles that govern the HVAC system operation

(Forrester and Wepfer 1984). An example of a simplified multi-variable regression

model based on engineering principles can take the form (Katipamula et al. 1994):

E= a + b + d + dITdb + eITwb
+ + fqsol + gqt (2.4)

where a, b, c, d, e, f and g are the linear regression coefficients, Tdb is again the

dry-bulb temperature, Twb is the wet-bulb temperature, q is the heat gain and I is an

indicator variable that accounts for a change in slope due to the effect of outdoor

temperatures at higher values (Kissock 1993 ).
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CHAPTER III

METHODOLOGY

3.1 Introduction

Since the single variable regression models consider the measured energy

consumption to depend only on outside air temperature, they are much simpler and

more popular than multiple variable regression models for retrofit savings.

But multi-variable models have higher accuracy than single variable regression

models. And for heavily scheduled buildings, the occupancy rate is another very

important factor that affects the energy use.

How much of the total energy use depends on the residents' behavior? In a study

of 209 similar homes, Goldstein, Schneider, and Clark (1985) found that 60% of the

variation of energy use could not be explained by the measured variables and must be

attributed to physical parameters not in the study or to nonphysical parameters

included under the general term "lifestyle". A study in Norway, (Peterson 1994)

found that 8 0 - 8 0 % of the total variation in energy use was caused by the inhabitants.

Meier, Rainer, and Greenberg (1992) contend that miscellaneous appliances account for

more than 40% of the total electricity consumption for a typical modern house. Human

behavior affects energy use in homes as well as the heavy occupied and scheduled

commercial buildings.

The proposed model and the 3-P mean model will be evaluated using data
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from 10 schools in Texas. These ten schools are located in four different cities: Fort

Worth, Victoria, Nacogdoches, and Galveston. Table 3.1 shows the location, size and

the data years used to test the model for each of these schools. Weather data for the four

different sites are available on a daily basis. The extreme year is the year with higher

daily average temperature in summer and lower daily average temperature in winter

than the baseline year.

Table 3.1
Summary of the Study Cases

THE PROPOSED MODEL

The proposed, methodology is intended to identify monthly baseline models of

energy use for buildings such as public elementary and secondary schools, whose

energy use is affected by seasonal occupancy changes. The model developed captures

9
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not only the relationship between the energy usage and the outside air temperature, but

also the dependence on seasonal occupancy rate. The methodology involves a two

stage process, a 3-P regression of the energy use data from non-summer months and a

multiple linear regression for all 12 months. This approach will be "validated" with

monitored data from 10 different schools in Texas. How such a model identification

scheme is affected by outdoor temperature variation will also be studied by selecting

extreme years at the same location and evaluating the predictive ability of the monthly

models against that of daily models.

3.2 Mathematical Basis of the Proposed Model

The proposed model will consider the impact of the occupancy level as well as

that of the outside air temperature. From equation 2.2b, the 3-P cooling regression

model for school days is:

and the appropriate 3-P model for non-school days is:

These models can be combined to give the following model:

where kj is defined to be the fraction of the days in month i which are school days.

Then the average daily consumption in month i is given as
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Because there are 6 parameters to be identified from 12 data points (where 12 months

of data are available ) the estimation will be unsound. Thus, in order to simplify the

model we will assume the two models to have the same slope and the same balance

temperature. Then the model becomes a 4-P multiple linear regression model:

or:

where Ao , A,, Bm and C are the four parameters of the model which need to be

identified by regression. If we assume only that the two models have the same balance

temperature, then the model becomes a 5-P model as:

3.3 Procedures

A procedure is described which is used in this thesis to test the proposed

method for developing baselines for the energy usage of buildings with heavily variable

seasonal occupancy schedules as shown in Figure 3.1. The circled numbers in the

figure correspond to the step numbers in the description shown below. Chapter VII

presents a detailed example of the use of this methodology to baseline and predict

consumption of Sims Elementary School.

(1) Selection of baseline time period
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Obviously, any regression is of little value if the measured data are not correct.

It has also been found that the accuracy of the regression model depends greatly on the

quality of the measured data. If there are less than three months of measured daily data,

the regression model may have uncertainty as high as 20% for monthly energy

prediction (Kissock 1993). The regression should be developed with a full year of data

that covers all four seasons, and all the building operation patterns. In such instances,

the effect of limited data can be largely eliminated. (Wang 1996)

For normal baseline development the last 12-month set of data before the retrofit

starts is used unless this data is known to be anomalous. To test the method, select one

typical school year with mild weather among the last five years for which the hourly

energy consumption and weather information are available in the LoanSTAR database.

Use this year as the baseline year. Convert the hourly data into the average daily energy

consumption and the daily average outside air temperature data for the year from the

LoanSTAR data base.

Although humidity conditions also significantly impact the energy consumption,

the weather years were determined based on the dry-bulb temperature since it was found

that the correlation between humidity and dry-bulb temperature was very close from

year to year.

For example, the monitored hourly data for FY94, that is from 08/93 to 07/94,

was selected as the baseline year for nine of the schools.



Figure 3.1 Flow Chart of the Various Steps Involved
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(2) Group daily data and develop daily regression models

Group the daily data according to the school calendar to create "day types".

According to the school schedule and the time series energy usage, divide the daily data

into two or three different groups, using criteria such as those of Katipamula and Haberl

( 1993) or Dharetal( 1992).

For example, the criteria used might identify two day types, namely:

(1) school days during the school year.

(2) non-school days during the school year.

Another result might be the following three day types:

(1) school days during the school year.

(2) holidays longer than 2 days during school year.

(3) Remaining days (weekends and one day holidays).

Following Dhar etal. (1992), Duncan's multiple range test which is a mean

comparison test for multiple groups of data, (it considers both mean and standard

deviation of the groups to be compared) is then performed and the day-groups with

statistically insignificant differences in mean energy consumption are aggregated

together. The day-types thus achieved are the day-types used to calculate the " synthetic

utility bill " for the extreme years.
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Table 3.2
Results of Duncan's Multiple Range Tests for Identification of Day-types for Ten

Schools in Texas

Use the daily energy and weather data for each group of the day-types chosen

above to develop a daily 3-P or 4-P linear regression model for the corresponding day

type. A detailed example of this procedures shown at the beginning of Chapter VII.

(3) Calculate the " synthetic utility bill " for the extreme years

To determine the prediction error, at least two years of energy use data are

desirable. The first year of data which is the baseline year selected in step 1, is used for

developing the regression model. The second year of data is compared with the

consumption predicted by the baseline regression model to determine the prediction

error of the regression model. Unfortunately, it is very difficult to find buildings with
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two years of measured data which also maintained the same internal load profile

schedule and the same operating schedule over both years. Therefore " synthetic utility

bills " were created as follows.

To choose the extreme temperature years, first, plot the time series daily

outside temperature data during several recent years for the city where the school is

located. Choose the year with the highest daily average temperatures in summer and the

lowest daily average temperatures in winter such as FY96 and the year with second

highest daily average temperature in summer, and with the daily average temperatures

lower than the baseline year in winter, for which FY95 is chosen. These two years were

defined as the extreme temperature years. Further discussion will be given in

Chapter V.

The extreme years should be chosen with the largest temperature variation

available for each school. We then use the single variable linear regression models, to

compare the influence of outside air temperature and that of schedule on energy use to

determine which has larger impact. Assume the extreme years have identical schedules

as the baseline year, that is the same kj value for each month and the same 2 or 3

different day types. Run the 3-P or 4-P daily models with the extreme years temperature

data as input. Sum up the predicted daily consumption for each month of the extreme

years, divide by the number of days to get the average daily use for each month and use

these values as the " synthetic utility bills " for the extreme years.
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The other reason to create the " synthetic utility bills " for the extreme years

instead of the measured utility data is that this study has found that the schedule affect

has an influence on energy consumption that is comparable to that of the outside air dry-

bulb temperatures for seasonally scheduled buildings. This is especially true during

summer when some special activities occur, and often the school calendar can not catch

it. When the developed models from the baseline year are used to predict the extreme

years' energy consumption, it implicitly assumes that the baseline year and the chosen

extreme years have the same schedule, which we know is general not true, especially

during the summer time. But the " synthetic utility bills ", are based on the same

schedule as the baseline year, by definition; by using these " synthetic utility bills ", we

have removed the random operating factor from the data. Some figures and further

discussion will be shown in Chapter VII.

(4) Develop 3-P non-summer month models

Sum up the daily data got from the database for each month of the baseline

year, and divide by the number of days to get the monthly mean daily average energy

use values. Use the average values for the 9 non-summer months to develop a monthly

3-P linear regression model following equation 2.2b in the form:

where A, B and C are the linear regression coefficients: A is the intercept of E; B is the

slope and C is the balance temperature.

(5) Develop 4-P M.L.R model
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Calculate occupancy fraction (k;) for each month i as:

the fraction of the total days in the month which are school days. It should be

between 0 and 1.

Landman has defined Electric Load Factor (ELF), Occupancy Load Factor

(OLF) and People Load Factor (PLF) in his thesis, determined their numerical values

for the schools investigated, and qualitatively use of these values in his analysis of the

energy consumption. But he did not directly incorporate them into the models. In this

thesis, we define the occupancy rate kj in a manner similar to Landman's OLF,

except that kj is defined at the daily level. The kj values are explicitly incorporated in

the proposed model, permitting a generalized model which retains the distinction

between energy use levels during occupied and unoccupied days of the year. Thus the

baseline model proposed accounts for the influence of school schedules directly.

Choose the C value of the 9 non-summer months model we identified in step

(4). Use it to determine ( T - C ), for each of the 12 months of the current year.

Develop a monthly multiple linear regression model for this year, the "Proposed

Model" which is written as:
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Etot=A0+AIki + BJTdb - C)+ (3.8)

where Ao, A b Bm and C (initial value is obtained from step 4) are the multiple linear

regression coefficients. Ao = Aun; A, = Aoc - Aun. Because the initial value of C is

obtained from step 4, change the C value by small increments, and finally select the

value for which the smallest CV is obtained. Calculate CV-RMSE and APE

(Annual Prediction Error). Plot k, vs [E - Bm( Tdb - C )]. If we observe a linear

relationship, it indicates that the models are correct because from equation (3.8):

Etot - Bm( Tdb ~ C)+ is linear in k,. Energy use can then be predicted using outside

temperature and kj values.

The regression models are evaluated by comparing the energy consumption

predicted for the extreme years using the proposed regression models based on the

baseline year and the " synthetic utility bills ". The prediction accuracy of the

regression models' was judged by the annual and monthly differences between the

regression models predictions and the synthetic utility bills data as well as the

coefficient of variation of these differences.

If the regression models predict significantly different annual energy

consumption from the synthetic utility bills, the regression models are unsuitable for

baseline modeling, since savings based on these models would be highly uncertain. The

uncertainty ( and the APE ) should be a small fraction of the expected savings. This

suggests that models with APE above 5% will seldom be suitable as baseline models.
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In such instances. Consequently, the usability of the regression model should be

carefully investigated on a case-by-case bases.

The coefficient of variation of the root mean square error, CV-RMSE for the

M.L.R. model of this example is computed as:

(3.9)

where SE = I (Emeasured - Epredict)
2 (3.10)

The Annual Prediction Error (APE ) is calculated as:

12

where Epredict = £ Etoti and Emeasured is the corresponding annual predicted

i = l

and measured consumption.

A sequential regression is performed by using the C values from step 4 as initial

values in the proposed models in step 5. This is done because the Emodel software used

can not simultaneously determine C and perform multiple regression as required by

Equation 3.8. An initial value is needed by Emodel to develop such a model; however

the summer months also tended to unduely affect the entire model.

(6) Calculate CV-RMSE and APE for the extreme years



21

Use the monthly M.L.R model with two the extreme years of temperature data to

predict the consumption for the extreme years. Compare the predicted consumption

from the M.L.R model with the "synthetic utility bills " from step (3); get CV-RMSE

and APE for the extreme years.

Again as described in step(3), we compared the predicted data against "synthetic

utility bills " instead of measured data, in order to remove the effects caused by random

operation.

For the two years of data, CV-RMSE becomes:

(3.12)

(7) 3P-mean method

Landman (Landman, 1996 ) fits a 3-P model to the data for non-

summer months, which we have developed in step (4), and a mean model for the data

from the summer months.

The 3-P non-summer months model is of the same form as described earlier:

The mean model is simply the mean monthly value of the summer months:

(8) Calculate CV-RMSE and APE for the extreme years using the 3P-mean

method
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Use the 3P-mean method to create a two-part model of the monthly data used in

step (4) and use the extreme years' temperature data in the models to predict the

extreme years' consumption. Calculate CV and Annual Prediction Error using the

extreme year " synthetic utility bills " from step (3)

(9) Compare the results of the proposed method with that of the 3P-mean method

Compare the results of the 3P-mean method in step (8) with the results of step (6).

(10) In Step 5, we assumed that both B and C values for occupied and unoccupied

period are the same. Here, we want to investigate the possibility that the occupied and

unoccupied periods do not have the same slope (B value ), but have only the same

change point ( C value ). This corresponds to a 5-P monthly multiple linear regression

model which may be written as:

5-P models have been tried for the same ten schools, but the statistical

parameters for k and (T - C) show that the estimation of 5-P models are not stable, i.e.

uncertainty in some of the estimated parameters is larger than the estimated parameter

values. So we can not use the 5-P monthly multiple linear regression models for these

buildings.
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CHAPTER IV

SCHOOL AND HVAC SYSTEM DESCRIPTIONS

The same schools are studied in this thesis as in Landman's thesis. The

following descriptions of the schools and of their systems are adapted from Landman.

(1996a).

4.1 Stroman High School (SHS) ( adapted from Landman, 1996a )

Stroman High School is located in Victoria, TX. It consists of nine separate

buildings with a total floor area of 210,414 square feet. Classrooms are heated and

cooled by individual 2-pipe hydraulic fan coil units. The first floor is heated/cooled by

an single duct air handler, and there are separate air handlers on the second through the

fourth floors to supply conditioned outside air to each floor. Unit B is a two story

which contains the auditorium, choir room, band room, and drafting classrooms. It is
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heated/cooled by air handlers through the band hall. Unit C is a single story building.

Which is heated/cooled by hydraulic fan-coil units. Units D and E are in one

contiguous building, a two story structure. HVAC is provided by hydraulic air handler

in the library, and heating/ventilation units in the remaining athletic facilities. Unit F is

a two story building. And is heated/cooled by hydraulic fan-coil units. Unit G is a

single story shop building. The HVAC is provided by direct expansion units with gas

furnaces.

Chilled-water and hot water for units A through G are provided by a 460 ton

electric chiller and a 5.05 million Btu gas-fired steam boiler.

Air distribution is primarily through single duct multi-zone systems which

maintain thermostat set points in the 75°F range for cooling and 70 - 72 °F for heating.

Electricity is purchased from Texas Utility Electric Company and natural gas

from Loan Star Gas Company.



Figure 4.1 Floor Plan of Stroman High School (SHS) ( adapted from Landman, 1996a )

to
1^
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4.2 Victoria High School (VHS) ( adapted from Land man, 1996a )

Victoria High School is located in Victoria, TX. It consists often buildings

with a total floor area of 257,014 square feet. The two largest buildings are the Main

Building and the Academic Wing. Both of these buildings are two story, brick, slab on

grade construction, with a flat roof. And are served by hydraulic fan-coil units. The

chiller serving the Main Building is a 192-ton centrifugal chiller, with 25 horsepower

chilled water and condenser pumps, and a 15 horsepower cooling tower fan. The chiller

serving the Academic Wing is a 182-ton centrifugal chiller, with 20 horsepower chilled

water pump a 15 horsepower condenser pump, and a 20 horsepower cooling tower

fan.

The eight remaining buildings are all single story, served by rooftop units with

direct expansion cooling and gas heating.

Air distribution is primarily through single duct air-handling systems providing

cooling. Set point temperatures for cooling are in the 75°F range and heating

temperatures are in the range of 70 - 72 °F.



Figure 4.2 Floor Plan of Victoria High School (VHS) (adapted from Laadmaii, 1996a)

to
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4.3 Sims Elementary School (SES) ( adapted from Landman, 1996a)

Sims Elementary School is located in Fort Worth, TX. It is a single story

concrete building with single-pane tinted, operable windows and has a floor area of

62,400 square feet. There are approximately 54 rooftop units of various sizes that

provide both heating and cooling throughout the building.

The school is operated from August through May with approximately 862

students and 50 faculty and staff. The maximum school occupancy is from

approximately 7:00 a.m. until 3:00 p.m. The building has a lower occupancy during the

weekend.

Thermostat set points in the 75°F range for cooling and 70 - 72 °F for heating.

Electricity is purchased from Texas Utility Electric Company and natural gas

from Loan Star Gas Company.



Figure 4.3 Floor Plan of Sims Elementary School (SES) ( adapted from Landman, 1996a )
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4.4 Dunbar Middle School (DMS) (adapted from Landman, 1996a)

Dunbar Middle School is located in Fort Worth, TX. There are three buildings:

the main building which is a two-story structure with 92,884 square feet of gross

conditioned area; an activities buildings of 6,128 square feet which is heated but not

cooled; and a portable building that is both heated and cooled. The main building is

heated by a 2,520 MBtu/hr centralized sectional steam boiler and cooled with two 110

ton chillers and air handling units. The activities building has gas-fired unit heaters.

The school is operated from August through May with approximately 774

students and 85 faculty and staff. The maximum school occupancy is from

approximately 7:30 a.m. until 3:00 p.m.

Electricity is purchased from Texas Utility Electric Company and natural gas

from Loan Star Gas Company.



Figure 4.4 Floor Plan ©f Dunbar Middle School (DMS) ( adapted from Landman, 1996a )
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4.5 Nacogdoches High School (NHS) ( adapted from Landman, 1996a )

Nacogdoches High School is located in the Nacogdoches Independent School

District in Northeast Texas. It contains 206,750 square feet of space in three main

buildings. The main building contains all but the band hall and the 600 wing of the

school. The 600 wing is used for summer school in order to try to shut-off most of the

school during that time. In the band wing, cooling units are operated year- round to

prevent humidity from damaging any of the instruments. The main heating system is a

new 6 million Btu/hr modular boiler system installed for the 1993 heating season. The

main cooling system consists of four chillers providing 648 tons of cooling. The band

wing is heated by three 120,000 Btu/hr forced air furnaces in the band hall and a 20 ton

rooftop unit which provides heating and cooling for the old band hall located in the

same building. Twenty- two constant volume air handling units provide heating and

cooling for the main building during the day.



Figure 4.5 Floor Plan of Nacogdoches High School (NHS) ( adapted from Landman, 1996a )



34

4.6 Chamberlain Middle School (CMS) ( adapted from Landman, 1996a )

Chamberlain Middle School is located in Nacogdoches, TX. It is a single

building on the T. J. Rusk campus. It is a two story brick structure with 66,778 square

feet of area. This the only school among the ten schools which cooks meals on site,

and also the only non-portable building to have electricity as the primary heating source.

The first floor is cooled by 106 tons of split systems with 44 AHUs with electric heating

located in each classroom. There is a 10-horsepower pump to circulate the water. The

remainder of the building is heated and cooled by rooftop units with a heating capacity

of 2.85 million Btu/hr and a cooling capacity of 90 tons.

The school is operated from August through May with approximately 1480

students and 300 faculty and staff. The maximum school occupancy is from

approximately 8:00 a.m. until 4:00 p.m.



Figure 4.6 Floor Plan of Chamberlain Middle School (CMS) (adapted from Landman, 1996a)
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4.7 Oppe Elementary School (OES) ( adapted from Landman, 1996a)

Oppe Elementary School is located in Galveston, TX. It is a single story

building of prefabricated concrete panel construction with small energy efficient *

windows. It has a total floor area of 80,400 square feet with a kitchen, cafeteria,

gymnasium, library, and classrooms. Cooling is provided by a single 190 ton

reciprocating air-cooled chiller with cool storage. Heating is primarily provided by a

2.3 million Btu/hr gas-fired hot water boiler. There are also 6 small heat pumps. Fan

coil units contain air in each classroom and AHUs supply heating and cooling to the

kitchen, cafeteria, gymnasium, library. This school also has humidity control in

summer. The controls cause simultaneous heating and cooling which circle throughout

the year with reheat coils. Offices are served by heat pumps.

The school is operated from August through May with approximately 624

students and 70 faculty and staff. The maximum school occupancy is from

approximately 7:30 a.m. until 3:30 p.m.



Figure 4.7 Floor Plan of Oppe Elementary School (OES) (adapted from Landman, 1996a )
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4.8 Weis Middle School (WMS) ( adapted from Landman, 1996a)

Weis Middle School is located in Galveston, TX. It is a single story building

of prefabricated concrete panel type construction with small energy efficient windows.

It has a total floor area of 80,769 square feet with a kitchen, cafeteria, gymnasium,

library, and classrooms. Cooling is provided by two single 140-ton reciprocating air-

cooled chillers with cool storage. Heating is primarily provided by a 3.25 million

Btu/hr gas-fired hot water boiler. Fan coil units contain air in each classroom and

AHUs supply heating and cooling to the kitchen, cafeteria, gymnasium, library. This

school also has humidity control in summer. The controls cause simultaneous heating

and cooling which circle throughout the year with reheat coils. Office are served by

heat pumps.

The school is operated from August through May with approximately 827

students and 80 faculty and staff. The maximum school occupancy is from

approximately 7:30 a.m. until 3:30 p.m.



Figure 4.8 Floor Plan of Weis Middle School (WMS) ( adapted from Landman, 1996a )
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4.9 Parker Elementary School (PES) ( adapted from Landman, 1996a )

Parker Elementary School is located in Galveston, TX. It is a single story

building with tilt-wall concrete panel construction. It has a total floor area of 81,742

square feet with a kitchen, cafeteria, library, and classrooms. Cooling is provided by

three 80 ton single reciprocating air-cooled chillers and four 15-ton split systems. The

building has two mechanical penthouses with several multi-zone units. Each of these

units serves several classrooms. Each zone of these muilti zone units is equipped with

reheat coils. Heating is provided by a 3.25 million Btu/hr gas gas-fired hot water boiler

which remains off during the cooling season.

The school is operated from August through May with approximately 609

students and 60 faculty and staff. The maximum school occupancy is from

approximately 7:30 a.m. until 3:30 p.m.



Figure 4.9 Floor Plan of Parker Elementary School (PES) (adapted from tandman, 1996a )
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4.10 Morgan Elementary School (MES) ( adapted from Landman, 1996a )

Morgan Elementary School is located in Galveston, TX. It is a single story

building with tilt-wall concrete panel construction. It has a total floor area of 76,798

square feet with a kitchen, cafeteria, library, and classrooms. Cooling is provided by

three 80 ton single reciprocating air-cooled chillers and four 15-ton split systems.

Morgan Elementary School is similar to Parker Elementary School, however two

mechanical penthouses with several multi-zone units. Each of these units serves

multiple classrooms. Each zone of these muilti zone units is equipped with reheat coils.

Heating is provided by a 3.25 million Btu/hr gas-fired hot water boiler witch remains

off during the cooling season.

The school is operated from August through May with approximately 555

students and 370 faculty and staff. The maximum school occupancy is from

approximately 7:30 a.m. until 3:30 p.m.



Figure 4.10 Floor Plan of Morgan Elementary School (MES) ( adapted from Landman, 1996a)
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CHAPTER V

SELECTION OF WEATHER DATA

Kissock et al. (1993) investigated the effect of season and length of data set on

annual prediction accuracy. It was found that the average cooling prediction error of

short data sets decreased from 7.3% to 3.0% and the average heating prediction error

decreased from 27.5% to 12.9% as the length of sets of daily data increased from one

month to five months. It was also pointed out that the temperature range of data sets

was very important. Cooling models identified from months with above average

temperature tend to over-predict annual cooling energy and vice versa. The converse

seems to hold for heating models. The limited temperature ranges represented in short

data sets can lead to large errors in energy use predictions. Since a regression model

can only represent history, it will likely be in error when applied to a new case if the

past history is short. For example, if the model was developed using summer data, large

prediction error is likely if it is used for a winter period. According to statistical theory,

a regression model can only be used within its historical temperature range, or the

model can only be interpolated not extrapolated. For example, if the regression model

is developed from data within a temperature range of 40°F to 85°F, it will likely have

large error if it is used in a year with a temperature range of 25 °F to 95 °F. Therefore,

even if the regression model is developed from a full year of data, it can still have large
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prediction error when it is used for an extreme year where the temperature range is

larger than for the year from which the model is developed.

To investigate the impact of annual weather pattern or the temperature range

on the model error, a baseline year which has mild weather that is not too hot in summer

and not too cold in winter, and two extreme years which have the largest temperature

ranges were chosen from the last five years. The baseline year has a narrower

temperature range than the extreme years. If the model, developed using the data from

the baseline year, accurately predicts the energy use in the extreme weather years, the

model should be accurate for any other year. If the model is inaccurate in the extreme

years, its application to other years should be investigated carefully.

FY94 was selected as the baseline year for nine schools. Two other years were

selected among the most recent five years which contain the highest temperatures in

summer and the lowest temperatures in winter. These two years are the ones which were

defined as the extreme temperature years in Chapter III. Figures 5.1 show the time

series behavior of the outside dry-bulb temperature for the four sites. While Figure 5.2.

and Figure 5.3. show the monthly average temperature difference between one of the

extreme years and the mild year used to create the models.
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Figure 5.1a Daily Average Temperature Distribution for Fort Worth
from 1992 through 1996

Figure 5.1b Daily Average Temperature Distribution for Nacogdoches
from 1992 through 1996
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Figure 5.1c Daily Average Temperature Distribution for Victoria
from 1992 through 1996

Figure 5.Id Daily Average Temperature Distribution for Galveston
from 1992 through 1996
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Figure 5.2 Monthly Average Temperature Distribution for Fort Worth for Two
Different Years (FY94 & FY96 )

Figure 5.3 Monthly Average Temperature Distribution for Fort Worth for Two
Different Years ( FY93 & FY96 )
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Figures 5.2 and 5.3 clearly illustrate the difference in the monthly average

temperatures for Fort Worth between the extreme years and the year selected to create

the baseline models.

The outside air dry-bulb temperature is a very important variable which affects

energy consumption. It is also the only variable used in single linear regression models.

By choosing the extreme year temperatures to maximize temperature influence on

energy usage, it will be possible to see how the schedule difference will affect the

energy use for the seasonally scheduled buildings and which factor is more important

for energy use prediction. Further discussion about this on Dunbar Middle School will

be shown in Chapter VI.
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CHAPTER VI

SCHEDULE EFFECTS ON DUNBAR MIDDLE SCHOOL

The lighting load is closely related to the building HVAC and operating

schedules. Figure 6.1 illustrates the seasonal variation of the measured daily lighting

energy consumption for FY94 for Dunbar Middle School. It can be seen approximately

when the school is open and when it is partly or totally shut down.

Figure 6.1 Average Daily Lighting Load for Dunbar Middle School FY94
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CREATION OF SYNTHETIC UTILITY BILL DATA

The use of the proposed methodology for identifying a monthly baseline

model from utility bill data for seasonally scheduled buildings such as schools, has been

compared to the 3P-mean methodology as follows. First, evaluation will be performed

using "synthetic daily data" predicted by a daily model developed from the baseline

year (FY94) to remove random and unknown changes in building operating schedules

as well as changes in installed plug-loads from year to year. Instead of picking an

arbitrary year for model evaluation, climatic data over the last five years were studied

and FY96 and FY95 were selected since they were extreme in that they were hotter in

summer and colder in winter than the baseline year of FY94. Thus differences in

predictive ability of the proposed methodology versus the 3P-mean method are likely to

be accentuated.

The basis for comparing the predictive accuracy of both approaches is the daily

model which has been identified from daily data from FY94 subdivided into 2 or 3 day-

types (as appropriate) with separate 3-P or 4-P regression models identified for each

day-type. This set of base models are then used with FY95 and FY96 Tdb data

( assuming identical day-to-day schedule operation over both FY94, FY95 & FY96 ) to

predict daily energy use values for FY95 and FY96. These daily values are summed into

monthly values to mimic utility bill data. Whichever of the two baseline methodologies

is able to better predict the Synthetic Utility Bill data can be easily determined, and the

predictive errors quantified in terms of APE values.
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Figure 6.2 shows both the predicted daily electricity consumption from the 3-P

daily models for each day using the different day types and the measured daily

electricity consumption for Dunbar Middle school for FY 94, the year used to develop

the base line models. Figure 6.3 illustrates the time series residual ( predicted value -

measured value) of the same two values of Figure 6.2 during the baseline year for

Dunbar without any schedule adjustment.

It can be seen clearly that the differences are larger during summer months and

September. This appears to be due to multiple factors: total consumption is much higher

during this period due to an conditioning requirements. The scheduling of air

conditioning on and off then results in large fluctuations in consumption, and these

fluctuations occur frequently during the summer due to the more variable summer

scheduling. This illustrates the complexity and impact that schedule changes have a

large impact on energy use.
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Figure 6.2 Average Daily Electricity Use for Dunbar Middle School
(08/93 - 07/94)

(Before Schedule Adjustment)

From Figure 6.3 it appears that some special activities occurred during the

summer which have not been listed on the school calendar. This suggests that

schedule adjustment is needed during the summer. Some schedule adjustment has been

made for the summer according to the lighting schedule of the same school as shown in

Figure 6.1. This is done by first, choosing the residuals for which the absolute value are

greater than 0.5 W/ft2. Lighting loads at these times are higher than the holiday lighting

level ( about 0.05 to 0.3W/ft2) for the negative residuals which means some special

activities occurred during the holiday time, hence these periods should not be treated as

non-school-day type; the school-day model should be used for these days. Second, use

the school-day model to predict the energy consumption, and plot the new residuals. It
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can be observed from Figure 6.3, about half of the large negative residuals occurred

during the summer, and corresponded to this situation.

Figure 6.3 Average Daily Electricity Residue Plot for Dunbar Middle School
(08/93 - 07/94)

( Before Schedule Adjustment)
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Figure 6.4 Average Daily Electricity Use for Dunbar Middle School
( 08/93 - 07/94 )

( After Schedule Adjustment)

Figure 6.5 Average Daily Electricity Residue Plot for Dunbar Middle School
( 08/93 - 07/94 )

(After Schedule Adjustment)



Figure 6.6 Average Daily Electricity Use for Dunbar Middle School
(08/95-07/96)

(Without Schedule Adjustment)

Figure 6.7 Average Daily Electricity Residue Plot for Dunbar Middle School
(08/95 - 07/96 )

(Without Schedule Adjustment)
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Figure 6.4 and Figure 6.5 show the same time series daily electricity

consumption and residual plots after the above schedule adjustment during the baseline

year for Dunbar. By adjusting the schedule for the summer time and September the

absolute average residual for the whole year is reduced by 0.03 from 0.30 before the

schedule adjustment to 0.27 after the schedule adjustment. The absolute average

residual during the days which were adjusted was reduced by 0.53 from 0.90 before the

schedule adjustment to 0.37 after the schedule adjustment.

The residuals for several periods such as 8/8/93 - 8/11/93, 9/18/93, and 9/19/93

are still above 1.0 w/ft2 after the above adjustment. During those time periods the daily

average outside air dry-bulb temperature was above 89°F (for 8/8/93 - 8/11/93) which

means the predicted consumption values are high even for the unoccupied period model,

and more important, the school was partially or totally shut down during those time.

During those periods, the HVAC systems were operated as if school was in session,

even through the buildings were not occupied, since the operators felt an extended test

of the air conditioning systems was needed. This situation is often obtained by site

visiting of the Commissioning group of the Energy Systems Laboratory.

After the schedule adjustment, FY96 one of the extreme years temperature data

was used to drive the daily 3-P models for the different day-types. Figure 6.6. illustrates

the difference between the predicted and measured daily electricity consumption for

Dunbar Middle school for FY 96. Figure 6.7 again shows the residual between the

predicted and measured daily electricity consumption. From Figure 6.7 it can be seen



58

that after the schedule adjustment according to the baseline year schedule, the difference

between the daily model predicted value and the measured energy consumption for the

extreme temperature year is still high for both non-summer periods and summer time.

This implies that the schedules for FY94 and FY96 for the same school are quite

different, and that much more schedule adjustment is needed.

Comparing the residue plots, this time it is not a surprise to see the difference

between them, because the extreme temperature year schedule, including both activity

and air-conditioning operation schedule is different from the year used to create the

models.

Thus, as stated earlier, it can not be assume the same that the schedule for

different years is the same. Hence in order that the evaluation of the proposed

methodology for monthly baseline model identification not be confounded by changes

in operating schedule from one year to the next, it was decided to use an appropriate

model (instead of monitored data) to create synthetic "Utility Bills " for the extreme

years
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CHAPTER VII

DEVELOPMENT OF REGRESSION MODELS

7.1 Example of the Proposed Methodology

In this section, one of the ten schools, Sims Elementary School will be used as an

example to present how both the proposed methodology and the 3P-mean method are

used to determine energy savings for seasonally scheduled buildings, and the

comparison of the results for these two methods will also be shown.

The following paragraphs numbered to correspond to as described in Chapter III.

1. The selection of baseline year

The hourly energy consumption and weather information are available for Sims

Elementary School ( site 128 ) from 9/10/91 to 8/25/97 in the LoanSTAR database.

Retrofit construction began on 11/01/91 and was completed on 11/23/91. FY93 which

is from 8/92 to 7/93 and during which the weather was not too hot in summer and not

too could in winter was selected as the baseline year for the comparison with the 3P-

mean method. The average daily energy consumption and the daily average outside air

temperature data for the baseline year ( FY93 ) were obtained from the LoanSTAR data

base.

2. Group daily data
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Duncan's multiple range test which is a mean comparison test for multiple

groups of data, (it considers both mean and standard deviation of the groups to be

compared) is then performed and the day-groups with statistically insignificant

differences in mean energy consumption are aggregated together. The day-types thus

achieved are the day-types used to calculate the " synthetic utility bills " for the extreme

years.

The results of Duncan's multiple range test are summarized in Table 7.1. These

results indicate that the data is most appropriately treated as three day-types.

Table 7.1
Results of Duncan's Multiple Range Test Performed to Identify Day-types for

Whole Building Electric Energy Use (in W/ft2) for SES in FY93



A detailed description of Duncan's multiple range test is presented in

Chapter 13 of the third edition of Introduction to Probability and Statistics: Principles

and Applications for Engineering and the Computing Sciences by Milton and Arnold,

(1995).

The improvement provided by using these day types can be observed by

comparing the 3-P or 4-P daily regression models for different day types as follows:

Get the school calendar for Sims, group the baseline year into 174 days in the

school-day group (modeled in Figure 7.1a) and 182 days in the non-school day group

(modeled in Figure 7. lb) ; then further divide the 182 non-school days into a group of

122 holidays longer than 2 days (modeled in Figure 7.1c ) and another group composed

of the 60 remaining weekend days and one-day holidays, (modeled in Figure 7. Id) .

Compare the scatter plots of Figure 7.1b with Figure 7.1c and Figure 7. Id. It may be

observed that the model of Figure 7. Id shows a relatively good fit to the weekends and

one-day holidays group. It also shows a CV of 13.2%. By contrast the groups of

Figures 7.1b and 7.1c show CVs of 27.1%, and 27.8%, respectively. Thus one may

infer that the combined CV of Figures 7.1c and 7. Id ( which should be obtained from

RMSE/mean value for all 182 days) will be substantially smaller than the 27.1% of

Figure 7.1b. Consequently the three-group day type is used for Sims to generate the

"synthetic utility bills " of step 3. The results of Duncan's multiple range test for the

other nine schools have been shown in Chapter III.
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Model: Un-grouped 3P-CP (C). w (w/ft2) vs. Temp Yep = 1.3364 (0.0113) LS = 0.0000 (0.0000) RS = 0.0620 (0.0014)
Xcp = 61.9341 N = 174 Nl = 85 N2 = 89 R2 = 0.91 RMSE = 0.12 CV-RMSE = 7.2% p = 0.31 DW= 1.36(p>0)

Figure7.1a 3-P Daily Model for School Days

Model: Un-grouped 3P-CP (C). Wbele(kwh/h) vs. Temp Yep = 0.5789 (0.0349) LS = 0.0000 (0.0000) RS = 0.0391 (0.0021)
Xcp = 59.5563 N = 182 N l = 5 8 N2=124 R2 = 0.67 RMSE = 0.29 CV-RMSE = 27.1% p = 0.70 DW = 0.59 (p>0)

Figure7.1b 3-P Daily Model for Non-School Days
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Figure 7.1c 3-P Daily Model for Holidays Longer than 3 Days

Figure 7.Id 3-P Daily Model for the Remaining Weekends and One-Day Holidays
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3. Calculate the " synthetic utility bills " for the extreme years

From the outside temperature plot for Fort Worth, (Figure on page 46 in

Chapter V) FY95 and FY96 are the years with the highest and second highest daily

average temperatures in summer and the lowest and the third lowest daily average

temperatures in winter. These two years are chosen as the two years in the available

data set with the greatest extremes between average daily summer and winter

temperatures. They are then used as the years to check the accuracy of the regression

models. Run the three 3-P daily models from step 2 with the extreme years'

temperature data as input. Sum up the predicted daily data for each month of the

extreme years, divide by the number of days to get the average daily consumption for

each month and use these as the " synthetic utility bills " for the extreme years.

( Results are shown in Table 7.4 ).

4. Develop 3-P non-summer month models

Sum up the daily data from the database for each month of the baseline year, and

divide by the number of days to get the mean daily average energy use values for each

month. Use these values for the 9 non-summer months to develop a monthly 3-P linear

regression model according to equation 3.1 in Chapter III. The data for Sims yields the

model shown as equation 6.1 below:
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where 1.04 is the intercept of E; 0.058 is the temperature slope and 60.08 is the balance

temperature in °F. This value will be chosen as the initial value of the balance

temperature for the proposed model; i.e. Cinitia| which will be 60.08 °F for Sims.

5. Develop 4-P M.L.R model

Calculate occupancy fraction (kj) for each month i according to the school

calendar for the twelve months of the baseline year. Using the equation below:

Use Cinitia| = 60.08 to determine ( Tdb - C ) in equation 7.1, for each of the 12

months of the baseline year. These values are shown in Table 7.1. Develop a monthly

multiple linear regression model for this year, which is the "Proposed Model" given as

equation 3.5 in Chapter III:

where 0.466 is Ao which equals to the intercept of energy E for unoccupied period; 1.04

is A! which equals to difference of the intercept of energy E for the occupied and

unoccupied periods; 0.047 is Bm, the temperature slope and 60.08 is the change point

temperature C (initial value obtained from step 4). Change the C value by 1°F

increments, get the corresponding CV values, choose the C value which causes the

smallest CV. Results are shown in Table 7.2 below. 60.04 °F is chosen for this model.

Then the proposed model becomes:



(7.4)

Table 7.2
The C Values and Their Corresponding CV Values for Proposed Model for Sims

The coefficient of variation of the root mean square error, CV-RMSE for the

M.L.R. model of this example is computed as:

(7.5)

(7.6)

12

Determine Epredict = S Etoti and Emeasured the corresponding annual predicted and

measured consumption. Calculate APE the Annual Prediction Error as below:

(7.7)

Table 7.3 shows the results.

66
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Table 7.3
Monthly Data from Proposed Model for Sims for FY93

6. Calculate CV-RMSE and APE for the extreme years

Drive the monthly M.L.R model from step 5 with the two extreme years'

temperature and kj data to predict the consumption for the extreme years. Compare the

predicted consumption from the M.L.R model with the "synthetic utility bills " from

step 3; get CV-RMSE and APE for the extreme years.

For the two years of data, CV-RMSE becomes:

The results are shown below in Table 7.4.

(7.8)



Table 7.4
Monthly Data from Proposed Model for Sims for FY95 & FY96

68
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7. 3P-mean model method

Fit the 3-P model E = 1.04 + 0.058(Tdb - 60.08 f W/ft2Equation (7.1)

to the data for the non-summer months which we have developed in step 4, and use a

Mean model for the summer months which is

8. Calculate CV-RMSE and APE for the extreme years using 3P-mean method

Use the extreme years' temperature data in the two models to predict the extreme

years' consumption. Calculate CV and Annual Prediction Error using the extreme year

" synthetic utility bills " from step 3. The results are shown below in Table 7.5.

9. Compare the results of the proposed method with that of the 3P-mean method

Compare the results of the 3P-mean method in step 8 with the results of step 6.

By using the proposed method, CV-RMSE and APE values for the two extreme years



Table 7.5
Monthly Data from the 3P-mean Model for Sims for FY95 & FY96

70
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are reduced from 8.623% and 3.212% from 3P-mean method to 6.72 % and 2.29%

respectively.

In fact when the proposed method is used, only steps 1 and 4 to 6 need to be

performed. The other steps are simply needed for the comparison with 3P-mean

method.

The remands of Chapter VI will summarize the daily, monthly single linear

regression models and the proposed multiple linear regression models for the other nine

schools that have been studied.

7.2 Development of Regression Models

Daily and monthly regression models were developed using the measured data

for the baseline year from the LoanSTAR database. Daily regression models were

developed by regressing the daily average energy consumption versus the daily average

outdoor air temperature. The daily data were first grouped according to the three

different day-types as discussed in Chapter III. Then models were developed separately

for each group. Monthly regression models were developed by regressing the monthly

average energy consumption versus the monthly average outdoor air temperature.
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7.2.1 Daily Regression Models

Both 3-P and 4-P models were tried for daily models, and the relatively better

one or the one with smaller CV % and larger R2 values were selected.

Table 7.6 summarizes the parameters of the daily electrical regression models for

each of the different day types. The scatter plots and regression lines for these models

are given in Appendix A. The regression correlation (R2) of these models varied from

0.06 to 0.91. The coefficient of variance for the models varied from 7.2% to 96.8%.

The selection of day types for each school was based on the results of Duncan's

Multiple Range Test.

The parameters shown in the table are described below:

A: The energy consumption at the change point temperature Tcp, W/ft2.

Bl: The left side temperature slope for 4-P models.

B: The right side temperature slope.

Tcp: The change point temperature, °F.



Table 7.6
Daily Model Development for Ten Primary and Secondary Schools in Texas
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It appears that the daily models for school days have better goodness of fit than

those of non-school days, because of the more regular operation of the HVAC systems

and the buildings on school days. And the three day type groups fit better for the fiscal

year than the two day type groups for most of the schools according to Duncan's Multiple

Range Test.

7.2.2 Monthly Regression Models

Table 7.7 summarizes the monthly electrical regression models for the model year.

The scatter plots and regression lines for these models are given in Appendix B. The

regression correlation (R2) of these models varied from 0.55 to 0.97. The coefficient of

variance for the models varied from 5.1% to 17.5%.

The parameters shown in the table are described below:

Aoc: The energy consumption for occupied days at the change point temperature Tcp,

W/ft2.

B: The temperature slope.

Qnitiai: ^ n e change point temperature, °F.



Table 7.7
Monthly Model Development for Ten Primary and Secondary Schools in Texas
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The non-summer monthly models appears have better goodness of fit than the

daily models.

7.2.3 4-P Multiple Linear Regression Models (M.L.R.)

Table 7.8 summarizes the monthly electrical M.L.R. models for the model year.

Compare the results with table 7.7; it appears that the change point temperature from

Qnitait0 f̂ilial and the temperature slope from B to Bm did not change much for the two

different kinds of monthly models.

The parameters shown in the table are described below:

Ao: The energy consumption for unoccupied days at the change point temperature

Tcp,W/ft2.

Ax: The energy consumption difference for occupied days and unoccupied days at the

change point temperature Tcp, W/ft2.

Bm: The temperature slope for M.L.R. Models.

Cfinal: The change point temperature, °F.
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Table 7.8
Model Development for FY94 (FY93 for Sims ) for Ten Primary and Secondary

Schools in Texas
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CHAPTER VIII

COMPARISON OF THE TWO METHODOLOGIES

8.1 Development of the MLR Models

The multiple variable modeling process is started by selecting the change point

value C of the model for the 9 non-summer months. This value is then used as the initial

value to determine (Tdb - C), for each of the 12 months during the baseline year. Then a

monthly multiple linear regression model is identified for this year which is called the

"Proposed Model", described earlier:

where Ao, A,, Bm and C are the multiple linear regression coefficients. Ao = Aun; A, =

Aoc - Aun. The coefficient of variation of the root mean square error (CV-RMSE) is one

of the most important statistical indices for the goodness-of-fit of the model to the

measured data during the pre-retrofit period. Since the initial value of C is obtained

from the 3-P model for the 9 non-summer months and not from the multiple linear

regression model itself, we change the C value by small increments, for example 1 °F

initially, find how the CV value changes with C, then make the increments smaller such

as 0.2°F or 0.1 °F between the temperatures where CV is minimum. Finally choose the

value which yields the smallest CV. Use this as the final value of C and thereby make

the model as accurate as possible. Calculate CV-RMSE and APE (Annual Prediction

Error). Plot E - Bm( Tdb - C ) VS k, shown as Figure 8.1 If it shows a linear
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relationship, it means that the functional form of the model is correct because from

equation (8.1):

Elot-Bm(Tdb-C)+=A0+Ajk

It is noted from Figure 8.1 to Figure 8.10, that a linear relationship indeed exists

which lends further credence to our model formulation.

Figure 8.2 k VS E - Bm (Tdb - C) for DMS FY95 & FY96
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Figure 8.3 k VS E - Bm (Tdb - C) for SHS FY95 & FY96

Figure 8.4 k VS E - Bm (Tdb - C) for VHS FY95 & FY96
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Figure 8.5 k VS E - Bm (Tdb - C) for NHS FY95 & FY96

Figure 8.6 k VS E - Bm (Tdb - C) for CMS FY95 & FY96
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Figure 8.7 k VS E - Bm (Tdb - C) for OES FY95 & FY96

Figure 8.8 k VS E - Bm (Tdb - C) for WMS FY95 & FY96
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Figure 8.9 k VS E - Bm (Tdb - C) for PES FY95 & FY96

Figure 8.10 k VS E - Bm (Tdb - C) for MES FY95 & FY96

8.2 Calculation of CV-RMSE and APE for the Extreme Years

We predict the monthly consumption of the two extreme years using the M.L.R.

model and the corresponding temperature data. The predictions of M.L.R models are
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compared with the "synthetic utility bills " and the real measured energy consumption

by computing the CV-RMSE and APE for the extreme years. For the two-year data,

CV-RMSE becomes:

The M.L.R. models of the proposed method for the ten schools have been shown

in Chapter VII. The coefficient of variation of the root mean square error (CV-RMSE),

was calculated. The prediction accuracy was evaluated using the annual prediction

error, (APE) which is defined as the ratio of the difference between the annual energy

use predicted by the regression model and the synthetic utility bill data for the extreme

years using both our proposed models and the 3P-mean method. Table 8.1 and Table 8.2

summarize the monthly model goodness-of-fit indices CV and APE for both modeling

approaches for the ten primary and secondary schools in Texas for FY95 & FY96

The APE values for the proposed model varied from 0.199% to 10.043%, while

for the 3P-mean method it is from 0.587% to 13.13%. The APE values for seven cases

were less (by an average of 4.217%) using the proposed method while the other three

cases, APE for the 3P-mean method was less (by an average of 1.697% ). The CV was

smaller in all 10 cases using the proposed method. The coefficient of variance for the

proposed method varied from 3.187% to 25.172%; it is from 8.623% to 28.693% for

the 3P-mean method when using the synthetic utility billing data.
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When comparing the methods with the real data, the APE values for the proposed

model varied from 0.99% to -13.76%, while for the 3P-mean method it is from 2.41% to

14.81%. The coefficient of variance for the proposed method varied from 11.38% to

37.3%, while it is from 18.17% to 45.5% for the 3P-mean method.

Again, the CV was smaller in all 10 cases using the proposed method. However,

APE values for seven cases are better using the 3P-mean method (by an average of

2.10% ). However, in the other three cases, where the proposed method gives a smaller

APE, it is smaller by 11.43%, 10.71% and 0.85% for an average of 7.65%, and the

average absolute error of the proposed method is 7.5% compared with 8.3% for the 3P-

mean method.

Table 8.1
Results of Comparison of the Two Methodologies

( Using Synthetic Utility Bill Data for FY95 & FY96 )
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Table 8.2
Results of Comparison of the Two Methodologies
( Using Real Measured Data for FY95 & FY96 )

From the results in Table 8.1 and 8.2, CV and APE values are larger when the

predictions for the extreme years are compared with the real measured data. Since the

synthetic utility bill data which have been obtained from the 3-P daily model assume the

same schedule as the baseline year, these results are not surprising, since the schedules

for the extreme years are different from the baseline year. It is also probable that other

changes such as addition of PCs have occurred. The proposed method still goes

consistently better CVs than the 3P-mean method, but the results for annual predictive

ability are only marginally better for the proposed method.
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Table 8.3
Results of Comparison of the 3-P Mean Model Method

( for FY95 & FY96 )

Table 8.3 shows the CV values for the 3P mean model method from

Landman's thesis based on data from September 1991 to December 1993 and the CV

values from our study which are taken from the "3P-mean method" column of

Table 8.1. We can see that the results are within the same range, between 8 % to 30 %,

the average difference is about 1 % and for most of the schools such as SES, DMS,

SHS, VHS, NHS, OES and WMS the values are very similar to each other although

they came from different time periods. Hence we conclude that the 3P-mean method

was accurately applied in this study.
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8.3 Development of the 5-P MLR Models

For the 4-P M.L.R. models, we assume that B and C values for the occupied

period are the same as values for the unoccupied period. For 5-P model the occupied

and unoccupied period do not have the same slope (B value), but are assumed to have

the same change point ( C value). The 5-P monthly multiple linear regression model

for this year is:

From the final results of the 4-P M.L.R. models for the ten schools in Texas, we

can see that CV values for some schools for the model-year such as for NHS and CMS

are higher than 10%. So 5-P models were tried for these schools and it was found that

the standard error of the parameter estimate is larger than the parameter itself; that

means the estimation of 5-P models for these schools are not stable. Thus we can not

use the 5-P model as a reliable baseline. The parameter and the corresponding standard

errors of the parameters are shown below in Table 8.4:

Table 8.4
Parameters and the Corresponding Standard Errors of the 5-P Models

for NHS and CMS
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The 5-P M.L.R. models were also tried for the schools which have high CV

values for the extreme temperature year, for example: WMS and PES. The CV values

for the baseline year for WMS decrease from 7.04 to 5.67% using the 5-P model but

the CV values for the extreme temperature year increased from 13.78% to 17.94%. For

PES, CV values for the baseline year decrease from 6.4% to 5.1% but the CV values for

the extreme temperature year increased from 17.48% to 28.15%.
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CHAPTER IX

CONCLUSIONS AND RECOMMENDATIONS

9.1 Conclusions

The CV values for the proposed methodology are smaller than those of the 3P-

mean method when comparison was made with both Synthetic Utility Bill data and

actual data for all 10 cases examined. This implies that the proposed methodology is

suitable for developing baseline models for buildings that experience large seasonal

changes in occupancy patterns such as schools. The APE values for the two

comparisons are not as clear-cut due to the schedule changes for the extreme years, but

indicate that the proposed method is superior to the 3P-mean method when good

schedule information is available. By adding the occupancy rate, it allows a more

intuitive and unified model to be developed than the standard 3-P

model.

Daily data from Dunbar Middle School was used to illustrate the effect of schedule

on energy use heavily scheduled buildings. It was shown to be comparable to weather

depend effects.

The 4-P multiple-linear regression model is recommended. It was found to be

more accurate compared with the 5-P model multiple-linear regression model or the

3P-mean model approach.

The proposed method uses one M.L.R. model for the whole fiscal year by

considering the occupancy rate as one of the variables in the model. It can be used for
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elementary and secondary schools which have different operating patterns.

9.2 Future Study

The APE values for the proposed method are slightly larger than for the 3P-mean

method for a majority of the cases when compared with the real measured data. It is not

known what made this happen, how much was due to schedule changes, and how much

was due to other changes, such as the internal loads.

From the final results it can be seen that for some schools for example WMS,

PES and MES, the CV and APE values are low for the baseline year, but high for the

extreme years. For the other schools, such as SES, DMS and NHS, when CV and APE

values are higher for the baseline year, they are lower for the extreme years. The

relationship between the CV and APE for the different years is not known.

An investigation of the above relationships may lead to additional model

refinements.
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APPENDIX A

DAILY REGRESSION MODELS

Figures A.I through A. 10 present the scatter plots and the 3-P (4-P) regression

models for the simulated daily energy consumption as functions of the outdoor average

temperature during operating periods for the 10 elementary and secondary schools.

The information below each plot presents the statistical parameters for the regression

model. Xcp is the change point temperature and Ycp is the energy consumption at the

change point temperature Xcp. LS is the slope below Xcp and RS is the slope above

Xcp. N is the number of total data points. R2 is the coefficient of correlation, RMSE is

the root mean square error, p is the autocorrelation coefficient, and DW is the Durbin

Watson statistic of the regression model.



Figure A.la 3-P Daily Model for School Days Figure A.lb 3-P Daily Model for Non-School Days

Figure A.1 3-P Daily Models for SHS FY94



Figure A. lc 3-P Daily Model for Holidays Longer
than 3 Days

Figure A.Id 3-P Daily Model for the Remaining
Weekends and One-Day Holidays

Figure A.1 3-P Daily Models for SHS FY94



Figure A.2a 3-P Daily Model for School Days Figure A.2b 3-P Daily Model for Non-School Days

Figure A.2 3-P Daily Models for VSH FY94



Figure A.2c 3-P Daily Model for Holidays Longer
than 3 Days

Figure A.2d 3-P Daily Model for the Remaining
Weekends and One-Day Holidays

Figure A.2 3-P Daily Models for VSH FY94



Figure A.3a 3-P Daily Model for School Days Figure A.3b 3-P Daily Model for Non-School Days

Figure A.3 3-P Daily Models for SES FY93



Figure A.3c 3-P Daily Model for Holidays Longer
than 3 Days

Figure A.3d 3-P Daily Model for the Remaining
Weekends and One-Day Holidays

Figure A.3 3-P Daily Models for SES FY93



Figure A.4a 3-P Daily Model for School Days Figure A.4b 3-P Daily Model for Non-School Days

Figure A.4 3-P Daily Models for DMS FY94



Figure A.4c 4-P Daily Model for Holidays Longer
than 3 Days

Figure A.4d 3-P Daily Model for the Remaining
Weekends and One-Day Holidays

Figure A.4 3-P Daily Models for DMS FY94



Figure A.5a 3-P Daily Model for School Days Figure A.5b 3-P Daily Model for Non-School Days

Figure A.5 3-P Daily Models for NHS FY94



Figure A.5c 3-P Daily Model for Holidays Longer
than 3 Days

Figure A.5d 3-P Daily Model for the Remaining
Weekends and One-Day Holidays

Figure A.5 3-P Daily Models for NHS FY94



Figure A.6a 3-P Daily Model for School Days Figure A.6b 3-P Daily Model for Non-School Days

Figure A.6 3-P Daily Models for CMS FY94

o
oo



Figure A.6c 3-P Daily Model for Holidays Longer
than 3 Days

Figure A.6d 3-P Daily Model for the Remaining
Weekends and One-Day Holidays

Figure A.6 3-P Daily Models for CMS FY94



Figure A.7a 3-P Daily Model for School Days Figure A.7b 3-P Daily Model for Non-School Days

Figure A.7 3-P Daily Models for OES FY94



Figure A.7c 3-P Daily Model for Holidays Longer
than 3 Days

Figure A.7d 3-P Daily Model for the Remaining
Weekends and One-Day Holidays

FigureA.7 3-P Daily Models for OES FY94



Figure A.8a 3-P Daily Model For School days Figure A.8b 3-P Daily Model For Non-School days

Figure A.8 3-P Daily Models For WMS FY94



Figure A.8c 3-P Daily Model for Holiday Days Longer
than 3 Days

Figure A.8d 3-P Daily Model for the Remaining
Weekend and One-Day Holiday

Figure A.8 3-P Daily Models For WMS FY94



Figure A.9a 3-P Daily Model For School days Figure A.9b 3-P Daily Model For Non-School days

Figure A.9 3-P Daily Models For PES FY94



Figure A.9c 3-P Daily Model for Holidays Longer
than 3 Days

Figure A.9d 3-P Daily Model for the Remaining
Weekends and One-Day Holidays

Figure A.9 3-P Daily Models for PES FY94



Figure A. 10a 3-P Daily Model For School days Figure A. 10b 3-P Daily Model For Non-School days

Figure A.10 3-P Daily Models For MES FY94



Figure A. 10c 3-P Daily Model for Holidays Longer
than 3 Days

Figure A.lOd 3-P Daily Model for the Remaining
Weekends and One-Day Holidays

Figure A.10 3-P Daily Models for MES FY94
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APPENDIX B

MONTHLY REGRESSION MODELS

Figures B.I through B.10 present the scatter plots and the 3-P regression models for

the simulated monthly energy consumption as functions of against the outdoor average

temperature during operating periods for the 10 elementary and secondary schools.

The information below each plot presents the statistical parameters for the regression

model. Xcp is the change point temperature and Ycp is the energy consumption at the

change point temperature Xcp. LS is the slope below Xcp and RS is the slope above Xcp.

N is the number of total data points. R2 is the coefficient of correlation, RMSE is the root

mean square error, p is the autocorrelation coefficient, and DW is the Durbin Watson

statistic of the regression model.



Figure B.I 3-P Monthly Model for School Months
for SHS FY94

Figure B.2 3-P Monthly Model for School Months
for VHS FY94



Figure B.3 3-P Monthly Model for School Months
for SES FY94

Figure B.4 3-P Monthly Model for School Months
for DMS FY94

O



Figure B.5 3-P Monthly Model for School Months
for CMS FY94

Figure B.6 3-P Monthly Model for School Months
forNHSFY94



Figure B.7 3-P Monthly Model for School Months
for WMS FY94

Figure B.8 3-P Monthly Model for School Months
for OES FY94



Figure B.9 3-P Monthly Model for School Months
for MES FY94

Figure B.10 3-P Monthly Model for School Months
for PES FY94
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