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ABSTRACT 

An on-line self-tuning algorithm of PI controller 
for the heating and cooling coil in buildings is 
described in the paper. The algorithm evaluates 
the controllerpe~onnunce by the integral 
square error (ISE) of the coil supply air 
temperature, and identifies the corrections of the 
P and I gains by observing the spectrum 
distribution of the ISE. This method is easy to 
implement in the HVAC energy control systems 
due to its simplicity. This paper describes the 
basic feature of the on-line self-tunin algorithm 
for typical PI controllers in the energy 
management system and presents the detail of 
the algorithm. Demonstration example are 
presented as well. 

To maintain suitable indoor comfort and 
maximize the energy efficiency of the heating 
and cooling system, optimal control has to be 
implemented. The single input and single output 
(SISO) proportional and integral (PI) controllers 
are often used to control chilled water valves and 
hot water valves of AHUs. To achieve the 
desired performance of an HVAC system, each 
controller has to perform properly, or the P and I 
gains must be set properly in the controller. 
These gains are often tuned in the factory or in 
the field when it is installed. Unfortunately, the P 
and I gains of the controller should be adjusted 
when the ambient conditions change. For 
example, the SISO controller for a chilled water 
valve may not work properly when the chilled 
water differential pressure across the valve is 
increased from 10 psi to 30 psi. Fine tuning P 
and I gains is essential for maintaining the 
HVAC system performance. 

Automatic tuning procedures have been 
developed to solve the problem. However, most 

of the operation or off line. Therefore, poor 
control performance (oscillating and drifting) is 
often observed in the HVAC system even when 
the control systems are periodically fine tuned. 

A new on-line fine tuning algorithm is developed 
in the paper. The algorithm evaluates the current 
controller performance by the ISE of difference 
between the output signal and its setpoint, and 
identifies the corrections of the P and I gains by 
observing the spectrum distribution of the ISE. 
Due to its simplicity, it is easy to implement in 
the energy management control system of the 
individual controller. This paper presents a brief 
review of the physical model of cooling and 
heating coils, the model of the control loops. 
Then, an on-line tune up algorithm is developed 
for the control loops in this paper to achieve real 
on-line and self tuning. 

REVIEW 

A coil (either heating or cooling ) is equipped 
with a control valve on the return water side. The 
water flow is regulated by the control valve to 
maintain a certain supply air temperature (set- 
point). The input is the control signal received by 
the valve. The output is the supply air 
temperature. When the control valve is suddenly 
closed or opened (step function), the supply air 
temperature will change gradually. A stable 
condition will be achieved in a few minutes. 
Figure 1 presents the response of the supply air 
temperature when a step change is applied to the 
control valve. 

of this tuning is either performed at the beginning 
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time + 
Figure 1 : The process reaction curve 

The coil model can be approximately as a first 
order system with delay and described by 
Equation 1 or 2 according to Ziegler: 

At,, is the supply air temperature change after 
the change of control valve position; 
AC is the change of the control valve; 
T is the time constant which is the time needed 
by the supply air temperature to achieve 63% of 
maximum change from the time when the change 
started; 
zd is the delay time. The supply air temperature 
may stay unchanged after the control valve 
position is changed. The time between the valve 
position change and the supply air temperature 
change is approximately the time delay of the 
system. 
K, is the ratio of the supply air temperature 
change to the control valve position change. It is 
often called DC gain. 

Equation 1 presents the coil model in a phase 
domain, where s is the variable. Equation 2 
presents the coil model in time domain where 
time is the variable. 

A controller must be designed and used to 
position the control valve in order to maintain the 
setpoint of the supply air. The typical controller 
is proportional and integral type (PI) since the 
coils have high inertia. The PI controller uses 

both the instant bias and integral bias from the 
set point to determine the new valve position. 
The propagation of instant bias is called 
proportional gain (P gain); the propagation of 
integral bias is called integral gain (I gain). P 
gain can be determined by Equation 3 based on 
coil characteristics: the time constant, delay time 
and DC gain while I gain can be determined by 
Equation 4 with a decay ratio of 0.25(Ziegler). 

Figure 2 presents the system models of a coil 
with its controller. The controller measures the 
supply air temperature, calculates the bias using 
P gain, I gain and setpoint. A correction signal is 
sent out to the control valve to modulate the 
water flow rate. 

+ K i l ( r o r r  - t u o . r c r )  3-1 PI controller h 

Figure 2: Cooling coil feedback control system 

Different coils have different P and I gains. The 
gains also change with the valve position, the 
differential pressure across the valve and other 
parameters. For example, the P and I gain can 
change from 6.23 and 0.14 to 0.79 and 0.02 
respectively for a typical cooling coil when the 
valve position is changed from full open to 50% 
open. When inappropriate P and I gains are used, 
the supply air temperature cannot be controlled 
properly. A typical problem is the supply air 
temperature fluctuates more than 10°F and 
creates comfort complaints. Figures 3 and 4 
demonstrate the impacts of P and I gains on the 
supply air temperature for a typical coil. 
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Figure 3: The step response of the system when 
inappropriate P and I gain are applied 
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Fiewe 4: The step response of the system when 
appropriate P and I gain are applied. 

Figure 3 shows that the discharge air temperature 
fluctuates more than 10°F around setpoint when 
the inappropriate P and I gains are applied. The 
setpoint is matched quickly in Figure 4 when 
appropriate P and I gain are applied. Therefore, 
the P and I gains have to be tuned in order to 
maintain the supply air temperature at setpoint. 

The self-tuning method based on Equations 3 and 
4 is used widely in industry (Wallenborg, Zhang, 
Franklin). However, the values of input and 
output of the system may not change much 
during the system's normal operation or the 
signals are compted by disturbance and noise. 
The time constant T, delay time zd and the 
constant K are not easy to determine for a certain 
coil. Wallenborg has proposed to apply an unit 
relay signal to the setpoint, record both the input 
and output signals of the plant and then use these 
data to identify K. T and zd by doing time series 
analysis. K, and Ki can be calculated and applied 
on line. This method applies an unit relay signal 
to the setpoint and thus, intempts the normal 
operation. A more practical and simple algorithm 
needs to be developed. 

RANGE OF P AND I GAINS DUE TO THE 
SIMILARITY OF COILS 

The range of P and I gains depends on the coil 
and its ambient conditions, such as water 
temperature, valve position, differential pressure, 
air flow, air temperature etc. The ambient 
conditions can be represented by the time 
constant, time delay and DC gain. For example, 
hot water will increase the supply air temperature 
significantly when air flow is extremely low. 
However, when the air flow is very high, the 
temperature rise will be much smaller. The DC 
gain in the formal case is much higher than the 
later case. According to our experience, we 
suggest the following ranges for typical heating 
and cooling coils. 

1°F <KsdOF (7) 
for 1% valve position change 

In order to determine the range of P and I gain 
the closed loop coil transfer function is 
developed: 

Y is the output; 
r is the setpoint; 
K, is the proportional gain for the PI controller; 
Ki is the integral gain for the PI controller; 
K, is the DC gain; 
T is the time constant; 
rd is the delay time. 

To maintain a stable system, the P and I gains 
must satisfy Equation 9-1 1 according to Nyquist 
criterion (Franklin). 
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To satisfy Equation 9 and 10, both P and I gains 
must be greater than zero. If we assume the time 
delay and the product of I gain and DC gain as 
constants, we can express Equation 11 in Figure 

10 stable zone 

0 -1 i 

100 140 180 220 260 300 

time constant (sec) 

Figure 5: Stable and unstable zone for the system 
closed-loop dynamic behavior 

According to Figure 5, the controller is not stable 
if the kk, is larger than (kk,), and the supply air 
temperature is fluctuating at this case. The 
controller can become stable by reducing the P 
gain. When different values of time delay and 
kik, are applied, a similar figure is produced. It 
appears that the system oscillating can be 
eliminated by decreasing P gain when I gain is 
set properly. 

The stable and unstable zone can be discerned 
on-line by observing the movement of the control 
valve since the control valve changes from full 
open to full close periodically when the system is 
unstable and the k& is higher than the critical 
valve. 

The theoretical analysis indicated that the system 
can be stable as soon as the P gain or k,k, is less 
than the critical value. However, when a change 
is applied to the system, for example, the supply 
air temperature setpoint is changed from 55°F to 
60°F, the system may oscillate for a much longer 
period if the P gain is not the optimal value. 
Therefore, we introduce another concept of the 
maximum integral square error (ISE). The ISE is 
defined by Equation 12: 

If ISE is less than 80 under a step change (1 OF) 
of setpoint, the system can reach a new setpoint 
in 5 minutes for most cooling and heating coils. 
Consequently we define the maximum ISE as 80. 
The ISE can be expressed as a function of 7,. T, 
k,k, and k,ki as Equation 13(Marshall): 

To apply the maximum ISE value to Equation 
13, two k& solution are obtained when we 
assume fixed values of T and kik. The results 
are shown in Figure 6 as (kSk&, and (ksk,),,. 
Figure 6 divides the k,k, into four zones. In zone 
1, the k,k, is higher than the critical stable value, 
the system will oscillate after being disturbed. In 
zone 2, the value of k& is in the stable zone. 
However, the system will oscillate more than 5 
minutes before reaching the new set-point. If the 
k& is in zone 3, the setpoint will be achieved 
within 5 minutes. In zone 4, the k& is too low to 
reach the setpoint within 5 minutes. Although 
oscillation does not occur, a constant bias exist 
for a longer period. Therefore, the goal of the 
fine tuning is to move the k& to zone 3. It is 
important to note that the system can be stable as 
long as the P gain is within B 0 %  of the true 
value. 
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methods to identify the status (zone 2 or zone 4) 
of the system. 

,015 

zone 3 

time constant (sec) I 
Figure 6: Zone division based on the system 

dynamic performance 

IDENTIFYING STATUS OF THE 
CONTROLLER 

When the system is in zone 3, the ISE is less than 
the critical value. When the ISE is higher than 
the critical value, the system can be in either 
zone 2 or zone 4. This section provides a 

The difference of output and reference signal 
under unit step input can be written in s-domain 
as: 

Then the magnitude of spectrum of the error 
signal under different frequency is: 

When the system is in zone 2, (k,kp)max <k5kp 
<(k&,),, the major energy of the signal is within 
the high frequency range; When the system is in 
zone 4, kskp<(k,k&-, the major energy of the 
signal is within the low frequency range. 
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Therefore, introduce the energy ratio of the low 
frequency energy to the total signal energy: 

K is larger than a threshold k, when the system is 
in the zone 2. K is less than this critical value 
when system is in zone 4. The critical frequency 
point w, in Equation 16 has been found to be 
0.02 radsec based on the numerical analysis of 
Equation 15 for heating and cooling coils in 
buildings which has time constant, delay time 
and DC gain under certain range as Equations 5- 
7; meanwhile the critical threshold k, is found to 
be 0.5. It is hold that 

0 K =  _ >0.5 when the system is in 
j [e~w)] dw 

zone 2 and K = <0.5 when the 
j [e(w)12 dw 
0 

system is in zone 4. 

The signal needs to be separated into two 
frequency ranges of w>w, and w<w,; so that the 
zone 2 and zone 4 can be identified. It is 
convenient that we use a high pass filter and a 
low pass filter which both have cutoff frequency 
at w, to separate the signal into two signals at 
different frequency intervals. Then we can 
analyze the ratio of integral square error of these 
two signals to get the value of K in Equation 16. 
There are several types of commonly used filters 
such as: butterworth filters, chebyshev filters and 
elliptic filters, etc. A normalized low pass analog 
filter HNLP(s) (shown in Equation 17). cutoff 
frequency is 1 radlsec, with amplitude response 
of -20dB at the normalized frequency of 1.3 is 
designed in the format of butterworth filters, 
chebyshev filters and elliptic filters respectively. 
The frequency response of the three filters are 
shown in Figures 7 ,8  and 9. We can see that all 
three filters do the job. However, the order of 
filters is different: the order of the butterworth 
filter is 19, the order of the chebyshev filter is 7 
and the order of the elliptic filter is 4. It is clear 

that the elliptic filter is the most efficient filter 
and we use it in the algorithm. 

ai, i=1,2 ,..., n are constants; 
bi, i=1,2 ,..., n are constants; 
n is the order of the filter. 

0.1 0.3 0.8 2.1 5.7 15.2 46.8 
frequency (radlsec) 

Figure 7: Normalized butterworth filter with the 
order of 19 

( larger than -3db in when freq. < 1.0 radsec and 
less than -20 dB when freq. >1.2 radsec) 

I 

0.001 
0. 0.1 0.3 1.2 7.3 48.3318.2 

frequency (radlsec) 

Figure 8: Normalized chevolev filter with the 
order of 7 

( larger than -3db in when freq. < 1.0 radkec 
and less than -20 dB when freq. > 1.2 radtsec) 
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0.1 0.2 0.4 0.9 1.5 2.7 6.0 
frequency (radlsec) 

Figure 9: Normalized elliptic filter with the order 
of 4 

( larger than -3db in when freq. < 1.0 radsec and 
less than -20 dB when freq. >1.2 radsec) 

Low pass digital filter and high pass digital filter 
at different cutoff frequencies and different 
sampling intervals can be obtained by doing 
certain transformation from the analog 
normalized low pass filter (Proakis). 

THE NEW ALGORITHM 

The new algorithm has been developed based on 
the above theoretical analysis of the coil 
feedback control system. The new algorithm 
decides whether P and I gains need to be 
adjusted and how to adjust P and I gain by on- 
line observing the system performance. The 
procedure of the new self-tuning algorithm is 
illustrated in Figure 10. It consists of two steps: 
the first step is to determine whether P and I 
gains need to be adjusted; the second step is to 
determine how to adjust P and I gains. 

The fust step is conducted by observing the ISE 
between the system output and its setpoint. The P 
gain and I gain must be adjusted when the ISE is 
higher than its thresholds. The threshold can be 
determined based on experience. 

In the second step, we first observe the valve 
position. If the valve position oscillates from full 
open to full close, the system is in zone 1 in 
Figure 6 (unstable zone). P gain needs to be 
decreased. When the system is in the stable zone, 
the output signal is sent to the high and low pass 
filters. Then, the ratio of ISE in the low 
frequency is calculated. The system is in zone 2 
(stable but P gain too big.) if the ratio is bigger 
than 0.5. P gain needs to be decreased. The 
system is in zone 4 (stable but P gain too small) 

if the ratio is smaller than 0.5. P gain needs to be 
increased. 

The new method tunes up the system by directly 
observing the system performance. It can be 
implemented on-line without the interruption of 
the coil operation. 

APPLICATION OF THE ALGOFUTHM 

Two tests are conducted to demonstrate the 
algorithm by using a cooling coil and control 
valve in a real AHU(shown in Figure 11). 

control valve 

water 
coil 

supply chill 

I water I' 
discharge air 

signal discharge air 
temperature to valve 

discharge air 
temperature setpoint 

Figure 11: Diagram for the cooling coil with PI 
controller 

The first test is shown in Figures 12a and 12b. At 
the beginning, a high P gain (7.5) replaced the 
optimal value of 3. Oscillation occurred as soon 
as the high P gain was used. After 20 minutes, 
the algorithm decreased the P gain to 3.75. Then 
the oscillation disappeared in 10 minutes. It 
appears that this algorithm is capable of 
identifying the problem of high P gain and 
correcting it automatically. 

The second test is shown in Figures 13a and 13b. 
A low P gain (0.6) was assigned first. The 
drifting occurred when the low P gain was used. 
After 20 minutes, the algorithm increased the P 
gain to 1.2. Drifting was depressed. Then the 
algorithm increased the P gain to 2.4. The 
drifting disappeared finally. It appears that the 
algorithm can identify low P gains and correct 
them as well. 
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Figure 10: The procedure of the new self-tuning algorithm 
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of whether P 
i and I gain need 
: to be adjusted 

ratio larger than k, increase P gain 
otherwise decrease P gain 

- - - - - - - plant setpoint 

difference A between the system 
output and its setpoint 

J. 

calculate energy: j ~ ~ d t  / T 
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> -  

21:Ol 2126 21:51 2216 

time (hrmin) 

- P gain -I gain 
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I time (hrmin) 

position is oscilating from fully 

Figure 12a: The dynamic response of the plant Figure 12b: The change of P gain and I gain in 
under different P gain in test 1 test 1 

decrease 
P gain 

ESL-HH-98-06-28

Proceedings of the Eleventh Symposium on Improving Building Systems in Hot and Humid Climates, Fort  Worth, TX, June 1-2, 1998



-discharge air temperature ; 

I time (hr:min) 

Figure 13a: The dynamic response of the plant 
under different P gain in test 2 

time (hr:min) 

Figure 13b: The change of P gain and I gain in 
test 2 

CONCLUSION 

An on-line self-tuning algorithm for the heating 
and cooling system in buildings has been 
developed. The algorithm evaluates the 
controller performance by the integral square 
error (ISE) between the coil output signal and its 
setpoint, and identifies the corrections of the P 
and I gain by observing the spectrum distribution 
of the ISE. The method turns out to be simple 
and practical when the digital filters are applied 
to do spectral analysis instead of Fourier 
transformation. The algorithm has been tested in 
the field and its feasibility has been proved. 
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