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ABSTRACT

Feedback Control of Flow Separation Using Synthetic J&tscémber 2005)
Kihwan Kim, B.S., Seoul National University;
M.S., Seoul National University

Chair of Advisory Committee: Dr. Suhada Jayasuriya

The primary goal of this research is to assess the effectrahsyic jets on flow sep-
aration and provide a feedback control strategy for flow s#pan using synthetic jets.
The feedback control synthesis is conducted based upon Gkillation for a rounded
backward-facing step. The results of the synthetic jet expnts on an airfoil showed
that synthetic jets have the potential for controlling tlegke of flow separation beyond
delaying the onset of flow separation. In the simulation,levtiie jet is ejected slightly
upstream from the separation point, the feedback pressymalss acquired at a down-
stream wall point where the vortex is fully developed. Dué¢h® uniqueness of synthetic
jets, i.e. “zero-net-mass flux”, the profile of syntheticjetocity cannot be arbitrarily gen-
erated. The possible control variables are the magnituére@uency of the oscillating jet
velocity. Consequently, the fluidic system in simulatiomsists of the actuator model and
the NARMAX (Nonlinear Auto Regressive Moving Average witkagenous inputs) flow
model. This system shows a strong nonlinear pressure resporthe input jet frequency.
Low-pass filtering of the pressure response, introducegfessure recovery, facilitates
a quasi-linear approximation of the system in the frequatmyain using the describing
function method. The low-pass filter effectively separdbtespressure response into two
frequency bands. The lower frequency band below the filtes fi@@quency includes the
guasi-linear response targeted by the feedback contralrenkligher band above the filter

stop frequency contains the attenuated higher harmonicghvare treated as nonlinear



disturbances. This quasi-linear approximation is utdit@ design a PI controller for the
fluidic system including the synthetic jet. To ensure oneie correspondence of the jet
frequency and the filtered pressure response, the uppedlwfuhe jet frequency is set at
the frequency of the maximum pressure. The response of shutirey closed loop feed-
back control system, comprised of a PI controller, low-gddts, SJA model and NAR-
MAX model, is shown to track the desired pressure commani avitimprovement in the

transient response over the open-loop system.
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CHAPTER |

INTRODUCTION

A. Basic Concepts and Applications of Synthetic Jets

Fluid flow significantly influences the performance of vas@ystems such as transporta-
tion, industrial manufacturing, heating and cooling mamragnt. For example, ground
vehicles consume 50% of their energy to overcome the aesrdigndrag force induced
by air and both of aircraft and watercraft consume 90% ofrteeergy to overcome the
drag against air/water [1]. Flow control aims at improvihg {performance of a system
involving fluid flow by means of inducing desirable changeshe flow. The common

fluid-mechanical phenomena targeted by flow control are]{2, 3
e Delaying or accelerating laminar-to-turbulence traositi
e Suppressing or enhancing turbulence.
e Preventing or causing flow separation.

Various benefits are expected from such flow manipulatioreg deduction, lift improve-
ment, mixing enhancement and flow-induced noise attenuftio

The flow control methods are classified into two categoriesmlting to their energy
expenditure. In active flow method, external energy is ohiiced into a fluidic system via
actuators. In contrast, passive flow control does not etdizternal power sources [4]. Re-
cently, synthetic jets have attracted attention, sincerestte numerical and experimental
results have shown that they are a promising applicatiomgnactive flow control meth-

ods.

The journal model ISEEE Transactions on Automatic Control.



Typically, aSyntheticJet Actuator (SJA), a device to produce synthetic jets, consists
of a closed cavity, an exit orifice on one side and an osaidaboundary on the other.
The closed volume inside the actuator resonates with thidadsg boundary and thus
the concentrated jets are ejected through the exit orificeaeMthe jets cross the orifice,
viscous effects resulted in the vortical structures [5].eies of vortices advancing to the
external flow are referred to as “synthetic jets".

The unique feature distinguishing synthetic jets from pthethods is that synthetic
jets are created from the periodic suction and blowing of ekimg fluid so that the energy
can be transferred to the flow without adding extra mass. dhgbnse, synthetic jets are
widely known as “zero-net-mass flux flow”. Therefore, a SJA operate in a stand-alone
manner without any extra piping or fluidic packages and tlaumshe simply fabricated and
easily integrated into fluidic systems [6].

The parameters that characterize synthetic jets have yeadl investigated. First,
two parameters are defined to identify the feature of theicgstcreated by the jets [7].
The first parameter is a dimensionless stroke lenigjiid = %for Uo(t)dt, whereup(t) is
the velocity at the jet exit slotr is half of an oscillating period and the characteristic
length scale of an jet exit slot. The second is the Reynoldshan based on the impulse,
Re, = lo/pd (lo = pd fg uj(t)dt), wherep is fluid density andu is viscosity.

Particularly, in case that synthetic jets are involved fowflseparation control, the
amplitude and frequency of the oscillating jets are regarae key parameters. This is
due to the fact that a basic mechanism of synthetic jets iatmgification of shear layer

instability by periodic excitation. The reduced jet actoatfrequencyF *, is defined as
Ft— - (1.1)

wheref; is the actuation frequency (H4),the characteristic length of the separated region

andU., the free stream velocity. Physically, the inverse of thimelnsionless property



stands for the ratio of one period of jet actuation to the toh#light of free stream over
the controlled surface [8]. Previous research has eskedulithat 2~ 4 vortices should
stay constantly on the controlled surface for the effectisaration control and that the jet
frequency operating within the range ab0< F* < 1.5 creates those number of vortices
regardless of the Reynolds number [9]. Moreover, the jetlénae is associated with a jet

momentum coefficient
1 2 1 r,
Cu=3/5PLUZ, (3= ?pd/ WB(t)dt ) , (1.2)
0

which represents the momentum ratio between jets and freanstvelocity [10]. This

coefficient can be rewritten in terms of the jet amplitudeas follows.

. (pdA)jet
Cu= om0, (1.3)

The application of synthetic jets can be largely categdrize flow separation delay,
aerodynamic performance enhancement, virtual aeroshgpirvectoring and mixing en-
hancement. The synthetic jets affect a boundary layer ddithand drag on a cylinder
are significantly modified [11]. Experiments on a symmetiifod model also verifies the
control authority of synthetic jet actuators on the flow sapan delay [10]. This work
demonstrated that under Reynolds number.2f37.25 x 10°, the flow separates beyond
5° of Angle Of Attack (AOA), whereas it is completely attached up to5t df AOA with
the introduction of synthetic jets into a location slightlystream from the separation point.
Numerous simulations for synthetic jets have been condwsia turbulent boundary layer,
showing the numerical results are in good agreement witlexiperiments [12—15]. The
virtual aeroshaping effect of synthetic jets has also drtherattention of researchers. The
virtual aeroshaping is achieved by a stationary recircadabubble as a result of the in-
teraction between the synthetic jets and the cross flow. Huisculation zone displaces

the streamlines in the boundary layer enough to modify thfase pressure gradient and



the extent of separation [16, 17]. Furthermore, jet ventphias emerges as an application
to take advantage of synthetic jets. The parameters of sijafjets, such as actuation fre-
guency, location and velocity amplitude, have been exadrtimenderstand the mechanism
of controlling a primary jet by adjacent synthetic jets [18]. Recently, the application of
synthetic jets has rapidly expanded. Synthetic jets hawelb®®n shown to be effective for
the fuel-air mixing in a turbine engine combustor and thertted management of electronic

circuits [20-23].

B. Flow Separation Control Using Synthetic Jets

This research focuses on the ability of synthetic jets tayl#bw synthetic jets and thus en-
hance aerodynamic performance. This is motivated by thaisiog potential of synthetic
jets for controlling the extent of flow separation by varyjagfrequency or magnitude.

To date, a large amount of research literature has beenspellion flow separation
control for lifting surfaces using synthetic jets. Availalbesearch covers the dynamic stall
problem as well as static stall. The various factors thatasttarize the performance of
synthetic jets have been extensively examined [12,24-30].

The mechanism by which synthetic jets suppress the sepamattia wing can be ex-
plained as follows. Synthetic jets generate and promoteexatructures into a boundary
layer. These vortices transfer the high momentum of fremasetrfrom the outer edge of the
boundary layer to the inside of the boundary layer such tiatéverse pressure gradient
is overcome and the flow separation delayed in situations astigh AOA. The delay of
flow separation leads to an increase in velocity and a deeliegsressure on the suction
side. Consequently, the pressure difference between pheni bottom surfaces becomes
larger and the lift force is improved [31].

Experiments on an airfoil using a reconfigurable syntheti@agtuator show that syn-



thetic jets not only delay stall by simply suppressing the/fé@paration but can also ma-
nipulate the degree of the separation by varying the actutequency [32, 33]. For these
experiments, the control and data monitoring system wasldpgd to manage the AOA
and the synthetic jet frequency and to acquire the presssigbdtion [34]. The system,
however, did not contain a feedback loop to relate the owpubdynamics to the input
command to SJA. Rather, the experiments were conductedein-lmop or with a man in
the loop.

Implementation of a feedback loop is essential for flow sa&jp@n control using syn-
thetic jets. Supposing that a synthetic jet actuator isieg@n an aircraft in flight, it should
cope with large uncertainties connected with the flow arawnihg. In addition, the avail-
able power to operate the actuator would be limited duriigiptli Therefore, robustness and
efficiency of the controller are necessary to ensure acbkppeerformance of the actuator.

As alluded to earlier, the fundamental feature of synthetg; i.e. zero-net-mass flux,
facilitates the fabrication and installation of the jetustbr while it causes considerable
challenges from a control standpoint. As the actuator shmadintain the periodic oscil-
lation at all times, it cannot generate an arbitrary profilejét velocity. Therefore, the
controller has a limited degree of freedom for its outpute Pplossible variables for control
are the magnitude and frequency of the oscillating jet vgloc

Two kinds of control methods have been proposed to overchasetdifficulties. The
first approach suggested that the synthetic jet actuataidihe operated at the frequency
F* ~ 0(10) that are at least an order of magnitude higher than- 1. In this range of the
actuation frequency, the interaction of the jets with thessrflow is invariant on the global
time scale of the flow and thus the changes of the aerodynamted become independent
of the actuation frequency [6]. In contrast, the second @ggr is to maintaiF ™ ~ 1
constantly and control the jet momentum coeffici&)t, In this case, the mean value of

the downstream pressure was suggested as a feedback iBpuT [gese two approaches



differ in terms of the operating frequency of the actuatamwdver, both of them share the
common concept that the rate of change of the pressure ahaemmic coefficients, which
are the objectives of flow separation control, should be deleal from the jet actuation
frequency. Considering the efficiency of energy consunmptioe latter approach would be
preferable to the former, but more difficult in view of coriteo design due to the closeness
of the frequency ranges for control and actuation.

The strategy of jet excitation &' ~ 1 was demonstrated via experiments on a hump
model that simulated the upper surface of Glauert Glassfdibin a cryogenic pressurized
wind tunnel at Mach number of 0.25 [36]. The pressure grddibe difference between
the upstream and downstream pressure with respect to tbefstot, was used to charac-
terize the degree of flow reattachment and referred to asrdssyre recovery parameter.
For actuator dynamics, the RMS (root mean squares) cawtyspre fluctuation in the ac-
tuator, which is known to be directly related to the jet motaemcoefficient, was coupled
to the pressure command by second-order linear diffelesdizations. The flow dynam-
ics, representing the response of the pressure recoveaynpter to the cavity pressure
fluctuations, was also assumed to be a second-order linstnsy The parameters of the
differential equations were fitted from the experimentalies of the steady state and open-
loop step response. The jet oscillation operated congtan885 Hz. All the pressure data
sampled at a rate of 100 Hz were averaged over a period of 6dnds. The averaged
signal was sent to the PC at a rate of 1 Hz.

The experimental results show that the actuator dynamics mech slower than the
flow dynamics so that the changes in the magnitude of thelatsry excitation were per-
formed in a quasi-static state from the flow physics pointietw Consequently, the linear
discrete controller using only an integral gain was suffitlieeffective to track the desired
pressure gradient and improve the transient response hyniming the overshoot, since

the resultant open-loop dynamics was dominated by the @ctdgnamics and the effects



of the flow dynamics were negligible. Regarding the systenfopmance, several issues

remain to be addressed, being:

¢ If the actuator dynamics becomes faster to improve the d\wrstem performance,
the flow dynamics cannot be negligible any more and its nealimodeling is nec-

essary.

e Averaging has such a large time constant that it affectsytsies performance nega-
tively. Furthermore, it is not suitable to reject a notideahagnitude of disturbances

coming from the jet actuation frequency and higher harméeguency band.

¢ A certain type of synthetic jet actuator is incapable of wagythe jet magnitude. For
example, a piston-type SJA, which is implemented in thisaesh, cannot adjust the
stroke freely. In that case, the jet frequency should berobletl instead of the jet

magnitude.

The lessons of this work serve as a useful starting pointdoresearch.

C. Literature Review of Related Research

In this section, the previous work for modeling and feedbemhtrol of fluidic systems is
reviewed and important knowledge is collected. In partiguiesearch relevant to synthetic
jets is highlighted.

For turbulent flow, feedback control of its fluctuation, pautarly in a boundary layer,
has been extensively investigated [4]. Feedback conttwrees for turbulence can be
categorized by examining the extent to which they are basgti@governing flow equa-
tions as follows [37]: adaptive schemes, schemes basedymicaharguments, schemes
based on dynamical systems approach and optimal contreirsehapplied directly to the

Navier-Stokes equations.



In this review, early research is classified according torttueleling methodology
implemented for flow control. The importance of flow modelimas been highly empha-
sized for a long time, since it is fundamental to establishasssful closed-loop control
methodology on fluidic systems. From a control standpolm&,model should be of suffi-
ciently low order to be applicable in realistic control a@pptions, while capturing the key
dynamics of the original physical system. However, it isligmaging to develop an efficient
flow model to facilitate the synthesis of control algoriththat can guarantee the required
performance. The difficulties in modeling are mainly duehe strong nonlinearity and
infinite dimensionality of a fluid flow system.

First, analytical modeling regarding a synthetic jet atrudtself has been widely
explored. Given a membrane type actuator, the elasticisolfior the membrane and
the compressible fluid model inside of the actuator were d¢petbinto a set of coupled
nonlinear differential equations by Rathnasingham andi@&r¢5]. Similarly, Lockerby
and Carpenter proposed a jet model through the exit orificegusisteady pipe-flow the-
ory [38]. The approximate model was a partial differentigi@tion which was solved by
means of a finite difference scheme. As a different approadinnped element model of
a piezoelectric-type actuator was presented by Q. Gallals89]. The individual compo-
nents of synthetic jets were modeled as elements of an dgnivaectrical circuit. For a
piston-type jet actuator, the dynamics for mechanicalspag. crank shaft-connecting rod
mechanism, was modeled in detail [40]. These studies danéd to improve insights into
the dependence of synthetic jets on geometry and matertakadevice. However, these
cannot account for the interaction of synthetic jets witteaxal flow.

Research focusing on modeling and feedback control of eatdlow systems has
assumed an oscillating velocity condition for synthetits jeMathematical models, such
as ordinary differential equations, have been developeelasvely simple approaches

[27,36,41,42]. The model structures are assumed basedplpaical knowledge about



aerodynamics and the model coefficients were estimated fumerical or experimental
results. Based upon the developed models, correspondeapdek controllers were pro-
posed. To delay dynamic stall, a controller was developegtermine the on-off switch of
oscillatory blowing using a model based stall observer.Fdithermore, a linear controller
consisting of a bandpass filter and time delay was introdtecsthbilize an oscillating cav-
ity flow albeit valid only for limited conditions [42].

Recently, reduced order modeling usPr@perOrthogonaDecomposition (POD) has
drawn attention, since the POD is known as an effective nidinderive a low-dimensional
models of various fluidic systems [43]. The experimental emarical solutions of the
physical system at prespecified time instances are calbgusbiots. After a singular value
decomposition of the snapshots, the leading generalizgoheectors are chosen as a POD
basis. The Navier-Stokes equation can be projected orgd#sis via Galerkin projection
to derive a set of ordinary differential equations for tmedtvarying magnitude [44]. Based
on POD, Rediniotis et al. [45] derived a reduced order NaStekes model suitable for
synthetic jet actuation. They also presented a stable fatidback control laws for the
derived model. However, the realizability of the proposedtml strategy remained as
unresolved issues. Moreover, in order to control the rasoma@f subsonic cavity flow,
the linear quadratic optimal state feedback controllera@mskrver were synthesized based
upon the linearized POD model and verified through CFD sitraria [46].

As discussed so far, a general strategy for the modeling amiiad of fluid flow sys-
tems has remained elusive, since the effective controbampies are all different depending
on the control objectives, flow conditions and geometries.

In this research, nonlinear modeling of the flow dynamicsuding the synthetic jets
and its frequency domain analysis are inspired by Glass eamtchek [47,48]. They per-
formed the identification of a NARMAX model that captured ti@nlinear dynamics re-

lating the by-pass idle air valve and engine speed in anriat&ombustion engine. This
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model was converted into a describing function represiemtad which a robust feedback
controller design was applied. The NARMAX is an nonlineate@sion of an ARMAX
system identification method. It is capable of approxinganwide variety of nonlinear
functions. For example, non-linear models such as HamaiarsiViener, bilinear and
Volterra models can be interpreted as subclasses of NARM&¥ems [49]. In particular,
the parameters of the polynomial NARMAX are linear so thastaxg parameter estima-
tion techniques such as least squares can be readily used\fatlications of NARMAX
method rages over a wide area such as gas turbine, combastjore, heat exchanger and

dam health monitoring [51-54].

D. Objectives of the Research

The primary goal of this research is to assess the effectrdhsyic jets on flow separation
and provide a feedback control strategy of flow separatiorgus/nthetic jets. The research

aims to achieve this goal by meeting the objectives giveavoel

¢ Investigate the effects of synthetic jets on flow separatiging synthetic jet experi-

ments on an airfoil and CFD-based synthetic jet simulations

¢ Identify the dynamic model of a fluidic system with synthégits by applying system

identification theory to CFD simulation results.

e Design a feedback control system to overcome the nonlityeairia fluidic system

and guarantee system performance requirements.

The modeling and control work in this research were perfarimging CFD simula-
tion. A rounded backward facing step was chosen as a siranlddmain and the flow was
assumed to be two-dimensional, incompressible and lamliee employed synthetic jets

will oscillate slightly upstream from the flow separationigcand the wall pressure on a
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downstream point from the jet slot is to be used as a feedbgnokls An averaged value of
the feedback pressure represents the extent of flow sepamatithe slope. The controller
aims to achieve the maximum pressure recovery by contgallie synthetic jet frequency

with a constant jet magnitude.

E. Contributions of the Research

The contributions of this research are (i) determinatiothef properties of synthetic jets
by experiments and simulations, (ii) nonlinear modelingwfithetic jet interaction with
fluidic system and (iii) controller design for a fluidic systeusing synthetic jets. The

contributions can be stated as follows:

e The synthetic jet experiments were performed under staticdynamic conditions.
An integrated electronic system was developed for (i) adlivig several motors in
the experimental system and (ii) collecting real-time semata. From the exper-
iments the maximum lift coefficient and stall angle were destated to improve
monotonically as the jet frequency increased. This sugghat synthetic jets have

the potential to control the extent of flow separation by ragyet frequency.

e CFD simulations of synthetic jet actuation were conductadd flat plate and a
rounded backward-facing step respectively. Based uporsithalation results, a
NARMAX model coupling the synthetic jet velocity and the gsare fluctuation
was identified. In particular, given three different freeeatn velocities, the corre-
sponding NARMAX models were identified for flat plate simidais. These models
showed that the effects of varying free stream velocity aaadcommodated into the

model coefficients with an invariant model structure.

¢ A feedback control system for flow separation control wasgiesl for the rounded
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backward-facing step. A low-pass filter was proposed imstéaaveraging to esti-
mate the pressure recovery. The low-pass filter separatefdettpuency components
of the pressure output into two different frequency banlds:lower frequency band
caused by the bias term of the synthetic jet frequency andatieeof change of the
jet frequency, and the higher frequency band caused by tifregriency. The lower
frequency components showed a quasi-linear behaviorabitéted a linear control
synthesis. The reduced higher frequency components ceulcebted as nonlinear

disturbances.

e The response of the resulting closed loop feedback congsdém comprised of Pl
controller, low-pass filter, SJA model and NARMAX model wa®wn to track the
desired pressure command with an improvement in the tnainséeponse over the

open-loop system.

F. Organization of the Dissertation

This dissertation consist of three main parts: motivati@experiments, CFD simulations
for synthetic jet modeling and frequency response anafysideedback control synthesis.

Immediately following this chapter, the results of the $atic jet experiments on
a NACA 0015 airfoil are presented. The hardware and softwéithe data monitoring
and acquisition system for this experiment are explainede &xperimental results are
discussed with an emphasis on the relationship betweehetymjet frequency and aero-
dynamic coefficients.

In Chapter Ill, the NARMAX identification method is introded. The procedures of
parameter estimation and structure selection for the pohyal NARMAX are discussed.
In the following chapters, this identification method is lempented to construct the nonlin-

ear flow model that has the synthetic jet velocity as an inpdtthe downstream pressure
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as an output.

In Chapter IV, the results for CFD simulations of synthegicgctuation on a flat plate
are presented. The chapter consists of three parts: thedaguoonditions for bound-
ary layer simulation, the velocity condition for synthgit actuation and the NARMAX
modeling of synthetic jets.

In Chapter V, synthetic jet actuation on a rounded backvacdig step is simulated.
The chapter presents the effects of the synthetic jet frequen flow separation in terms
of mean pressure and shear stress distribution. Moredwerftects of the free stream
velocity on the characteristic plot, which relates the jetjiency to the mean pressure, are
discussed.

In Chapter VI, given the CFD simulation for the rounded baakivfacing step, a
methodology to synthesize a feedback controller for flowasajon is presented. The
role of a low-pass filter in the feedback loop is thoroughlscdissed using the describing
function analysis. Consequently, a Pl controller is sirteddor the identified NARMAX

model.
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CHAPTER I

SYNTHETIC JET EXPERIMENTS

A. Overview

Synthetic jet experiments are performed under static amémiyc conditions. A piston-
type synthetic jet actuator is embedded into a NACA 001%#iand the pressure distri-
bution around the airfoil is measured to calculate aeroohyo@oefficients. The angle of
attack can be controlled to keep constant or to oscillateg@ieally. To investigate the var-
ious parameters of synthetic jet actuation, an integratsdrenic system is developed for
(i) controlling the several motors in the experimental egstand (ii) collecting real-time
sensor data. The experimental results show that the maxiifiwmefficient and stall angle
improve monotonically as the jet frequency increases. dgssts that synthetic jets may

have the authority to control the extent of flow separationdrying the jet frequency.

B. Nomenclature

¢ Chord length of an airfoil

Cp Pressure coefficient

C_ Lift coefficient

Cv Moment coefficient

f Synthetic jet frequency (Hz)

F* Reduced synthetic jet frequency

Re Reynolds number based upon the chord length
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Exit slot

Cylinder
with a piston

Crank shaft and
connecting rod

Fig. 1. Piston type synthetic jet actuator.
U. Free stream velocity
a Angle of attack (AOA) (deg.)

p Density of air kg/m?)

C. Synthetic Jet Actuator

Figure 1 shows a recently developed synthetic jet actur33]. 2 DC motors are con-
nected to 6 pistons by a crank mechanism such that rotatirigpmof the motors can be
converted into linear motion of the pistons, which createtlsgtic jets. In addition, the
actuator is capable of varying the width of an exit slot fromo@.22 mm using a stepper
motor.

As shown in Fig. 2, this actuator is embedded in a NACA 001fo#jiwhich has a
chord length of 420 mm and a span of 430 mm. On the surface ditfal model, 32
pressure taps are placed to capture pressure data via angresanner as shown in Fig. 3.
The pressure tap at the leading edge is numbered as the éissiype tap. The jets exit slot
is located at 12.5 % of the chord between the fourth and fifth Tdarough the slot, the jet

exits tangentially on the top surface of the wing to take ativge of the Coanda effect [9].
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(&) NACA 0015 airfoil model embedding the synthetic jet ac-
tuator.

Pressure Tap

DC motor Stepper motor

(b) Schematic diagram for the synthetic jet experiments.

Fig. 2. Airfoil model and schematic diagram for the expernitse
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Fig. 3. Placement of the pressure taps on the NACA 0015 hirfoi

This airfoil model is supported by a vertical strut and ligkarrangement which allow the
angle of attack to be changed. The side plates are attachamthicsides of the wing to
ensure a quasi-two-dimensional behavior of the flow on thegwiThe detailed structure
and fabrication of the actuator can be found in the previoorks/[32, 33].

Experiments were conducted in a slow-speed wind tunnelnthddree stream veloc-
ity 20 m/s, which corresponds to the Reynolds numb@s&L0° with respect to the chord

length of the airfoll.

D. Monitoring and Data Acquisition System

A large number of parameters need to be changed freely toiegadhe effects of synthetic
jet actuator on a flow field. First, the slot width and the drgvimotor speed in the actuator
should be precisely controlled, since those are the impoviiables which represent the
performance of the jets. Secondly, the system should bebt@pé either maintaining a

certain angle of attack (AOA) or maneuvering it dynamicatince the experiments are to
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be performed under static or dynamic conditions [34]. Thedives of the control and

data acquisition system can be summarized as follows.

1. Control system function

e SJA frequency control - DC motor speed control
o Exit slot width control - stepper motor control

e AOA control - DC motor angular position control
2. Data acquisition system function

e Acquisition of pressure measurement data
e ESP pressure scanner - 32 channel pressure transducer{sabjnterface)

e Acquisition of AOA control performance data

Therefore, in this research, an integrated electroniesystas developed for (1) con-
trolling several motors in the experimental system and ¢8gcting real time sensor data.
The entire control and data acquisition system is compofad electronic hardware sys-
tem and a Graphical User Interface (GUI) software with manniig function. The hardware
in Fig. 4 consists of two main micro-controller boards andgieeral circuits.

The main core of the system is a Digital Signal Processor jPBRS320C31, which
is responsible for AOA motor control, ESP data acquisitiod &CP/IP communication
with the user interface. In cooperation with the DSP, thé&8akcro-controller, PIC16F877,
manages the motor speed control for the SJA frequency argtepper motor control for
the slot width.

These two are connected via RS232C serial communicatiorshd&n in Fig. 5, a
GUI program is developed using JAVA programming languagedfta monitoring and

logging, parameter input from a user. This is installed s#pdy on a laptop computer
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Fig. 4. Control and data acquisition hardware.

and TCP/IP protocol is implemented for data communicatietwben the DSP and the
software.

Figure 6 shows schematically the structure of the entireegysetup.

1. Hardware for AOA Control

TMS320C31 32-bit DSP in Fig. 7 plays a key role in the systenopkrates at 40 MHz
clock speed and shows a performance of 50ns for floating pautttiplication. This DSP
board contains the peripheral interfaces such as 32 kwoid RB251 USART - RS232C,
8254 programmable interval timer, 8255 programmable peral interface, two AD7874
12-bit A/D converter (8 CH) and three AD7247 12 bit D/A corteei(6 CH). The objective
of TMS320C31 is to control the AOA by managing the DC motocader assembly. A Pl
feedback algorithm is programmed for the position contfache AOA motor at 500 Hz

frequency.
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Fig. 5. GUI software.

LCD
Digital out Sﬂ“a‘f Pulse pick-off Pulse pick-off
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Serial PIC16F877 board CCP1
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Digital out (unidirection) »|  motor Actuation
Serial comm. | Freq. Control
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LCD » PP Jet-Exiting Slot
»| Stepper motor driver |—P motor Width Control
HCTL2020 quad. decoder/encoder |« encoder output I Encoder I
8251 TMS320C31 board . AOA
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Fig. 6. Schematic diagram of a control and data acquisitimtesn for the synthetic jet
experiments.
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Fig. 7. TMS320C31 DSP board.

The assembly of 9 OW geared DC motor with.&21 : 1 gear reduction ratio and
500 PPR (Pulses Per Revolution) encoder was installed didttem end of the linkage
structure in Fig. 8. The motor is driven by the 600 Hz PWM a@rfiequency with 0.025
% duty resolution. The feedback revolution signal can bewep through the quadrature
decoder counter, HCTL 2020 chip.

As the relationship between the encoder counts and AOA iBrrear due to the char-
acteristics of the linkage mechanism, the calibration ¢gineed before the experiments.

The third order polynomial is implemented for this relasbip as
— a3 2
a = C3p°+ C2p“ +C1p, (2.1)

wherea is the angle of attack and p the encoder counts. The cabioragisult is shown in

Fig. 9.
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Fig. 8. DC Motor-linkage assembly for AOA control.
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CHI1 -10V~+10V
analog output
CH2 > —
about 10 ps settling time
° Pressure i<—>|
Pressure . seanner ESP I
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Power
(F5V,+12V)

Channel selection
(5-bit digital signal)

Fig. 10. Pressure data acquisition from the ESP scanner.

2. Hardware for Pressure Acquisition

The pressure data for the entire 32 channels are sampleg Byens. Figure 10 shows
that the ESP pressure scanner activates the 32 presswsepasecutively and collects the
pressure data for each channel at every sampling time.dsthk’6 ms to collect data from
all channels, since the channel select signal applied flemtain DSP has a transition

characteristic of 2Qus delay before each 3f@s of A/D conversion.

3. Hardware for SJA Motor Control

As shown in Fig. 11, the PI feedback algorithm is implemente®IC 16F877 micro-
controller system for the velocity control of the SJA motacls that the jet actuation fre-
quency can track the reference command precisely. The pigisals, which are generated
for every revolution of the motor, are conditioned via a loasg filter to be used as feed-
back signals. The minimum detectable motor speed is 10.6 He feedback control

instructions are carried out every 10 ms, with 2 ms exectutioa.
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Fig. 11. SJA control system.

4. GUI software and Data Communication

The GUI software consists of two main functions: a systemtrobnnterface and data
logging as shown in Fig. 12. The control interface enablesea to command parameters
related to SJA actuation frequency, angle of attack andveidth, and to carry out the
calibration of the pressure sensors.

The user can monitor changes of parameters and data throgigtphic-format and
numeric-format display simultaneously. The monitorechdat the DSP are refreshed on
the display every 0.2 seconds.

Most of all, the key function of the software is to store theuced pressure and
AOA data transferred from the DSP. The data acquisition agdihg is performed offline
to prevent the time delay which might be caused by data conuvation, whereas the
monitoring is executed online. The offline data logging sobes as follows. Once a data
acquisition command is issued from PC to DSP, the DSP awjaird stores 70 bytes of
data in its RAM at 100 Hz sampling rate for 5 seconds such teatdtal size of the stored
data leads to 35 kilobyte. 700 bytes in the stored data ansfeaed every 0. 2 seconds
through TCP/IP such that it takes 10 seconds for the acqdataito be stored in a file by

the GUI software. Figure 13 shows the contents and methodataf communication in
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TCP/IP
| Data Monitoring & Logging
Network Interface €  Jl.a0A reference, AOA,

AOA motor duty (6 bytes)
User ¢ 32 channel pressure data

(64 bytes)
: ¢

System Control Interface

¢ SJA speed, duty command Data Display

¢ Control mode (open/feedback) e SJA & stepper motor

¢ Stepper motor angle command control data

e AOA position command ¢ AOA motor control data
¢ Excitation parameters set e Pressure distribution

¢ ESP calibration function o AOA pitching parameter
e Off-line data acquisition start e TCP/IP comm. status

Fig. 12. Block diagram of the GUI software.

detail.

E. Results

Figure 14 shows the complete setup for the synthetic jetraxpats. The NACA 0015
airfoil model with the synthetic jet actuator was placedhwitthe slow-speed wind tun-
nel. The experiments were managed from the monitoring soévinstalled in a laptop
computer. One set data is acquired for 5 seconds with a 10@idplgg rate.

Two types of experiments were carried out. First the effe€tsynthetic jets were
investigated under the static conditions. With the wingatet certain AOA, the SJA fre-
quency and the slot width were varied. The control pararedtarthe static experiments

are as follows:
e AOA(°): 0,15,3,5,10, 15, 16.5, 18, 19.5, 21, 22.5, 24

e SJA frequency (Hz): 35, 45, 55, 65



TCP/IP(every 0.2sec)

SJA motor speed & duty reference
SJA motor control mode

AOA motor position command
AOA reference function data
Stepper motor angle reference

: 15 bytes

9

SJA motor speed & duty reference
SJA motor control mode

AOA motor position command
AOA reference function data

ESP pressure data

: 84 bytes (parameter block)

dSda

6

SJA motor speed reference
SJA motor speed & duty

%

SJA motor speed & duty reference
SJA motor control mode

Stepper motor angle reference

: 6bytes+Sync. Char.+Checksum

e

SJA motor speed & duty reference
SJA motor speed & duty

Stepper motor angle

: 9 bytes+Sync. Char.+Checksum

AOA motor position reference
AOA motor position & duty

AOA motor position reference
AOA motor position & duty
: 24 bytes(on-line data block)

10Hz
sampling
data

100Hz
sampling

data

ESP pressure data
: 700 bytes(off-line data block)

RS232 serial comm.(every 0.1sec)-2,400 baudrate
< >

%

JIld

Fig. 13. Block diagram of data communication.

e Slot width (mm): 0.47,0.72,0.97, 1.22

e Dynamic Pressure (Pa): 260
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Secondly, experiments were performed under dynamic witaipipig motion. The PI

controller implemented in the DSP made the wing follow theAA@ference command

such that the wing was driven in a ranget0 25 for AOA, in a sinusoidal and triangular

pitching motion. The AOA pitching motion frequencies weegied from 0.2 Hzto 2 Hz in

increments of 0.2 Hz. The control parameters for the dynaxperiments are as follows:

SJA frequency (Hz): 60

Slot width (mm): 1.22

Range of pitching motiorf§: 0° ~ 25°

Dynamic Pressure (Pa): 260 (correspondingdo= 20.9m/s)

Frequencies of the pitching motion (Hz): 0.2,0.4,0.6,0.8,1.2,1.4,1.6,1.8, 2.0
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Fig. 14. Experimental setup in the wind tunnel dedicatedhéostynthetic jet experiments.
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The reduced frequencieB," in (1.1), corresponding to the jet frequencies used in
the experiments were 0.61 (35 Hz), 0.80 (45 Hz), 0.97 (55 HAS (65 Hz). F* was
computed with respect to the distance from the jet exit totta#ing edge or the flow-
reattached point. All of them are within the range d & F™ < 1.5 where the maximum
efficiency of synthetic jet actuation is achieved.

The measured pressures around the wing was integratedaim gletctional lift force
and moment coefficients in (2.3) and (2.4), where the widttviofj was disregarded due
to the quasi-two-dimensional assumption about the aimf@itiel. The moment coefficient

was calculated with respect to a quarter of the chord fronketheing edge.

Pressure

— 77 2.2

Sectional Lift
CC=———+— 2.3
L~ T05pU2c (2:3)

Sectional Moment

= 2.4
M 0.5pU2c2 (2.4)

whereCp is a pressure coefficier®_ a sectional lift coefficient an@y a sectional moment

coefficient. Thec andU,, stands for the chord length and free stream velocity res@dgt

1. Static Tests

Figure 15 shows examples of the acquired pressure data.e Timee-series data were
collected at the fourth pressure tap from the leading edgd®mnipper part of the airfoll,
varying SJA frequency and AOA. At = 21°, the 65Hz synthetic jet actuation recovers the
pressure and suppresses its fluctuation, compared wittatieeaf no actuation. This plot
verifies that the developed monitoring and data acquisgimiem can capture the effects
of synthetic jets on flow separation effectively.

The captured pressure data for every pressure taps arggade@ yield the mean
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Fig. 15. Pressure coefficients acquired at the fourth predap from the leading edge.

pressure distribution around the wing. Figure 16 showsftfieets of the SJA frequency on
the mean pressure distribution, with the angle of attacleddrom O to 24°. As shown
in Figs. 16(a)-(g), the synthetic jets have little effecttba pressure profile at low angles of
attack, even though the SJA frequency increases. Howestreaangle of attack increases
higher shown in Figs. 16(h)-(l), the synthetic jets imprakie reverse pressure gradient
(or pressure recovery) on the upper surface. in the absdnjeg¢ actuation, the reverse
pressure gradient on the upper surface begins to decreamenfe= 18° and it becomes
nearly flat except small area close to the leading edge. Ttmefla of the overall pressure
gradient indicates the flow separation on the airfoil. Widtuation, the rapid pressure
recovery occurs for & x/c < 0.2 and thereafter the pressure varies gradually towards the
trailing edge. Consequently, the pressure differencedsstvthe upper and bottom surfaces
increases and the resulting lift force on the wing is impcbas well.

The plots in Figs. 16(i)-(I) present the effects of the SJgfrency. All the pressure

profiles for the jet frequencie$ = 35~ 65 Hz are similar atr = 19.5°. The reverse
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Fig. 16. Pressure coefficient distribution around the dirfo



(e) AOA=10.0deg.

(f) AOA=15.0deg.
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Fig. 16. Continued.
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Fig. 16. Continued.

32



33

1.27

0.8
S 06
0.4r
02t A& ol
/‘—/ p_d
0 ( i i i T 0 I\'( i i i T
0 5 10 15 20 25 0 5 10 15 20 25
a (deg.) a (deg.)
(@) slot width = 0.47mm (b) slot width =0.72mm
12} 12}

© o6t g 06
/ yd o
0.4 0.4 / —35Hz
—a—45Hz
0.2 0.2/ —e—55Hz
/"/! P 65Hz
% 5 10 15 20 25 % 5 10 15 20 25
o (deg.) o (deg.)
(c) slot width = 0.97mm (d) slot width =1.22mm

Fig. 17. Lift coefficients for varying angle of attack, slowdth and synthetic jet frequency.

pressure gradient fof = 35 Hz begins to decrease at= 21.0°, while those for higher
frequenciesf = 45~ 65Hz are maintained. However, at = 22.5°, only the 65Hz ac-
tuation is effective for the pressure recovery. Finallg tlow on the airfoil is completely
separated at = 24° regardless of the jet frequency. This relationship betwikepressure
and SJA frequency implies that the degree of flow separatiarbe controlled in terms of
the pressure by controlling the synthetic jet frequency.

Figures 17 and 18 present the effects of synthetic jets ofiftemd moment coeffi-

cients. Given the various jet frequencies and slot widthe,doefficients are examined
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with respect tax = 0° ~ 24.0°. The synthetic jets elevate the maximum lift coefficient and
extend the stall angle effectively. For example, compari te baseline case (no actua-
tion), the 65 Hz actuation with 1.22 mm slot width improves thaximum lift by 25% and
extend the stall angle by’ &s shown in Fig. 17(d). Moreover, the lift coefficient abadve t
post-stall angle* 16°) can be controlled continuously by varying SJA frequencgufeé

18 also shows the ability of the SJA frequency to manipulaéepitching moment of the
wing.

This control authority of synthetic jet on aerodynamic ¢oefnts is in accordance
with its effects on the pressure distribution as discusseliee, since the coefficients are
computed directly from the pressure distributions showRign 16. On the other hand, the
results show the limitation. Synthetic jets are effectiméyan the post-stall angle region.

It means that synthetic jets have little effect in case the ftoattached on the wing [32].

2. Dynamic Tests

Figure 19 presents the performance of the AOA controllertaedcaptured pressure under
0.4 Hz sinusoidal pitching motion of the wing, as an exampkhe dynamic experiments.
The results in the absence of jet actuation are shown in Bi@)lnd those with the jets
shown in Fig. 19(b). The good match of the measured AOA to tmeroand for a sinu-
soidal pitching motion in Fig. 19 verifies that the PI contgols successfully implemented
for the AOA control. The severe disturbances and abrupsitian of the pressures in
Fig. 19(a) indicate the flow separation for 1.4 ~ 2.1, 39 ~ 4.6, where the AOA of the
wing is approximately above = 20°. In contrast, as shown in Fig. 19(b), the synthetic
jet actuation affects the pressure response such that theaiuand range of AOA of flow
separation are reduced significantly compared with Figa)l%urthermore, the high fre-
guency components are observed in the pressure data ohthéthttaps, which are located

downstream of the exit slot, while the those data of fourl) tehich are upstream of the
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Fig. 20. Lift and moment coefficients for sinusoidal pitaipimotions of the wing.

slot, does not. These harmonic components are resultedsyothetic jets, since the jet

frequency is much higher than the pitching frequency.

Figure 20 shows the lift and moment coefficients with varipitishing frequencies.

As alluded to earlier, the synthetic jets are activated adB0Compared with the baseline

condition (no actuation), the effects of synthetic jets lom lift coefficientC_ are twofold:

the maximum value o increases and the size of hysteresis is reduced. In patithé

hysteresis loop is eliminated at 2 Hz pitching frequency.

Below the 1 Hz pitching rate in Figs. 20(a)-(j), where a dymastall vortex does not

occur, the baseline plots without SJA show that as the pitcliequency increases, the
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onset of the stall is more delayed up to the maximum pitchmgea(25) and the size of
the hysteresis loop becomes larger due to the delay of therflattachment. In contrast,
the plots with the jet actuation show the different chanasties. Regardless of the pitching
frequency, the flow keeps attached up té &% pitch-up cycle and the sizes of hysteresis
loop decrease considerably. It indicates that the symtjedt force the flow to attach on the
wing during the pitching movement. Above the pitching freqay 1.0 Hz, typical dynamic
stall effects are observed in Figs. 20(j)-(t). The dynarntadl sortices (DSV) caused by the
fast pitching motion delay the onset of the stall up to the imaxn pitching angle even
without the jet actuation [33]. However, synthetic jetd] girengthen the reattachment
mechanism such that the hysteresis loops are diminishéudinve pitch-down movement.
In addition, the jets barely influence t8g at low AOA during the pitch-up cycle, since the
flow is attached during this cycle, even for the baseline ¢@rd[32]. These results verify
again that synthetic jets are effective only to the condibbflow separation, as discussed

in the previous static test.
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CHAPTER III

NONLINEAR SYSTEM IDENTIFICATION

A. Overview

As synthetic jets are a series of large unsteady vorticatgires, physical modeling based
on Navier-Stokes equations is significantly demanding.tifeumore, the flow model in
this research is to have a synthetic jet velocity as an inpdtapressure as an output.
Therefore, it is suitable to build a SISO dynamic model diyecia parameter estimation
of input-output data relationships. For this purpose, a NBX identification method is
introduced. The NARMAX method is a nonlinear extension oA&®MAX identification
method and has a wide area of application, from real systemtiitcation to the analysis
of nonlinear differential equations with strong nonlingas. A NARMAX equation is
y(k—=1),...,y(k—ny),x(k—1),...,x(k—ny),

y(k)=F +&(k),
e(k—1),...,e(k—ng)

whereF[-] denotes a nonlinear functionandy are discrete-time input and output signals.
€ and ¢ stand for possible noise and residual error. The nonlingactionF can be a
polynomial, rational function, radial basis functionsamy other function subject to some
mild constraints [51].

In this chapter, particularly, a polynomial NARX (NARMAX i the noise terms
excluded) is implemented, neglecting the noise terms. Tvardage of the polynomial
NARX model is that the model is linear with respect to modebpaeters. Hence, the well-
defined least squares method can be applied to estimateriragtars. In what follows, the
procedures combining the structure selection and pararestienation for the polynomial

NARX are discussed.
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B. Polynomial NARMAX

The general formulation for a polynomial NARX system id&a#tion can be written as

m
y(k) =5 6x(k+&(k) fork=12...n, (3.1)

i=1
wherey is the measured output; the regressor termd€} the model coefficients anél

the residual errorm andn denote the number of regressors and data for the identificati
respectively. A vector form of (3.1) is

Y =X0+53, (3.2)

whereY, = € Rl @ ¢ R™! andX e R™M,

The polynomial structure leads to a formulation for the esgor term as follows [54]

X (K)

p q
1:1

X1 (k) = 17

(3.3)
i=2...n, p,q>0,1<p+g<L,

1<nyj<ny,1<ng<ny,

whereu denotes the input data. For example, a full set of NARMAX egumafor the

first-order dynamicsy = n, = 1 with a second-order nonlinearity= 2 is
Y(K) =61+ 62y(k—1)+6u(k—1)

+ 64y (k—1)%+ sy (k— 1) u(k—1) + Bsu(k—1)2. (3.4)

As shown in (3.3), the permutations of input and output pgsigenerate a large number
of possible regressor terms. The number of regressors 4) K86, while the case for

ny = ny = 3 andL = 2 increases the number of regressors up to 28
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If the system structure is predetermined before the ideatibn and only those re-
gressors terms are included in (3.2), the least squaresepnab simply defined to find the
parameter vecto® to minimize ||Y — XO||. However, the system structure is mostly un-
known at the initial stage of the identification. If all thegsible regressors are considered
in the model such as (3.4), the model contains the excegswelindant terms such that
it becomes more complicated and its accuracy may detegiofidterefore, it is crucial to
obtain the parsimonious model that has the best fit to thenadigystem with a certain
criterion.

Suppose thaX is a full set including all the possible regressors &ad- X. The

problem combining the parameter estimation and structelszgon can be stated as [50]
SelectXs from X and find the correspondir®s to minimize||Y — XsOg||.

It is very demanding to achieve the optimal solution for ghisblem, since all the pos-
sible subseXs should be examined. Hence, the suboptimal approach tot $bkemodel
structure is introduced in Section D.

In what follows, the orthogonal least squares method witlvéod selection algo-
rithm [55] is implemented to identify the significant termmang all the possible terms
and calculate the correspondifig simultaneously. Appendix C contains the MATLAB

source codes for the NARMAX identification discussed in tthiapter.

C. Parameter Estimation
The analytical least squares solution of (3.2) is well kn@sn

0= (XTX)"IXTy. (3.5)
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However, the numerical computation of the pseudo-invera&rir(XTX)~1 has severe
drawbacks since this matrix is often ill-conditioned anddourate results are produced.
Therefore, the orthogonal least squares (OLS) method fiogeqts the regressor vectoks

into the orthogonal subspa@é. This is called orthogonalization. The projected fornXof

intoW is
X=W-A,
1 a2 aiz --- O1m
1
(3.6)
0 . Om-1m
- 1 =

where the regression matrit/ € R™™, consists of orthogonal column vectdvs; ... W]
andA € R™™M s the upper triangular matrix. Due to the orthogonali}/,W = D where
D is a positive diagonal matrix.

The auxiliary model of (3.2) can be written as

Y=Y+

=Wg+=, (3.7)

whereg = A®. Consequently, The least squares problem to minimize tha jg — XO||
in (3.1) is converted into the same problem fif —W(d| in (3.7), for which the least
squares solution is

g=(W'W) ‘W'Y =D Wy, (3.8)

whereD~! has better numerical properties that X)~1 in (3.2) such that the accuracy of
the solution can be improved.
Any orthogonalization method such as Gaussian eliminatitiolesky decomposi-

tion, classical Gram-Schmidt (CGS), modified Gram-SchifMiES), Householder trans-
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formation, Givens method and singular value decomposii@available to solve this
problem. In this research, the MGS method is implementeddalite simplicity and easy
computer programmability. In addition, the MGS is more kand has less round-off
errors than the CGS.

The MGS process calculaté$ andA in (3.6) recursively [50]. The MGS procedure

at the kth iteration step is

W=
(k-1)
ot — <\M<’Xi > for X\ =X, k=1..m—1,i=k+1...m, (3.9)
(W, W)
X =X — oW,

where the superscrigt)¥ stands for the kth iteration step. At the last mth stéf, =
X,%m_l). From the calculateWd, the elements af are computed by
(Wi x40

Wi, W) 7 forY@ =Y, k=1...m. (3.10)
Y =YY g,

Ok =

After computingA and g, © can be readily calculated from= A® by backward
substitution as follows.
em = gm,

m (3.11)
O =0k — Z axj0; fork=m—-1m-2,... 1
k]

J

D. Structure Selection

If the structure of the nonlinear system is unknown, the nmpbrtant point in the system
identification is not to miss the significant regressor temsch should be included in

the resulting model [50]. The most apparent approach taseigsignificant regressor
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terms out of a set ah given regressors is to examine all the possible differerdets) the
number of which is ? — 1. This requires the demanding computation and is not plessib
in practical application except very simple systems.

As an efficient strategy for selecting the suboptimal sybdete approaches are
widely known: forward selection, backward selection arepsitise selection [56]. In this
research, the forward selection method is implemented badng with the orthogonal

least squares method. The procedure of this algorithm 7] i

1. Atthe first step, the basis vector, which best fit the datavigh certain criterion, is

selected fronW.

2. Iteratively, the basis vector is selected from the rechaiof\W by a certain criterion

and is combined to the previously selected set of basis r&cto

A measure of significance of a regressor, which will be usetheariterion for the
forward selection, is derived as follows. Suppose that R™™s is the orthogonal set
corresponding to the subsés Assuming that the residual errat, is not correlated to the
input and output, the mean square prediction error (MSPH)e$ubsei\; can be derived

as
1 m T m
MSPE=—|Y— 5 Wgi| |Y— ) Wgi],
=i =1

o (3.12)
YTY - 3 WTwg?
i=1

n
,where the ternd\l,TV\/.gi2 stands for the contribution of the regressor veYpinto the error.

If this value is comparably large, it means that the MSPE ®élreduced considerably by
adding the regress®Y into the model. As a result, the error reduction ratio (ERR)the

termW is defined as

WTWg?

ERR =
R YTy

(3.13)
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After comparing the ERR values of the remaining regressorovexi(kfl) fori =
k,...,matevery iteration step of the MGS procedure in (3.9), theehsudlucture at kth step
is incremented with the regressor that has the highest @lE&R [53]. The procedure is

stopped if ERR is less than a preset threshold [55].
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CHAPTER IV

CFD SIMULATION AND NARMAX MODELING ON A FLAT PLATE

A. Overview

CFD simulations are performed to examine the effects oftstitt jets on a boundary
layer established on a flat plate. Nektar, a Navier-Stokeatean solver using hp spectral
method [58, 59], is used for the simulation. The flow is asdliteebe 2-dimensional,
incompressible and laminar.

Boundary conditions are carefully examined to guarantealdvelopment of the ac-
curate boundary layer. In addition, the feasibility of aprximate synthetic jet model is
investigated by the simulation in a quiescent flow. The \etiboundary and jet conditions
will be applied to the flow separation simulations in Chajer

The boundary layer simulations are performed for threeethffit free stream veloc-
ities: U, = 15m/s, 17.5m/s, 20m/s. A NARMAX system identification method will be
applied to the simulation results to examine the flow modghwhere the effects of vary-
ing free stream velocity are accommodated into the vanaifonodel coefficients, with an

invariant model structure.

B. Nomenclature

A Amplitude of synthetic jets

d Slot width

f Synthetic jet frequency

X Streamwise direction tangential to a surface

y Cross-stream direction normal to a surface
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u Streamwise velocity

v Cross-stream velocity

vj Synthetic jet velocity

U Free stream velocity

0 Boundary layer thickness

v Kinematic viscosity

(-)o Characteristic variable for nondimensionalization

(-)* Dimensionless variable

C. Synthetic Jet Model

The fundamental role of a synthetic jet actuator is to peréuboundary layer flow by oscil-
latory motion. Therefore, the jet actuation can be appraxéd as a periodic suction/blow-
ing velocity condition. In this research, synthetic jes mrodeled as a wall-normal velocity
condition with a spatial configuratiofyx) as follows.

u(x,y=0,t)=0

, forO<x/d<1, (4.2)
v(x,y=0,t) = A- f(X) - sin(2tft)

wherex denotes the streamwise direction tangential to a surfaites cross-stream direc-
tion normal to a surface andandyv are the velocities for andy directions respectively.

d is a jet slot width. The temporal configuration @rmft), which represents the periodic
excitation of synthetic jets, guarantees a essential cterstic of the jets, i.e. the zero net

mass flux, in the time-average sense.



L f(x)=1, "top hat

f(x)=sin(2rx/d)

f(x)=sin®(2rx/d)

vj(x,yzo,t):A~sin(lx)-sin(2nft), for O<x<d.

0.2 0.4 0.6 0.8 1
x/d

Fig. 21. Three different spatial configurations of the jedisileg the slot.

resultant wall-normal velocity component for synthetitsjis

d
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The previous experimental and numerical works [6, 12—18%@nt three possible an-
alytical configurations forf (x) as shown in Fig. 21. Among them, the “top hat” config-
uration matches most closely the experimental resultslewits shape varies depending
on the characteristics of slot, cavity and inner moving atef[14, 15, 60]. Although the
profiles of three configurations are apparently differethpfahem give similar flow solu-
tions qualitatively [13, 60]. sifRrtft) is employed for this research, since it is the simplest

configuration among them and behaves numerically betterttia“top hat” profile. The

(4.2)
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Table I. Physical properties for the numerical simulation.

kinematic viscosityif?/s) 1.51x10°°

slot width (mm) 1.22

distance from a leading edge to a jet exit slot (mm) 62

boundary layer thickness

at a slot positiond, (mm, forU, = 20m/s) 1.1323

D. CFD Simulation

1. Nondimensionalization

As shown in Table I, physical properties for the simulatiefer to the parameters of the
previous wind tunnel experiments in Chapter Il. The jet atage is assumed to be 4 m/s
and the jet exit slot is placed at the origin of the simulatoordinates and the boundary
layer thickness at the slot is calculated via the Blasiusidauy layer equation [61].

The parameters are nondimensionalized by a boundary laj@mess at the slot,
d (= 1.1312mm), and a free stream velocity., (= 20m/s). Therefore, the convective
time scalete(= &/U«), becomes B615x 10-° seconds. The dimensionless variables are

defined as follows.

e velocity: U = U/Uw, VF = V/Ue

coordinatesx* = x/d, Y =Y/

time:t* =t /tc

pressurep” = p/on%, wherep is a density.

frequency:f* = f -t¢
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U, A y(cross-stream wise), v

Boundary layer thickness

//‘ .
v Jets X(streamwise), u
>

Blasius velocity profile

Fig. 22. Schematic diagram of CFD simulation conditions.
e Reynolds number: Re Uy /v

In what follows, the asterisk representing a dimension@sigble is omitted for conve-

nience. The dimensional values are highlighted in pareethd necessary.

2. Boundary Conditions and Grid Distribution

The schematic diagram for the CFD simulations on a flat pashown in Fig. 22. Since
the essential effects of synthetic jets stem from the ictera of the jets with the boundary
layer, the boundary conditions for the simulation domaiowst be properly implemented
to ensure the accurate establishment of a laminar boundgey bn the flat plate in the
absence of jet actuation.

In what follows, the effects of boundary conditions are d&sed with an emphasis on
the inlet velocity condition that contributes mostly to r@perties of the boundary layer.
As shown in Fig. 23, suppose that the dom@&inwhich corresponds to a rectan@i&CD,
is the main domain where the synthetic jet will be ejected andmainS;, which corre-
sponds to a rectanglEeFGH, is the upstream domain overlapped with the main dor8ain

Considering the domaifp, the streamwise velocity and cross-stream velocity

within the boundary layer thicknegs at the inlet boundarpA is readily computed from
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Fig. 23. Two overlapped domains to compute igrofile of inlet velocities aDA.

the Blasius equation [61]

() + () =0, for n=y/2% 43)

where the boundary conditions are

n=0:f=0, f' =0,

(4.4)
n—o:f'=1
Using (4.3) and (4.4), the velocity components are obtaased
u/Us = f'(n),
v / (4.5)
Ve =5, (1T = 1)
where ifn — oo, then
U/Ue — 1,

. (4.6)
wumﬁoemw/ﬁg.

In contrast, ag — o, u — U, andv — 0 in real world. Therefore, the Blasius solution does
not provide thev profile outside the boundary layer. The procedure to obtemtofile of

vfory > d is proposed as follows:

1. The simulation for the domalis, is performed, considering only thecomponent at
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the inlet sectioHE such as

uly) foro<y<ad,

1 fory<y<L. (4.7)
V/Uo, =0 forO<y<L,
whereu(y) andv(y) are polynomial equations obtained by least-squares fiftir).
2. From the simulation results of the dom& thev data fory > &, at the sectioiDA

is obtained and the polynomial function for those velocigyadis calculated by the

least squares method.

3. Finally, the velocity conditions at the inlet sectiDA for the domairts, are given as

p

u(y) for0<y< d,
1 ford, <y<L,
) (4.8)
vi(y) for0<y<éo,
vo(y) fordp<y<lL,
\

whereu(y) andvy (y) are polynomials obtained by least-squares fitting (4.5Matg

is a polynomial obtained at the sectiD# of the domairt;.

The proposed method is demonstrated in the exemplary davh&ig. 24. The simu-
lations are performed for three different boundary setapgable Il. The velocity profiles
in the case 3 are obtained according to the aforementiorexgure. The outlet bound-

ary condition forBC is fixed as an “out flow” condition that stands for the zero Neanm
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15

10

Fig. 24. Exemplary domain to examine the proposed apprdiomaf inlet velocity condi-
tion.

Table Il. Three different boundary setups for the domaimshim Fig. 24.

inlet (DA) top (AB)
casel u=Blasius, v=0 u=1, v=0
case? u=Blasius, v=0 out flow

case3 | u=Blasius, v=approximated out flow
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boundary condition. Tha profile for the cases 1, 2 and 3 is

2 (3)"+as(§)"+as(§)* +an(§) foro<y<s,
u(y) = (4.9)
uly) =1 fory> 9,

The approximate profile for the case 3 is

bs (£)° +bs (L) * 103 (13 +by (L)% +by (¥) foro<y<s,
v(y) = 5(5) 4(5) 3(5) 2(5) 1(5) (4.10)

03(%)3+02(%)2+c1(%)+co fory> o,

whered = 0.95324. The coefficients of each polynomial are obtained bydhst squares

as
- bs = 3.3072589 -
ag = —0.7811268 c3=3.173531k-5
by = —5.4936840
a5 = 3.1483253 cp = —2.767014B—5
: bs = —0.6395915 , (4.11)
ays = —3.1798729 c1 = —0.0197532
b, = 3.8066682
a; = 1.8116373 co = 1.0230694
- by = 0.0192855 -

The simulation results for each case are compared with thsil solutions. Figure
25 presents the andv velocity distributions normal to the surface. Theprofiles for
each case are almost identical to the Blasius solution,eathiév profile of the case 3
shows the smallest error compared with those of the casesl 2.afrigure 26 presents
the effects of each boundary setup on the wall pressure aat skress distributions. It
also confirms the case 3 is the best approximation to the Blasilution. Therefore, the
proposed method, which corresponds to the case 3, imprdfeesiveely the accuracy of
boundary layer simulation.

For synthetic jet simulation, the grid distribution and hdary conditions of the flat

plate forU., = 20m/s(Re= 1608 is shown in Fig. 27. Regarding the inlet condition, the
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Fig. 25.u andv profiles at different x coordinates.
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ferent cases of boundary conditions.
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Fig. 27. Grid distribution and boundary conditions for R4.608.
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Fig. 28. Contour plot fou velocity in the absence of jet actuation.
u profile is the same with (4.9), whede= 0.90408. Thev profile is given as

be (%)°+bs (%)°+ba (%) +b3 (%)°+b2 (¥)+by (%) foro<y<s,

o<

v(y) =
a@)*+e )+ ()’ +a(¥) +o fory >,
(4.12)

where the coefficients are

be = —2.9515234
¢4 = —8.375261@ 7
bs = 12.611868
c3 = 5.5604674—5
by = —17.355315

, | co=-5.3324692—4 . (4.13)
bs = 6.9570714
¢ = —2.258504% 2
b, = 1.6703334

| Co=1.0266406

b; =0.0690778

The number of total elements is 252 and the grids are clusteith respect to the
jet slot at 0< x < 1.06,y = 0. The distance from the jet slot to the outlet boundary is
50, enough to prevent the convected vortices from reflectripe outlet boundary. The
polynomial order of the spectral method is 14 and the time fetethe simulation is 0.002.

Figure 28 presentsuavelocity contour plot in the absence of jet actuation, impdat-
ing the aforementioned boundary conditions. This snapstsieady-state will serve as an

initial condition for the following simulations of synthetet actuation.
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Fig. 29. Coordinates (dots) where time-series data areicaght

The magnitude of synthetic jet actuation is 4 m/s. Timeesedata for velocity and
pressure are captured at the coordinates in Fig. 29. Thestowam data is collected farther
from the jets than the upstream data, since vortices crégtétk jet are fully developed at

4 to 5 times the slot width away from the slot.

3. Synthetic Jets in Quiescent Flow

Before investigating the interaction of synthetic jetshwitoss flow, synthetic jet actuation
is examined in a quiescent flow. It helps verifying the assiijaemodel and assessing the
formulation of synthetic jets.

Synthetic jets in a quiescent flow result from the interatdiof a series of vortices that
are created by periodically repeating suction and blowiinipav across the slot. During
the blowing period, the exiting flow separates at both ed@éseoslot and rolls into a pair
of vortices as shown in Fig. 30(a). During the suction pertbd flow in the vicinity of the
slot comes into the slot and the created pair of vortices rdémen the slot with their own
self-induced velocity as shown in Fig. 30(b) [6].

A series of the vortex pairs are symmetric with respect tatdreerline of the jets and
the flows in each vortex of the pair rotate to the counterchos& and clockwise directions

respectively. Typically, the moving mechanisms of syrithgt actuators, e.g. acoustic
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Fig. 30. Vorticity (left) and pressure (right) contour @dor the synthetic jet actuation with
f =0.0396 (700 Hz). The arrows denote the velocity vectors.
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waves or the motion of a diaphragm or a piston, induce thespresdrop which alternates
periodically across the exit slot. Such pressure variatiarthe vicinity of the slot can be
observed in Fig. 30.

Although the simulations in this research do not take intcoaat the high-fidelity
modeling for the synthetic jet actuation consisting of ogfi cavity and inner moving
boundary, the results validate that the assumed velocitgition in (4.2) contains the

essential characteristics of synthetic jets.

4. Interaction of Synthetic Jets with a Boundary Layer

With the Reynolds number Re 1608 U = 20 m/s), the effects of synthetic jet frequency
are presented in Fig 31. The jet frequencies are giveh$9.0057 (100 Hz), 0.0226 (400
Hz).

Figures 31(b) and 31(c) present the interaction of the ®tittets with the bound-
ary layer by means of vorticity contours, compared with Bfj(a) in the absence of jet
actuation, A pair of vortices are created during the blowpegod, while those are asym-
metric unlike the case for the quiescent flow. The approachoundary layer flow, which
has the clockwise vorticity, weakens the counterclockwimgex and the separation bub-
ble in the lee of the clockwise vortex is created. This bupbbtmfirmed in the previous
experiments [62,63], is presumably due to the blockageedfethe jet. Consequently, the
streamlines of the crossing boundary layer flow are displadewever, those vortices can
not escape out of the boundary layer, since the jet magnitudemparably less than the
free stream velocity. During the following suction peridkis vorticity moves away from
the jet exit and travel downstream close to the wall, whilém@aning its structure. This is
a unigue characteristic that cannot be observed in conigaaction or blowing and pro-
motes the effective transference of high momentum of fnezast into the boundary layer.

As the jet frequency increases, the size of the separatiobléuecreases and the distances
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(a) In the absence of jet actuation.
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(b) For the synthetic jet frequendy= 0.0057 (100 Hz).
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(c) For the synthetic jet frequendy= 0.0226 (400 Hz).

Fig. 31. Vorticity contour plots at the moment of peak blogvamd suction of the synthetic
jet actuation.
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between each bubble become closer.

Examination of time-series data also confirms the mechanissynthetic jet actua-
tion. Figure 32 presents the time-series data at the upstaed downstream cross-section
points described at Fig. 29. The coordinates of the meagpoimts are (-1.0, 0.1) on the
upstream section and (6.0, 0.1) on the downstream sectiodefily, the plots for the up-
stream and downstream data show the considerable difler@he upstream velocities and
pressure responses show the smooth curves similar to sgimusoids, while the down-
stream data contain strong nonlinear characteristicsiwdacy with depending on the jet
frequency. This distinction is due to the fact that the \e&sicreated by the actuation con-
vect following the direction of the free stream so that thiodleience only the downstream
flow. For the downstream data at x=6.0, the negative rang#seaf velocity indicate the
reversed flow, during which thevelocity for f = 0.0226 shows abrupt transition, while
thev velocity for f = 0.0057 displays slight fluctuation. The sharp peaks corre$pmthe
moment at which the separation bubble crosses the meagamiimg Therefore, a nonlinear
system identification method is necessary to construct ardisimodel for the downstream
flow response.

The mean velocity profiles at downstream are compared wélb#seline profile of
the laminar boundary layer flow in Fig. 33. The mean velocisgribution does not show
any reverse flow. Interestingly, the velocities foxOy < 0.25 atx =2.5, 5 exceed the
baseline profile slightly. These overshoots can be detesitedarly if steady jets blow
tangentially along the wall [61]. Comparing the velocityfiles of f = 0.0057 (100 Hz)
and f = 0.0226 (400 Hz), the velocity profile of = 0.0057 (100 Hz) approaches to the
profile of f = 0.0226 (400 Hz) as the distance from the slot increases andrtfigepof
f =0.0226 (400 Hz) vary little for the entire downstream distands the jet frequency

increases, the velocity profile converges to a certain shathén a shorter distance.
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Fig. 32. Time-series data af(top), v (middle) andp (bottom) at upstream (x=-1.0, y=0.1)
and downstream (x=6.0, y=0.1) cross section points. Théimed stand for the jet
velocity with respect to the right axis.
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E. Modeling of Synthetic Jets

An input signal for system identification should have suffitifrequency contents to cover
the important frequency bandwidth of the system. Consetyenchirp signal is chosen
as an input for the identification, since it shows good cdritrtahe excited frequency
band [64] and its sinusoidal characteristic matches thereaif synthetic jet actuation.

The proposed chirp signal is
t2

where the instantaneous frequency increases linearly fidm f, over a time period M.
The NARMAX identification in (3.1)) is performed on the dovwwream pressure re-
sponse at (6.0, 0.1), with a chirp signal given as a syntlettieelocity. The chirp signal
sweeps the frequency band from 0.0028 (50Hz) to 0.0283 (3p&nd the pressure re-
sponse is acquired as shown in Fig. 34. As for the order of thdetn a second-order
dynamic system structure with second-order nonlineariiehosen for the present study.
Number of possible regressor terms are 15 including a contgem. The resultant NAR-

MAX model is
p(k) =1.48137&(k—1) — 0.54188D(k — 2) + 0.07506/(k — 1) — 0.088163(k — 2)

+1.462855(k— 2)% — 2.77682p(k— 1)u(k— 1) + 3.15965P(k — 1)v(k — 2),
(4.15)

wherepis the pressure output ardhe input jet velocity. By applying the forward selection
method in Chapter lll, only 7 regressor terms are selected.

To validate the identified model given by (4.15), the CFD datian and estimated
results are compared for two different actuation frequesiti Figs. 35 and 36.

The time-domain responses show that the NARMAX model matthe CFD results

successfully in steady-state. From the frequency spectnatysis, the model matches
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Fig. 34. NARMAX System identification.
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Fig. 35. Comparison of the CFD results (dashed) and the NARNM®del response (solid)
for f =0.0057 (100Hz).
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Fig. 36. Comparison of the CFD results (dashed) and the NARNM®del response (solid)
for f =0.0226 (400Hz).

the two dominant harmonic-frequency components,(2x), but the errors at each peak
increase for higher harmonic components. Increasing themmen lags for input /output
or adding the time delay will be helpful to improve the aceyraf the model. This issue
will be discussed in Chapter V.

The same procedure is repeated for-R&206(U., = 15m/s), Re= 1407(17.5m/s).
The regressor terms are the same as those fer R@08 so as to examine how the varia-
tion of external flow conditions influences the model pararseeand estimation error with
the fixed model structure. Before the identification, thdescanversion is made on the
simulation results for Re- 1206 1407 to compare those with the data for-R4608 with
respect to the same nondimensionalization scheme. Thagéaimulae for the measured

pressure outpuy, and the jet velocity inpuy, are given as follows.

Pc = p<U00/Uoo,ref)2, Vc:V<Uoo/Uoo,ref) ) (4.16)
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Table Ill. Comparison of model coefficients for differengédrstream velocities.

Regressorg;) 6 (Re=1206 | 6 (Re= 1407 | 6(Re= 1608
p(k—1) 1.695299 1.584948 1.481378
p(k—2) -0.702646 -0.616763 -0.541882
v(k—1) 0.016703 0.044092 0.075060
v(k—2) -0.019884 -0.051217 -0.088163
p(k—2)? 2.376915 1.923612 1.462855

p(k—1)v(k—1) -3.373990 -3.210335 -2.776820
p(k—1)v(k—2) 3.666473 3.551438 3.159657
\ NMSE | 0.0803 | 0.0798 | 0.0706 |

where the subscript;)., means converted variables ddd e is a reference velocity. In
this studyUe ret = 20m/sandU., = 15m/s, 17.5m/s, respectively.

After conversion, the model parameters under differentri@lEls numbers are pre-
sented in Table Ill. The error between the identified subsetehand the numerical results

is quantified with a normalized mean square error (NMSE) as

NMSE= /Y 9K ~y(0)2/ 3 (K -k (@.17)

wherey’is a model outputy the estimation data angthe mean value of y. Each of the
model coefficients changes monotonically as the free stradatity increases, while the
NMSE varies slightly. The physical behavior of the fluidicsem is at least consistent
within the range of given free stream velocities such thehgmrameter may be described
as simple functions of free stream velocity.

The results show that if the external flow conditions suchras $tream velocity are
changed within a reasonably acceptable range, a modelridnetyc jets can be described
using NARMAX. The model has consistent regressor terms a&d af model parameters

that represent the variation of external conditions.
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CHAPTER V

CFD SIMULATION ON A ROUNDED BACKWARD FACING STEP

A. Overview

CFD simulation is performed at a rounded backward facing, sthose advantage is that it
bears crucial geometric characteristics susceptible o $kparation in spite of its simple
contour [61]. Therefore, the analysis performed for thisrgetry could be extended to
other geometries associated with flow separation.

For this geometry, factors affecting the extent of flow sapan are free stream ve-
locity, viscosity and dimensions of the step. The geometidfiguration will be fixed and
the synthetic jet frequency is varied, taking into accohetdptimal range 8 <F+ < 1.5
of the reduced jet frequency in (1.1). Furthermore, withwdations under different free
stream velocities, the effects of free stream velocity ow fi@paration and synthetic jet
actuation are examined.

The results are implemented to build a flow model of synthjetiactuation and design

a feedback controller for flow separation in Chapter VI.

B. Boundary Conditions and Grid Distribution

Figure 37 presents the entire simulation domain includinguaded backward facing step.
Based upon the nondimensionalization scheme in p. 51, therdiion of the step is given
by 30x 1.5, where the slope angle is#®° and a radius of curvature at the rounded edges

is 139.015. The boundary conditions are set as shown in TeblEhe synthetic jet model

Table IV. Boundary conditions.

boundary AB BC CD DA
condition || zero Neumann zero Neumann wall (no slip) | Blasius velocity in (4.12
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Fig. 37. Schematic diagram for CFD simulation (x and y axessaaled differently).

in (4.2) is employed with a constant amplitude 2 m/s, whichdadimensionalized to.0

for U, = 20m/s. The locatiorEF for the jet actuation will be discussed in Section D.
The domain consists of 340 elements and the grids are oeghtazluster with respect

to the step. The grid distribution is presented in Fig. 38.e Polynomial order of the

spectral element is 12 and the time step for the simulatiOGrO@5.

C. Flow Separation in the Absence of Synthetic Jets

First, the flow is investigated in the absence of jet actumadmshown in Fig. 39. The reverse
pressure gradient develops along the step and decreasesflasttis farther from the wall.
The vorticity contours indicate that most of flow variatiotcar inside the boundary layer.
As shown in Fig. 40, the separation bubble is formed alongltvenstream part of the step
such that the streamlines are displaced away from the surf@enerally, the onset of flow

separation can be detected by the point where the wall streass, becomes

ou
Tw—ua—yyzo—O.
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Fig. 39. Vorticity(top) and pressure(bottom) contour pliot the absence of jet actuation.
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Fig. 40. Vorticity contour plot in the vicinity of the step.
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Fig. 41. Pressure (top) and shear stress (bottom) distiitmialong the wall in the absence
of jet actuation.

According to this condition, the wall shear stress distitiuin Fig. 41 indicates that the
flow is separated at= 14 and reattached &t= 30.8, which is in good agreement with the
location of the separation bubble in Fig. 40. Consequethté/reverse pressure gradient is

reduced after = 14 as shown in the pressure distribution of Fig. 41.

D. Synthetic Jet Actuation

Regarding the placement of the synthetic jet actuationntbst effective location of a jet
slot is empirically known to be slightly upstream from th@amation point in the absence
of jet actuation [35]. Therefore, the synthetic jet is assdrno oscillate aEF = {E =
(10.8851.073), F = (11.941,0.990)} in Fig. 37.

As the distancé. from the jet slot to the flow-reattached point is.4&, in Fig. 41,
the relationship between physical and dimensionless &egjes is computed as shown in
Table V. Physical frequency corresponding t6 & F™ < 1.5 ranges from 460 to 1360 Hz

in U = 20m/s. This range is covered in the simulation by varying the jegtrency from
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Table V. Examples of conversion between different freqyeswales fol., = 20m/s.

frequency(Hz)[ 100 | 200 | 400 | 800 | 1200 | 1600
ffor CFD | 0.0057| 0.0113| 0.0226| 0.0453] 0.0679| 0.0906
Fr 0.1098| 0.2197| 0.4393| 0.8787| 1.3180] 1.7573

0.1

0.05

-0.05

-0.1

Fig. 42. One period of jet actuation.

100 Hz to 1600 Hz.

One period of jet actuation shown in Fig. 42 can be relatet fitr cyclic stages of
a synthetic jet actuator [15]: maximum volume of cavity (A)aximum propulsion (B),
minimum volume of cavity (C) and maximum ingestion (D). Higsl 43-47 present the
vorticity contour plots at each operating stage of the dotufor the different synthetic
jet frequencies" = 0.1098~ 1.7573. At the low jet frequencies; ™ =0.1098 and
0.2197, the smaller vortices are formed right behind theary vortex and those are con-
vected downstream as a group as shown in Figs. 43 and 44. Ttetycstrength in the
main vortex decreases gradually as it moves downstreanaoninast, as the jet frequency
approachefs* ~ 1, the minor vortices die out immediately and the vorticexped down-
stream individually as shown in Figs. 45,46 and 47. In addijtthe vorticity magnitudes
of the main vortices are maintained more constantly thasdluod the main vortices of the
lower jet frequencies. These counterclockwise vorticesmmte the mixing of the high

momentum outside the edge of the boundary layer with the lomentum near the wall.



Fig. 43. Vorticity contour plots for the jet frequengy" = 0.1098 (100 Hz).
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Fig. 44. Vorticity contour plots for the jet frequengy" = 0.2197 (200 Hz).
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Fig. 45. Vorticity contour plots for the jet frequengy" = 0.4393 (400 Hz).
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Fig. 46. Vorticity contour plots for the jet frequengy" = 0.8787 (800 Hz).
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Fig. 47. Vorticity contour plots for the jet frequengy” = 1.7573 (1600 Hz).
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As these vorticity plots are captured at the certain momehtmsteady flow, it is
difficult to directly assess the effects of synthetic jetflow separation. Alternatively, the
mean flow properties are proposed to analyze the extent ofséparation. Compared to
the flow in the absence of jet actuation in Fig.g 40, the meaticity contours in Fig. 48
show that synthetic jets eliminate the separation bubldeessfully in terms of the mean
value, even though the vorticity distribution near the slap slightly altered depending
on the jet frequency. As a result, the streamlines, whichdéatant from the wall in the
absence of the jets, approach closer to the surface as shadvig i49.

The effects of the jet frequency can be more clearly verifiethfthe mean wall pres-
sure and shear stress distributions in Fig 50. Note that igmontinuity in the plots
indicates the jet exit slot. As the jet frequency increaadsig. 50(a), the reverse pressure
gradient is recovered more extensively and the separadigion indicated by the nega-
tive shear stress is removed. However, as the jet frequert@eds one in Fig. 51(b), the
pressure gradient decreases again and thus the maximunstieam pressure also drops
gradually. The wall shear stress is positive over the estope regardless of the pressure
variation so that the flow is not separated. Form these seghk optimal jet frequency in
terms of the maximum pressure recovery is inferred to beratBd = 0.7 ~ 0.9 under the
given CFD conditions.

Integrating the pressure distribution on the step prodtieesesultant force$i to the
horizontal direction anék to the vertical direction acting on the step. In particukarcan
be interpreted as a pressure drag applied on the step. Asishdig. 51, the jet actuation
with F* = 0.8787 reduces the pressure drag by 26.7% and the verticalFplry 58.5%.
As geometric features of a backward facing step is diffeferh those of an airfoil, the
synthetic jet actuation reduces the vertical fofg@cting on the step while it increases the
lift force, i.e. the vertical force acting on the airfoil.

These results verify that there exists the narrow-frequdaand receptivity of the sep-



82

0.5 ] 5 10 15 20 75 5

(a) F* = 0.1098.

0.5 ] 5 10 15 20 75 5

(b) F+ = 0.2197.

0.5 1 5 10 T5 720 75 5

(c) F* = 0.4393.

15 70 75

(d) F+ =0.8787.

0.5 ] 5 10 15 i — 0 a0 25
(e) F+=1.7573.

Fig. 48. Mean vorticity contour plots for different jet fregncies (the lines denote stream-
lines).
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Fig. 50. Mean pressure (top) and shear stress (bottomipdistm along the wall for various
jet frequencies.
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arating shear layer that match approximately the ratio efftee stream velocity to the
streamwise length of the separating region [6]. The syitthet actuation with this fre-

guency band can improve the mixing effects significantly bradl to achieve the maxi-
mum pressure recovery. Employing this unstable charatiesiof separating shear layer

facilitates the effective flow separation control by symithget actuation at ® < F+ < 1.5.

E. Effects of Free Stream Velocity

The free stream velocity is a key factor to affect the perfamoe of synthetic jet actuation,
since it determines the degree of flow separation on the donfdie velocity variation is
assumed to be-10% with respect ttJ., = 20m/s.

Figure 52 presents the baseline distributions of the wallgure and shear stress in the
absence of the actuation. As the Reynolds number increiasethe free stream becomes
faster, the separation region expands and the reverseupgegsdient deteriorates even
though the variation is not massive within the given rangees stream velocity. The flow
is reattached at (30.3, 0.0) for 18 m/s, (30.8, 0.0) for 20ant(31.3, 0.0) for 22 m/s.

Although the jet amplitude is assumed to be constant as 2th@set momentum
coefficient,Cy, in (1.3) varies due to the varying free stream velodiy.is 7.838x 1074
for 18 m/s, 6185x 10~* for 20 m/s and 883 x 10~* for 22m/s. Therefore, the strength
of the jets decreases relatively as the free stream becasies. f

Figure 53 shows the variation of the mean wall pressure attaicelownstream point
(19.12, 0.43) with respect to the jet frequency, combinimg éffect of the free stream
velocity. Regardless of free stream velocity, the maximuesgure recovery is achieved
consistently aF* ~ 0.8 that corresponds to 673 Hz for 18 m/s, 728 Hz for 20 m/s and
781 Hz for 22 m/s respectively. Therefore, concerning tlesgure recovery, the optimal

frequency of the jet actuation on a dimensional scale shoelidcreased proportionally to
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the free stream velocity. The differences between eachbpbt@den as the jet frequency
increases, whereas the overall characteristics are nogekadespite different free stream
velocities. This consistency is beneficial to a feedbackrobsynthesis, since it implies
that regarding a flow model, the effects of free stream velo@rying within a certain

range can be incorporated into model coefficients, with tbdehstructure retained.
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CHAPTER VI

FEEDBACK CONTROL OF FLOW SEPARATION

A. Overview

Given the rounded backward facing step as shown in Fig. Sea@black control system for
flow separation is developed. The control objective is tontaén the maximum mean wall
pressure at B by synthetic jets despite the variation of §teeam velocity. The controller
commands the synthetic jet frequency to the actuator at Atedownstream pressure at B
is utilized as a feedback signal for the controller. Lowspisering the feedback pressure
separates the quasi-linear response (including DC conmppokthe pressure signal from
the higher harmonic frequency components. The mean wadkpre of the control objec-
tive is replaced with the filtered quasi-linear responseeihe quasi-linear component of
the periodic signal is identical to its mean value. The fhat the filtered pressure response
for the synthetic jet frequency shows quasi-linear charéstics facilitates control system
design using linear theory.

Regarding the effect of the varying free stream velocitytanftow, It is proposed that
the reference pressure command can be adjusted using gltaide for the maximum

average pressure corresponding to the free stream velocity

B. Nomenclature

e Error,r —p.

p Wall pressure at downstream point B.

po =0.003949, Baseline wall pressure at downstream pointB-at20m/s.

pip Low-pass filtered response pf
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Fig. 54. Schematic diagram for the flow separation control.

p Mean wall pressure at downstream point B.
r Reference command for the pressure.
u Controller output.

v Actuator output (synthetic jet velocity).
A Amplitude of the synthetic jets.

G¢(z) Feedback controller.

Gip(2) Low-pass filter.

Gp(z) Linearized plant model.

Kp Proportional gain.

K, Integral gain.

U Free stream velocity.

T Sampling time.

89
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Fig. 55. Variation of the mean wall pressure to the jet fremyeat (19.12, 0.43) on a di-
mensional scale.

fu Frequency of the controller output

f; Frequency of actuator outpu(synthetic jet frequency).
F* Reduced synthetic jet frequency.

wy Angular frequency of control output, = 27tfy,.

Q Angular frequency of the synthetic jets,2rtf;.

Note that the analysis in this chapter is performed based tippdimensionless scale
defined in Chapter IV. The conversion table for the diffefeatjuency scales such &g

fu andF* were shown previously in Table V.

C. Control Objectives and Proposed Approaches

Figure 55, the conversion of Fig. 53 into the dimensionahldes, presents the relationship
between the jet frequency and the mean pressure for diffémesm stream velocities. It

confirms that the free stream velocity is a key parametectafig the synthetic jet actuation
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in case the surface contour is fixed. Therefore, the fluidstesy with synthetic jets can be

described as
p(t) = f(u(t),U), (6.1)

where p is the wall pressure, u the synthetic jet frequendylathe free stream velocity.
The feedback controller aims to achieve the maximum measspre while accommodat-
ing the effects of the varying free stream velocity. Thereféthe mean value of p in (6.1),
p, becomes the interesting control variable for this regeafo facilitate an initial design
of control system, the flow and actuator dynamics are assuonieel much faster than the
variation ofU such thatU will not be involved in the dynamics of the flow model but
incorporated as the parameter uncertainty of the model.

The controller design considering free stream effectaunhes two steps:

e Thefirst step is to design the feedback controller for theinahplant alU = 20 m/s.
The nominal system is analyzed to decide the performanaifsagion and stability

so that a suitable control may be implemented for the plant.

¢ In the second step, the uncertain set of the plant in (6.1¢fised from the discrete
values of the free stream velocity in a given range and a lpdkble relating the
maximum pressure and discrete free stream velocity is im@teed for the refer-
ence pressure. Using the lookup table and the uncertaihtyf iee flow model, the

controller is designed to overcome the variation of the fteeam.

Figure 56 presents the proposed feedback control loop far $leparation. Using
the lookup table, the reference pressure command is alte@ehding on the free stream
velocity. The controller attempts to minimize the diffecenbetween the reference and
feedback mean pressure. In this research, only the nomlanat @tU = 20 m/s is consid-

ered for the controller design. The controller design usireglookup table scheme is left
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Fig. 56. Overall feedback control loop.
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Fig. 57. Feedback control loop for the nominal plant in désettime domain.

as a future work. The time scale issues regarding the vafygggstream velocity are also
discussed in Section K.
The closed control loop disregarding the effects of the $teeam velocity is given in

Fig. 57. The entire system is converted into the discrete lomain with a sampling time
T. The actuator is assumed to respond instantly with respebetcontroller output such
that it is modeled as a simple block of the integrator andsidd The nonlinear model
using NARMAX system identification is implemented to reléibe pressure output with
the oscillating synthetic jet velocity. Compared with Fif, low-pass filtering replaces

averaging, since its transient response is faster thaagwey, keeping the equivalent role



93

of averaging. This issue will be discussed in Section G.

The operating mechanism of this control loop is as followsthWow-pass filtering,
the filtered pressure, which primarily contains the DC congg, is utilized as a feedback
signal. The DC component stands for a signal component atdhe frequency of the
output signal. According to the error between the aimed marm pressure recovery and
the filtered pressure, the controller generates the syajbefrequency as a control output,
which is transferred to the actuator. It exposes the unigsef the proposed control
system. Conventionally, the controller signal acts asaigtoforce or torque on the system,
whereas the controller in this loop provides the frequeridii®@jet velocity to the actuator.
This characteristic causes a strong nonlinear behavitieaystem. In what follows, it will
be shown that the low-pass filter can reduce the nonlineaoitgiderably in terms of the

input-output relationship such that it facilitates coflendesign based upon linear theory.

D. Location of Pressure Measurement

As the pressure acquired at somewhere downstream fromt thetygation will be employed
as a feedback signal to the controller, the optimal locatowrthe pressure acquisition is

crucial. Key criterions are hypothesized as:

e The measuring point should be as close to the exit slot asljpess minimize the

time delay of the pressure response to the jet excitation.

e The pressure sensitivity at the measuring point should fge leanough to represent

the effects of the jet frequency on the wall pressure digtidio.

As shown in Fig. 50, if the pressure is measured too close frenexit slot, the pressure
sensitivity for the jet frequency is too weak to capture tfieats of the jet frequency. On

the other hand, if it is measured far from the exit slot to emeathe pressure sensitivity,
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Fig. 58. Vorticity contours for one cycle of the synthetit\jéth F™ = 0.8787 (800Hz).

the increasing time delay between the jet actuation andgpresesponse at the measuring
point will have negative effects on the controller design.

Investigating the vicinity of the jet slot, where the intefian of a synthetic jet with
a cross flow originates, proposes the basic idea to decideéasuring point. As shown
in Fig. 58, the vorticity contours & ™ = 0.8787 are chosen for the investigation, since
the interesting frequency band is approximatefy0.8 for the maximum pressure recov-
ery. Note that the jet slot is locatedat= 10 ~ 11.9 along the slope. The jets reach the
maximum blowing at = T /4 and the maximum suction at= 3T /4. After one period
of the actuation is completed, the fully developed vorteaches ak = 18 ~ 20, beyond
which it convects downstream close to the wall, maintairtiregcoherent structure. Once

the vorticity is completely developed at the particularioeg the wall pressure responses
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X =asinéd
Fig. 59. Simple synthetic jet actuator model.

measured beyond that region will have the identical charistics.

Therefore, the surface o= 18 ~ 20 are the closest distance from the jet slot where
the characteristics of the fully grown vorticity can be eaaptl. This range would vary
depending on several factors such as jet frequency, jet mo@gnand free stream velocity.
The uncertainty caused by these factors can be compensated bystem modeling and
controller design. From this observation, the measuringtps located at approximately
(%, ¥)=(19.12, 0.43) on the surface. Figure 55 verifies thatpressure variation at this
point shows the sufficient sensitivity representing thea# of synthetic jets on the entire

domain.

E. Actuator Model

In this section, the assumptions made for the actuator modél2) are examined from a
control perspective.

Suppose that the actuator is driven by a rotating machinke asa@ motor. First, if
the motor dynamics immediately responds an electricaltisfgial from a controller, the
transfer function coupling the controller and the actuéeromes a constant gain, which
is assumed one in this model. Secondly, as shown in Fig. 8didplacement of the
moving surface is assumed as a simple sinusoidal functidheofngular displacemeft

of the motor as follows.
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X =asin(0). (6.2)

The time derivative of (6.2) produces the velocity of the imgwoundary as
x=aQjcog0), (6.3)

where the instantaneous angular frequefigy= d6/dt. The velocity amplitude in (6.3)
increases proportionally @Q;.
Assuming that the jet velocity has the same sinusoidal cheniatic as the moving

boundary, the jet velocity at the center of the exit slot camkpressed as
v=Asin(0), (6.4)
where the jet amplitudey, is constant. It can be rewritten in terms of the jet freqyeas

v=Asin </Ot 27Tfj(T)dT>. (6.5)

This model has a limitation. If the actuation stop$ atts, the real actuator does not pro-
duce the jet any more, whereas the model in (6.5) will blowtleitonstant jeAsin(theta)
fort > ts. Therefore, this approximate model is valid only if the attw operates within a
certain range of the jet frequendyt) > 0, at all times.

The discrete form of (6.5) with a sampling tirfieis

0(k+1) = 0(k) 4 2nT - u(k),
(6.6)
v(k) = Asin@(k),
where the controller outputreplaces the notation df, since both of them are equivalent.

Figure 60 shows the Simulifkdiagram of (6.6).



97

u 27T ) > v
= -  sin
z-1

integrator gain

Fig. 60. Simulink® diagram for the actuator model.
1. Frequency Modulation by Actuator
In general, the jet frequenayt) can be expressed as
u(t) = fj(t) = fe+ fm(t), (6.7)

wheref. is the DC term andy(t) is the fluctuation term. In this research, the jet frequency
u(t) is ranged fromfyin to fmax. This assumption is discussed in more detail and imple-

mented as a saturation in Section J. Based on this frequanggju(t) can be rewritten

as
u(t) = fj(t) = fe+ A -xm(t),
fnax-t fmax— fmi (6.8)
wheref, = w, Af = w, Xm(t)| < 1.
Subsequently, the jet velocity in (6.5) becomes
t
v:Asin<2n/ [fo+Af -xm(r)]dr) . (6.9)
0

The frequency modulation effect is shown in this equationere f; stands for the carrier
frequency and\f is the frequency deviation representing the maximum shiéyafrom f
in one direction. It carries the signal informationdg(t).

Supposing thatm(t) = sin(2mtfyt) is chosen in (6.8), the resultant jet velocity can be
expressed as

: Af
v =Asin |2mtfct — — coq2mfyt) | . (6.10)
u

f
Figure 61 shows the frequency modulation of the actuatdhtocase oA =0.1, f. =0.0325
(573.5 Hz),Af =0.0098 (173.5 Hz) and, =0.0027 (48 Hz) for (6.10). Given the DC
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Fig. 61. Relationship between the jet frequency inpwt,and the jet velocity,v, for
fc =0.0325 (573.5 Hz)Af =0.0098 (173.5 Hz) andi, =0.0027 (48 Hz).

componentf., and input frequency componentfgtin the inputu(t), the frequency com-
ponents of the velocity are limited insidg+ Af, although some negligible components

are scattered outside the bounds.

F. Flow Model

1. Characteristics of Flow System

Figure 62 presents the pressure response at (19.12, 0.¢4B)espect to the jet velocity
input in Fig. 61. The flow system creates dominant frequermyponents at the car-
rier frequency band and higher harmonics, while it demadedslaonlinearly the frequency
components of the input frequency band correspondingtto= fc + Af sin(2mtfyt). As

the system response in the input frequency band is criticabnhtrol system design, the

system identification is performed in that frequency band.
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Fig. 62. Pressure response at (19.12, 0.43) for the jet igloput shown in Fig. 61.

2. Input Design for System Identification

In order to identify the system coupling the jet frequengyuitu(t) to the jet velocity output

v(t), a chirp signal can be implemented fgt) as follows:

fu(t) = qu%t,forogth, (6.11)
t
ut) = fc—i—Af-sin(/ fu(r)dr),
0
- fc-l—Af-sin(Zn[fult-l—%tzD, (6.12)

where the instantaneous frequerfgit) of u(t) increases frony; to fy, over a time period

M. Subsequently, the jet velocity in (6.9) can be reformulate

t _
v:Asin<2n/ {fc+Af -sin(fulr+%rz)} dr) , forO<t,M. (6.13)
0

As shown in Fig. 55, the maximum pressure recovely at20m/sis achieved around
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Fig. 63. Jet frequency as an input data for the identificatiopper plot: Time domain,
Lower plot: Frequency spectrum.

a jet frequency 0.0396 (700 Hz). Accordingly,andAf in (6.13) are set by 0.0425 (750
Hz) and 0.0255 (450 Hz), respectively to include this fretpye Regarding the feedback
control loop, the stop frequency of the low-pass filter wél lbcated below the lower fre-
guency bound of the carrier frequency band, which is 0.0226 Hz) in Section J, to filter
out the carrier frequency band. Therefore, the bandwidttheffeedback controller will
be lower than the filter stop frequency and thus 0.0226 (400wdzild be sufficient as a
maximum value off, for the chirp signal.

Unfortunately, the formulation in (6.13) is not supportgdthe CFD code utilized in
this research at the moment. Alternativelly,s designed to increase discretely every half
a period fromfy; = 0.00096 (17.5 Hz) up td,, = 0.0212 (374 Hz) as shown in Fig. 63.
Given the jet frequency input, the actuator creates thegketcity shown in Fig. 64, which

is implemented in the CFD simulation for the system ideratfan.
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Fig. 64. Jet velocity used in the CFD simulation for the id&dtion. Upper plot: Time
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3. System ldentification

The NARMAX method is employed to identify the nonlinear flovodel excited by syn-
thetic jets.

Regarding the model structure, there exist several fattodetermine the structure:
sampling time, order of nonlinearity, maximum time lag fatput p, maximum time lag
for input v and input time delays. Unfortunately, there are no genellakrto determine
those factors. It is demanding to optimize the model by erargiall these factors simul-
taneously. Therefore, some of the factors are assumed todeatain values and the rest
of them are chosen by comparing the errors that each faaisesaThe assumptions made

regarding the model structures are:

e Only second-order nonlinearity for polynomials is conséde It is the minimum

nonlinearity and is sufficient to approximate numerous dyicasystems.

e The pressure response is assumed to have second-orderidyisanthat the maxi-

mum time lag forp is given byp(k — 2).

e The time delays should be included in the input terms. As thiadce from the exit
slotat (11.4, 1.03) to the measuring point at (19.12, 083)74, it will taket = 7.74
for the free stream to travel that distance. Note that theedsionless free stream
velocity is one. Therefore, the input delays can be assumée the integer value

near 774/T after the sampling tim& is chosen.

The sampling time is a crucial variable to convert a contirsugystem into a discrete
NARMAX model. To avoid the aliasing effect and improve the@aacy of the estimation,
it is desirable to choose a high sampling frequency. Howef/éie sampling frequency
is extremely high, the regression matrix in the identifeatprocedure may become ill-

conditioned and significant nonlinear terms can get negtej&5]. Considering the maxi-
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Fig. 65. Notation for the model coefficients.

Table VI. First-order regressors and corresponding coeffis.

v(k—nio;) C10; eRR P(k—noz;) Co1,i eRR
v(k—10) -4.82405 | 1.491e-005 p(k—1) 1.40303 | 8.740e-001
v(k—11) 18.23427 | 1.772e-003 p(k—2) -0.53417 | 1.145e-001
v(k—12) -26.48305 | 7.962e-005
v(k—13) | 17.73475 | 8.002e-005
v(k—14) | -4.70585 | 6.759e-004

mum input lag, it should be minimized because increasingrtheimum lag escalates the
complexity of the model. These two variables are chosen tomize the normalized mean
squares error in (4.17) between the CFD results and the NARNMWdel. Consequently,
T =1 (5.6615x 107° sec.) is chosen for the sampling time and five is chosen for the
maximum input lag.

Taking these factors into account, the flow model is identifiased on the jet velocity
shown in Fig. 64. The resulting model equation is

B(K) = (v(k— 10),v(k—11),v(k — 12),v(k — 13),v(k— 14), p(k— 1), p(k— 2))

Mo Mo

1 Mpo
= Zlclo,iv(k— Nioi)+ » CoriP(K—no1i)+ Zlczo,iv(k— N20i,) V(K—N2oj,)

Mp2 My

+ Z%Zi P (k—nozi;) P(K—nNozi,) + chLiV(k_ Ny1i;) P(K—N1aj,),
i= =
(6.14)
wherep'= p— po. As shown in Fig. 65, the notation for the model coefficienttofvs the
prior research [47]. The selected regressor terms andspaneling coefficients in (6.14)

are shown in Tables VI, VII and VIII.

The response of the identified model is compared to the CRDtsdsr the input data



Table VII. Second-order regressors and correspondindiciesits.

V(k—nz0;) C20, eRR P(k—noz;) Co2i eRR
v(k—10)2 -84.59979 | 5.174e-006 p(k—1)2 -8.27884 | 1.207e-003
v(k—10)v(k—11) | 361.72958 | 2.324e-005|| p(k—1)y(k—2) | 8.84671 | 6.285¢-004
v(k—10)v(k—12) | -318.45314| 3.606e-004 p(k—2)2 -0.91634 | 9.539e-004
v(k—10)v(k—13) | 194.98384 | 1.543e-005
v(k—10)v(k—14) | -32.71129 | 2.072e-006
v(k—11)2 -216.76921| 3.924e-006
v(k—11)v(k—14) | -69.28537 | 1.163e-006
v(k—12)? 259.91455 | 1.012e-005
v(k—13)? -309.28766| 1.216e-005
v(k—13)v(k—14) | 301.53712 | 2.061e-006
v(k—14)2 -87.00064 | 2.868e-006
Table VIII. Coupled regressors and corresponding coefftsie
V(k—ng1i; ) P(K—N11i,) C11 eRR V(k—n11i;) B(k—M1i,) C11i eRR
v(k—10)p(k— 1) 209.50637 | 7.296-005 v(k—13)p(k—1) -1100.05214| 2.765e-003
v(k—10)p(k— 2) -217.78114 | 3.870e-006 v(k—13)p(k—2) 1162.65523 | 1.987e-003
v(k—11)p(k—1) -902.25087 | 1.936e-005 v(k—14)p(k—1) 310.93595 | 1.785e-005
v(k—11)p(k—2) 934.75351 | 6.264€-006 v(k—14)p(k—2) -336.81430 | 6.351e-006
v(k—12)p(k—1) 1484.38763 | 4.712e-004
v(k—12)p(k—2) -1545.48451| 1.299e-005
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utilized in the identification procedure as shown in Fig. 86ri Fig. 66(a), the normalized
mean squares error in (4.17) is estimated at 10.19%. In Bidp)6the errors between the
model and the CFD simulation are presented in the frequeanyath. The error is nor-
malized with respect to the model, since this relative emrould be employed to estimate
the uncertainty of the model with respect to the originahpldNote that as the errors are
presented relatively at each frequency component, thesexaiggerated at some frequen-
cies although the signal magnitudes are very weak. For ebeartiye large error peaks in
f =0.006~ 0.010 can be negligible.

The model errors range from -20 dB to 10 dB in the input fregydrand and from -30
dB to -10 dB in the carrier frequency band. The identified nhodgtches the response of
the carrier frequency band more accurately than that ofyhatifrequency band. However,

the NARMAX model captures the overall characteristics efftiequency distribution qual-
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Fig. 66. Comparison of the CFD results and the NARMAX modelii@ velocity profile of
Fig. 64.
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Fig. 67. Relationship between the mean pressure and theegpidncy for the NARMAX
model and the CFD results.

itatively. Hence, despite the error of the NARMAX model, feasibility of the proposed

feedback control approach can be examined based upon thtdigtemodel.

4. Model Verification

First of all, Fig. 67 shows the relationship between the ngrassure and the jet frequency
in the NARMAX model, which is compared with the CFD resultsheTidentified model
matches the CFD model within 8% error in terms of the meanspires

To verify the model accuracy in the input frequency bandedint constant frequen-
cies are chosen faf, in (6.10). In Fig. 68, the case fdy, =0.0022 (38.8 Hz)f. =0.0395
(698 Hz) and\ f =0.0197 (348 Hz) in (6.10) is examined in the time and freqyeloenain,
respectively. The bottom plot in Fig. 68(a) presents thesuree signal passing through the
low-pass filter designed in Section G. The frequency compbatf, shows -5 dB mag-
nitude and 44 degree phase errors. Figure 69 presents tdéocdg =0.0027 (47.4 Hz),
fc =0.0324 (573 Hz) andf =0.0098 (173 Hz). The frequency componenfashows -5
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dB magnitude and 14 degree phase errors.
Based on these and other results, the NARMAX model shows PGB magnitude
and 0~50 degree phase errors compared with the CFD results. Thress are considered

for the stability margin in the feedback controller design.

5. Summary of NARMAX Model

The fluidic system including synthetic jet actuation shougtidictive behaviors: The ac-
tuator modulates the jet velocity by the input signal, ugimgDC magnitude of the input
as a carrier frequency. The nonlinear fluidic system passesdrrier frequency band and
demodulates the input signal into the low frequency rangeth& control system operates
in the low frequency range, the main goal of the system ifleation is to identify the
relationship between the input jet frequency and the dematelilinonlinear response.

The NARMAX model shows accurate performance in the carregjdency band (-30
dB ~ -10 dB error), whereas it is less accurate in the input fraqudand (-20 dB~ 10
dB error), i.e. less accurate demodulation. However, itwra@s the key characteristics of
the system qualitatively: DC component, demodulated $igomponents and high car-
rier frequency components. While the controller based elNARMAX model may not
work properly if the controller is applied directly to CFDnsillations or experiments, the
proposed control methodology can be validated by the itiedtmodel.

The magnitudes of the demodulated frequency componentd@uaB less than those
of the carrier frequency band. It is conjectured that the NAEX model is identified
to match the carrier frequency band more accurately, asialdominant signal strength.
Therefore, if the identification method is applied to thedloisystem including the actuator
in (6.9) and low-pass filter, the model accuracy could be owed with respect to the input

frequency band, as the input frequency band becomes dotriorahis system.
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Fig. 70. Pressure response with respect to a constantunp@ 0340 (600Hz).

G. Design of a Low-pass Filter

The difficulties of this control problem arise from the sioigal characteristics of the ac-
tuator as well as the nonlinear flow dynamics. To keep thedor&htal nature of synthetic
jets, i.e. zero-net-mass-flux, the actuator cannot producarbitrary profile of the jet ve-
locity. The velocity profile is restricted to a periodic canfration so that possible control
variables are jet magnitude and frequency. In this resetlrehet magnitude is assumed to
be constant and only the frequency can be varied as showrthn (6

Given a constant input, a linear system produces a consaéud in the steady state.
In contrast, this fluidic system behaves in a different wathwespect to the constant input
as shown in Fig. 70. Although the inpuis constant, the synthetic jet velociyoscillates
due to the integral operation inside of the actuator and teegoire outpup also fluctuates

periodically. These difficulties, however, can be allehtconsidering that the aimed
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Fig. 71. Moving average of the pressure response with régpethe constant input
u=0.0340 (600Hz).

property for the control is not the pressure respopseself but the mean pressugeas
shown in Fig. 56.

Before going further, the drawbacks of averaging are dsetisand a low-pass filter is
introduced as an alternative. Suppose that a moving-aedygg filter using N data points
in (6.15) is applied to extract the mean pressure while tisgesy runs.

5(k):%N2:p(k—i). (6.15)

is

This filter, however, is not suitable for this applicatiors #the moving average is basically
the method to smooth data with a small N, a great number ofislatzcessary to effectively
suppress the harmonic frequency components. For examples jet frequency isfj =
0.0340 (600Hz) in Fig. 70, the least number of N to get the averdgne cycle is 30 for
the sampling tim&@ = 1. Figure 71 presents the results of the moving averageeapiui
the pressure outpuyttof Fig. 70. It shows that the moving average needs 500 datdspkoi
obtain a mean value close to the mean pressure and it has &afition until the steady
state is reached.

In this research, a IIR low-pass filter is proposed in placawafraging, based upon
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Fig. 72. Specification for the fourth order Butterworth Ipass filter.

two facts: First, a DC component at zero frequency, extcabtethe low-pass filter, is
equivalent to the average of the signal, since the pressginalss periodic. Secondly,
low-pass filtering requires the smaller number of the dathsirows the faster transient
response than averaging as shown in Fig. 71.

The effect of low-pass filtering on the pressure responsepsdserve the DC compo-
nent and attenuate the higher frequency component at thetsae If the DC component
dominates the higher frequency components after filtetimg,chance to design the suc-
cessful linear controller would be improved, since thetreteship between the system in-
put, i.e. jet frequency input and DC componenpiresembles a linear system, even though
it is still the nonlinear system. In order to guarantee theit@ance of the DC component
in the filtered signal, the stop frequency of the filter is tddms than or equal to the lower
bound of the synthetic jet frequency. Considering the pdiscussions as to the control
objectives, the lower limit of the jet frequency is assumetheé f = 0.0226 (400Hz). As
a result, the specification of the designed low pass filteh@v® in Fig. 72. The pass

frequency is 0.0050 (88 Hz) and the signal is suppressed 3B-4t the stop frequency
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Fig. 73. Fluidic system blocks where the describing functoalysis is applied.

0.0225 (397 Hz). The resultant fourth order Butterworth-loass filter is

_ At &z @z i tagz draz?

Gip(2) = bo+ 01271 + 772+ bz 3+ baz 4’ (6.16)
where the filter coefficients satisfying the specificatiom ar
a0 | [ 01343 b | [ 10000 |
a 0.5374 by —3.8987
a | =| 0.8061 | x10°°, b, | =| 57012 |. (6.17)
a 0.5374 bs —3.7061
| as | [ 01343 | bs | | 0.9036 |

H. Describing Function Analysis

The effects of the low-pass filter on the fluidic system showfig. 73 are examined by
the frequency response analysis. A direct frequency aisdigsthe fluidic system is not
possible due to its nonlinearity. Alternatively, the désicilg function method is employed
to analyze the quasi-linear frequency response of the NARM#del with respect to the
sinusoidal input. In addition, by comparing the frequenesponse of the pressure before
and after low-pass filterin@,, the benefits of the filter to facilitate the feedback corérol

design are discussed.
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1. Describing Function

Similar to a linear frequency response method, a describimgfion method can be used to
approximately analyze the frequency response of a nomlgyséem while its main purpose
is to predict a limit cycle oscillation of the system [47,68he describing function, i.e. the
quasi-linear model, of the nonlinear system varies depgndn the type of input such
as a bias, a sinusoid, or a Gaussian random signal. In theanas the sinusoidal input
describing function (SIDF) is considered.
The fundamental assumption of the SIDF is that given thessiiial input, the higher

frequency component of the nonlinear output can be negletimpared with the funda-
mental frequency component. It is referred to as low-patesifig hypothesis [66]. Sup-

pose that the single sinusoidal input is

v(t) = Asin(Qt),

_ Zﬁ (eth—e*th).
J

(6.18)

If the nonlinear outpup(t) is periodic and its derivative is piecewise smooth on theoplés

interval 0<t < %" [48], p(t) can be expanded to a Fourier series

Q

0o . 2mr/Q )
— inQt _ 2 —jnQt
P = 3 He™™ Ho= 5 /0 p(t)e "%t (6.19)

Dividing the fundamental Fourier coefficient in (6.19) b timput amplitude leads to the

describing function [67]

Q 21mQ
Na(A, Q) = % / p(t) (SiNQt + j cosQt) dit. (6.20)
0

2. Harmonic Balance Method

The prior research has developed the method to compute $éaliiag function in a NAR-

MAX system [47]. The input sinusoid and the truncated Fausieries of the output in
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(6.19) are discretized and substituted into the NARMAX émumea Based upon the har-
monic balance method [68], the value of the describing foncat the frequency is
sought to satisfy the coefficients of each harmonic compridrs method is implemented
to extract and analyze the harmonic frequency componenktegiressure output.

Since the identified NARMAX model has the periodic steadytesbutput response
with respect to the single sinusoidal inmfk) = Asin(QT - k), the output can be expanded
by the Fourier series

p(k) =Aoc+ > asin(nQT -k+ ), (6.21)
n=1

whereApc is a DC component ana a Fourier series coefficient. In the complex domain,

the input and output can be rewritten as

v(k) = Zﬁj (eimk—e—imk) , (6.22)

e o o
P(K) =Aoc (A jQ)+ 5 o (Hn (A, inQ)el"@Tk— Hy (A~ jnQ)e MTH) . (6.23)
n=1

Consequently, the describing function is derived from2Zpahd (6.23) as

N(A, jQ) = @' (6.24)

If the DC and fundamental frequency terms are dominant @36 the truncated re-

sponse is considered as

~ . 1 ) : 1 ) i
p(K) =Apc (A jQ)+ 2—jH1<A, jQ)el9Tk— 2—jH1<A, —jQ)e 1eTk, (6.25)

By applying the sinusoidal input (6.22) and output (6.23® NARMAX equation,
the first order harmonic balance equations are derived as

CaX2+ (C1— 1) X +CsY2+2CsY +CyZ? — 2C6Z +Cp =0, (6.26)

1
(Cllx + CQ)Y — <C12X +Cio+ =

2) Z+C13X +C7 =0, (6.27)
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2
whereX = Apc (A, jQ), Y+ jZ =Hi1 (A jQ) and [X,Y,Z,VCs| € R, s€ [1,...,14]. The

1
(Clzx +Cio+ —) Y + (C11X +Cg) Z+C14X +Cg = 0, (6.28)

reader may refer to Appendix A for the detailed derivatioheVariables, Y andZ are
numerically solved with the giveA, Q and knowrC’s.

The more the higher harmonic terms are added to (6.25), ttterlibe accuracy of
Apc andH; improves. However, the computation becomes more interkieeto the in-
creasing complexity of the harmonic balance equationssidenng the second harmonic

component in (6.23), the second order harmonic balanceieqsdurn out to be

CaX?+ (Cp— 1) X +C4Y? 4+ 2CsY +CyZ? — 2CZ +Cp +C155 +C15T2 =0,  (6.29)

1
(C11X+Cq)Y — <C12x +Cio+ E) Z+C13X +C7+C18S—CyoT

+C16(YS+2ZT) —C17(YT—-S2 =0, (6.30)

1
<C12X +Cio+ §> Y + (C11X +Cg) Z+ C14X + Cg + C19S+ Cy8T

+C17(YS+ZT) +C16(YT—-S2) =0, (6.31)

1
—5T +C20S—CarT +Co2+ Caa (Y2 —2Z?) — 2Cp5Y Z+CpeXS

—Co7XT +CogY —CooZ =0, (632)

1
5S+CaoT +Ca1S+Caa+Cos (Y~ Z°) +2C2aY Z

+Co7X S+ CoeX T +CogY + CpZ = 0, (6.33)

whereX =Apc (A, jQ),Y+jZ=H1 (A, jQ),S+|T =H2 (A, j2Q) and[X,Y,Z,ST,VC{ €
R, se[1,...,28. The reader may refer to Appendix B for the detailed derbrati As

the same way with the first order equations, the unknown bkesX, Y, Z, SandT are
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numerically solved with the giveA, Q and knowrC’s.

Figure 74 compareBpc(A, jQ), Hi(A, jQ) andHy(A, jQ) computed from the first
and second-order harmonic balance equations of the NARMAHXeh The jet frequency
fi(=Q/2m) ranges from 0.0283 (500 Hz) to 0.0566 (1000Hz). Regardiagrthgnitude
of the DC component, the second-order harmonic balancdiega&apture the value more

accurately than the 1 st order equations do, compared wiimmwall pressure.

3. Effects of the Low-pass Filter

The frequency responses of the second-order harmonicdea¢guations allow estimating

the first and second harmonic frequency components of thdtstate output as follows.

~ 1 , i R

Po=5 {H1 (A, [Q)ei9TH—Hy (A~ jQ)e 197K} (6.34)
- 1 : 20Tk - —i2QTk
Pao = 57 {Ha (A, 120)87TH— Ha (A — j20)e 12T} (6.35)

Figure 75 presents how the designed low-pass fibgJ(z), affects each frequency com-
ponents. Evidently, the low-pass filter attenuates the @@ of po and pgoq while it
preserves the magnitude Afc. The signal level of the harmonic components is reduced
approximately from & 10~ 2 to 5x 10~ 5. Figure 76 presents the magnitudesigf which

is the approximation of the first harmonic component &gl Hy, which is the first har-
monic component after filtering, over the range of the jegdiencyf; = 0.0283~ 0.0566.
Before filtering, the fundamental componeHyi, is greater about 20 dB than the DC com-
ponent,Apc. The filtering drops the magnitude bh G, by more than -35 dB over the
entire frequency domain with respect to the DC componenusThe harmonic compo-
nents, which are dominant signals by comparison with the Bi@ponent before filtering,
become less significant than the DC value after filtering.

Conclusively, if the low-pass filter is properly designedjieh means that the filter
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attenuation over the stop frequency should be enough torespphe higher harmonic
components of the system response, the nonlinear signsihgasrough the filter is sep-
arated into the DC component and the attenuated harmowjadney components. In the
controller design, the former is implemented for the feettlgignal and the latter can be
treated as internal nonlinear disturbances.

In what follows, the term “quasi-linear response” will befarred rather than the term
“DC component”in order to describe the low-pass filteregpatip;, more correctly. If the
frequency inputivaries intime, i.e. the rate of changeudt not zero, the “DC component”
will not stay at the zero frequency any more. In that senseteim “quasi-linear response”
is used, taking into account thpt, shows the quasi-linear characteristics with respeat to

as evidenced in the following section.
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Fig. 77. Open loop system.
I.  Open Loop Responses

In this section, the frequency response of the open loopsyshown in Fig. 77 is analyzed.
Utilizing step and sinusoidal inputs for the jet frequenicyhe quasi-linear characteristics
of the system incorporating the low pass filter are discussed

First of all, the system response for the step inputs is detnated in Fig. 78. At
f =0.0266 (400 Hz), the filtered output shows the disturbance egnmternally from the
high frequency components. The disturbances disappearchsasing the jet frequency to
0.0425 (750 Hz), since the filter is more effective as theuesgy increases over the stop
frequency. Interestingly, with the jet frequency steppatb®.0623, the filtered pressure
falls down due to the nonlinear relationship between thérggfuency and the mean wall
pressure in Fig. 67. Evidently, the transient response efittered output resembles the
typical characteristics of a second-order linear system.

Figure 79 presents the example of the system response fsimthgoidal input. The
jet actuation frequency is assumed to oscillate from 0.q2026 Hz) to 0.0425 (750 Hz) by

the rate of changé, = 0.0011 (20Hz). The resultant input signal is

0.0425—0.0226 0.0425+0.0226
uk) =— 5 cos(2mr-0.0011Tk) + s :

. (6.36)

The oscillation of the jet frequency results in chirping lbé tet velocity. Responding to
the chirping jet velocity, the output pressure can be diiitko three distinctive frequency

bands: the DC component, the harmonic componentg ahd the dominant widespread
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frequency components beyorfd= 0.01. After low-pass filtering, the fundamental fre-
quency component corresponding fifpemerges as a primary component except the DC
component. Approximately, the higher frequency companamne -30 dB less than the
fundamental component so that those behave as if those matedisturbances.

Figure 80 shows the extreme casesfipe= 0.0003(5 Hz), which is close to zero, and
fu = 0.0045 (80 Hz), which is just below the filter pass frequency.e Téatures of the

frequency spectrums are consistent with the former case.

1. Low-pass Filter Hypothesis

In what follows, The effects of the low-pass filter on the systresponse are generalized.
Suppose that the oscillating jet frequency as an input israsd to be

Q AQ
u(k):ﬁ—i—ﬁ

sin(awy Tk), (6.37)
whereQ = 2mtfj, w, = 2mfy. Q stands for the constant synthetic jet frequency and
does for the rate of change of the synthetic jet frequed€y. denotes the magnitude of
oscillation and is less tha@ /2. Those are expressed in terms of the angular frequency.

With an emphasis on the coupled effectsfand w,, the steady-state open loop
response to this input can be described as

p(k) =DC(Q) + H1(Q,AQ, jou,)el ¥ Tk
(6.38)

+3 Hn(@.00 inw)e" T B(jQ, JAQ, ja),

n=
whereDC, H; andH,, denote the complex coefficients corresponding to each é&mau
component of the signal. These terms are illustrated in&i¢a). TheDC andH; terms
are the direct counterparts 6f and sirfcy, T K) in the input respectivelyHn(n > 2) terms
are generated as higher harmonicsugpidue to the nonlinearity. The last tefdrepresents

widespread frequency components caused by couplify A andw,.
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Fig. 80. Frequency spectrum of open loop responses for ffegeatit sinusoidal inputs.
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Fig. 82. Quasi-linear characteristics of the nonlinear igatem incorporating the low-pass
filter.

As shown in Fig. 81(a), the magnitudeshkdf are inherently small compared with the
fundamental frequency terrHl;. This characteristic is crucial for the linear approxiroati
of the system, since these harmonics are usually lower ttesfilter pass frequency so that
the filter can hardly affect those. In contrast, the t@8ymwhich is a main signal before
filtering, can be readily filtered out, since it is located e high frequency band of jet

actuation. Finally, the low-pass filtering reduces (6.88) t
p(k) &~ DC(Q) +H1(Q,AQ, ja,)e' ¥ K+ d(jQ, jAQ, ja), (6.39)

where all the higher harmonic components are collapsedtismall disturbance.
Figure 81(b) illustrates these effects. This low-passriiitgeffects can be justified by the
low-pass filter hypothesis [66], which claims that all thgtrer harmonics can be neglected
in the analysis, as compared with the fundamental compgpoeiyt if the low-pass filter
can attenuate the higher harmonic terms significantly.

As shown in Fig. 82, incorporating the low-pass filter inte fluid system facilitates
to disregard higher harmonics and analyze the system bgsmdthe one-to-one corre-
spondence of the input-output frequency componenBGiand wy,. Interestingly, this
relationship is similar to the basic characteristic of éineystem so that it can be consid-
ered as a quasi-linear approximation of the system andexitio design the linear feedback

controller. The characteristics BIC(Q) are already known from the relationship between
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Fig. 83. Closed loop containing the quasi-linear plant nhode

the jet frequency and the mean pressure in Fig. 67. In thewallg section, the analysis of

H1, which stands for the quasi-linear dynamics of the systeperformed.

J. Closed Loop Responses

Fig 83 presents the closed control loop for the fluidic sys®piz), including the actuator
model, NARMAX flow model and low-pass filteG(z) denotes the linear controller to be

designed.

1. Saturation

In this closed loop, the saturation is interposed betweermrdmtroller and the plant model

as follows.

;

fmin fOI’ u< fmin,

fmax foru> fmax

The roles of the saturation are:
e The single value of the pressure is achieved simultane@igiyo different jet fre-
quencies as shown in Fig. 84. The upper bound of the sator&igax(= 21mfmay),
is set at the jet frequency corresponding to the maximunsprespeakp;p max SO

as to ensure that the jet frequency operates only on thedefo$ the plot in Fig. 84.

e The lower bound of the saturatio®min(= 21fmin), should be equal to or greater
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Fig. 84. Typical characteristic curve in steady state betwtbe synthetic jet frequency and
the filter output.

than the filter stop frequency to guarantee the frequenogisgparation between

the jet actuation frequency and the rate of change of theggtiency.

Consequently, the range of the saturation is setfgy = 0.0266 (400Hz) andfpax =
0.0455 (750Hz).

2. Frequency Response Analysis

If the linearized model of a nonlinear system with respec tertain operating point is
available, the frequency response is obtained readily fterRourier transform although
the system is assumed to operate near the operating pointeudq, the fluidic system in
this research is not linearizable due to the integratioi@ef the actuator. Therefore, the
approximate frequency response as regatd€),AQ, jw,) is analyzed using the describ-
ing function method.

Assuming the small perturbatiodQ (< Q), at the constant jet frequengy; the sinu-
soidal input is applied to the system as follows.

Q 0Q
_l’_

u(k) = 5+ sin(@TK) = fo+ 5 sin(2ntfy Tk). (6.41)
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Thus the approximate frequency responbgsyith respect tay, can be defined as follows.

H1 (Q,0Q, jo)
oQ ’

Wy 2w, _ )
= ﬁ/o Pip (1) (sinayt + j coswyt) dt

N(Q,0Q, jwy) = 6.42)

As alluded to earlier, the describing function method canirbplemented for the ap-
proximate frequency response analysis, since the systgmomee with the low-pass filter
satisfies the low-pass filter hypothesis that is the fundaah@ssumption of the describ-
ing method. However, the analytical derivation such as @@nlonic balance equations
in (6.29(6.29) are hardly possible for computiity. Instead, the numerical compu-
tation using the definition of the describing function in2@®) is implemented. See the
MATLAB ® source code in Appendix D. Repeating this procedure foedfitQ, the set
of the approximate frequency responses can be obtainedefdhe G, in Fig. 83 can be
defined as

Gp = {N(Q,3Q, jaw)| 21fmin < Q < 27fmax, 0Q < Q} .

The controller design can be performed based upon this ifigatibn of the output
response. In effect, this approach performs an approxifimegarization of the plant dy-
namics about each input frequency. If the linearizatioralgly there will exist a domain of
attraction for stability and regulation for each of the desd controllers. If linearization
points are employed sufficiently, one can be confident trebtterall control system will
be stable and will regulate the pressure to the desired Yatuecovery.

Using the small disturbanc&f = 5.662x 10~4 (10 Hz), f, is varied discretely by
0.0255 (450 Hz), 0.0311 (550 Hz), 0.0340 (600 Hz), 0.036® (B8%), 0.0396 (700 Hz)
within the operating range df = 0.0266~ 0.0455 (400-750 Hz). The resultant set &f,

is shown in Fig. 85.
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Fig. 85. A set of frequency responses of the linearized plant

3. Design of PI Controller

Based upon the errors of the NARMAX model compared with th® €ésults, the phase
margin should be greater than 60 degree and the gain margithdsbe greater than 20 dB
in order to satisfy the robust stability of the feedback loop

A PI controllerG¢(2) is proposed for the system as shown in Fig. 86. The controller
is turned on at = 0.

The control results with the proportional gale) 3.2 and integral gainK) 0.08 are
presented in Fig. 87. The respongg converges successfully to the reference pressure
pret = 0.0084. Initially, the jet frequency is saturated at the lolweund and it takes about
t =200 on a dimensionless time scale for the integral effortisercontroller to compensate
the feedback error. The jet frequency is operatindjjat 0.0356 (629 Hz) in steady state.

Figure 88 presents the frequency response of the loop &afisfction,Gy, - Gc.
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The gain set oKp = 3.2,K; = 0.08 turns out to be a best choice for this control
system. Figure 89 shows the time domain responses usingpooortional gain. The
proportional gain up t&p = 15 is not enough to have the control output,overcome
the lower bound of the jet frequency. As a result, the lowmitliof the jet frequency is
commanded continuously to the system and thus the steafdyestar is significant. In
contrast, larger proportional gains thEp = 15 have the controller output hit the upper
and lower bounds repeatedly. This behavior is similar toratIcycle oscillation caused
by the saturation. Therefore, the saturation of the jetUfesgy, a crucial condition for the
linear controller design in this research, limits the pndlomal gain so that it has a negative
effect on the bandwidth of the controller.

With a relatively small proportional gain, adding an int&@ggyain improves the control
performance effectively as shown in Fig. 90. The integrah géiminates the steady state

error. Furthermore, the transient response improves astigral gain increases. How-
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ever, the oversized integral gain increases the overslidlo¢ ®ystem response. Figure 91
presents the effects of the proportional gain on the sysésponse with a constant integral
gain. The proportional gain with an adequate magnitudeditggethe system performance
considerably.

The designed controller is only effective for a constang sgeam velocity. As shown
in Fig 55, the variation of the free stream velocity shifts tharacteristic curve between the
jet frequency and mean pressure. Consequently, the moeticoents of the NARMAX
equation will be dependent of the free stream as discussetapter IV. Implementation
of the lookup table for the reference pressure, which vateggendent of the free stream,
is feasible to cope with the effects of the free stream. H@wnethe essential condition
for the validity of the lookup table implementation is thhetrate of change of the free
stream velocity should be sufficiently slower than the rdtehange of control output and

the synthetic jet frequency.
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K. Outstanding Issues for Control Approach

The fluidic system with synthetic jet jets is a nonlinear pagger varying (NLPV) system.
After low-pass filtering of the system output, it turns ouwdttthe system can be separated as
a dominant quasi-linear parameter varying (LPV) systemsanall nonlinear disturbances
originated from the filtered response of the original systé&ssuming this is a favorable
time scale difference, the LPV system can be robustly stalilusing linear control theory
with the attenuated NLPV responses treated as boundedhsisites using the small gain
theorem. There are three issues raised from this contrblgara time scale and nonlin-
earity. They will determine the applicability of the line@ntrol design approach currently
employed to the general control problem for the pressurevesy when the free-stream
conditions are changing, the actuator dynamics is slowetl@pressure recovery is to be

achieved faster.

1. Time Scale

The system has inherently four different time scales: Wamneof free stream velocity, rate
of change of synthetic jet frequency, synthetic jet frequeand actuator dynamics. Cur-
rently, the actuator dynamics is neglected, assuming thuatie responds fast. Regarding
the free stream, it is considered to change slowly compaitdtie other factors. To ob-
tain the quasi-linear output far, there should exist the considerable difference betwgen

andf;. In this research, the frequency bands are determinedlas/ol
1. Rate of change of free stream velocity0 Hz
2. Rate of change of synthetic jet frequenty, < 100 Hz
3. Synthetic jet frequency,: > 400 Hz

4. Actuator dynamicss o Hz
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All of these time scales are important in the design. Howetlierrelationship between
fu and f; in particular will affect the stability and performance detwhole system. The
specification of a low pass filter is directly related to bothfgand f;. The filter pass fre-
quency affectd, and the filter stop frequency corresponds to the lower bofirfgl df the
upper bound ofy increases and approaches the lower bourlfg,dhe control performance
will be improved but the assumptions about the quasi-limegponses may not hold any
more. As shown in Fig. 89, the saturationfgfhas a negative effect on the bandwidth of
the controller. Lowering the stop frequency below 400 Hz, decreasing the lower bound
of fj, will help improving the control performance while it wilbst the low-pass filter the
stricter filter specification.

In addition, the rate of change of free stream should be glyefxamined. Even
though its rate assumed to be relatively slow, it will affdet stability of the model and

entire control system whatsoever.

2. Validation of a Linear Controller

According to the control objective, the controller prodsicae jet frequency command
around the peak of the maximum pressure. As shown in Fig.h@de texist multiple fre-
quency points for the single value of pressure. Furtherpaitbhough the characteristic
curve is fairly linear considering left and right sides oétmaximum pressure peak re-
spectively, the overall characteristics are clearly nwedr. This issue should be carefully
treated with for the controller design.

Furthermore, interestingly, the plant gain ranges fromesoailuek > 0 to 0 and ap-
proaches zero as the target pressure for the controlleoappes the maximum pressure.
Hence, maximum pressure recovery is not theoreticallyipess finite time, i.e. only
asymptotically. Furthermore, the system will responddasiue to the high plant gain,

when the synthetic jet frequency is farthermost from thénogltvalue.
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CHAPTER VI

CONCLUSIONS AND FUTURE WORK
In conclusion, this research was dedicated to develop d&sidcontrol approach for flow
separation control using synthetic jets. The achievemarlge aspect of experiments and
simulations are stated as follows.

The Wind tunnel experiments using the synthetic jet actusittowed that synthetic
jet actuation can be a good tool for flow separation contrdlthe jet frequency is a key
parameter for control. The maximum lift coefficient imprew@onotonically as the jet
actuation frequency increases. It implies that synthetis have the potential to control
the degree of flow separation beyond delaying the separakarthermore, the dynamic
pitching experiments showed synthetic jets can controldyr@amic stall as well. The
limitation of synthetic jets is it has little effect on aegadhmic coefficients at low angles of
attack where the flow is attached even without the jet acinaynthetic jets are effective
only for the condition of flow separation.

From the CFD simulation on a flat plate, the key concepts fothstic jet simula-
tion and modeling were verified. The approximate velocitfiles were developed for the
inlet boundary condition to guarantee the establishmeth@Blasius boundary layer in
the absence of actuation, because all the effects of synjbet stem from the interaction
of the jets with the crossing shear layer. The oscillatinipesiy boundary condition to
approximate the synthetic jet actuator was validated baped the simulation in the qui-
escent flow, where the assumed jet model creates a seriestimegahat advance to an
external flow. Subsequently, the NARMAX model was develofetklate the synthetic
jet velocity to a wall pressure fluctuation downstream from jet slot. The simulation and
identification were repeated for different free stream oiles. The results show that if the

variation of the free stream velocities are within a smalbe the effects of the free stream
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can be represented by a set of model coefficients with anianaegressor structure of the
model. A set of model coefficients can be interpreted as taiogies of the flow model, if
the controller is to deal with the varying free stream veloci

The simulation on a backward-facing step with rounded eggesented the relation-
ship between synthetic jet frequency and flow separatiorto/Ating to the range of a re-
duced jet frequenci ™, the vortices created by jet actuation show different bitay At
the low frequency + ~ 0.1, the minor separation bubbles immediately follow the jairiyn
bubble. As the frequency increases, the minor bubbles pesapand a single separation
bubble is created periodically and convected downstreaavidus research proposed that
0.5 <F* < 1.5would be the optimal range to achieve the maximum pressamery that
is represented by the mean pressure. For this CFD confignoratie maximum pressure is
recovered aF * ~ 0.8. The narrow-frequency-band receptivity of the sepagathrear layer
implies that the effective flow separation control could beanplished by operating the
synthetic jets aroun&™ ~ 0.8. Moreover, the variation of free stream velocity shifts th
relationship between the mean pressure and the jet freguidowever, the characteristics
of the relationship are consistent regardless of the fregust.

The feedback control system was synthesized based upomith&sgon results for
the rounded backward facing step in order to achieve the maxi pressure recovery by
varying a synthetic jet frequency. The pressure acquisftimnt was chosen to be as close
to the jet exit slot as possible to minimize the time delayMeein the jet excitation and the
measured pressure, while the sensitivity of the pressutestyet frequency was to be large
enough to represent the effects of the jet frequency on thigpnessure distribution. The
uniqueness of this control problem is due to the fact thanantivariable is a frequency
of the physical variable, i.e. jet velocity. In other wordle profile of the jet velocity
is restricted as a sinusoid and the controller can vary dmdyjét frequency. It causes

inherently the strong nonlinearity of the fluidic systemttbansists of the actuator model
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and the NARMAX flow equation.

Low-pass filtering, which was introduced to acquire the gues recovery instead of
averaging, of the pressure response facilitates quasaliapproximation of the system
in the frequency domain. The describing function method aygdied for this frequency
domain analysis. The filter specification to satisfy the lmass filter hypothesis, which
is a fundamental assumption of the describing functiorhas the filter stop frequency is
to be lower than or equal to a lower bound of the syntheticrggidency. The frequency
components of the pressure beyond the filter stop frequemayld be attenuated to the
sufficiently small magnitude compared with the magnitudéheffrequency components
below the filter pass frequency. The low-pass filter separtite frequency response of
the overall system into two frequency bands. The low frequdrand below the filter
pass frequency includes a quasi-linear response targetie beedback controller and the
high frequency band over the filter stop frequency contdiasattenuated higher harmonic
components, which can be treated as internal disturbances.

Based upon low-pass filtering, a Pl feedback controller wessghed. To ensure the
one-to-one correspondence of the jet frequency and theefilfgressure response, the upper
bound of the jet frequency was set at the optimal frequégyy at which the maximum
pressure is recovered. As a result, the jet frequency isdexdinThe lower bound of the
jet frequency was already set at the filter stop frequencyndJthe PI controller with a
P gain 3.2 and an | gain 0.8, the system response followedasieed pressure command
successfully and the transient system response was inghrove

In this research, several assumptions were made to sinpéfproblem. As for fu-
ture work, the issues related to those assumptions shouttsdered to improve the

performance of the feedback controller as follows:

e Several assumptions for CFD simulation can be altered ®btiter. The laminar
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flow was assumed for the CFD simulation. As regards to thesfiream velocity, the
turbulent boundary layer condition would be closer to tred-meorld condition. Fur-
thermore, the jet magnitude can be considered a functioet dfgquency as shown

in (6.3).

From the standpoint of feedback control design, the NARMAdel captures the
key characteristics of a fluidic system with synthetic jetuation, i.e. frequency
modulation-demodulation behavior, qualitatively. Howg\ts accuracy for the input
frequency band needs to be improved. The system identdicaicluding the actu-

ator model and low-pass filter could upgrade the accuradyeodNARMAX model.

The jet frequency was assumed to have both lower and uppeadb@s shown in the
characteristic curve of Fig 84. The low frequency bound isessary to guarantee
the frequency band separation. The upper frequency bousdetaat the frequency
Qmax to ensure the existence of a single jet frequency correspgrid the given

pressure. Consequently, the current controller coverstbelleft slope of the curve.
In order to cover the nonlinear region of the curve including pressure peak, the
gain scheduling is worth investigating. localized corlnd can be designed for left
(positive gradient) and right (negative gradient) sideshef curve respectively. A
supervisory controller can schedule the controller adogrtb the sign of pressure

gradient [69].

A controller using a lookup table for the desired pressurs praposed to consider
the variation of free stream velocity, but was not implereentThis method would
be valid only if the rate of change of free stream velocity ischmslower than the rate
of change of other variables [68]. If the rate of change & B#eam is comparable to
other variables, the lookup table scheme may not be valich@amg. The nonlinear

fluid model should be revised to incorporate the free strealocity directly into
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the model structure and the combination of adaptive andstodantroller could be
considered to deal with both continuous variations and fjuim plant uncertainty

[70].

The feedback controller was verified under the NARMAX sintiola. The research
Is needed to extend the verification to the direct CFD sintat The controller
routine can be inserted between the velocity boundary tiondind the pressure data
capture routine. It helps improve the confidence of the clygroposed control

scheme.
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APPENDIX A
FIRST-ORDER HARMONIC BALANCE EQUATIONS FOR NARMAX

The input and truncated output for the NARMAX equation inlé.are assumed as fol-
lows.

v(k) = Zﬁj (eiQTk—e—iQTk), (A1)

N ) 1 ) : 1 i o
p(k>=ADC<A,JQ>+2—J.H1(A,JQ>eJQTk—Z—jHl(A,—Jme Tk (A2)

Before developing the first-order harmonic balance eqoatibis needed to formulate
the relationships between the regressors and the inpptfoierms.

Linear input termsy(k — nyq;), in (6.14) are expressed as

P10 (K) = c10iV(k—n1qj),

= C10j {Z_AI (ejQT(k*nloﬁi) _ ejQT(knloﬁi)>} 7 (A.3)

= Cly; €T+ C1j,e 197K
whereClygj = clo,izﬁje—jmnlm. The superscript * stands for the conjugate term.

Linear output termsp(k—ngy), in (6.14) are expressed as

Povi (K) = corip(K—nowi),

oy | AOCAIQ)H AH1 (A jQ) T (k-nou)

_2_1jH1 (A, —jQ) e_jQT<k_nOl.i)

= DCoriApc (A, Q) +CloyiH1 (A, jQ) €K+ CL5; Hy (A, — Q) e 19T
(A.4)

whereDCpyj = Co1j, Clo1i = COZ_}Je_jQTrbl,i.
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Quadratic input termsj(k — nqj, )V(K—Nngo;,), in (6.14) are expressed as
P20, (K) = €20,V (K—nNoqj; ) V(K—N2g;,)
A/ . i .
o | 2 (aQT (k=nqj; ) _ o= JQT (k—n1gj, )
C20ii {2] (e v —€ 1 )

X {ZA (ejQT(kfnlo,iz) _ejQT(knmiz))} ,
J

(A.5)

=DCao; + DCjp; +C20,€! 2T+ C25;,€ 19T

2 i =0 2 _ _
whereDCyj = CZOJAZGJQT(nZO"l n20,|2)' C20,) = _CZQiATe JQT(nzo,.l—kngo_,,z).

Quadratic output termga(K— nozi, ) P(K— nozj,), in (6.14) are expressed as

Pozi (K) =Co2i P (K—nozi;) P(K—No2j,) ,
Apc (A jQ) + 2—1J.H1 (A, jQ) IOT (k—noa, )

—%H1 (A -jQ) e iQT (k=-noviy )

=Co2i

Aoc (A, JQ)+ zH1 (A ]Q) eI QT (k=noziy )
—2—1jH1 (A —jQ) e_jQT(k_noliz) ’ (A.6)
=DClo2iA3c (A, jQ) +DC202iH1 (A, jQ) Hi1 (A, - Q)
+ClogiH1 (A, jQ) Apc (A, jQ) &K
+ClpyiH1 (A, — Q) Apc (A, jQ) g 1QTk
+C200iHZ (A, jQ) eI 1 C255 HE (A, — Q) e 19T,
where the coefficients are
DClo2i = Co2i,
DC202,i — % (e*jQT(HOZ,il*noz,iz) _'_ejQT(nonlfnonz)) ,

C1027| = Cg_i‘l (e_jQTrbZil +e_jQTrb2*i2> ’

C202j = _%e_jQT<n02i1+n02,i2) )
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Crossed termsy(k — 11, ) p(k—n11,i2), in (6.14) are expressed as

P11 (K) =C11iV(K—n11i,) P(K—N11j,)

A/ . i .
— T jQT(kfn]_O’, ) o 7]QT(kfn107| )
) {21' <e e ' )

Aoc (A, jQ) + zH1 (A jQ) el QT (k=novy)
— At (A, —[Q)eIaT (ko) (A7)
=DCy1iH1 (A, jQ) +DCipjH1 (A, —jQ)
+Cla1iAoc (A, Q) &K+ C13y 1 Apc (A, jQ) e 19TK
+C211iH1 (A, jQ>ejQT2k+C2ﬂ£LiH1(A,_jQ>e—jQT2k,
where the coefficients are

A o
DCll,i = Cll,i_eJQT(n]'l"l nll.,lz)’

4
A _
CllLil — C117i—.e_JQTnll~'1,
2]
A — QT (niy +1iy)
C21yj = —cyjye 19T M),

Introducing (A.2) and (A.3)}(A.7) into (6.14), the NARMAX equation is rewritten as

Apc (A, jQ) + 2_le1(A’ jQ)elOKT _ 2—1jH1(A,—jQ) e IOKT _
My (A.8)

Mo Mo1 Mo Mo2 ( ) ( )
P10i (K)+ ) Pori (K)+ > Pooi (K)+ ) Pozi (K)+ Y P11 (K).
2,Proi9+ 2 Pouil)+ 3 Proil)+ 3 Poai () + 3 P

Comparing the left and right side of (A.8), the coefficieritthe DC and first harmonic

terms should be “balanced” respectively. Therefore, tisé-tirder harmonic balance equa-
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tions are constructed as

Apc (A jQ) = ZDCOL. Aoc (A, Q) +Z [DCz0, +DCy]
Moz Mp2
+ ZDCloZ, Al (A, jQ) + ZDCZOZ, Hi (A jQ)H1 (A —jQ) (A.9)
mll M
+ ZDC]_]_. H]_(AJQ Z\Dclll H]_( —jQ)
Mo
A jQ Z\Cl]_m Z\Clo;u H]_ (A jQ)

(A.10)

My
ZCloz. ZCllll
DefiningX =Apc (A, jQ),Y+jZ =H1 (A, jQ) and[X,Y, Z] € R, the equations in (A.9)

and (A.10) are reformulated in real domain as

Hi (A, jQ)Apc (A, Q)+ Apc (A, Q).

CaX24 (Cp— 1) X +C4Y2 4+ 2C5Y 4 C4Z% — 2C¢Z +C, =0,

(A.11)
1
(CuX+Cy)Y — (Clzx +Cio+ 5) Z+Ci3X+C7 =0, (A.12)
1
<C12X +C1o+ E) Y + (C11X +Cg) Z+C14X +Cg =0, (A.13)
where the real coefficient's are defined as
Mo [ } Mo2
C1 =) DCouj, C = DCpo, +DC5;], C3 = ) DClgyj,
Z i i; i 20, i; i
mp1 ) Mo
Cs= ZD0202|, Cs+jCe = ZDclLu, Cr+iCg= .Z‘Cllo,i,

My

Co+ jCi0= ) Cloyi, Ci1+]jCi2=) Clpyj, Ci3+ jCua= ) Clyy;.
i; | i; | ; |
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APPENDIX B
SECOND-ORDER HARMONIC BALANCE EQUATIONS FOR NARMAX

Suppose that the second harmonic term is considered inuhestied output as follows.

P(t) =Apc (A jQ)+Fisin(Qt+ @) + Fsin(2Qt + @)
ejq)leth _e_jfple_th ej@ejZQt _e_jq)Ze_jZQt

=A A iQ F -
pc (A jQ)+F 3 3]

1 . 1 . (B.1)
= Apc (A,J'Q>+Z—J.Hl<A,J'Q>e'Qt — Z—J.Hl(A,—jQ)e—'Qt

1 . i 1 . i
+ 2_JH2 (A7 JZQ> eIZQt - 2_]H2 (A7 _JZQ> e_JZQt7

whereH; (A, jQ) =F;-el%, Hi (A jQ) = F1- %,
Applying the same procedure in Appendix A, the coefficierfteach regressor are

computed. The coefficients for the input linear terms are

Clioj = C10i57€ 20 oi,

The coefficients for the output linear terms are

DCo1i = Covi, Closi = C'é—lj”ie—iQTrbl-i, C201i = Cg_ljvie—izmrm.i.

The coefficients for the quadratic input terms are

AZ N Az o
DCo) = CzoiZEJQT(HZO"l_nZO*'Z), C20 = —Czo.iZE_JQT<n2°"1+n2°*'2)-
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The coefficients for the quadratic output terms are

DClo; = Coai,

DC2027| = % <e7jQT(n02,il*n02,i2> +ejQT(n02'rilin027i2)>

Y

DC3027i = %e_jQT(znOZ,il—znog_jz)’
C11027| = Cg—j‘l <e7jQTrb2,il _f_e*jQTrbz’iz) ,

C12027| = % <e7jQT(*n02,il+2n027i2) +e7jQT(2n02~,i17n02,i2>)

Y

C2102,i = —%e_jQT(nOZ,il-i-ﬂoz_iz),

C220; = CS_T' <e*jZQTrb2,il _|_e*jZQTrb2,i2> _
The coefficients for the crossed terms are

A o
DCll,i = Cll.,iZeJQT(nll"l n11’|2>,

A _
ClllLil = C11 2_je_JQTnlLI1’

C121Li1 = ClLi %e‘jQT<_”ll.i1+2n11,i2) ’

A s
C211j = —clliZe*JQT(”n.,lﬁnn,.z).

Finally, the second-order harmonic balance equationsahdemain are formulated

as

CaX?+ (CL— 1) X +CaY?+ 2CsY +CyZ? —2C6Z +Cp+C158" +C1sT* =0,  (B.2)

1
(C11X+Co)Y — <C312X +Cio+ §) Z+C13X +C7+C18S—CyoT

+Ci6(YS+ZT) —C17(YT—-SZ) =0, (B.3)

1
<C12X +Cio+ E) Y + (C11X +Cq) Z + C14X + Cg + C19S+ CygT

+C17(YS+ZT)+Ci6(YT—S2) =0, (B.4)



1

—ET +Co0S—Co1T +Co2+Cos (Y

—Co7XT +CpgY —CpoZ =0,

1
=S+ CyoT +C21S+Cyr3+Cos

2

+Co7X S+ CpeX T 4 CogY 4+ CpgZ = 0,

The real coefficient€'’s are defined as

Mo1
C1 =" DCouj,
2,

Mo2
Cz = ) DCloyj,
2,

My

Cs+jCe= ) DC11j,
2,

_ Mo1
Co+ jCr0= _ZCloLi,

i
My

Ci3+ jCia= ) Clyyj,
2,

. Mp2
Ci6+ jCr7= ZCl%Zi,
i—=

_ Mo1
Co+iCa= ZCZOLia
i=

_ Mo2
Cos+ jCos = ZCthi,
i—=

My

Cog+ jCoo= ) C211;.
2,

whereX = Apc (A, jQ), Y+ JZ =H1 (A jQ), S+ T =H (A, j2Q) and[X,Y,Z,ST] € R

Mpo

C= Zl [DCa0; 4 DCy ]

i=
Mo2

Cs= Z DC202j,
i=

Mo

C7+jCs =) Clyg,,
2,

) Mo2
Ci1+jCi2= _ZlC102,i ,

i
Mo2

C15 = Z (DC302,i + DC3E<)2,i) s

1=
Mg

Cig+ jCro= Z\ClZm,
i=

) Mo
Coo+ jCo3= ZiC22o,i,
i=

) Mo2
Cos+ jCo7 = ZCZ%z,i,
i=

2 72) — 2Cp5Y Z+CpeX S

(Y2—2Z%) +2CuYZ
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APPENDIX C

MATLAB ® CODES FOR THE NARMAX SYSTEM IDENTIFICATION

preprocess2 Preprocessing function to prepare the regression matrix
NARX_mgs2 Main function to calculate the NARMAX coefficients

postprocess2 Postprocessing function to express the identificationlteby a string that

can be used by MATLAB
getcoeff Function to cluster the regressors and corresponding cieeifs.

simulateNARX Funtion to simulate the identified NARMAX model

Example Code executing the NARMAX identification

load chirphis; %load input-output data
Pst=0.003949;

% coordinate

ANG=1.4924174129;

R=[cos(pi/2—ANG) —sin (pi/2—ANG);
sin (pi/2—ANG) cos(pi/2—ANG)];

VEL=(Rx[u(:,3)";v(:,3)'])";

skip=10;

i=skip:skip:length(t); % time step— delt=1.0
u=[0;VEL(i,2)]; % input
yy=[0;p(i,7)—Pst]; % measured output
t=[0;t(i)]; % sampled time step

% prepare the configuration of the identification
SIDParam.ymaxlag=2; % max. lag for vy
SIDParam . umaxlag=5; % max. lag for vy
SIDParam . delay=9; % input delay
SIDParam. yinitial=yy(1:14); % initial value for y
SIDParam . nlorder =2; % order of nonlinearity
SIDParam.constant=0; % disregard (0) or regard (1)

% of contant term
SIDParam.errmargin =0.00025; % eRR margin
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% execute the identification

[Y,Po, label]=preprocess2(u,yy,SIDParam);

[regressors , eRR, P, theta]=NARXgs2(Po, label ,Y,SIDParam);
[f,terms]=postprocess2 (regressors ,theta ,SIDParam);

% save the results into file
save SID regressors theta SIDParam;

% ye : NARMAX simulation
ye=simulateNARX(u, regressors ,theta ,SIDParam);

% yp : one-step ahead estimation
yp=Pxtheta;
yp=[SIDParam. yinitial ;yp];

% calculate NMSE(NormaIized Mean Square Error)
errl=sqrt (((yy—ye) 'x(yy-ye)).

[((yy—mean(yy)) " *(yy— mean (yy))))*100;
err2=sqrt (((yy-yp)’ *(yy yp)).

/((yy-mean(yy)) ' *(yy-mean(yy))))*100;

% diplay results
disp('-");
disp(sprintf ('NARX_system.identification_for_p_at_x=%f_y=%f_:_"

X(7,1)));
disp(sprintf(’'the_max..number.of_the_regressors.%d’
S|ze(label 1)));
disp(sprintf('the_.number.of_the_selected.regressors.%d’
Iength(eRR)))
disp(sprintf('error_.margin: %f’,SIDParam. errmargin));
disp(sprintf('max..lag.of_u: %d’,SIDParam.umaxlag));
disp(sprintf(’timeudelayuuu:u%d’,SIDParam.deIay));
disp(sprintf('max._lag.of_.y: %d’,SIDParam.ymaxlag));
disp(sprintf (’'NMSE(%%): %f(NARI\/IAX sim .) %f (NARMAX _est.)’
errl, err2))
disp('.");

disp(’cocooo terme oo ccecaoao. parameter...... eRR’);
for i=1: Iength(eRR)
disp(sprintf('(%2d)..%15s.%11.5f.%12.3e", .

i, terms(i,:), theta(l) eRR(1)));
end

NARXmgs2

function [terms ,eRR,Ps,theta]=NARXgs2(P,label Y, SIDParam)
% [terms, eRR, P, theta]=NARX(P, label ,y,errmr)

% errmr : error margin for err
% theta : coefficients of P
% y : output

OB/ S/ S/ 8Y 8/ 8/ S/ S/ S/ S/ S/ S/ /S8 8Y 8/ 8/ 8/ 8/ S/ S/ S/ S/ S/ S/ S/ 888/ 8/ 8/ 8/ S/ /BB BBy 8/8/8/o
% problem B<(TH)=Y

% with : Ax(TH)=G, P=WA

% such that Rinv (A)xAx(TH)=Y

% WAG=Y
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ERRMARGIN=SIDParam . errmargin ;

% check if a constant term is considered

if SIDParam.constant == %the constant term excluded
[ro,col]=size(label);
P(:,ro)=[];
label=label (1:r0-1,1:col-1);

end

Y%preparation
[N,M]=size(P);
A=speye(M);

WHRE6 compute W, A and G Y08888888/%
initialize

Ps=P;
W=P
Z=Y;
Yprod=Y’'xY;
for k=1:M
%search for the maximum value
eRRmax=0.;
i=k;
for i=k:M
g_cand=W(:,i)*Z)/(W(:,i)" «sW(:,i));
eRR.cand(i)=gcand "2 (W(:,i) «W(:,i))/ Yprod;
if eRRcand(i)»=eRRmax
J=15
eRR.max=eRRcand (i);
end
end

eRR(k)=eRRmax;
%search done
%swapping

W(C LTk JD)=WELTT K]
kK]);

Ps(:,[k j])=Ps(:,[] KJ);
label ([k j],:)=label ([] k],:);
if (k>=2)
A(1:(k=1),[k jI)=A(1:(k=1),[] kI);
end
%done
% the kth stage
WK=W(: k) 5
mag2=Wk'xWkK;

G(k)=(WKk'xZ)/mag2;

%% update the vectors(Z,A,W) for the next step
Z=7-G(k).xWk;
for i=k+1:M
Ak, i)=(WK «W(:,i))/ mag2;
W(:,1)=W(:,i)-A(k,i).xWk;
end
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if 1-sum(eRRx=ERRMARGIN
Ms=k ;
break ;
else %l-sum (eRR}ERRMARGIN
if k=4
Ms=M;
disp ('Warning :the_.estimation.does.not_statisfy....
uuuuuuuu the_eRR.margin_.criterion’);
end

end

%back substitution
%A% (TH)=G
theta=zeros(Ms,1);
theta (Ms)=G(Ms);
for k=Ms—1:-1:1
theta (k)=G(k)}-A(k,k+1:Ms)xtheta (k+1:Ms);
end

Ps=Ps(:,1:Ms);
terms=label (1:Ms,:);

%W clustering
if SIDParam.nlorder==

[c_10, n10, dumm, ind10]=getcoeff(1,0,terms,
SIDParam, theta)%linear input term
[c.O01, nO1, dumm, indOl]=getcoeff(0,1,terms,

SIDParam, theta);%linear output term

[c.20, nl20, n220, ind.20]=getcoeff(2,0,terms,
SIDParam, theta)%quadratic input term

[c.02, nl02, n202, ind.02]=getcoeff(0,2,terms,
SIDParam, theta)%quadratic output term

[c_11, nll1l1l, n21ll1l, ind.11]=getcoeff(1,1,terms,
SIDParam, theta);%cross inputoutput term
ind=[ind_10 ind_.01 ind_.20 ind.02 ind_.11];
terms=terms(ind ,:);

theta=theta(ind);

Ps=Ps(:, ind);

eRR=eRR(ind);

end

preprocess2

function [Y, P, label]=preprocess2(u,y, SliDparam)
L L L Y e M A
% columns of label

% y(k—=1) y(k—2)...y(k-Ny) u(k—(1+Nd)) u(k—(2+Nd))...

% u(k—(Nu+Nd)) const.

%

% xif const == 1, the constant term is inlcuded into

% the model.

% if D=max([Nu+Nd Ny])

% y(D+1)|]y(D+1—-1)...y(D+1-Ny) u(D+1-(1+Nd))...u(D+1—(Nu+Nd))
% ...... | ...



% y(N) |y(N-1) ...y(N-Ny) U(N-(1+Nd)) ...u(N-(Nu+Nd))
OB/ Y888/ /S8 S/ S/ S/ S/ 88/ S/ S/ 8 8/ 8/ S/ S/ 8 8/ 8/ S/ S/ 88/ 8/ S/ S/ 8/ 8/ 8/ S/ S/ 8/ 8/ 8/ 8/ S/ 8/ 8/ S/ BB HBR S/ 8/8/ 80

Nu=SIDparam .umaxlag;
Ny=SIDparam.ymaxlag;
ord=SIDparam. nlorder;
opt=SIDparam.constant;
Nd=SIDparam . delay ;

N=length (u);

if N "= length(y)
return;

end

D=max ([Nu+Nd Ny]);

Y=y (D+1:N);

yul=zeros(N-D,Ny);
yu2=zeros(N-D,Nu);

for i=1:Ny
yul(:,i)=y(D+1—i:N-i);
end
for i=1:Nu
yu2 (:,i)=u(D+1—(i+Nd):N—(i+Nd));
end

cyu=[yul yu2];

P=[1;
label =[];
for k=1:ord
ch=multichoose (Nu+Ny, k);
[mch, nch]=size(ch);
for i=1:mch
tmpP=ones (ND,1);
for j=1:nch
if ch(i,j) ==
tmpP=tmpPxcyu(:,]);
elseif ch(i,j) > 1
tmpP=tmpPxcyu(:,j)."ch(i,j);

el se
%skip
end
end
P=[P tmpP];

end
label=[label;ch];
end

%the lase column is reserved for the constant term
if opt== % the element for the constant is 1

[mlabel , nlabel]=size(label);

label=[label zeros(mlabel ,1);

zeros(1,nlabel) 1];
P=[P ones(ND,1)];
% the last column for the constant is 1

else %opt==0 % the element for the constant is O
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[mlabel , nlabel]=size(label);
label=[label zeros(mlabel ,1);
zeros(1,nlabel) 0];
P=[P zeros(N-D,1)];
% the last column for the constant is O
end

function mch=multichoose (nodes, jobs)

ch = nchoosek (1:(nodes+jobsl),nodes-1);

rows = size(ch,1);

mch.tmp = [zeros(rows,1), ch, (nodes+jobs)nes(rows,1)];
% mch = (diff (mchtmp’)—-1)’"; % diff operates on rows

% or

mch = diff (mch.tmp,1,2) — 1;

postprocess?2

function [f ,termsstr]=postprocess2 (terms, theta, SIDParam)
% [f,termsstr]=postprocess2(terms ,htheta ,SIDParam);

% f: assemble the regressors to make the string

% termsstr: string for the regressor

% terms: matrix expression for the regressor, y first

% and u follows.

% theta: NARMAX coefficients

% SIDParam: system information

Nu=SIDParam.umaxlag;
Ny=SIDParam .ymaxlag;
Nd=SIDParam.delay;
Cflag=SIDParam.constant;

OB/ S/ S/ /S8 8Y 88/ 8/ S/ /S S/ S/ S/ S/ S/ S/ 8/ 8/ 8/ 88888/ 8/ 8/8/8/8o
[ro,col]=size(terms);
for i=1:Ny
basiclabel (k,:) sprintf ('y(k—%2d) "’ ,i);
k=k+1;
end
for i=1+Nd:Nu+Nd
basiclabel (k,:) sprintf ("u(k—%2d) "’ ,i);
k=k+1;
end
if Cflag==
basiclabel (k,:)=sprintf(’' _const’,i);
end
OB/ S/ S/ S/ 8Y 88/ 8/ S8/ S/ S/ S/ S/ S/ /88 8/ 8/ 8/ 88888/ 8/8/8/8/8o

%swap the terms to make the string for u advance.
terms (:,1:Ny+Nu)= terms( ,[Ny+1:Ny+Nu 1:Ny]);
basmlabel(l Ny+Nu, )-baS|cIabeI([Ny+1 Ny+Nu 1:Ny]):

termsstr-[]

f="y(k)=..

for i=1:ro
tmpterm =[];
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for j=1:col
if terms(i,j) "=0
if terms(i,j)==1
tmpterm=[tmpterm basiclabel(j,:) *"];
else
tmpterm=[tmpterm basiclabel(j,:) ...
sprintf("%d’,terms(i,j)) 'x'];
end
end
end
tmpterm (length (tmpterm))=[];
termsstr=char (termsstr ,tmpterm);
f=char (f,sprintf ("+(%.17ek%s.... ' ,theta(i),tmpterm));
end
termsstr (1,:)=[];
f=char (f(1:ro,:),
[n,m]=size(f);
for i=1:n
k=strfind (f(i,:), 'x_const’);
if “isempty (k)
f(i,;)=strrep(f(i,:), *x_const’,’ Lo.ocooo ");

strrep(f(ro+1,:),"...",":"));

end
end

getcoeff

function [c, nl, n2, ind]=getcoeff(ui,yj,reg, SiIDInfo, theta)
% [c, nl, n2, ind]J=getcoeff(ui,yj,reg, SIDInfo, theta)

% group the regressor terms and corresponding coefficients
% according to the clustering property.

% In the case of the cross inpubut terms , ni for u, n2 for vy
% there exist five gorups.

% c u(k-nl1) for ui=1, yj=0

% c y(k-nl1) for ui=0, yj=1

% c u(k-nl)u(k-n2) for ui=2, yj=0
% c y(k-nl)y(k-n2) for ui=0, yj=2
% c u(k-nl)y(k-n2) for ui=1, yj=1
c=[];

nl=[];

n2=[];

ind=[];

if SIDInfo.nlorder "=2
disp(’This_.routine_runs_.only_.for._the.2nd_order_.nonlinearity ’);
return;

end

k=1;

Nd=SIDInfo . delay;
Ny=SIDInfo .ymaxlag;
Nu=SIDInfo .umaxlag;

for i=1:length(theta)
yterms=reg (i,1:Ny);



end

uterms=reg (i,1+Ny:(Ny+Nu));
if uvui==sum(uterms) && yj==sum(yterms)
u_nz=J[J;
for j=1:length (uterms)
if uterms(j) ==1
u_nz=[u_nz j+Nd];
elseif uterms(j) ==2
u_nz=[u_nz j+Nd j+Nd];
end
end
y-nz =[];
for j=1:length (yterms)
if yterms(j)==1
y-nz=[y.nz j];
elseif yterms(j)==2
y-nz=[y.nz j j[;
end
end
len_u_nz=length (u_nz);
len_.y_nz=length(y_nz);

ind(k)=1i;

c(k)=theta (i);

if len_u_nz==2 & len_y_nz==0
nl(k)=unz(l);
n2(k)=u.nz(2);

elseif len_u_nz==0 && len_y_nz==2
nl(k)=y-nz(1);
n2(k)=y-nz(2);

elseif len_u_nz==1 & len_y_nz==
nl(k)=unz(1);
n2=[];

elseif len_u_nz==0 & len_y_nz==
nl(k)=y.nz(1);
n2=[];

elseif len_u_nz==1 && len_y_nz==1
nl(k)=unz(l);
n2(k)=y-nz(1);

else
disp(’Error’);

end

k=k+1;

end

tempsrc=[nl’ n2’];

[b

idx]=sortrows (tempsrc);

c=c(idx);

nl=

if

end
ind

nl(idx);
“isempty (n2)
n2=n2 (idx);

=ind (idx);
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simulateNARX

function ys=simulateNARX(u,regs, coeff, SIDParam)

Nu=SIDParam . umaxlag;
Nd=SIDParam.delay;
Ny=SIDParam .ymaxlag;
yini=SIDParam. yinitial ;

N=length (u);
D=max ([Nu+Nd Ny]);
[row, col]=size(regs);

%initialize
ys=zeros(N,1);
ys(1:D)=yini;

for

end

k=D+1:N
ys (k)=0;

OBS/8/8/8Y8Y8Y8Y8Y8/8/8/8/8/8/8/8/8/8/8/8/8/8/8/8/o
% i : regressor term

% j : construction of the regressor from y and

OB/ S8/ S/ S S/8/ 888 S S /8/8/8/8/8/ 8k
for i=1:row
tmpv=1.;
for j=1:Ny
if regs(i,j) "= 0
tmpv=tmpwys (k—j) regs(i,j);
end
end
for j=1+Nd:Nu+Nd
if regs(i,j-Nd+Ny) "= 0

tmpv=tmpwxu(k—j) regs (i, j—Nd+Ny);

end
end
tmpv=tmpwxcoeff (i);
ys (k)=ys (k)+tmpv;
end
if abs(ys(k)) > 1e10;
ys(k)=inf;
return
end
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APPENDIX D

MATLAB ® CODE FOR COMPUTING THE DESCRIBING FUNCTION

% compute the the describing function
pos=7;

skip=10;

delay=14;

Pst=0.003949;

Ts=1;

A=0.1;

N=20000;
t=(0:Ts:Tsx(N—-1))";

f=logspace(0,3)’;

H=zeros(length (f),1);

for ind=1:length (f)
disp(sprintf('[%d]’,ind));

% run the simulation

% desing the input u
fc=cal_.omega (f(ind))/2/pi;
fo=cal_.omega (410)/2pi;
df=cal.omega (10)/2pi;
u=fo+df.xsin(2.xpi.xfc.xt);

% actuator+NARMAX+lowpassfilter
th=zeros(N,1);
for i=2:N
th(i)=th(i—L)+2xpixTsxu(i—1);
end
v=0.1xsin(th);
y=srcfn (v, delay)+Pst;
load Ipfilterl;
ylp= filter (Num,Den,y);

% extract the 1st Fourier coefficients
Tc=1/fc;

yIpR=ylp .xsin (2.xpi.«fc.xt);
ylpl=ylp.xcos(2.xpi.xfc.xt);

% interpolation and integration
Nc=ceil (Tc/Ts);

K=zeros(Nc,1);

for i=N:—1:N-Nc+1

intR = fnint(csapi(t(Nc+1:i), yIpR(| Nc+1 i)));

valueR=fnval (intR ,[t(i)-Tc t(|)]) [ —1;1]

intl = fnlnt(csapl(t(l Nc+1:i), yIpI(|—Nc+l i)));

valuel=fnval (intl ,[t(i)-Tc t(|)]) [—1;1] ;
g K(i)= (vaIueR+sqrt( 1)xvaluel);
en
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% averaging
H(ind)=mean (K) x2/(Tcxdw);

% compute the magnitude and phase
Kmag(ind)=abs(H(ind));
Kphase (ind)= phase(H(md})lSO/pl
disp(sprintf('fc:%f_Kmag:%f_ Kphase:%f’
fc ,Kmag(ind),Kphase(ind)));
end

%save the results
ww=cal_.omega (f);
save DFresult ww H;

OB/ S/ S/ /S8 8888/ 8/ S/ S/ S/ S/ S/ S/ S/ S/ 8888/ 88/ S/ 8/ 8/ S/ S/ S/ S/ /8888 8/ 8/ 8/ S/ S/ BB BBy 8/8/8/o
% NARMAX model used for the describing fuction analysis

function y=srcfn(u, delay)
y=zeros(length (u) ,1);
y(1l:delay)=zeros(delay ,1);

for k=delay+1lilength(y)

y(k)=...

+(—4.8240485587e+006u (k—10)
+(1.8234265578e+00%u(k—-11) ...
+(—2.6483052726e+00%u (k—12)
+(1.7734745353e+00%u(k—-13) ...
+(—4.7058541884e+006@u (k—14)
+(1.4030277941e+008y (k— 1)
+(—5.3417184228e 001)xy(k— 2) ...
+(—8.4599794090e+00%u(k—10)"2 ...
+(3.6172957795e+002u (k—10)xu(k—11) ...
+(—3.1845313962e+002u(k—10)xu(k—12)
+(1.9498384440e+002u(k—10)xu(k—13) ...
+(—3.2711290827e+00%u(k—10)xu(k—14)
+(—2.1676920600e+002u(k—11)"2 ...
+(—6.9285371838e+00%ku(k—11)xu(k—14)
+(2.5991454786e+002u(k—-12)"2 ...
+(—3.0928765991e+002u(k—-13)"2 ...
+(3.0153712315e+002u(k—13)xu(k—14)
+(—8.7000642739e+00%u(k—-14)"2 ..
+(—8.2788359004e+00@)y (k— 1) 2 ...
+(8.8467105437e+008@) (k— 1)*y(k— 2)
+(—9.1634472993e 001}y (k— 2)"2 .

+(2. 0950636760e+002)J(k 10)*xy (k— 1)
+(—2.1778114224e+002u(k—10)xy(k— 2)
+(—9.0225086856e+002u(k—11)xy(k— 1)
+(9.3475351483e+002u (k—11)xy (k— 2)
+(1.4843876326e+003u(k—12)xy(k— 1) ...
+(—1.5454845120e+003u(k—12)xy(k— 2)
+(—1.1000521434e+003u(k—13)xy(k— 1)
+(1.1626552255e+003u (k—13)xy (k— 2)
+(3.1093594904e+002u (k—14)xy(k— 1) ...
+(—3.3681430139e+002u(k—14)xy(k— 2) ;
end
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