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ABSTRACT 

Solar photovoltaic energy systems (PV) have had a consistently increasing market 

penetration over the past seven years, with a total global installed capacity of over 500 

GW. A PV installation must harvest the maximum possible electrical energy at the lowest 

cost to be economically justifiable. This presents many engineering challenges and 

opportunities within power electronics amongst which include low-cost power converter 

implementation, high reliability, grid-friendly integration, fast dynamic response to track 

the stochastic nature of the solar resource, and disturbance rejection to grid transient and 

partial shading.  

This dissertation investigates the controls of the power electronic interface with 

the objective to reduce cost, increase reliability, and increase efficiency of PV energy 

conversion systems. The overall theme of this dissertation involves exploring the theory 

of model predictive control (MPC) within a range of applications for PV systems. The 

applications within PV energy conversion systems are explored, ranging from cell to grid 

integration.  

MPC-based maximum power point tracking (MPPT) algorithm is investigated for 

the power electronics interface to maximize the energy harvest of the PV module. Within 

the developed MPC based MPPT framework, sensorless current mode and adaptive 

perturbation are proposed. The MPC framework is expanded further to include inverter 

control. The control of a single-phase H-bridge inverter and sub-multilevel inverter are 

presented in this dissertation to control grid current injection. The multi-objective 
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optimization of MPC is investigated to control the dc-link voltage in microinverters along 

with grid current control. The developed MPC based MPPT controller is shown to operate 

with a single-stage impedance source three-phase inverter with PID based grid-side 

control. 
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1. INTRODUCTION  

Today’s society has become increasingly dependent on electricity. A single day 

power outage could cost small to medium businesses up to $35 thousand and could cost 

large businesses up to $2.3 million [1]. With a world population of over 7.6 billion people, 

rising birth rates and rising life expectancies at unprecedented rates [2], developing the 

electrical infrastructure to meet energy demand becomes a real global challenge. The 

world energy consumption is projected to rise by nearly 50% between 2018 and 2050 [3]. 

The National Academy of Engineers (NAE) identified the electricity grid (electrification) 

as one of the greatest achievements of the 20th century [4]. Electrification has been shown 

to account for 25% of the global greenhouse emissions [5]. Meeting the rising energy 

demands using carbon-based fuels increases the carbon footprint of electricity generation 

even further. Therefore, a thorough investigation of new and clean energy sources using 

sustainable methods are necessary to meet rising energy demands. The new challenge is 

to integrate renewable energy-based sources into the utility grid. Solar energy is generally 

abundant and has been shown to reduce carbon emissions. The Fraunhofer photovoltaic 

report indicated that “in 2018 Greenhouse Gas emissions of about 28 Mio. t CO₂-
equivalent were avoided due to 46 TWh PV electricity consumed in Germany” [6].The 

challenge with solar energy is to economically convert it into a usable form to supply the 

electrical grid. The NAE identified this challenge as one of the 21st-century grand 

challenges [7]. This dissertation studies advanced control techniques for photovoltaic 

interface converters to make them more cost effective, highly efficient and more reliable. 
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1.1. Power electronic interfaces for solar photovoltaic systems 

Solar photovoltaic energy systems (PV) have had a consistently increasing market 

penetration over the past seven years, with a total global installed capacity of over 500 

GW [8]. A PV installation must harvest the maximum possible electrical energy at the 

lowest cost to be economically justifiable [9, 10]. This presents many engineering 

challenges and opportunities within power electronics [11] amongst which are low-cost 

power converter implementation [12], high reliability [13], grid-friendly integration [14], 

fast dynamic response to track the stochastic nature of the solar resource [15, 16], 

disturbance rejection to grid transients [17, 18] and partial shading mitigation [19]. Power 

electronic interfaces (PEI) are the energy conversion interfaces that condition the voltage 

level and power output to a usable form in compliance with engineering standards such as 

IEC 61727 [20]. PEIs could process the power of an array of PV modules interconnected 

in series or in cascade. PEIs could be connected to standalone PV modules. PEIs could 

also be connected at the submodule level of a PV module. Different configurations of PV 

module interconnections are shown in Figure 1.1. 
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Figure 1.1 Contributions of this dissertation to the PV energy harvesting system. 
 

PEIs used in PV applications range in function, as shown in Figure 1.2. A dc/dc 

converter is used as a power optimizer stage for PV elements, where each element could 

be a submodule, a module or an array of PVs. A dc/ac converter (inverter) is used to 

interact with the utility grid. Microinverters are typically connected to a single PV module. 

Power optimizers could interface standalone PV modules to a dc load or connected to an 

inverter stage to interface with the utility grid. Microinverters and dc optimizers are 

emerging technologies with market shares of 1% and 3%, respectively [6]. String inverters 

and central inverters for large-scale PV installations dominate the market with a market 

share of 52% and 44%, respectively [6]. 
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Figure 1.2 Some power electronic interfaces typically used in the PV market and discussed in this 
dissertation. 

 

1.2. Maximum power point tracking in photovoltaic power electronic interfaces 

The energy generated from PV systems is highly dependent on environmental 

factors such as solar irradiation, cloud coverage, and ambient temperature. The challenge 

with any renewable energy source, particularly solar, is to harvest maximum available 

energy capacity, even with a stochastic and unpredictable solar irradiation profile [21]. 

Hence, maximum power point tracking (MPPT) algorithms are employed to ensure that 

the maximum available energy is harvested from the solar module [22-26]. The concept 

of MPPT is based on the idea of impedance matching between the PV, the PEI and the 

load to ensure maximum power transfer [27]. 

The MPPT controller is mostly implemented in the dc optimizer stage of the solar 

inverter or to single-stage dc-ac inverters [28-30]. Many MPPT methods have been 

suggested recently; the relative merits of these various approaches are discussed in [31]. 

Some MPPT techniques discussed in [31] are: Incremental Conductance (InCon) [32], 
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Perturb-and-Observe (P&O) [33], fractional Open-Circuit Voltage (Voc) [34], and Best 

Fixed Voltage (BFV) [35]. The pros and cons of the different MPPT algorithms are 

generally studied in light of the application. P&O is a well-known technique with 

relatively good performance; however, P&O method cannot always converge to the true 

maximum power point [31]. Also, P&O and InCon alike exhibit high steady-state 

oscillations which reduce overall control efficacy. 

 

1.3. Model predictive control of power electronic interface in PV applications 

This dissertation investigates the controls of the PEIs with the objective to reduce 

cost, increase reliability, and increase the efficiency of PV energy conversion systems. 

The overall theme of this dissertation involves exploring the theory of model predictive 

control (MPC) within a range of applications for PV systems. Finite control set MPC is a 

flexible model-based [36] control method that can include multi-objective optimization 

[37], constrained control [38], adaptive control [39] and online auto-tuning of weighting 

factors [40] all in a single controller that exhibits fast dynamic tracking [41]. 

On the control-side an MPC-based MPPT algorithm is investigated to maximize 

the energy harvest of the PV module. Within the developed MPC based MPPT framework, 

sensorless current mode and adaptive perturbation are proposed. The MPC framework is 

expanded further to include inverter control. The control of a single-phase H-bridge 

inverter and sub-multilevel inverter are presented in this dissertation to control grid current 

injection. The multi-objective optimization of MPC is investigated to control the dc-link 

voltage in microinverters along with grid current control. The developed MPC based 
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MPPT controller is shown to operate with a single-stage impedance source three-phase 

inverter with PID based grid-side control.  

The MPC framework is developed for 

1- Maximum power point tracking 

2- Grid-side current injection controller 

3- Regulation of dc link voltage ripple 

 

1.4. Dissertation overview 

This dissertation investigates the model predictive control technique within PV 

energy conversion systems. The applications considered illustrate different challenges 

within the power electronic interface design beginning from the standalone dc optimizer 

of a PV element to single-stage power processing of a cluster of PV elements. To present 

the research objectives, different applications are considered according to Figure 1.3. 

 

Figure 1.3 Applications considered within the PV energy harvesting system are presented in the following 
chapters. 
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Chapter 2 discusses the fundamentals of MPC in power electronics. In this chapter 

the theory and fundamental operation principles of MPC are being demonstrated. The use 

case of MPC in power electronics for PV application is established. A complete case on 

the analysis of the MPC framework for switching power supplies is demonstrated.  

Chapter 3 utilizes the model-based framework of MPC to develop an MPPT 

algorithm that eliminates the input-side current sensor in a PV application. The 

implementation of MPC realizes the observer-based sensorless current mode being 

fundamentally model-based design, expressed within the cost function. This chapter also 

utilizes constrained control and online auto-tuning of MPC to develop an adaptive 

perturbation MPPT to reduce steady-state oscillation and improve dynamic performance.  

Chapter 4 examines the application of the sensorless current MPPT algorithm 

within submodule PV power processing. The topology of the sub-multilevel inverter (sMI) 

was considered as its 7-level output voltage is not affected by the mismatch in the 

submodule voltages of the dc optimizer, making it suitable for the application in this 

chapter. This chapter demonstrates an MPC framework for both the MPPT controller for 

the cascaded dc optimizers and the inverter side grid current controller.  

Chapter 5 illustrates an approach to integrating MPC-based MPPT controllers 

within the existing control loop of a three-phase grid connected impedance source inverter. 

The topology of the impedance source inverter has an inherent advantage that allows two 

different control objectives to be achieved simultaneously. Such an advantage eliminates 

the need for two-stage power processing for PV applications.  
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Chapter 6 explores the topology of the microinverter for a PV module. Single-

phase grid-tied inverters have a characteristic double frequency power ripple. This ripple 

negatively impacts MPPT operation and the parity of the grid-injected current. A model 

predictive control framework is shown to regulate dc-link voltage ripple the injection 

while regulating grid current injection.  

Overall, the applications within PV energy harvesting systems are explored from 

generation to grid integration to demonstrate the MPC methods. Power optimizers 

investigated in this dissertation are the flyback converter and the boost converter. 

Investigated grid interface inverters include the single-phase H-bridge inverter, the sub-

multilevel inverter and the three phase H-bridge inverter. The interaction between dc 

optimizers and single-phase H-bridge inverters within a microinverter configuration is 

studied. The interconnection between power optimizers with sub-multilevel inverters is 

investigated. A single-stage impedance source network with a three-phase H-bridge is 

investigated for large scale PV installations.  

The contributions presented in this dissertation (Figure 1.4) according to the chapters 

are: 

Chapter 3 – Maximum power point tracking of standalone dc power optimizers 

• MPC-based sensorless current mode  

• MPC-based adaptive perturbation MPPT  

Chapter 4 – Maximum power point in a grid interactive inverter – sub-multilevel inverter 

• MPC based submodule MPPT converters for partial shading mitigation 

• MPC based grid integration based on sub-multilevel inverter 
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Chapter 5 Maximum power point in a grid interactive inverter – impedance source inverter 

• MPC based MPPT control of a single-stage power processing systems 

• MPC based MPPT integration with pre-existing PID based controller 

Chapter 6 Double frequency power ripple controller for microinverters 

• MPC-based control strategy for double frequency ripple on dc link voltage 

reduction in microinverters 

• Integrated multi-objective MPC controller for both grid current injection and dc 

link voltage control 

 

Figure 1.4 Contributions of this dissertation to the PV energy harvesting system. 
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2. FOUNDATIONS OF MODEL PREDICTIVE CONTROL IN POWER 

ELECTRONICS APPLICATIONS 

MPC applications in power electronics can be found in literature from as early as 

the 1980s for high-power systems with low switching frequency [27, 42, 43]. Model 

Predictive Control (MPC) is considered to be a mature technique for linear and rather slow 

systems like the ones encountered in the process industry [44]. More complex systems, 

such as non-linear, or very fast processes were not considered the realm of MPC [44]. 

Power converters are hybrid systems that are inherently non-linear and use fast switching. 

Higher switching frequency devices were not viable at that time due to the immense 

calculation time required for the control algorithm. The use of finite set MPC, as an 

optimal controller, has lately gained broad interest in multiple applications in power 

electronics and motor drives [45-47]. This interest is fueled by the availability of low-cost 

microprocessors with high processing powers [48-56]. 

On the one hand, switching power converters are inherently non-linear systems. 

On the other hand, each state of the power converter, per switching configuration, exhibits 

electronic linear circuit theory characteristics [57]. Kirchhoff’s current and voltage laws 

allow generating a linear system model for each switching configuration of the power 

converter [58]. The dichotomy of the switching power converter modeling is described as 

a hybrid system in control theory [59].  

Finite control set model predictive control (MPC) is a model-based [36] control 

method that can include multi-objective optimization [37], constrained control [38], 

adaptive control [39] and online auto-tuning of weighting factors [40] all in a single 
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controller that exhibits fast dynamic tracking [41]. This class of controller is ideally suited 

for the optimal operation of the switched non-linear control problem studied in this 

dissertation. 

This chapter is organized as follows: 

Section 2.1 reviews the concept of hybrid systems and how to model them. 

Section 2.2 demonstrates tools in discrete-time modeling of power converters. 

Section 2.3 discusses the different classes of predictive controllers. 

Section 2.4 illustrates the basic principle of MPC control design. 

Section 2.5 provides details on constructing a cost function for power electronics 

applications. 

Section 2.6 presents the concepts of cost function optimization using the receding horizon 

strategy. 

Section 2.7 briefly discusses the control handle of MPC controllers in power electronics. 

Section 2.8 shows the possible need for fixed-frequency finite control set MPC. 

Section 2.9 presents the challenge of MPC implementation on low-cost microcontroller 

units. 

Section 2.10 concludes this chapter. 

 

2.1. Background on hybrid systems 

A system that can be described as an interaction between continuous dynamics and 

discrete dynamics is often described as a hybrid system [59]. Continuous dynamics can be 
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expressed in terms of a continuous time-invariant system, such as the linear system in 

(2.1). 𝑥ሶ(t) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡)  (2.1) where, 𝑥  state variables, 𝑥 ∈ ℝ௡ 𝑢  input signals, 𝑢 ∈ ℝ௠ 𝐴  state transition matrix, 𝑑𝑖𝑚ሾ𝐴(∙)ሿ = 𝑛 × 𝑛 𝐵  input matrix, 𝑑𝑖𝑚ሾ𝐵(∙)ሿ = 𝑛 × 𝑚  
Discrete dynamics can be thought of as a deterministic finite state machine, with a finite 

set 𝑄 and the state 𝑞 ∈ 𝑄. The transitions between the different states are being triggered 

by some input variable 𝑣. In a hybrid system, the input 𝑢 to the continuous dynamics is 

some function of 𝑞. The value of the input 𝑣 to the discrete dynamics is determined by the 

value of the continuous state 𝑥. An illustrative figure on the interaction between 

continuous and discrete dynamics in hybrid systems is shown in Figure 2.1 as adapted 

from [59]. 

 
Figure 2.1 Hybrid systems are an interaction between continuous and discrete dynamics as adapted from 

[59]. 
 

In the application of power electronics, power converters can be considered 

continuous-time systems with isolated discrete switching events. Such systems are 

referred to as switched systems. A switched system is obtained from a hybrid system by 

x v

u

q

Continuous trajectory Interaction Discrete transitions
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considering all possible switching states while neglecting the details of the discrete 

behavior (the switching action). 

Suppose a family of functions 𝑓ఉ, 𝛽 ∈ ℬ where ℬ is some finite index set ℬ =ሼ1,2, … ,𝑚ሽ. The state-space representation for a family of linear systems is  𝑥ሶ =  𝑓ఉ(𝑥) = 𝐴ఉ𝑥,          𝐴ఉ ∈ ℝ௡×௡,𝛽 ∈ ℬ (2.2) 

A switching signal can be defined using a piecewise constant function 𝜎: [0,∞) → ℬ. The 

function 𝜎 has a finite number of discontinuities, switching times, and has a constant value 

on every interval between two consecutive switching times [59]. Thus a switched linear 

system can be expressed as  𝑥ሶ =  𝑓ఙ(௧)(𝑥(𝑡)) = 𝐴ఙ(௧)𝑥(𝑡) (2.3) 

Power electronics converters are non-linear due to their switching. However, switching 

systems as shown from this section can be represented as piecewise linear systems based 

on a switching function.  

 

2.2. Power converter modeling 

A power electronic switch is typically realized by a semiconductor device 

optimized for the application like IGBTs, MOSFETs, and diodes. Designing a model for 

a switched system begins by considering all the switching devices. Ideally, each switching 

device can be “on” or “off” where “on” refers to current conducting through the device 

from a first portion of the circuit to a second and “off” refers to the inhibition of current 

flowing from a first portion of the circuit to a second portion of the circuit. Semiconductor 

limitations such as on-resistance and turn-on time are neglected to simplify the analysis 
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[60]. The number of switching configurations generated accordingly is the number of 

system states. Some of the switching configurations may be defying to some physics or 

circuit theory principles and are eliminated from the analysis. From this point forward, it 

is assumed that all switching states considered in the analysis are in fact possible switching 

states. In practice, the application of Kirchoff’s voltage and current laws can reduce the 

number of possible switch configurations to the number of valid switch configurations by 

eliminating those that would not be realizable in practice. Since each switch can have two 

states, the number of possible configurations in a power converter is 2s where s is the 

number of switches.  

As an example, a three-phase, two-level inverter has six switches and accordingly 

has 2଺ = 64 switching states. However, the switches in each leg of the two-level inverter 

should be complimentary to avoid shoot-through. In that case, each phase leg is 

represented by one switch and the possible switching states are 2ଷ = 8. As seen in Figure 

2.2 as adapted from [61], the possible switching states generate eight possible voltage 

vectors. As can be noted in Figure 2.2, states 𝑆଴ and 𝑆଻ are redundant as their voltage 

vectors 𝑣଴ and 𝑣଻ are equal. Redundant states can be eliminated from converter modeling 

to simplify converter models [62]. In current source converter applications, the relation 

between switching states and current vectors is analyzed similarly.  
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Figure 2.2 Voltage vectors of a three-phase two-level inverter as adapted from [61]. 
 

The discrete-time models of the state variables are analyzed using circuit theory to 

construct model equations to estimate this variable at the next sampling time. Several 

discretization methods exist to determine the discrete-time model of the system. As an 

example, for first-order systems, Euler forward method can be used to approximate the 

derivatives [63]:  𝑑𝑥𝑑𝑡 ≈ 𝑥(𝑘 + 1) − 𝑥(𝑘)𝑇ௌ  (2.4) 

where Ts is the sampling time. Hence, capacitor current and inductor voltage can be 

expressed by  

𝑖஼ = 𝑑𝑣஼𝑑𝑡 ≈ 𝑣஼(𝑘 + 1) − 𝑣஼(𝑘)𝑇ௌ  (2.5) 

𝑣௅ = 𝑑𝑖௅𝑑𝑡 ≈ 𝑖௅(𝑘 + 1) − 𝑖௅(𝑘)𝑇ௌ  (2.6) 

Euler forward method may not be an accurate approximation in higher-order systems and 

the error becomes higher. Thus other discretization techniques are used instead. 
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2.3. Classification of predictive controllers 

Predictive controllers include a wide variety of classes that have gained traction 

for power converter controls. Figure 2.3 shows a classification of different predictive 

control methods and their main characteristics as adapted from [43]. In predictive 

controllers, model-based relations are used to estimate the state variables for the next step 

and are applied to the cost function. According to pre-defined optimization criteria, the 

controller selects a state σ as the optimal actuation. Hysteresis-based predictive controllers 

ensure the state variable is the boundaries of a hysteresis area [64]. In trajectory-based 

predictive controllers, the state variables are forced to follow a certain predefined 

trajectory [65]. Deadbeat predictive controllers set the error between the state variables 

and the reference to zero in the next sampling instant [66]. Model predictive controllers 

use a more generalized form of optimization based on an objective function [67]. As seen 

in Figure 2.3, deadbeat control and MPC with continuous control set need a modulator to 

generate the switching signal, which only uses a fixed switching frequency. Other 

controllers generate the switching signals directly for the converter without the need for a 

modulator which results in a variable switching frequency.  
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Figure 2.3 Classification of predictive control methods used in power electronics as adapted from [43]. 
 

In power electronics, there are advantages for the use of the modulator in very 

high-frequency converters, for example. These advantages are discussed in section 2.7 on 

fixed frequency MPC, and a realistic example is given in Chapter 3. Otherwise, the use of 

finite control set MPC allows the additions of constraints and online optimization of the 

cost function, which allows for faster system response. 

One of the significant advantages of predictive controllers is that the concept is 

simple and straightforward. When considering continuous control set MPC, the 

implementation of MPC for some applications is more complex — considering little time 

available due to small sampling time for calculation of the MPC algorithm and 

optimization of the MPC algorithm. In some applications, it is common to perform 

calculations offline using the system and model parameters in a technique known as 

explicit MPC [68]. In an explicit MPC method, the model of power electronic converter 

is approximated in the form of a linear system by a modulator to eliminate the need for 
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online optimization. Explicit MPC algorithms generate control moves in the form of a 

look-up table containing an optimal solution as a function of the state of the system [69]. 

Explicit MPC is applied for a wide range of power electronics converter in literature [69-

71]. The main drawback of this method is that the discrete characteristics of power 

electronics converters are not taken into account. Finite control set MPC allows for online 

optimization while including the discrete characteristics of power converters and pre-

defined constraints. More flexibility of implementation and desired constraints for the 

controller can be achieved when considering online optimization of the cost function in 

the MPC method. 

In summary, finite control set MPC is justified in this dissertation for these reasons: 

• The general concepts of MPC are intuitive, which allows practitioners with limited 

control theory knowledge to design MPC regulators. 

• The tuning of MPC is relatively more straightforward, especially when compared to 

PID controllers. 

• Using MPC, multivariable control problems can be solved using multi-objective 

optimization of the cost function, instead of multiple control loops. 

• MPC allows for the inclusion of non-linearities (the switching action) of power 

converters, without the need for linearization techniques (small-signal averaging). 

• MPC allows for the inclusion of constraints during the design process. 

Some of the challenges with MPC: 

• Derivation of the control law in MPC is more complex, especially when compared to 

PID control. 
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• All the computations and online optimization are made every sampling time, which 

requires higher computing power. 

• MPC is based on prior knowledge of the system model and does not account for the 

model mismatch from the system. 

• The variable switching frequency can be disadvantageous for switching devices and 

circuit elements ratings. 

 

2.4. The basic principles of MPC 

The MPC for power electronics converters can be designed using the following 

steps [48]: 

• Modeling of the power converter to identify all possible switching states and their 

relation to the input or output voltages or currents. 

• Obtaining discrete-time models that allow the predicting of future behavior of the 

state variables. 

• Defining a cost function that represents the desired behavior of the system. 

The designed controller should consider the following tasks: 

• Predict the behavior of the controlled variables for all possible switching states. 

• Evaluate the cost function for each prediction. 

• Select the switching state that minimizes the cost function. 

The model used for prediction is a discrete-time model which can be presented as 

the state space of a hybrid system (2.3) model as follow [43]: 
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 𝑥෤(𝑘 + 1) = 𝐴𝜎𝑥(𝑘) +𝐵𝜎𝑢(𝑘) 𝑦(𝑘) = 𝐶𝜎𝑥(𝑘) 
 

(2.7) 

Then a cost function that takes into consideration the future states, references and future 

actuation can be defined: 𝑔 = 𝑓൫𝑥(𝑘),𝜎(𝑘),⋯ ,𝜎(𝑘 + 𝑁)൯ (2.8) 

The defined cost function 𝑔 should be minimized for a predefined horizon in time N; the 

result is a sequence of 𝑁 optimal actuation: 𝜎(𝑘) = [1 0 ⋯ 0ሿ 𝑎𝑟𝑔𝑚𝑖𝑛ఙ 𝑔 (2.9) 

Even though 𝜎(𝑘) contains feasible plant inputs over the entire horizon of time 

only the first element is used in conventional MPC. At the next sampling time (𝑘 + 1), 

the system states are calculated using the system model, the horizon is shifted by one step, 

and another optimization is applied. For a horizon length 𝑁 = 3, the horizon taken into 

consideration in the minimization of 𝑔 slides forward as 𝑘 increases. More details on cost 

function optimization are discussed in section 2.6. 

 

2.5. MPC cost functions 

Model predictive control (MPC) is a well-known controller framework in which 

mathematical models are used to optimize the behavior of a physical system. Without loss 

of generality, finite control set MPC is a suitable variant of MPC in which each possible 

configuration of the switch mode power supply is evaluated, and the one that minimizes a 

cost function is chosen as the optimal next configuration. The control requirement such as 

torque, current or power control can be included in a single cost function, 𝑔, subject to 
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minimization. Each term in the cost function is multiplied by a weight factor to deal with 

units and magnitudes of the control variables.  

Weight factors in the cost function, in addition to accommodation of different units 

and scales, enable the prioritization of specific control variables. Selecting weight factors 

for each control problem is not straight forward [43]. Several empirical approaches to 

determine a fixed weight factor using trial and error have been investigated in the literature 

[72]. However, a fixed weight factor is not robust to parameter variation and other 

uncertainties of the system.  

MPC implementation within power electronics is illustrated in Figure 2.4. The 

controller uses past and present measurements of the state variables 𝑋(𝑘), to estimate the 

model behavior of those state variables, 𝑋෨(𝑘 + 𝑁) (the tilde denotes an estimated value 

and N denotes the length of the prediction horizon) [73]. This estimate, 𝑋෨(𝑘 + 𝑁), is 

compared to a desired set reference 𝑋∗(𝑘 + 𝑁) (the star denotes a reference value) to 

determine the input vector 𝜎(𝑘 + 𝑁). The MPC framework requires a cost function, 

typically denoted with the mathematical symbol g, which is assigned to one or more 

mathematical relationships. Each relationship defines a particular objective, such as 

tracking a reference signal.  
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Figure 2.4 A generalized block diagram on the fundamentals of MPC implementation for power 
electronics converters. 

 

A general formulation of the cost function with ‘n’ objectives has the following format: 

𝑚𝑖𝑛 𝑔ఙ∈ሼଵ:௠ሽ = 𝜆ଵห𝑋෨ଵఙ(𝑘 + 1) − 𝑋ଵ∗(𝑘 + 1)ห + ⋯𝜆௡ห𝑋෨௡ఙ(𝑘 + 1) − 𝑋௡∗(𝑘 + 1)ห 
subject to 𝑥෤(𝑘 + 1) = 𝐴ఙ𝑥(𝑘) + 𝐵ఙ𝑢(𝑘)                                       𝑦(𝑘) = 𝐶ఙ𝑥(𝑘)                   |𝑦(𝑘)| ≤ 𝑦௕௢௨௡ௗ௔௥௬ 

(2.10) 

where, 𝜆ଵ..௡  are the weighting factors that assign significance to some objectives over others 𝜎  denotes the state number 𝑚  the number of possible states for the system 𝑋෨ଵ..௡  the state variables being controlled 𝑋ଵ..௡∗   the state references being tracked 𝑥  state variables 𝑢  input signals 𝑦  output signals 𝐴  state transition matrix 𝐵  input matrix 𝐶  output matrix 𝑘  discretized time steps  
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For each sampling period, the controller evaluates the cost function g for each valid 

m switch configuration. The switch configuration is chosen that minimizes the numerical 

value of the cost function g. In general, there can be multiple objectives and the MPC 

seeks to minimize the net contribution of each cost term. The MPC framework allows for 

the weighting of the different objectives to give priority or preference. 

 

2.6. Cost function optimization 

MPC is an optimization-based problem in which the cost function is minimized 

for a pre-defined prediction horizon of length 𝑁. When using a non-linear model or 

considering constraints, it is more challenging to use least squares as all the states along 

the trajectory 𝑥(𝑇) need to be optimized simultaneously to obtain state variable estimates 

[73]. Such optimization technique is computationally taxing as 𝑇 increases. Alternatively, 

only the measurements within the prediction frame 𝑦ே(𝑇) = {𝑦(𝑇 − 𝑁), … ,𝑦(𝑇)} are 

accounted for and only the state variable estimates 𝑥ே(𝑇) = {𝑥(𝑇 − 𝑁), … , 𝑥(𝑇)} in the 

prediction frame estimated. This principle is known as the moving horizon estimation or 

the receding horizon strategy and is illustrated in Figure 2.5 as adapted from [73]. 



24 

 

 

Figure 2.5 The concept of moving horizon estimation is a fundamental concept in understanding model 
predictive control adapted from [73]. 

 

This optimization is subject to the model of the system and the constraints defined 

in the cost function. The result of the optimization is a sequence of 𝑁 optimal actuation. 

The time range on the resulting sequence is from (𝑘 + 1) to (𝑘 + 𝑁). During time 𝑘, the 

controller only applies the first element of the sequence, receding strategy, as in: 𝜎(𝑘) = [1 0 ⋯ 0ሿ 𝑎𝑟𝑔𝑚𝑖𝑛ఙ 𝑔 (2.11) 

At each sampling time, the optimization problem is solved again by using a new set of 

measured data to obtain a unique sequence of optimal actuation. The MPC principle of 

working is illustrated graphically in Figure 2.5. As it is shown by using the measured 

information and system model until time k, the future value of the system state is predicted 

until the time (𝑘 + 𝑁) in horizon. Then the optimal actuation is calculated by optimizing 
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the cost function (2.7). As the optimization is complete and the state function 𝜎(𝑘) at time 𝑘, the prediction horizon shifts forward. 

 

2.7. Understanding the MPC control handler 

In power electronics, the control handle is the switching configuration (i.e. turning 

the switches on or off). Such a concept may not be entirely intuitive to many classical 

control theorists. For example, the control handle of the rotation of an airplane about its 

vertical axis (yaw) is the rudder through adjusting the rudder angle. The control handle for 

cruise-controlled cars is the throttle to control the engine speed. In classical control 

techniques (i.e., PID controllers), the switching status can be commanded by adjusting the 

pulse width of the gating signal for the switch. The resulting pulse width is a percentage 

(ratio) of the overall sampling time which is analogous to well-known control handlers. 

The pulse width ratio is known as the duty ratio and is defined as 𝑡௢௡ 𝑇௦⁄  and is applied to 

a modulator to generate the switch gating signals. Using finite control set MPC facilitates 

the control of the switching configuration by turning the switches on or off without the 

need for a modulator.  

The concept of the MPC handler in power electronics could be better explained 

with an example. Consider the buck converter circuit shown in Figure 2.6; the double-

throw switch could either be in position ‘1’ or position ‘2’. The switching configuration 

on the left of Figure 2.7 (𝜎 = 1) occurs when the double-throw switch is in position ‘1’. 

The switching configuration on the right of Figure 2.7 (𝜎 = 2) occurs when the double-
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throw switch is in position ‘2’. When the switch is in position 1 the currents and voltages 

using Kirchoff’s current and voltage laws can be expressed as 

𝑖஼ఙୀଵ(𝑡) = 𝐶 𝑑𝑣௢௨௧𝑑𝑡 = 𝑖௅(𝑡) − 𝑣௢௨௧(𝑡)𝑅  (2.12) 

𝑣௅௡ఙୀଵ(𝑡) = 𝐿 𝑑𝑖௅𝑑𝑡 = 𝑣௜௡(𝑡)−𝑣௢௨௧(𝑡) (2.13) 

When the switch is in position ‘2’ the currents and voltages using Kirchoff’s current and 

voltage laws can be expressed as  

𝑖஼ఙୀଶ(𝑡) = 𝐶 𝑑𝑣௢௨௧𝑑𝑡 = 𝑖௅(𝑡) − 𝑣௢௨௧(𝑡)𝑅  (2.14) 

𝑣௅௡ఙୀଶ(𝑡) = 𝐿 𝑑𝑖௅𝑑𝑡 = −𝑣௢௨௧(𝑡) (2.15) 

 

 

Figure 2.6 The buck converter circuit topology. The double-throw switch could be placed in position ‘1’ or 
in position ‘2’. 
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Figure 2.7 The buck converter switching configurations. The switching configuration on the left (𝜎 = 1) 
occurs when the double-throw switch is in position 1. The switching configuration on the right (𝜎 = 2) 

occurs when the double-throw switch is in position 2. 
 

2.8. Fixed frequency MPC 

Among the inherent challenges of finite control set MPC controllers is the variable 

switching frequency which necessitates careful consideration for the sizing of passive 

components [74] and could cause high input current ripple [75] which adversely affects 

PV system performance [76]. Some power converter applications need to be switched at 

high frequency. For example, flyback converters use a high-frequency, as flyback 

transformers saturate when the switching frequency drops [77]. Variable switching 

frequency requires switches and passive components to withstand high voltage stresses 

[78].  

Fixed frequency MPC addresses this issue by incorporating some elements of the 

PWM modulator [36, 79-82]. The idea is to exploit the benefits of finite control set MPC 

such as online optimization and estimation, including constraints and straightforward 

control law while having a fixed frequency modulation. Therefore, techniques like explicit 

MPC and continuous control set MPC are not suitable.  
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Methods in [80, 81] propose the use of triangular carriers to adjust the size of the 

MPC generated pulse width. The approach presented in [82] uses the converter model to 

estimate a discrete-time formulation for duty ratio that is dependent on system 

measurements and uses pulse width modulation. The approach presented in [36] and 

employed in this paper uses the mean value of the generated MPC signals to obtain a duty 

ratio to be applied to a high-frequency PWM modulator. More details on fixed frequency 

MPC are discussed in Chapter 3. 

 
2.9. Low-cost microcontroller implementation 

Control strategies for power converters and drives have been the subject of 

ongoing research for several decades in power electronics. Classical linear controllers 

combined with modulation schemes and nonlinear controllers based on hysteresis bounds 

have become the most used schemes in industrial applications [43]. Many of these 

concepts go back to research on analog hardware, which limited control complexity. 

Modern digital control platforms like DSPs have become state of the art and have been 

widely accepted as industrial standards [24]. The main digital control platforms used in 

industrial electronics are based on a fixed-point processor, due to the high computational 

power and low cost [83]. However, in the academic world, control platforms based on 

floating-point processors with high programming flexibility are more usually used [84]. 

Recently, hardware and software solutions implemented in field-programmable gate 

arrays (FPGAs) have received particular attention, mainly because of their ability to allow 

designers to build efficient and dedicated hardware architectures utilizing flexible 
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software. The main stream control platforms used in power electronics are summarized in 

Table 2.1 as modified from [85]. 

Table 2.1 Examples of digital control platforms as modified from [85]. 
DSP 

TMS320F2812 
DSP 

TMS320F28379 
FPGA 

Spartan-6 LX45 
dSPACE 
DS1006 

150 MHz 
Single-core 
Fixed-point 

150 MMACS 

200 MHz 
Dual-core 

Floating-point 
400 MMACS 

250 MHz 
58 cores 

Fixed-point 
14500 MMACS 

2.8 GHz 
Quad-core 

Floating-point 
11200 MMACS 

    

 

MPC is a computationally intensive control algorithm as each state variable in the 

system is evaluated for each of the possible control actuates. Adding to the complexity of 

MPC is the multi-objective optimization of the penalty function. As such, plenty of 

research on the area of MPC in power electronics implement their algorithms on expensive 

platforms such as dSPACE and OPAL-RT. While such platforms are excellent rapid 

prototyping platforms, they are costly and may be impractical in product design. The use 

of MPC on low-cost microcontroller units (MCU) has been of particular interest in the 

literature. As is seen in Table 2.1, a comparison between different types of the controller 

shows that dSPACE and some DSPs use floating-point arithmetic, while FPGA and some 

DSP models use fixed-point arithmetic. Million multiply-accumulate cycles per second 

(MMACS) for each type of controller in Table 2.1 are computed as in (2.16) [87]. 
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𝑀𝑀𝐴𝐶𝑆 =  𝐶𝑙𝑜𝑐𝑘 𝑠𝑝𝑒𝑒𝑑 (𝑀𝐻𝑧) × 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑜𝑟 𝑐𝑜𝑟𝑒𝑠1 𝐶𝑙𝑜𝑐𝑘 𝑐𝑦𝑐𝑙𝑒  (2.16) 

Generally, the MMACS processor benchmark could indicate the speed of a particular 

processor. MMACS does not take into account the execution method and the different 

types of instructions among the different controllers. As can be seen from (2.16), the 

MMACS benchmark is directly proportional to processor clock speed. A low-cost 

implementation method is discussed in Chapter 3 in more detail. 

 

2.10. Conclusion 

Power electronics converters present unique challenges as hybrid systems that are 

inherently non-linear and use high switching frequencies. This chapter explained the 

general principles of MPC and how they apply to power converter analysis. A detailed 

step-by-step procedure on constructing the state variable model estimators, formulating 

the MPC cost function, and the cost function optimization was discussed. Some of the 

challenges with high switching frequency may require an addition of a modulator as has 

been considered. Additionally, the application of MPC using low-cost implementation 

methods is of interest and has been discussed in this chapter. The foundations established 

in this chapter are used in the following application chapters: 

Chapter 3 – Maximum power point tracking of standalone dc power optimizers 

• MPC-based sensorless current mode  

• MPC-based adaptive perturbation MPPT  

Chapter 4 – Maximum power point in a grid-interactive inverter – sub-multilevel inverter 

• MPC based submodule MPPT converters for partial shading mitigation 
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• MPC based grid integration based on sub-multilevel inverter 

Chapter 5 Maximum power point in a grid-interactive inverter – impedance source inverter 

• MPC based MPPT control of a single-stage power processing systems 

• MPC based MPPT integration with pre-existing PID based controller 

Chapter 6 Double frequency power ripple controller for microinverters 

• MPC-based control strategy for double frequency ripple on dc-link voltage 

reduction in microinverters 

• Integrated multi-objective MPC controller for both grid current injection and dc-

link voltage control
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3. MAXIMUM POWER POINT TRACKING IN DC POWER OPTIMIZERS* 

 

3.1. Introduction 

Solar photovoltaic energy systems (PV) has had a consistently increasing market 

penetration over the past seven years, with a total global installed capacity of over 500 

GW [8]. A PV installation must harvest the maximum possible electrical energy at the 

lowest cost to be economically justifiable [9, 10]. This presents many engineering 

challenges and opportunities within power electronics [11] amongst which are low-cost 
____________________________________________________________________________________________________________________________ 

*Part of the data reported in this chapter is reprinted with permission from “MPPT of Photovoltaic 
Systems Using Sensorless Current-Based Model Predictive Control” by M. Metry, M. Shadmand, R. S. 
Balog, and H. Abu-Rub, 2017. IEEE Trans. Ind. Appl., vol. 53, pp. 1157-1167, Copyright © 2017 IEEE 
*Part of the data reported in this chapter is reprinted with permission from “A Model Parity Study on the 
Model Predictive Control Based Sensorless Current Mode” by M. Metry and R. S. Balog, 2018. Presented 
at the IEEE Int. Conf. on Compatibility, Power Electron. and Power Eng. Doha, Qatar, 10-12 Apr 2018, 
pp. 1-6, Copyright © 2018 IEEE 
*Part of the data reported in this chapter is reprinted with permission from “A Parameter Mismatch Study 
on Model Predictive Control Based Sensorless Current Mode” by M. Metry and R. S. Balog, 2018. 
presented at the IEEE Texas Power and Energy Conf. (TPEC), College Station, TX, 8-9 Feb 2018, pp. 
1-6, Copyright © 2018 IEEE 
*Part of the data reported in this chapter is reprinted with permission from “A Variable Step-Size MPPT 
for Sensorless Current Model Predictive Control for Photovoltaic Systems” by M. Metry, M. B. 
Shadmand, R. S. Balog, and H. Abu-Rub, 2016. Presented at the IEEE Energy Convers. Congr. and Expo. 
(ECCE), Milwaukee, WI, 18-22 Sep 2016, p. 1-8, Copyright 2016 by IEEE 
*Part of the data reported in this chapter is reprinted with permission from “High efficiency MPPT by 
model predictive control considering load disturbances for photovoltaic applications under dynamic 
weather condition” by M. Metry, M. B. Shadmand, R. S. Balog, and H. Abu-Rub, 2015. Presented at the 
41st Annual Conference of the IEEE Industrial Electronics Society, IECON 2015, Yokohama, Japan, 
2015, pp. 4092-4097, Copyright © 2015 IEEE 
*Part of the data reported in this chapter is reprinted with permission from “Maximum power point 
tracking of photovoltaic systems using sensorless current-based model predictive control” by M. Metry, 
M. B. Shadmand, Yushan Liu, R. S. Balog and H. Abu Rub, 2015. Presented at the IEEE Energy 
Conversion Congress and Exposition (ECCE), Montreal, Quebec, 2015, pp. 6635-6641, Copyright 2020 
© 2015 IEEE 
*Part of the data reported in this chapter is reprinted with permission from “Sensitivity analysis to model 
parameter errors of MPPT by model predictive control for photovoltaic applications” by M. Metry, M. 
B. Shadmand, R. S. Balog and H. Abu Rub, 2015. IEEE First Workshop on Smart Grid and Renewable 
Energy (SGRE), Doha, Qatar, 2015, pp. 1-6, Copyright © 2015 IEEE 
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power converter implementation [12], high reliability [13], grid-friendly integration [14], 

fast dynamic response to track the stochastic nature of the solar resource [15, 16], and 

disturbance rejection to grid transient [17, 18] and partial shading [19]. Maximum power 

point tracking (MPPT) is needed to achieve high-efficiency PV systems [88, 89].  

This chapter utilizes the model-based framework of MPC to develop a MPPT 

algorithm that eliminates the input-side current sensor in a PV application. The 

implementation of MPC realizes the observer-based SCM being fundamentally model-

based design, expressed within the cost function [90]. This chapter also utilizes 

constrained control and online auto-tuning of MPC to develop an adaptive perturbation 

MPPT to reduce steady-state oscillation and improve dynamic performance. The 

contribution of this chapter is that the observer model for the sensorless-current control 

and the adaptive perturbation MPPT are incorporated directly into the MPC formulation. 

This chapter is organized as follows: 

Section 3.2 introduces some of the challenges with maximum power point tracking. 

Section 3.3 presents the background on the flyback converter with detailed circuit analysis. 

Section 3.4 derives the MPC formulation. 

Section 3.5 presents simulation results including dynamic standardized tests, a model 

parameter mismatch study and a model parity study. 

Section 3.6 presents detailed experiemental results analyzed in light of NREL data, and a 

comparative study to another well-known MPPT technique. 

Section 3.7 details a low cost microcontroller implementation of the MPC based MPPT 

technique. 
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Section 3.8 concludes the contribution of this chapter. 

 

3.2. Maximum power point tracking 

The MPPT subject has been well studied for PV applications and many control 

algorithms are known [24, 91, 92]. These include perturb and observe (P&O), incremental 

conductance (InCon), and fractional open circuit [31]. P&O and InCon attempt to track 

the maximum power point (MPP) by incrementing a reference signal (voltage or current) 

until the system reaches the MPP [93]. These techniques may exhibit large output power 

oscillations around the MPP and slow settling time in response to step changes [93-95]. 

A challenge with some well-known MPPT techniques is their dependency on 

accurate PV current measurement [96]. Specifications for temperature drift and aging-

related drift in shunt-resistor sensor and current transducer measurements can be found in 

the respective datasheets [97, 98]. Accuracy of the current measurement using a hall-effect 

sensor is influenced by the position of the conductor within the sensor [99]. Hall effect-

based sensor measurements may be compromised due to magnetic core offset [100] and 

magnetic interference from the surrounding environment [99, 101]. Merits of other 

contactless current sensor technologies such as anisotropic magneto-resistive effect based 

sensors and tunnel magneto-resistive effect based sensors are discussed [100, 101].  

Sensorless current mode control (SCM) in power converters is a way to eliminate 

challenges of the current sensor [102]. Techniques for the MPPT application are discussed 

[102-106]. An observer-based model approach to SCM as a surrogate to the current 

measurement is discussed [102]. Estimation of the current using capacitor voltage ripple 
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is discussed [103, 104]. Solutions involving the use of the transcendental relations of the 

PV cell to attain MPP, using a voltage sensor are demonstrated [105, 106]. The observer-

based SCM approach shows sizeable benefits on noise performance and load range [107] 

when compared to other known current-mode techniques [102]. Eliminating the current 

sensor, a fundamental component of the circuit, can reduce the cost and improves the 

reliability of the PV system especially when the system involves a cascaded or a multi-

level topology [108]. 

Finite control set model predictive control (MPC) is a flexible model-based [36] 

control method that can include multi-objective optimization [37], constrained control 

[38], adaptive control [39] and online auto-tuning of weighting factors [40] all in a single 

controller that exhibits fast dynamic tracking [41]. Sensorless current tracking of the 

maximum power point, has been shown to alleviate the temperature and aging drift of the 

sensor. In this chapter, experimental results of the proposed algorithm were presented and 

compared to other well-known MPPT algorithms. The proposed algorithm showed good 

reference tracking with fast dynamic response and small ripple in steady-state. A study of 

parameter mismatch has demonstrated that the model-based design functions at high 

efficacy within a wide mismatch range. A model parity study of the current surrogate 

model has shown the fidelity of the proposed observer based technique. Dynamic testing 

of the proposed algorithm has shown fast tracking and robustness to disturbance The 

formulation of the proposed ASC-MPPT, applied to a flyback converter, is explained and 

demonstrated experimentally on a PV system using actual meteorological data. However, 

the technique can be applied to other converter topologies by merely modifying the MPC 
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equations. The EN50530 European industrial test standards were used to demonstrate 

performance. Finally, the proposed algorithm has been implemented on a low cost 

microcontroller unit which presents a step closer to wide-scale production. 

 

3.3. Background on the flyback converter topology 

 

Figure 3.1 The flyback converter topology with snubber circuit for PV application. 
 

An overview of the proposed ASC-MPPT for the flyback converter is 

demonstrated in Figure 3.1. The flyback converter is presented in this chapter for 

illustration as it provides electrical isolation, making it suitable for local-area dc micro-

grid use [109, 110]. Also, the low component count and low cost supplemented with a 

high voltage gain make it suitable for PV module-integrated topologies [111, 112]. 
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3.3.1. Circuit analysis 

 

Figure 3.2 The flyback converter configuration when 𝑄௙ is turned on, σ=1 (left), and when 𝑄௙ is turned 
off, σ=0 (right). 

 

Consider the flyback converter in Figure 3.1. Discontinuous conduction mode 

(DCM) maximizes the ripple PV current; hence, the flyback converter is analyzed in 

continuous conduction mode (CCM). The state equations are derived based on the 

switching of the converter: when the switch is closed (𝜎 = 1) and when the switch is open 

(𝜎 = 0) as shown in Figure 3.2.  

𝑖௖ఙୀଵ(𝑡) = 𝐶 𝑑𝑣௢𝑑𝑡 = −𝑖௢(𝑡) = −𝑣௢(𝑡)𝑅  (3.17) 

𝑖௖ఙୀ଴(𝑡) = 𝐶 𝑑𝑣௢𝑑𝑡 = 𝑖஽ − 𝑖௢ = 𝑖௅௠(𝑡)𝑛 − 𝑣௢(𝑡)𝑅  (3.18) 

𝑣௅௠ఙୀଵ(𝑡) = 𝐿௠ 𝑑𝑖௅௠𝑑𝑡 = 𝑣௉௏(𝑡) (3.19) 

𝑣௅௠ఙୀ଴(𝑡) = 𝐿௠ 𝑑𝑖௅௠𝑑𝑡 = −𝑣௢(𝑡)𝑛  (3.20) 

The discrete-time estimation of (3.17)-(3.20) in steady-state is found using the Euler 

forward method for discretization. 

𝑣෤௢ఙୀଵ(𝑘 + 1) = ൬1 − 𝑇௦𝑅𝐶൰ 𝑣௢(𝑘) (3.21) 

𝑣෤௢ఙୀ଴(𝑘 + 1) = ൬1 − 𝑇௦𝑅𝐶൰ 𝑣௢(𝑘) + 𝑇௦𝑛𝐶 𝑖௅௠(𝑘) (3.22) 

𝚤̃௅௠ఙୀଵ(𝑘 + 1) = 𝑇௦𝐿௠ 𝑣௉௏(𝑘) + 𝑖௅௠(𝑘) (3.23) 
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𝚤̃௅௠ఙୀ଴(𝑘 + 1) = −𝑇௦𝑛𝐿௠ 𝑣௢(𝑘) + 𝑖௅௠(𝑘) (3.24) 

The magnetizing current can be expressed in terms of PV voltage and output voltage. 

𝑖௅௠ఙୀଵ(𝑡) = 𝑖௉௏(𝑡) − 𝑖஼௜௡(𝑡) = 𝑖௉௏(𝑡) − 𝐶௜௡ 𝑑𝑣௉௏𝑑𝑡  (3.25) 

𝑖௅௠ఙୀ଴(𝑡) = 𝑛𝑖஽(𝑡) = 𝑛(𝑖௢(𝑡) − 𝑖஼(𝑡)) = 𝑛𝑅 𝑣௢(𝑡) − 𝑛𝐶 𝑑𝑣௢𝑑𝑡  (3.26) 

The discrete-time estimation of (3.25)-(3.26) in steady-state is found using the Euler 

backward method for discretization. 

𝑖௅௠ఙୀଵ(𝑘) = 𝑖௉௏(𝑘) − 𝐶௜௡𝑇௦ (𝑣௉௏(𝑘) − 𝑣௉௏(𝑘 − 1)) (3.27) 

𝑖௅௠ఙୀ଴(𝑘) = 𝑛𝑅 𝑣௢(𝑘) − 𝑛𝐶𝑇௦ (𝑣௢(𝑘) − 𝑣௢(𝑘 − 1)) (3.28) 

Using equations (3.17) to (3.28) directly for MPPT implementation would require multiple 

sensors for the PV voltage, PV current and the output voltage. Without loss of generality, 

the load R in the expressions (3.17)-(3.28) could represent a model-based expression for 

any load-side connected component, as discussed in [113, 114]. 

 

3.3.2. Steady-state averaging 

Assuming steady-state operation, the output voltage is related to the PV voltage. 

𝑉௢ = 𝑉௉௏ 𝑛𝐷1 − 𝐷 , where 𝐷 = 𝑡ఙୀଵ𝑇ௌ  (3.29) 

The magnetizing current is related to the diode current by the transformer’s turns ratio. 

Hence, the expression of average LMi is  

𝐼௅௠(𝑡) = 𝑛 𝑉௢𝑅(1 − 𝐷) (3.30) 
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Relations (3.29) and (3.30) are applied to (3.21) and (3.22) to estimate the PV voltage at 

the next step, assuming that the PV voltage remains constant throughout the sampling 

period 𝑇௦. 
𝑣෤௉௏ఙୀଵ(𝑘 + 1) = ൬1 − 𝐷𝑛𝐷 ൰ ൤1 − 𝑇ௌ𝑅𝐶൨ 𝑣௢(𝑘) (3.31) 

𝑣෤௉௏ఙୀ଴(𝑘 + 1) = ൬1 − 𝐷𝑛𝐷 ൰ ൤1 − 𝑇ௌ𝑅𝐶 + 𝑇ௌ𝑅𝐶(1 − 𝐷)൨ 𝑣௢(𝑘) (3.32) 

 

3.4. The MPC formulation 

3.4.1. MPC implementation to the flyback converter 

The proposed ASC-MPPT algorithm uses an observer model as a surrogate for the 

sensor measurement of current. Hence, the surrogate model is an estimated variable in the 

form 𝑥෤(𝑘) and can be written as 𝚤௉̃௏(𝑘). This estimate is used along with the 

measurements:  𝑣௉௏(𝑘) and  𝑣௢(𝑘) to estimate the PV voltage state variable, 𝑣෤௉௏(𝑘 + 1), 

at the next sampling time. The optimization process determines the appropriate actuation 

that will minimize the cost function in (3.33). 

𝑚𝑖𝑛 𝑔ఙ∈{଴,ଵ} = ห𝑣෤௉௏ఙ (𝑘 + 1) − 𝑣∗௉௏.௥௘௙(𝑘)ห 
subject to 𝑣෤௉௏ఙୀଵ(𝑘 + 1) = ൬1 − 𝐷𝑛𝐷 ൰ ൤1 − 𝑇ௌ𝑅𝐶൨ 𝑣௢(𝑘) 𝑣෤௉௏ఙୀ଴(𝑘 + 1) = ൬1 − 𝐷𝑛𝐷 ൰ ൤1 − 𝑇ௌ𝑅𝐶 + 𝑇ௌ𝑅𝐶(1 − 𝐷)൨ 𝑣௢(𝑘) 

(3.33) 

 

3.4.2. MPC based load prediction 

A drawback of model-based relations is its dependence on the system model 

parameters. Generally, load resistance (𝑅) is variable and sudden unpredicted perturbation 

in the load can render the full system unstable. Hence, a simple, yet effective solution is 
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proposed to provide better monitoring on the load using an observer-based approach, 

without PV current measurement. The proposed algorithm uses only the already existing 

sensors for the PV and the output capacitor voltages. Model relations for the load value 

can be inferred using the same flyback converter model (Figure 3.1). The relation between 

PV current and load current is given by: 

𝑖௢ = 𝑖௉௏ ൬1 − 𝐷𝐷 ൰ 1𝑛 
(3.34) 

The resistive load observer model is given by: 𝛾 = 𝑅(𝑘) = 𝑣௖𝑖௢ = 𝑣௖(𝑘)𝑖௉௏(𝑘) ቀ1 − 𝐷𝐷 ቁ 1𝑛 
(3.35) 

which can be used to improve the robustness of the system to load parameter mismatch of 

the system and is applied to the predictive model of the system in (3.31) and (3.32).  

 

3.4.3. MPC based maximum power point tracking 

MPC-MPPT relied on a parallel InCon or P&O algorithm to determine 𝑣௉௏,௥௘௙∗ (𝑘) 

in (3.33). The sign of the expression Δ𝑖௉௏ Δ𝑣௉௏⁄  is used to determine the reference value 𝑣௉௏,௥௘௙∗ (𝑘) as is shown in (3.36). 

𝑣∗௉௏.௥௘௙(𝑘)  =  ൜𝑣௉௏(𝑘) − |𝛥𝑣෤|,𝜇 < 0𝑣௉௏(𝑘) + |𝛥𝑣෤|,𝜇 > 0      for 𝜇 =  𝑖௉௏(𝑘) − 𝑖௉௏(𝑘 − 1) 𝑣௉௏(𝑘) − 𝑣௉௏(𝑘 − 1) (3.36) 

where |∆𝑣෤| is the perturbation size of the MPPT algorithm. The details on obtaining an 

estimate for 𝑖௉௏ and the details on estimating |∆𝑣෤| are explained in later sections. Based 

on (3.36) the MPPT can be expressed within the MPC cost function as illustrated in (3.37). 
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𝑚𝑖𝑛 𝑔ఙ∈{଴,ଵ} = ห𝑣෤௉௏ఙ (𝑘 + 1) − 𝑣∗௉௏.௥௘௙(𝑘)ห 
subject to    𝑣෤௉௏ఙୀଵ(𝑘 + 1) = ൬1 − 𝐷𝑛𝐷 ൰ ൤1 − 𝑇ௌ𝛾𝐶൨ 𝑣௢(𝑘)                      𝑣෤௉௏ఙୀ଴(𝑘 + 1) = ൬1 − 𝐷𝑛𝐷 ൰ ൤1 − 𝑇ௌ𝛾𝐶 + 𝑇ௌ𝛾𝐶(1 − 𝐷)൨ 𝑣௢(𝑘) where,        𝑣∗௉௏.௥௘௙(𝑘)  =  ൜𝑣௉௏(𝑘) − |𝛥𝑣෤|,𝜇 < 0𝑣௉௏(𝑘) + |𝛥𝑣෤|,𝜇 > 0  for 𝜇 =  𝑖௉௏(𝑘) − 𝑖௉௏(𝑘 − 1) 𝑣௉௏(𝑘) − 𝑣௉௏(𝑘 − 1) 

(3.37) 

where 𝑣௉௏,௥௘௙∗ (𝑘) is the MPPT reference. For this case, since there is only one penalty 

function in the MPC cost function, the weight factor λ=1. 

 
3.4.4. MPC sensorless current mode 

An observer model for the PV current can be obtained by analyzing the converter 

(Figure 3.2) in continuous conduction mode during the two switching states 𝜎 ∈ {0,1}. 

Using Kirchoff’s current law when the primary switch is closed (𝜎 =  1), the input 

capacitor current 𝑖஼௜௡(𝑡) can be wrritten as  

𝑖஼௜௡(𝑡) = 𝑖௉௏(𝑡) − 𝑖௦௪(𝑡) (3.38) 

As the primary switch is closed, the snubber switch is open. Hence, 𝑖௦௪(𝑡) = 𝑖௅ெ(𝑡). Then 𝑖௉௏(𝑡) can be written as  

𝑖஼௜௡(𝑡) = 𝑑𝑣௉௏(𝑡)𝑑𝑡 = 𝑖௉௏(𝑡) − 𝑖௅ெ(𝑡) (3.39) 

When the primary switch is open (𝜎 =  0), the snubber switch is closed to provide a 

freewheeling path for the magnetizing current. Hence, 𝑖௦௪ = 0 and 𝑖஼௜௡(𝑡) can be written 

as 

𝑖஼௜௡(𝑡) = 𝑑𝑣௉௏(𝑡)𝑑𝑡 = 𝑖௉௏(𝑡) (3.40) 

The PV current can be written as a function of the switching state 𝜎 ∈ {0,1} as 

𝑖௉௏(𝑡) = 𝑑𝑣௉௏(𝑡)𝑑𝑡 + 𝜎𝑖௅ெ(𝑡) (3.41) 
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As the change in PV current is relatively slower than the sampling time of the MPC 

sampling time, the expression 𝜎𝑖௅ெ(𝑡) can be approximated as 

𝜎𝑖௅ெ(𝑡) ≈ D𝐼௅ெ (3.42) 

Substituting (3.30) and (3.42) into (3.41), an expression for the PV current is  

𝑖௉௏(𝑡) = 𝑛𝐷(1 − 𝐷)𝛾 𝑣௢(𝑡) + 𝐶ூே 𝑑𝑣௉௏(𝑡)𝑑𝑡  (3.43) 

The discrete-time estimation of (3.43) in steady-state is found using the Euler 

backward method for discretization 

𝚤̃௉௏(𝑘) = 𝑛𝐷(1 − 𝐷)𝛾 𝑣௢(𝑘) + 𝐶ூே𝑇ௌ (𝑣௉௏(𝑘) − 𝑣௉௏(𝑘 − 1)) (3.44) 

where 𝑇௦ is the sampling period of the MPC; hence, (3.44) is used as an observer model 

for PV current to eliminate the current sensor. SCM is shown to be based on the model-

based design principle, which integrates within the MPC framework as in (3.45).  

𝑚𝑖𝑛 𝑔ఙ∈{଴,ଵ} = ห𝑣෤௉௏ఙ (𝑘 + 1) − 𝑣∗௉௏.௥௘௙(𝑘)ห 
subject to     𝑣෤௉௏ఙୀଵ(𝑘 + 1) = ൬1 − 𝐷𝑛𝐷 ൰ ൤1 − 𝑇ௌ𝛾𝐶൨ 𝑣௢(𝑘) 

                       𝑣෤௉௏ఙୀ଴(𝑘 + 1) = ൬1 − 𝐷𝑛𝐷 ൰ ൤1 − 𝑇ௌ𝛾𝐶 + 𝑇ௌ𝛾𝐶(1 − 𝐷)൨ 𝑣௢(𝑘)                        𝚤̃௉௏(𝑘) = 𝑛𝐷(1 − 𝐷)𝛾 𝑣௢(𝑘) + 𝐶ூே𝑇ௌ (𝑣௉௏(𝑘) − 𝑣௉௏(𝑘 − 1)) where, 𝑣∗௉௏.௥௘௙(𝑘)  =  ൜𝑣௉௏(𝑘) − |𝛥𝑣෤|,𝜇 < 0𝑣௉௏(𝑘) + |𝛥𝑣෤|,𝜇 > 0      for 𝜇 =  𝚤̃௉௏(𝑘) − 𝚤̃௉௏(𝑘 − 1) 𝑣௉௏(𝑘) − 𝑣௉௏(𝑘 − 1) 

(3.45) 

 

3.4.5. MPC adaptive cost function 

The predictive control based MPPT methods in [36, 114-117] have shown dynamic 

performance improvement by reducing rising and settling times using ahead of time next 

step predictions. These improvements, however, were achieved using fixed step 

perturbation, which could be a hindrance to the performance of any MPPT method, 
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including the predictive control-based methods. Such problems include over-stepping 

during steady-state, causing a high ripple, and under-stepping during a transient leading 

to a slower rising time. While the status of the system, transient or steady-state, is primarily 

dependent on ambient conditions, obtaining a measurement of irradiance is not feasible 

and is costly. Hence, the MPPT perturbation size estimate needs to be determined without 

resorting to irradiance sensors. This section demonstrates the feasibility of implementing 

an adaptive perturbation MPPT using the MPC cost function. 

To appropriately obtain an estimate of the MPPT step size, the average PV voltage 

value 𝑣෤௣௩,௔௩௘(𝑘 + 1), which is the average predicted voltage over the whole period of the 

switching action when the switch is on and when in its off, is compared with the present 

time PV voltage 𝑣௣௩(𝑘): 

|𝛥𝑣෤| = ห𝑣෤௉௏,௔௩௘(𝑘 + 1) − 𝑣௉௏(𝑘)ห 
where, 𝑣෤௉௏,௔௩௘(𝑘 + 1) = 12 (𝑣෤௉௏ఙୀ଴(𝑘 + 1) + 𝑣෤௉௏ఙୀଵ(𝑘 + 1)) 

(3.46) 

The sign of the expression Δ𝑖௉௏ Δ𝑣௉௏⁄  is used to determine the reference value 𝑣௉௏,௥௘௙∗ (𝑘) 

in (3.45) as is shown in (3.47). 

 𝑣∗௉௏.௥௘௙(𝑘)  =  ൜𝑣௉௏(𝑘) − |𝛥𝑣෤|,𝜇 < 0𝑣௉௏(𝑘) + |𝛥𝑣෤|,𝜇 > 0  for 𝜇 =  𝚤̃௉௏(𝑘) − 𝚤̃௉௏(𝑘 − 1) 𝑣௉௏(𝑘) − 𝑣௉௏(𝑘 − 1) (3.47) 

Combining equations (3.45), (3.46) and (3.47) along with the knowledge of cost 

function weighting factors in MPC, as mentioned earlier, an adaptive MPC cost function 

is formulated in (3.48). 
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𝑔ఙ∈{଴,ଵ} = 𝜆ଵ ቚ𝑣෤௉௏ఙ (𝑘 + 1) − 𝑣௉௏(𝑘) + ห𝑣෤௉௏,௔௩௘(𝑘 + 1) − 𝑣௉௏(𝑘)หቚ                  + 𝜆ଶ ቚ𝑣෤௉௏ఙ (𝑘 + 1) − 𝑣௉௏(𝑘) − ห𝑣෤௉௏,௔௩௘(𝑘 + 1) − 𝑣௉௏(𝑘)หቚ 
 where, {𝜆ଵ, 𝜆ଶ} = ൜{1,0}, 𝜇 < 0{0,1}, 𝜇 > 0  for 𝜇 =  𝚤̃௉௏(𝑘) − 𝚤̃௉௏(𝑘 − 1) 𝑣௉௏(𝑘) − 𝑣௉௏(𝑘 − 1) 

(3.48) 

The overall cost function encompasses the sensorless current mode, converter 

discrete-time modeling, adaptive perturbation, and MPPT functionalities within one 

integrated objective function, as shown in (3.49). The detailed control implementation is 

detailed in the flowchart Figure 3.3 and in the block diagram Figure 3.4.  

min gఙ∈{଴,ଵ} = 𝜆ଵ ቚ𝑣෤௉௏ఙ (𝑘 + 1) − 𝑣௉௏(𝑘) + ห𝑣෤௉௏,௔௩௘(𝑘 + 1) − 𝑣௉௏(𝑘)หቚ  
                       + 𝜆ଶ ቚ𝑣෤௉௏ఙ (𝑘 + 1) − 𝑣௉௏(𝑘) − ห𝑣෤௉௏,௔௩௘(𝑘 + 1) − 𝑣௉௏(𝑘)หቚ 
subject to    𝑣෤௉௏ఙୀଵ(𝑘 + 1) = ൬1 − 𝐷𝑛𝐷 ൰ ൤1 − 𝑇ௌ𝛾𝐶൨ 𝑣௢(𝑘)                       𝑣෤௉௏ఙୀ଴(𝑘 + 1) = ൬1 − 𝐷𝑛𝐷 ൰ ൤1 − 𝑇ௌ𝛾𝐶 + 𝑇ௌ𝛾𝐶(1 − 𝐷)൨ 𝑣௢(𝑘)                        𝚤௉̃௏(𝑘) = 𝑛𝐷(1 − 𝐷)𝛾 𝑣௢(𝑘) + 𝐶ூே𝑇ௌ (𝑣௉௏(𝑘) − 𝑣௉௏(𝑘 − 1)) 
where,          {𝜆ଵ, 𝜆ଶ}  =  ൜{1,0}, 𝜇 < 0{0,1}, 𝜇 > 0   for 𝜇 =  𝚤̃௉௏(𝑘) − 𝚤̃௉௏(𝑘 − 1) 𝑣௉௏(𝑘) − 𝑣௉௏(𝑘 − 1) 

(3.49) 

A comparison is made in Table 3.1 based on the review paper [31] to provide a 

better perspective on the characteristics of ASC-MPPT relevant to other known MPPT 

techniques. ASC-MPPT is not dependent on PV array parameters, requires no periodic 

tuning and only senses PV voltage, yet it converges to true MPP at a high convergence 

speed. 
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Figure 3.3 A flowchart of the proposed ASC-MPPT algorithm showing the control sequence of the 
proposed integrated MPC cost function.  

 

 

Figure 3.4 The flyback converter with snubber circuit for PV application and a detailed block diagram of 
the proposed ASC-MPPT algorithm. 
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Table 3.1 Major characteristics comparison of ASC-MPPT with other well-known MPPT techniques and a 
few more advanced algorithms. 

Ref MPPT 
Technique 

PV Array 
Dependent? 

True 
MPPT? 

Analog 
Digital? 

Perturb-
ation 

Convergence 
Speed 

Implementation 
Complexity 

Computational 
Loops 

Sensed 
Parameters 

[118] Hill-
climbing/P&O No Yes Both Fixed Varies Low MPPT V,I 

[119] Incremental 
Conductance No Yes Digital Fixed Varies Medium MPPT V,I 

[120] Fractional VOC Yes No Both Fixed Medium Low MPPT V 
[121] Fractional ISC Yes No Both Fixed Medium Medium MPPT I 

[92] Sliding Mode 
MPPT No Yes Digital Fixed High High Voltage,  

 MPPT V,I 

[122] Adaptive P&O No Yes Both Variable High Medium MPPT V,I 

[123] Lock-In 
Amplifier No Yes Digital None High High MPPT V,I 

Proposed 
Method ASC-MPPT No Yes Digital Variable High High Current, 

MPPT Voltage 

 
 

3.5. Simulation 

3.5.1. The real time simulation setup 

The SUNPOWER SPR-305-WHT is used as PV module model. The PV module 

characteristics under standard test condition (STC: solar irradiance = 1 kW/m2, cell 

temperature = 25 deg. C) are tabulated in Table 2.1. Two modules are connected in parallel 

with the string I-V and P-V characteristics illustrated in Table 2.1. The control algorithm 

is implemented in Matlab/Simulink; the sampling time TS is 10 µs which corresponds to 

a sampling frequency of 100 kHz. This sampling time is chosen based on the capability of 

the dSPACE DS1007 platform processor which is used for real-time simulations in this 

chapter. Based on dSPACE implementation, the execution time for the proposed ASC-

MPPT was found to be 8 µs. dSPACE was used in this chapter for expedited prototyping; 

however, readily available and low priced microprocessors, such as the Altera DEO-Nano 

FPGA, are capable of handling the controller’s execution time for the real application. In 

a fixed step model predictive control, unlike controllers with a pulse-width modulator, the 

switching signals are directly manipulated, thus the “switching frequency” can vary from 

one fixed sampling interval to the next. The sampling frequency should be much higher 



47 

 

than the switching frequency in order to get a good performance controller, such as 20 

times higher according to the guidelines for accurate modeling of power electronics [124]. 

For well-behaved MPC systems, we can compute an “average switching frequency” which 

may offer some insight into the operation of other aspects of the system. In this chapter, 

the sampling frequency is 100 kHz which results in an average switching frequency of 5 

kHz. 

Table 3.2 Simulation model parameter table 
System Model Parameter Table 
Average Switching Frequency (F) 5 kHz 
Sampling Time (TS) 10 µs 
Load Value (R) 10 ohm 
Output Capacitor (C) 470 µF 
Open-circuit voltage (VOC) 64.2 V 
Short-circuit current (ISC) 5.96 A 
Voltage at MPP (VMP) 54.7 V 
Current at MPP (IMP) 5.58 A 

 

3.5.2. Step response and dynamic response results 

Using dSPACE DS1007 platform, a real time simulation of the proposed controller 

is examined under three test conditions: transient change in solar irradiance level, real sky 

condition, step change response to solar irradiance level, and performance evaluation in 

steady state condition. In the first experimental verification, the solar irradiance level was 

initially 750 W/m2 then gradually decreased to 500 W/m2 like the ramp rate in standard 

EN 50530 test. Figure 3.5 shows the performance of the proposed ASC-MPPT for this 

experiment; as it is shown the controller accurately tracks the MPP with average efficacy 

of 99.4%. 
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Figure 3.5 PV current and voltage under gradual change in solar irradiance. 

 

 
Figure 3.6 PV current and voltage under step change in solar irradiance level. 

 

 
Figure 3.7 PV current and voltage ripple at 750 W/m2 solar irradiance level. 
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The second experiment, Figure 3.6, verifies the stability and fast dynamic response 

of the ASC-MPPT to step change in solar irradiance level from 500 W/m2 to 750 W/m2. 

Finally, the steady state performance at 750 W/m2 of the proposed technique is shown in 

Figure 3.7. As shown the oscillation around MPP is negligible with PV voltage and current 

ripple of 3.556% and 2.353% respectively. 

 
3.5.3. The EN50530 test standard 

Performance evaluations of MPPT techniques depend largely on the test being 

conducted. Different literature suggests different test types like step changes. While, such 

tests may prove the effectiveness of the system, they fail to follow a standardized 

acceptance [125]. Therefore, using a globally accepted test for MPPT is essential to 

evaluate a system’s performance.  

To overcome the inconsistency in performance tests, an international working 

group was set up in late 2006 to develop a standardized test that takes into account both 

MPPT accuracy and conversion efficiency [125]. The test was accepted as a standard in 

the European Union by the end of 2009 and published as The Standard EN 50530 Test 

[125].  

The dynamic EN 50530 standard tests are run under rapidly changing weather 

conditions. It combines rising and falling ramp profiles with different slopes to represent 

irradiation levels [125]. The principle of the test sequence is illustrated in Figure 3.8 

parametrically. The slope of each ramp is named ζn which is incrementally increasing by 

a factor of ε, this sequence is repeated n times during the period under the test. The test is 

comprised of three components as in Figure 3.8: (A) Low to medium irradiation (150-
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500W/m2), (B) medium to high irradiation (300-1000W/m2) and (C) startup and shutdown 

irradiation (2-100W/m2). Slopes for (A) vary from 0.5 W/m2/s to 50 W/m2/s, while slopes 

for (B) vary from 10 W/m2/s to 100 W/m2/s.  

 
Figure 3.8 The EN 50530 test sequence used in this experiment is composed of two parts: 1- Medium to 
high solar irradiance level (black solid line) and 2- Low to medium solar irradiance level (blue dashed 

line). 
 

3.5.4. EN50530 standardized test results 

The EN 50530 test performance results for PV power, current and voltage are as 

shown in Figure 3.9, Figure 3.10 and Figure 3.11 respectively. While the overall test 

shows good MPP tracking, Figure 3.11 shows that the PV voltage deviates from its 

theoretical MPP value as the irradiance slopes become steeper. Such result motivates the 

model parity study performed later in 3.5.6. 
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Figure 3.9 PV power under dynamic EN 50530 standard test. 

 

 
Figure 3.10 PV current under dynamic EN 50530 standard test. 

 

 
Figure 3.11 PV voltage under dynamic EN 50530 standard test. 
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3.5.5. Parameter mismatch study 

Modern controllers, particularly MPC that use model parameters in the 

optimization process, have the potential to be sensitive to parameter mismatch. Hence, the 

parity of such techniques could only be demonstrated through practical parameter 

mismatch analyses and control effectiveness results. Any system design is based on some 

nominal values and standard operation assumptions. For example, standard test conditions 

for a solar panel are 1000 W/m2 at 25ºC; however, the actual operation point will be 

different during the day. Similarly, the converter could be designed for a specific load, but 

load variability influences the performance of the system. 

The parameter mismatch for the proposed algorithm is concerned with three 

different segments. First, the variability of the input parameter, solar irradiance as was 

discussed in the previous sections and in Figure 3.11. Second is the variability in the load. 

Third, is variability in the model. MPC performance depends on parameters in the circuit 

that cannot be monitored, yet change with time and usage. This includes the capacitor 

value and the equivalent series resistance.  

 

3.5.5.1. Output parameter mismatch 

According to Figure 3.12, the sensitivity of the system gets higher when the load 

mismatch is over 20% of the nominal value. This could be seen from (3.33), as the 

prediction model depends on value for 𝑅, the load. Hence, a prediction based on 

mismatching results, produces a lower control efficacy. This load may not be a simple 

resistor all the time, it could be a dc bus or a battery. Hence, a remedy to reduce such 
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sensitivity is to use an observer model, for the load, that is based on readily available 

measurements in the system, as has been proposed in [114]. 

 

Figure 3.12 The control effectiveness of ASC-MPPT under load parameter mismatch.  
 

3.5.5.2. Model parameter mismatch 

The performance of any modern controller, like MPC, is as good as its model 

parity. The performance of the proposed ASC-MPPT algorithm depends on some 

parameters in the circuit that could not be monitored, yet they change with time and circuit 

operation modes. Model parameters that could vary are the capacitance value (𝐶) and its 

equivalent series resistance (𝐸𝑆𝑅) [77]. The capacitance is modeled as a model parameter 

in (3.31) and (3.32). However, the capacitance value changes as the capacitor ages. Also, 

some loads could add some capacitance in parallel; hence, altering the actual circuit 

capacitance and creating a model mismatch [77]. The capacitor modeled in the flyback 

circuit simulation is the 680 μF Kemet capacitor with the part number 

[EST687M050AL8(1)]. The datasheet allows for a capacitance tolerance of 20%. In this 

study, the effect of a ±50% parameter mismatch is observed. This means that the 

capacitance value could vary from 340 𝐹 to 1 𝑚𝐹. 
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Similarly, the 𝐸𝑆𝑅, while not modeled in (3.31) and (3.32), has the effect of 

altering the load resistance. As could be inferred from Figure 3.12, the model is more 

sensitive to mismatch at lighter loads. The 𝐸𝑆𝑅 of the capacitor of interest is valued at 0.1 𝛺, according to the datasheet. In this study, 𝑎 ± 100% parameter mismatch is 

observed. This means that 𝐸𝑆𝑅 could vary from 0 𝛺 to 0.2 𝛺. 

The resulting control effectiveness from the parameter mismatch of 𝐶 and 𝐸𝑆𝑅 is 

shown in Figure 3.13. The vertical line that follows the nominal 𝐶 value for varying 𝐸𝑆𝑅, 

indicates that the smaller the 𝐸𝑆𝑅, the better the performance of the proposed algorithm. 

High 𝐸𝑆𝑅 values, increase the ripple on the output voltage, which is one of the important 

measurements in the model equations (3.31) and (3.32). The high voltage ripple in the 

output voltage, affects the parity of the measurement and hence increase the system’s 

sensitivity to 𝐸𝑆𝑅 mismatch.  

 

Figure 3.13 A model parameter mismatch, the output capacitance, 𝐶 is tested for a mismatch of ±50% of 
the nominal model value of 𝐶 =  680 µ𝐹. The equivalent series resistance is tested for mismatch of ±50% of the nominal datasheet value of 𝐸𝑆𝑅 =  0.1 𝛺. The control effectiveness is recorded and 

statistically analyzed using a two-way ANOVA study. 
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The effect of the capacitor value mismatch on the system performance is not 

directly obvious. A larger capacitor size, in general, reduces the ripple on the output 

voltage measurement, hence improves the system performance. However, in this case the 

nominal 𝐶 value is large, and hence the effect of 𝐶 mismatch may not be inferred from 

Figure 3.13. 

A better way to analyze the effect of the model sensitivity to 𝐶 and 𝐸𝑆𝑅 mismatch 

is through a two-way analysis of variance study (ANOVA).  The two-way ANOVA 

compares the mean differences between two independent variables. By comparing the 

mean square sums of the variables by a Fisher’s test (𝐹-test), a 𝑝-value could be obtained 

[126]. In this study, it is assumed that a p-value of 0.05 differentiates the significance of 

the variables. In this case, the two factors are 𝐶 and 𝐸𝑆𝑅.  

The results of the two-way ANOVA study indicate that the 𝑝-value for 𝐶 is 0.922 

which is much larger than the significant 𝑝-value region of 0.05. Hence, it could be 

inferred that the capacitor size mismatch has no effect on the performance of the system 

in the study, if the 𝑝-value is 0.05. 

On the other hand, the 𝑝-value for the 𝐸𝑆𝑅 variable is 0.0376 which is smaller 

than 0.05. This indicates that the equivalent series resistor does worsen the system 

performance when varied if the 𝑝-value is 0.05. Another argument could be made for 𝐸𝑆𝑅 

being not significant for a smaller p-value. However, a 𝑝-value of 0.05 is the standard in 

engineering applications. 
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3.5.6. Model parity study 

This section explores the parity of the current observer model by quantifying the 

current estimation error within the proposed algorithm. In this study, three different 

currents are considered: first, is the measured current (IMeasured), which is the current 

measured at the PV side when the ASC-MPPT algorithm is running. The measured current 

is not used within the ASC-MPPT algorithm but is measured for evaluation purposes only. 

Second, is the estimated current (IEstimated), this is the observer model’s estimation and is 

the surrogate to the measured current that is used to track the MPP in the ASC-MPPT 

algorithm. Finally, the MPP current (ITheoretical) is the theoretical current value that 

corresponds to specific irradiance values as determined from the PV module datasheet. 

 

Figure 3.14 Measured current, observer-model estimated current and theoretical PV current compared for 
different irradiance values. 

 

Throughout a range of irradiance values from 200 to 1000 W/m2, current values 

for IMeasured, IEstimated, and ITheoretical are recorded and compared in Figure 3.14. The general 

pattern, seen in Figure 3.14, is IEstimated tracks ITheoretical for most of the irradiance values. 

However, there seems to be a steady-state error between IMeasured and ITheoretical. This could 

also be seen clearly in error comparisons of Figure 3.15. Figure 3.15 (a), (b) and (c) show 
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IEstimated - IMeasured, IEstimated – ITheortical and IMeasured – ITheoretical in amperes respectively. Based 

on those figures, it could be noted that the errors in Figure 3.15 (a) and (b) are almost 

indifferent. This is corroborated using Figure 3.15 (d) and (e) which show the magnitude 

of the error percentage between IEstimated and ITheoretical, and IMeasured respectively. The 

overall magnitude of error difference between IEstimated and ITheoretical over the whole range 

of irradiance is 1.41%; while the overall magnitude of error difference between IEstimated 

and IMeasured over the whole range of irradiance is 2.07%. This means that IEstimated tracks 

the MPPT reference (ITheoretical) with a lower error than the actual measurement. This result 

implies the controller percieves IEstimated as tracking ITheoretical, when in fact the actual 

IMeasured does not track ITheoretical. This is evident from the larger IMeasured error relative to 

ITheoretical in Figure 3.15 (c). 
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Figure 3.15 A comprehensive SCM parity study of ASC-MPPT estimated current. (a) The error between 
the estimated current and the measured current in Amperes. (b) The error between estimated current and 

the theoretical current in Amperes. (c) Error between measured current and theoretical current in Amperes. 
(d) The magnitude of the estimation error percentage relative to theoretical current. (e) The magnitude of 

the estimation error percentage relative to the measured current. 
 

Figure 3.15 (c) shows IMeasured with a consistent error that resembles a steady-state 

constant offset from ITheoretical. Hence, one way to overcome this hurdle, and improve parity 

of the estimation, is to quantify this constant error and feed into the SCM observer model 

as a constant disturbance. Ideally, we would like to have the IEstimated error with respect to 

IMeasured minimized. Therefore, a parametric study of different constant error compensation 

values is shown in Figure 3.16 and the corresponding mean errors of the estimated current 

relative to ITheoretical and IMeasured, over the whole range of irradiance values, are plotted 

Irradiance [W/m2]Irradiance [W/m2] Irradiance [W/m2]

(d) (|IEstimated - ITheoretical|/ITheoretical )x100

(b) IEstimated - ITheoretical (c) IMeasured - ITheoretical(a) IEstimated - IMeasured

(e) (|IEstimated - IMeasured|/IMeasured )x100
Irradiance [W/m2] Irradiance [W/m2]
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accordingly. When the compensation error is 0.18, the ITheoretical relative to IMeasured is 

minimized to 1.57%, while the IEstimated relative to ITheoretical is found to be 2.13%.  

 

Figure 3.16 Parametric study of the error as a function of compensation. Selecting 0.18 A as a value for 
error compensation minimizes the error between the magnitude of error between the estimated current and 

the measured current. To minimize the error between the estimated current and the MPPT theoretical 
current, other techniques could be employed. 

 

While a larger IEstimated error relative to ITheoretical worsens the efficacy results, 

shown in Figure 3.16, it could be considered an estimate with a higher parity, since it better 

reflects the actual measured current. Control effectiveness for the whole system could now 

be improved using other proposed techniques: one way is to perform a detailed parameter 

mismatch and selection study as presented in [127]. Another is to consider adaptive 

perturbation (variable MPPT step size) to reduce steady-state ripple and accurately track 

the MPP reference [39]. 

  

1.565%

0.18 A

2.130%
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3.6. Experimental verification 

3.6.1. Experimental setup 

Detailed simulation results for portions of the proposed ASC-MPPT were 

presented in [39], this chpater includes experimental verification in hardware. The PV 

module characteristics used in the experimental setup are given in Table 3.3 at STC 

(Standard Test Condition: solar irradiance = 1 kW/m2, cell temperature = 25 deg. C). The 

PV module was modeled using two SL600-2.5 Magna-Power supplies in parallel and 

configured in solar array simulation (SAS) mode according to the manufacturer’s 

recommendation. The SAS PC interface was used to implement EN50530 irradiance and 

temperature profiles. Sampling time of 10 µs is used in the implementation of the control 

algorithm on the dSPACE DS1006 platform. This sampling time is chosen based on the 

dSPACE platform capability to handle the experimental verification, which is equivalent 

to the 100-kHz sampling frequency. The dSPACE platform was employed in this chapter 

for rapid prototyping. The execution time of the proposed ASC-MPPT using the dSPACE 

implementation was found to be 12 μs, making it possible to use low cost and readily 

available microprocessors. The power converter hardware is a flyback converter 

assembled by Texas Instruments as an evaluation board for their C2000 microcontroller. 

The board model is TMDSSOLARUNIVKIT. To illustrate the functionality of the 

proposed ASC-MPPT algorithm, the TI controller board was bypassed, and the flyback 

converter is fully controlled within the dSpace environment. The details of the 

experimental setup are as shown in Table 3.3. A photograph of the full experimental setup 

used to verify the functionality of the proposed algorithm is shown in Figure 3.17. 
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Table 3.3 Details of the experimental setup 

Photovoltaic Emulator Two Magna-Power SL600-2.5 
supplies connected in parallel 

Open-circuit voltage (VOC) 40 V 
Short-circuit current (ISC) 5.0 A 
Voltage at MPP (VMP) - STC 30 V 
Current at MPP (IMP) - STC 4.0 A 

Controller Platform dSpace 1006 for ASC-MPPT  
TI C2000 for InCon MPPT 

Sampling Time (TS) 10 µs 
Load Resistive, 500 Ohms 

Flyback Converter TI TMDSSOLARUNIVKIT 
Evaluation Board 

Output Capacitor (C) 100 µF 
Input Capacitor (Cin) 94 µF 
Primary Switch MOSFET, IRFB4227PBF 
Secondary Switch Diode, CSD10060G 
Transformer ViTEC, 53PR105 
Snubber Circuit Active Clamp technique 
Ave. Switching Frequency 100 kHz 

 

 

Figure 3.17 The experimental setup while running the EN50530 standardized test on the proposed ASC-
MPPT algorithm. 

 
The dynamic EN50530 test procedure agreed upon in the European Union has 

gained wide acceptance as a standardized test for photovoltaic systems’ MPPT accuracy 

and conversion efficiency [125]. The test sequence principle is demonstrated in Figure 

3.8. Ramp slopes ζn are gradually increased by a factor of ε. Over the period of the test, 

the ramps are repeated n times. The EN 50530 irradiance profile of Figure 3.8 is used to 
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assess the performance of the flyback converter PV system controlled using the proposed 

ASC-MPPT algorithm. 

 

3.6.2. Experimental results 

Figure 3.18 (a) shows oscilloscope waveforms of the experimental setup running 

the proposed ASC-MPPT algorithm for an hour and ten minutes long portion of the 

EN50530 standardized test. PV voltage, PV current, and load voltage do show the tracking 

throughout the timeframe of the test. The actual circuit operation power waveform 

calculated for the experimental setup running the proposed ASC-MPPT algorithm is 

shown in Figure 3.18 (b) and is compared to the theoretical MPP curve. The resulting 

control efficacy of the proposed algorithm throughout the portion of the test is shown in 

Figure 3.18 (c). Upper and lower boundaries are calculated by accounting for 

instrumentation precision. Results shown, in general, indicate lower controller efficacy at 

lower insolation operation points. 
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Figure 3.18 Portion of the EN 50530 standardized test applied to the experimental setup. (a) Oscilloscope 
waveforms of the experimental setup running the proposed ASC-MPPT algorithm for an hour and ten 

minutes long portion of the EN50530 standardized test. PV voltage, PV current and Load voltage do show 
the tracking throughout the timeframe of the test. (b) Actual circuit operation power waveform calculated 
for the experimental setup running the proposed ASC-MPPT algorithm and compared to the theoretical 
MPP. (c) Control efficacy of the proposed algorithm throughout the portion of the test. Upper and lower 

boundaries are calculated by accounting for instrumentation precision. 
 

3.6.3. Analysis of results based on NREL data 

The total energy captured over a whole year arranged by insolation ranges is 

illustrated in Figure 3.19. Each point on the curve represents a bin of 20 W/m2 irradiance 

range. The insolation and temperature data used were based on the 2018 NREL data for 

the State of Arizona [128]. The captured energy in kWh is based on theoretical MPP for 

the setup used in this chapter. The top lines show a cumulative distribution function of the 

percentage of energy captured over specific ranges of insolation values throughout the 

year. The total amount of available energy captured is 23.5% for irradiance values less 

than 500 W/m2. Hence, achieving high overall system effectiveness is plausible even with 

more reduced system performance at low insolation profiles.  
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Figure 3.19 The insolation and temperature data used were based on the 2018 NREL data for the State of 
Arizona. The captured energy in kWh is based on theoretical MPP for the setup used in this chapter. (a) 

Total energy captured throughout a year binned by solar irradiance of 20 W/m2. (b) Cumulative 
distribution function showing the amount of available energy captured over the solar irradiance bins. The 

total amount of available energy captured is 23.5% for irradiance values less than 500 W/m2. 
 

3.6.4. Comparative analysis of results 

To further understand the performance of the proposed ASC-MPPT, a 10-minute 

portion that is shown in Figure 3.20 (a) is evaluated in detail. The insolation range used is 

between 500 and 1000 W/m2, which has been shown to encompass 83% of the overall 

energy captured (Figure 3.19). 

 

Figure 3.20 An experimental comparison based on hardware tests for the proposed ASC-MPPT in 
comparison to Incremental Conductance (Inc) MPPT based on portion of the EN50530 testing sequence 
from irradiance 500 W/m2 to 1000 W/m2. (a) Power waveform for the experimental setup running the 
proposed ASC-MPPT algorithm. (b) Power waveform calculated from a ten-minute portion of the test 
measurements for the experimental setup running Incremental conductance MPPT. Waveform in (a) 

shows similar efficacy like (b), but with significantly less oscillations. 
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A comparative study is utilized using the built-in InC-MPPT on the TI evaluation 

board as an illustrative reference to evaluate performance. Figure 3.20 (b) shows the power 

waveform calculated from a ten-minute portion of the test measurements for the 

experimental setup running InC-MPPT. Waveforms show very high oscillations around 

the MPP. The overall efficacy of the built-in InC-MPPT was found to be in the range of 

94.8-95.6% when accounting for measurement precision. Reported fully tuned InC-MPPT 

performance within the literature is shown to be in the range of 97-98% [119, 122]. The 

proposed ASC-MPPT power waveforms shown in Figure 3.20 (c), also demonstrate an 

overall MPPT efficacy in the range of 95.8-96.6%. These efficacy results are illustrative 

and could be improved upon by improving the fidelity of the model. The model presented 

in this chapter solely considers first order circuit effects. Model fidelity of MPC has been 

studied with a detailed parameter mismatch study performed [127]. A model parity of the 

proposed sensorless current algorithm is also studied in detail to assess the fidelity of the 

current observer model in comparison to the actual current sensor measurement [107]. 

Results illustrated in Figure 3.20 compare the performance of the proposed 

algorithm with InC-MPPT. Figure 3.20 (a) and (b) generally show similarly effective 

performance results. In InC-MPPT, Figure 3.20 (b) detail D, the measured power exhibits 

high oscillations that have peaks closer to the theoretical MPP when compared to Figure 

3.20 (a) detail A. The mean Inc-MPPT efficacy at 500 W/m2 is 90.7%, while the mean 

efficacy for ASC-MPPT is 88.8% at 500 W/m2. InC-MPPT shows higher oscillation than 

ASC-MPPT, which is an inherent feature of any extremum seeking algorithm. ASC-

MPPT shows better settling time in comparison to InC-MPPT in response to step changes 
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as is evident at points Figure 3.21 (a) detail A and Figure 3.21 (b) detail D. Figure 3.20 

(b) detail F and Figure 3.21 (b) detail E show that InC-MPPT exhibits vigorous oscillations 

at 1000 W/m2 when compared to the ASC-MPPT (Figure 3.21 (a) detail B). Mean efficacy 

of InC-MPPT at 1000 W/m2 is 97.1%, and is 97.5% for ASC-MPPT. Figure 3.20 (b) detail 

G and Figure 3.21 (b) detail F also shows a very long settling time, and an undershoot in 

the InC-MPPT. While this phenomenon occurs in the ASC-MPPT, such as on Figure 3.21 

(a) detail C, it is not as pronounced. 

 

Figure 3.21 An experimental comparison based on hardware tests for the proposed ASC-MPPT in 
comparison to Incremental Conductance (Inc) MPPT based on a step change test from irradiance 500 
W/m2 to 750 W/m2 to 1000 W/m2 and back to 750 W/m2 then 500 W/m2. (a) Power waveform for the 

experimental setup running the proposed ASC-MPPT algorithm. (b) Power waveform calculated from a 
ten-minute portion of the test measurements for the experimental setup running Incremental conductance 

MPPT. The waveform in (a) shows lower settling time, lower steady-steady error and less oscillations than 
(b). 

 

3.6.5. Results discussion 

The impact temperature changes have on the module P-V characteristics occurs 

over a longer time interval when compared to irradiance changes. Figure 3.22 is a contour 

plot showing control effectiveness results for the proposed ASC-MPPT corresponding to 

different temperature and insolation data as independent variables. According to Figure 

3.22, the proposed algorithm shows a broad region of high efficacy operating conditions 

when considering data in Figure 3.19. 
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Figure 3.22 A contour plot showing control effectiveness results for the proposed ASC-MPPT 
corresponding to different temperature and insolation data. 

 

Overall the proposed ASC-MPPT has shown similar performance to InC-MPPT 

while achieving additional benefits. First, ASC-MPPT does not have the oscillations that 

are inherent to the InC-MPPT algorithm due to the adaptive perturbation feature. ASC-

MPPT settles faster due to the predictive nature of MPC. ASC-MPPT does not use any 

current sensor, making it ideal for hot temperatures, as higher temperature environments 

do impact the sensor measurements, temperature drift [97, 98]. Additionally, the 

eliminated current sensor is a fundamental circuit component that is compensated for by 

code, which has the potential of reducing the overall cost of the MPPT converter. 

 

3.7. Implementation in a low cost microcontroller unit 

MPC is a computationally intensive control algorithm as each state variable in the 

system is evaluated for each of the possible control actuates. Adding to the complexity of 

MPC is the multi-objective optimization of the penalty function. As such, plenty of 

research on the area of MPC in power electronics implement their algorithms on expensive 
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platforms such as dSPACE and OPAL-RT. While such platforms are excellent rapid 

prototyping platforms, they are expensive and may be impractical in product design. This 

chapter demonstrated a cost-saving method of using MPC to eliminate a fundamental 

hardware component in the MPPT converter, the current sensor. However, the rapid 

prototyping platform, dSPACE used is expensive and not practical for such an application. 

This section explores the use of a low-cost microcontroller unit (MCU) to illustrate 

the MPC based sensorless current mode application proposed in this chapter. Experimental 

results using the dSPACE 1106 and the TMS320F28379D MCU showing steady-state 

performance and dynamic response are illustrated and compared. Comparative results 

show the implemented MCU offers similar performance with dSPACE. 

 

Figure 3.23 Implementation schema of the control algorithm. 
 

The control algorithm demonstrated in Figure 3.4 and Figure 3.3 is presented in 

Figure 3.23 in terms of the needed MCU hardware resources. The MPC based MPPT code 

has been carried out in MATLAB function code blocks and is demonstrated in Appendix 

A, Table A.1. The ADC and PWM blocks specific to dSPACE were connected to the 
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function block code as is illustrated in Figure 3.23. The advantage of using the 

MATLAB/Simulink platform is its ease of use. Matlab is generally used by power 

electronics engineers and researchers which allows for collaboration and easier sharing of 

knowledge. Furthermore, some MCUs, DSPs, FPGAs and dSPACE can be programmed 

via MATLAB by using code conversion environments. MATLAB uses Simulink Coder, 

Embedded Coder and HDL Coder to convert Simulink models to any programming 

language such as C and VHDL.  

For example, using the code generation feature of MATLAB a compact relational 

database (SDF) file is created from the Simulink model that could be imported to dSPACE 

Control Desk software to be implemented within the dSPACE environment. Another 

example, Texas Instruments (TI) compiler, Code Composer Studio (CCS) is used within 

the MATLAB environment to generate a programming file for TI digital signal processing 

boards DSP. MATLAB converts the Simulink model to C language and CCS compiles 

the codes for generating the programming file. Texas Instruments provides a special 

embedded coder library for TI C2000 MCUs. The libraries for both the controllers include 

hardware specifications such as ADC, PWM and logic IO. Figure 3.24 clarifies the 

structure of the control software. The same control structure (Figure 3.23) is used for both 

the controller by only changing special controller blocks (ADCs and PWM). 
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Figure 3.24 Implementation schema of the control algorithm. 
 

The control algorithm has been implemented on both dSPACE 1006 and DSP 

TMS320f28379D MCU to compare the performance of the controllers. Figure 3.23 shows 

the block schema of the implemented control algorithm. As seen from the figure, output 

voltage and PV voltage are used as measured system parameters. The input current of the 

converter is estimated and is used in the MPPT algorithm. The MPPT algorithm generates 

a reference voltage by depending on the maximum power point. MPC algorithm generates 

a digital signal to control the converter by depending on the reference voltage. The average 

value of the logic signal is calculated to obtain the duty ratio of the logic signal. The 

control signal that has fixed frequency is obtained by applying the duty ratio to PWM 

channel. 

Experimental results using the experimental setup in Table 3.3 for the dSPACE 

implementation were shown in Figure 3.18. Experimental using the TI DSP 

implementation are as shown in Figure 3.25. Figure 3.25 (a) shows oscilloscope 

waveforms of the experimental setup running the proposed ASC-MPPT algorithm for an 

hour and ten minutes long portion of the EN50530 standardized test. PV voltage, PV 

current, and load voltage do show the tracking throughout the timeframe of the test. The 
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actual circuit operation power waveform calculated for the experimental setup running the 

proposed ASC-MPPT algorithm is shown in Figure 3.25 (b) and is compared to the 

theoretical MPP curve. The resulting control efficacy of the proposed algorithm 

throughout the portion of the test is shown in Figure 3.25 (c). Upper and lower boundaries 

are calculated by accounting for instrumentation precision. Results in Figure 3.18 and 

Figure 3.25, in general, illustrate the viability of the low cost MCU implementation of the 

MPC based MPPT algorithm.  

 

 

Figure 3.25 Portion of the EN 50530 standardized test applied to the experimental setup using TI C2000. 
(a) Oscilloscope waveforms of the experimental setup running the proposed ASC-MPPT algorithm for an 

hour and ten minutes long portion of the EN50530 standardized test. PV voltage, PV current and Load 
voltage do show the tracking throughout the timeframe of the test. (b) Actual circuit operation power 

waveform calculated for the experimental setup running the proposed ASC-MPPT algorithm and 
compared to the theoretical MPP. (c) Control efficacy of the proposed algorithm throughout the portion of 

the test. Upper and lower boundaries are calculated by accounting for instrumentation precision.  
 

A closer performance comparison between the dSPACE implementation the low 

cost MCU implementation based on TI C2000 include a step response as is shown in 

Figure 3.26 and a ramp response as is shown in Figure 3.27. Some undershoot anomalies 

are noted in Figure 3.27(a) at the 13th minute and Figure 3.27(b) at the 16th minute. Such 
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anomalies are attributed to instrumentation errors. Overall the performance of the control 

algorithm using low-cost MCU has not been compromised.  

 

 

Figure 3.26 An experimental comparison based on hardware tests for the proposed ASC-MPPT in 
comparison to Incremental Conductance (Inc) MPPT based on a step change test from irradiance 500 
W/m2 to 750 W/m2 to 1000 W/m2 and back to 750 W/m2 then 500 W/m2. (a) Power waveform for the 

experimental setup running the proposed ASC-MPPT algorithm. (b) Power waveform calculated from a 
ten-minute portion of the test measurements for the experimental setup running Incremental conductance 

MPPT. The waveform in (a) shows lower settling time, lower steady-steady error and less oscillations than 
(b). 

 

 

Figure 3.27 An experimental comparison based on hardware tests for the proposed ASC-MPPT in 
comparison to Incremental Conductance (Inc) MPPT based on realistic NREL data. (a) Power waveform 
for the experimental setup running the proposed ASC-MPPT algorithm. (b) Power waveform calculated 

from a ten-minute portion of the test measurements for the experimental setup running Incremental 
conductance MPPT. The waveform in (a) shows lower settling time, lower steady-steady error and less 

oscillations than (b). 
 

As has been established in the previous section, ASC-MPPT does not use any 

current sensor, making it ideal for hot temperatures, as higher temperature environments 

do impact the sensor measurements, temperature drift [97, 98]. Additionally, the 

eliminated current sensor is a fundamental circuit component that is compensated for by 

code, which has the potential of reducing the overall cost of the MPPT converter. Previous 
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results were demonstrated using a $30,000 rapid prototyping platform which is expensive 

and impractical for mass production. This section demonstrated the same code 

functionality and performance can be implemented on a $17 low-cost F28379D MCU. 

While this section demonstrated the general possibility of low cost implementation, further 

engineering of the code could reduce the cost of the required MCU even further. 

 
3.8. Conclusion 

This chapter utilized the model-based framework of MPC to develop a MPPT 

algorithm that eliminates the input-side current sensor in a PV application. The 

implementation of MPC realizes the observer-based SCM being fundamentally model-

based design, expressed within the cost function. This chapter also utilized constrained 

control and online auto-tuning of MPC to develop an adaptive perturbation MPPT to 

reduce steady-state oscillation and improve dynamic performance. The contribution of this 

chapter is that the observer model for the sensorless-current control and the adaptive 

perturbation MPPT are incorporated directly into the MPC formulation. Eliminating the 

current sensor, a fundamental component of the circuit, can reduce the cost and improves 

the reliability of the PV system especially when the system involves a cascaded or a multi-

level topology. The sensorless current tracking of the maximum power point, has been 

shown to alleviate the temperature and aging drift of the sensor. In this chapter, the 

experimental results of the proposed algorithm were presented and compared to other 

well-known MPPT algorithms. The proposed algorithm showed good reference tracking 

with a fast dynamic response and small ripple in steady-state. A study of parameter 

mismatch has demonstrated that the model-based design functions at high efficacy within 
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a wide mismatch range. A model parity study of the current surrogate model has shown 

the fidelity of the proposed observer-based technique. Dynamic testing of the proposed 

algorithm has shown fast-tracking and robustness to disturbance. Finally, the proposed 

algorithm has been implemented on a low-cost microcontroller unit which presents a step 

closer to wide-scale production.
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4. MAXIMUM POWER POINT TRACKING IN A GRID-INTERACTIVE INVERTER 

– SUB-MULTILEVEL INVERTER* 

 

4.1. Introduction 

The purpose of this chapter is to demonstrate an application example of the 

interaction between the proposed standalone MPPT algorithm in Chapter 3 with other 

grid-interactive converters. One identified challenge in the area of MPPT is the partial 

shading effects on the photovoltaic energy harvest. PV modules are typically connected 

in series strings to increase their total voltage. However, factors like partial shading, 

manufacturing variability, cell aging, and thermal gradients result in mismatch [129, 130]. 

Such factors cause the MPP algorithm to be stuck at a local MPP causing a hindered 

system-level energy capture [129, 131]. There are many proposed remedies for the partial 

shading problem, and the simplest is adding a bypass diode. Conventionally bypass diodes 

are used in series-connected PV modules to allow for a current path around the shaded 

____________________________________________________________________________________________________________________________ 

*Part of the data reported in this chapter is reprinted with permission from “Sensorless Current Model 
Predictive Control for Maximum Power Point Tracking of Single-Phase subMultilevel Inverter for 
Photovoltaic Systems” by M. Metry, S. Bayhan, M. B. Shadmand, R. S. Balog, and H. Abu-Rub, 2016. 
Presented at the IEEE Energy Convers. Congr. and Expo. (ECCE), Milwaukee, WI, 18-22 Sep 2016, p. 
1-8, Copyright © 2016 IEEE 
*Part of the data reported in this chapter is reprinted with permission from “Model Predictive Control for 
PV Maximum Power Point Tracking of Single-Phase subMultilevel Inverter” by M. Metry, S. Bayhan, 
R. S. Balog, and H. Abu Rub, 2016. Presented at the IEEE Power and Energy Conference at Illinois 
(PECI), Illinois, Urbana, Illinois, 2016, p. 1-6, Copyright © 2016 IEEE 
*Part of the data reported in this chapter is reprinted with permission from “An Effective Model 
Predictive Control for Grid Connected Packed U Cells Multilevel Inverter” by M. Trabelsi, S. Bayhan, 
M. Metry, H. Abu Rub, L. Ben-Brahim, and R. S. Balog, 2016. Presented at the IEEE Power and Energy 
Conference at Illinois (PECI), Illinois, Urbana, Illinois, 2016, p. 1-6, Copyright © 2016 IEEE 
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module; hence, increase the overall energy harvest. However, efficiency losses with 

bypass diodes are considerably large [132].  

Another approach is to use submodule integrated converters as in [133] and [134]. 

Such an approach, Figure 4.1, allows the first stage converters to identify the MPP for 

each module/submodule separately. Without loss of generality, the submodules in Figure 

4.1 could also be PV modules or PV arrays. Such topology provides the advantage of 

localized MPPT, increased reliability of the whole power system as the failure of one cell 

won’t cause the whole system to fail, and lower ratings for components [133]. Submodule 

power processing significantly improves efficiency when compared to the bypass diode 

approach [135].  

 

Figure 4.1 Submodule PV power processing for MPPT to reduce the effect of partial shading. The output 
of the dc power optimizer stage is connected to a single-phase 7-level SMI. 

 

The development and use of Multilevel Inverter (MI) topologies [136-138], such 

as in Figure 4.1, with renewable energy sources such as wind, solar, and fuel-cell have 

increased rapidly due to the rising demand for high power and medium voltage 

applications. The MIs are an attractive alternative to the traditional inverters due to their 
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high-quality output voltage, lower switching losses, less voltage stress on power switches, 

and higher efficiency. 

This chapter explores the use of a 7-level sub-multilevel inverter (sMI). The sMI 

uses fewer switches than conventional multilevel inverters (MI), which is more significant 

at higher number of levels. The single-phase H-bridge inverter in the sMI topology uses 

the line frequency, which allows for lower switching losses when compared to 

conventional MIs. Also, the 7-level output voltage is not affected by the mismatch in the 

submodule voltages for the dc optimizer, making it suitable for PV application. 

The current control technique of the sMI plays a vital role to guarantee the reliable 

and efficient operation of the grid-connected generation systems. Traditionally, a 

proportional-integral (PI) based cascaded control structure has been used. The use of 

optimization-based MPC for current control improves the steady-state and transient 

behavior of the system [139]. Moreover, system constraints and uncertainties can be 

incorporated systematically into the MPC design in such a way that they are included in 

the optimization problem formulation [116, 140].  

This chapter is organized as follows: 

Section 4.2 presents the background on the submultilevel inverter 

Section 4.3 presents the background on the boost converter with detailed circuit analysis 

Section 4.4 derives the MPC formulation 

Section 4.5 presents simulation results including dynamic tests and real-time 

implementation results 

Section 4.6 concludes the contribution of this chapter. 
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4.2. Background on the sub-multilevel inverter 

 

Figure 4.2 The block diagram of single-phase 16-level SMI in a PV generation system. 
 

4.2.1. Circuit analysis 

Consider the 16-level sub-multilevel inverter topology in Figure 4.2. The switches 

in the input stage 𝑆ଵ − 𝑆ଵ଺ are switched sequentially. Switches 𝑆ଵ − 𝑆ଵ଺ could be 

bidirectional switches to allow 4-quadrant operation [141, 142]. For example, in the case 𝑆ଵ is turned on, while the other arms are turned off, the inverter voltage 𝑣௜௡௩ = ∑ 𝑣஼௡ଵ଺௡ୀଵ , 

where 𝑛 refers to the capacitor number as 𝑛 ∈ {1,16}. Let the switch being turned-on be 

labeled 𝑆௠, where 𝑚 ∈ {1,16}. The values for 𝑣௜௡௩, as the switches 𝑆ଵ − 𝑆ଵ଺ are gated 

sequentially, is 𝑣௜௡௩ = ∑ 𝑣஼௡ଵ଺௡ୀ௠ . Let the link voltage 𝑣௟௜௡௞ be the sum of all the capacitor 

voltages 𝑣௟௜௡௞ = ∑ 𝑣஼௡ଵ଺௡ୀଵ . Assuming all the capacitor voltages are balanced, the inverter 

voltage can be written as 𝑣௜௡௩ = 𝑣௟௜௡௞ 𝑚⁄ . The 16-level input stage is capable of producing 

the voltage levels, as shown in Figure 4.3. 
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Figure 4.3 The output voltage levels produced by the 16-level input stage (𝑣௜௡௩) as a function of the link 

voltage (𝑣௟௜௡௞). 
 

The inverter H-bridge stage in Figure 4.2 allows for the generation of positive, 

negative, and zero levels. In such case the output voltage 𝑣௢ is 𝑣௢ = +𝑣௜௡௩, 𝑣௢ = −𝑣௜௡௩ 

or 𝑣௢ = 0. The possible voltage level for the single-phase H-bridge is as shown in Table 

4.1. 

Table 4.1 Switching table for the single-phase H-bridge. 𝑄ଵ 𝑄ଶ 𝑄ଷ 𝑄ସ 𝑣௢ 
0 0 1 1 0 
1 0 0 1 +𝑣௜௡௩ 
0 1 1 0 −𝑣௜௡௩ 
1 1 0 0 0 

 

The sMI is expandable to higher levels (i.e., 33-level). In this chapter, the control 

of a 7-level sMI is discussed to facilitate the detailed study of the system behavior. Without 

loss of generality, the control formulation discussed in this chapter could be expanded to 

any number of levels. 

vlink

0

3v    /4link

v    /2link

v    /4link

vinv
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Figure 4.4 The block diagram of single-phase 7-level SMI in a PV generation system. 
 

The 7-level sub-multilevel inverter topology is illustrated in Figure 4.4. The 

switches in the input stage 𝑆ଵ − 𝑆ଷ are switched sequentially. In the case 𝑆ଵ is turned on, 

while the other arms are turned off, the inverter voltage 𝑣௜௡௩ = ∑ 𝑣஼௡ଷ௡ୀଵ , where 𝑛 refers 

to the capacitor number as 𝑛 ∈ {1,3}. Let the switch being turned-on be labeled 𝑆௠, where 𝑚 ∈ {1,3}. The values for 𝑣௜௡௩, as the switches 𝑆ଵ − 𝑆ଷ are gated sequentially, is 𝑣௜௡௩ =∑ 𝑣஼௡ଷ௡ୀ௠ . Let the link voltage 𝑣௟௜௡௞ be the sum of all the capacitor voltages 𝑣௟௜௡௞ =∑ 𝑣஼௡ଷ௡ୀଵ . Assuming all the capacitor voltages are balanced, the inverter voltage can be 

written as 𝑣௜௡௩ = 𝑣௟௜௡௞ 𝑚⁄ . The 7-level input stage and the H-bridge stage output voltage 𝑣௢ is capable of producing the voltage levels, as shown in Table 4.2, where 𝜎 denotes the 

state number. 
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Table 4.2 Switching table for the 7-level sMI. 𝛺 𝑆ଵ 𝑆ଶ 𝑆ଷ 𝑄ଵ 𝑄ଶ 𝑄ଷ 𝑄ସ 𝑣௜௡௩ 𝑣௢ 
1 

1 0 0 

0 0 1 1 𝑣௟௜௡௞ 

0 
2 1 0 0 1 +𝑣௟௜௡௞ 
3 0 1 1 0 −𝑣௟௜௡௞ 
4 1 1 0 0 0 
5 

0 1 0 

0 0 1 1 2𝑣௟௜௡௞3  

0 
6 1 0 0 1 +2𝑣௟௜௡௞ 3⁄
7 0 1 1 0 −2𝑣௟௜௡௞ 3⁄
8 1 1 0 0 0 
9 

0 0 1 

0 0 1 1 𝑣௟௜௡௞3  

0 
10 1 0 0 1 +𝑣௟௜௡௞ 3⁄  
11 0 1 1 0 −𝑣௟௜௡௞ 3⁄  
12 1 1 0 0 0 

 

4.3. The boost converter 

 

Figure 4.5 The block diagram of the boost converter. 
 

4.3.1. Circuit analysis 

Consider the boost converter in Figure 4.5. The load side is connected to some 

variable 𝜀. The load expression 𝜀 could represent a resistive load, a battery, or another 

power converter circuit. Discontinuous conduction mode (DCM) maximizes the ripple PV 

current; hence, the boost converter is analyzed in continuous conduction mode (CCM). 

The state equations are derived based on the switching of the converter: when the switch 

(𝑄𝑏) is closed (𝜎 = 1) and when the switch (𝑄𝑏) is open (𝜎 = 0) as is shown in Figure 4.6. 
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The load model 𝜀 could be a resistive load, and in this chapter is an estimated model of 

the power conversion stage following the boost converter (sMI input stage). 

𝑖஼௡ఙୀଵ(𝑡) = 𝐶௡ 𝑑𝑣஼௡𝑑𝑡 = −𝑖ఌ(𝑡) = −𝑣஼௡(𝑡)𝜀  (4.50) 

𝑖஼௡ఙୀ଴(𝑡) = 𝐶௡ 𝑑𝑣஼௡𝑑𝑡 = 𝑖௅௡(𝑡) − 𝑖ఌ(𝑡) = 𝑖௅௡(𝑡) −−𝑣஼௡(𝑡)𝜀  (4.51) 

𝑣௅௡ఙୀଵ(𝑡) = 𝐿௡ 𝑑𝑖௅௡𝑑𝑡 = 𝑣௉௏(𝑡) (4.52) 

𝑣௅௡ఙୀ଴(𝑡) = 𝐿௡ 𝑑𝑖௅௡𝑑𝑡 = 𝑣௉௏(𝑡) − 𝑣஼௡(𝑡) (4.53) 

 

Figure 4.6 The boost converter configuration when 𝑄௕is turned on, σ=1 (top), and when 𝑄௕is turned off, 
σ=0 (bottom). 

 

The discrete-time estimation of (4.50)-(4.53) in steady-state is found using the Euler 

forward method for discretization. 

𝑣෤஼௡ఙୀଵ(𝑘 + 1) = ൬1 − 𝑇௦𝐶௡𝜀൰ 𝑣஼௡(𝑘) (4.54) 

𝑣෤஼௡ఙୀ଴(𝑘 + 1) = 𝑇௦𝐶௡ 𝑖௅௡(𝑘) + ൬1 − 𝑇௦𝐶௡𝜀൰ 𝑣஼௡(𝑘) (4.55) 
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𝚤̃௅௡ఙୀଵ(𝑘 + 1) = 𝑇௦𝐿௡ 𝑣௉௏(𝑘) − 𝑖௅௡(𝑘) (4.56) 

𝚤̃௅௡ఙୀ଴(𝑘 + 1) = 𝑇௦𝐿௡ 𝑣௉௏(𝑘) − 𝑇௦𝐿௡ 𝑣஼௡(𝑘) + 𝑖௅௡(𝑘) (4.57) 

The inductor current can be expressed in terms of the PV current and the PV 

voltage as follows 

𝚤̃௅௡(𝑡) = 𝑖௉௏(𝑡) − 𝑖஼௜௡(𝑡) = 𝑖௉௏(𝑡) − 𝐶௜௡ 𝑑𝑣௉௏𝑑𝑡  (4.58) 

The discrete-time estimation of (4.58) in steady-state is found using the Euler backward 

method for discretization. 

𝚤̃௅௡(𝑘) = 𝑖௉௏(𝑘) − 𝐶௜௡𝑇௦ (𝑣௉௏(𝑘) − 𝑣௉௏(𝑘 − 1)) (4.59) 

In light of (4.59), (4.54) and (4.55) can be written as 

𝑣෤஼௡ఙୀଵ(𝑘 + 1) = ൬1 − 𝑇௦𝐶௡𝜀൰ 𝑣஼௡(𝑘) (4.60) 

𝑣෤஼௡ఙୀ଴(𝑘 + 1) = 𝑇௦𝐶௡ ൤𝑖௉௏(𝑘) − 𝐶௜௡𝑇௦ (𝑣௉௏(𝑘) − 𝑣௉௏(𝑘 − 1))൨ + ൬1 − 𝑇௦𝐶௡𝜀൰ 𝑣஼௡(𝑘) (4.61) 

Using equations (4.50) to (4.61) directly for MPPT implementation would require multiple 

sensors for the PV voltage, PV current, and the output voltage. Without loss of generality, 

the load expression ε in (4.50) to (4.61) could represent a model for any load-side 

connected component, as discussed in [113, 114]. 

 

4.3.2. Steady-state averaging 

The output voltage is related to the PV voltage, assuming a steady-state operation: 

𝑉஼௡ = 𝑉௉௏𝐷ᇱ , where 𝐷ᇱ = 𝑡ఆୀ଴𝑇ௌ  (4.62) 

Relation (4.62) is applied to (4.60) and (4.61) to estimate the PV voltage at the next step, 

assuming that the PV voltage remains constant throughout the sampling period 𝑇௦. 
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𝑣෤௉௏ఙୀଵ(𝑘 + 1) =  𝐷ᇱ ൬1 − 𝑇௦𝐶௡𝜀൰ 𝑣஼௡(𝑘) (4.63) 

𝑣෤௉௏ఙୀ଴(𝑘 + 1) =  𝐷ᇱ𝑇௦𝐶௡ ൤𝑖௉௏(𝑘) − 𝐶௜௡𝑇௦ (𝑣௉௏(𝑘) − 𝑣௉௏(𝑘 − 1))൨ +  𝐷ᇱ ൬1 − 𝑇௦𝐶௡𝜀൰ 𝑣஼௡(𝑘) (4.64) 

 

4.4. Developing the MPC formulation for the sub-multilevel inverter 

4.4.1. MPC-based grid current controller 

The switching table for the operation of switches for the 7-level sMI is as shown 

in Table 4.2. To control 7-level sMI’s output current (𝑖଴), a discrete-time model of the 

grid-side is analyzed based on Figure 4.4. Based on Kirchhoff’s voltage law, the 

continuous-time expression for the output current (𝑖௔௖) can be described by the following 

equation 

𝑣௅௚(𝑡) = 𝐿௚ 𝑑𝑖௔௖𝑑𝑡 = 𝑣௢(𝑡) − 𝑅௚𝑖௔௖(𝑡) − 𝑣௔௖(𝑡) (4.65) 

where 𝑣௢ is the voltage generated by the 7-level input stage, 𝑅𝑔 is the sum of the load and 

filter resistances and 𝐿𝑔 is the sum of the load and filter inductances. Accordingly, the 

discrete-time model for 𝑖௔௖ based on Euler's forward method can be obtained as 

𝚤̃௔௖ఆ (𝑘 + 1) = 𝑇ௌ𝐿௚ 𝑣௢(𝑘) − ቆ1 − 𝑅௚𝑇ௌ𝐿௚ ቇ 𝑖௔௖(𝑘) − 𝑇ௌ𝐿௚ 𝑣௔௖(𝑘) (4.66) 

where 𝑖ሚac𝛺 (𝑘+ 1) is the predicted output current at the next sampling time. Note 𝑣௢(𝑘) can 

be expressed by 𝒗𝒐 which is the voltage vector encompassing the seven possible voltage 

levels from the input stage based on Table 4.2 and is written as 

𝒗𝒐𝜴 = ൤0 𝑣௟௜௡௞ −𝑣௟௜௡௞ 0 0 2𝑣௟௜௡௞3     −2𝑣௟௜௡௞3 0 0 𝑣௟௜௡௞3 −𝑣௟௜௡௞3 0൨் (4.67) 

The selection of the cost function is a vital part of the MPC technique. The output 

current cost function is defined as 
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𝑔ଵ = |𝑖௔௖∗ (𝑘 + 1) − 𝚤̃௔௖ఆ (𝑘 + 1)| (4.68) 

where 𝑖௔௖∗ (𝑘 + 1) is the reference output current, and 𝑖ሚ𝑜𝛺(𝑘+ 1) is the predicted output 

current in the next step. The reference output current amplitude could be determined based 

on the grid voltage amplitude and the PV side power, using the expression 𝐼௔௖∗ =
∑ ௩ುೇ೙௜ುೇ೙య೙సభ ௏ೌ ೎ . The frequency and phase shift of 𝑖௔௖∗  are based on the frequency and phase 

shift of the grid voltage 𝑣௔௖(𝑡). The reference phase shift of 𝑖௔௖∗  could also be determined 

using a PQ decoupling controller. 

 

4.4.2. MPC-MPPT for PV side 

4.4.2.1. MPC implementation to boost converter 

The proposed ASC-MPPT algorithm, proposed in Chapter 3, uses an observer 

model as a surrogate for the sensor measurement of current. Hence, the surrogate model 

is an estimated variable in the form 𝑥෤(𝑘) and can be written as 𝚤௉̃௏(𝑘). This estimate is 

used along with the measurements:  𝑣௉௏(𝑘) and  𝑣௢(𝑘) to estimate the PV voltage state 

variable, 𝑣෤௉௏(𝑘 + 1), at the next sampling time. The optimization process determines the 

appropriate actuation that minimizes the cost function in (4.69). 

𝑚𝑖𝑛 𝑔ଶ,ఙ∈{଴,ଵ} = ห𝑣෤௉௏ఙ (𝑘 + 1) − 𝑣∗௉௏.௥௘௙(𝑘)ห 
subject to 𝑣෤௉௏ఙୀଵ(𝑘 + 1) =  𝐷ᇱ ൬1 − 𝑇௦𝐶௡𝜀൰ 𝑣஼௡(𝑘)  𝑣෤௉௏ఙୀ଴(𝑘 + 1) =  𝐷ᇱ𝑇௦𝐶௡ ൤𝑖௉௏(𝑘) − 𝐶௜௡𝑇௦ (𝑣௉௏(𝑘) − 𝑣௉௏(𝑘 − 1))൨ +  𝐷ᇱ ൬1 − 𝑇௦𝐶௡𝜀൰ 𝑣஼௡(𝑘) 

(4.69) 
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4.4.2.2. Load model 

Since the boost converter is connected to the input stage of the sMI, the load model 𝜀 can be written in terms of grid voltage and current as follows 

𝜀 = 𝑣௖ଶ𝑣௔௖,௥௠௦ 𝑖௔௖,௥௠௦ (4.70) 

 

4.4.2.3. MPC based maximum power point tracking  

Previously published work on MPC-MPPT relied on a parallel InC or P&O 

algorithm to determine 𝑣௉௏,௥௘௙∗ (𝑘) in (4.68). The sign of the expression Δ𝑖௉௏ Δ𝑣௉௏⁄  is used 

to determine the reference value 𝑣௉௏,௥௘௙∗ (𝑘) as is shown in (4.71). 

𝑣∗௉௏.௥௘௙(𝑘)  =  ൜𝑣௉௏(𝑘) − |𝛥𝑣෤|,𝜇 < 0𝑣௉௏(𝑘) + |𝛥𝑣෤|,𝜇 > 0      for 𝜇 =  𝑖௉௏(𝑘) − 𝑖௉௏(𝑘 − 1) 𝑣௉௏(𝑘) − 𝑣௉௏(𝑘 − 1) (4.71) 

where |∆𝑣෤| is the perturbation size of the MPPT algorithm. The details on 

obtaining an estimate for 𝑖௉௏ and the details on estimating |∆𝑣෤| are explained in later 

sections. Based on (4.71), the MPPT can be expressed within the MPC cost function, as 

illustrated in (4.72). 

𝑚𝑖𝑛 𝑔ଶ,ఙ∈{଴,ଵ} = ห𝑣෤௉௏ఙ (𝑘 + 1) − 𝑣∗௉௏.௥௘௙(𝑘)ห 
subject to 𝑣෤௉௏ఙୀଵ(𝑘 + 1) =  𝐷ᇱ ൬1 − 𝑇௦𝐶௡𝜀൰ 𝑣஼௡(𝑘)  𝑣෤௉௏ఙୀ଴(𝑘 + 1) =  𝐷ᇱ𝑇௦𝐶௡ ൤𝑖௉௏(𝑘) − 𝐶௜௡𝑇௦ (𝑣௉௏(𝑘) − 𝑣௉௏(𝑘 − 1))൨ +  𝐷ᇱ ൬1 − 𝑇௦𝐶௡𝜀൰ 𝑣஼௡(𝑘) 𝑤ℎ𝑒𝑟𝑒, 𝑣∗௉௏.௥௘௙(𝑘)  =  ൜𝑣௉௏(𝑘) − |𝛥𝑣෤|,𝜇 < 0𝑣௉௏(𝑘) + |𝛥𝑣෤|,𝜇 > 0         for 𝜇 =  𝑖௉௏(𝑘) − 𝑖௉௏(𝑘 − 1) 𝑣௉௏(𝑘) − 𝑣௉௏(𝑘 − 1) 

(4.72) 

𝑣௉௏,௥௘௙∗ (𝑘) is the MPPT reference. For this case, since there is only one penalty 

function in the MPC cost function, the weight factor λ=1. 

 



87 

 

4.4.2.4. MPC based sensorless current mode 

An observer model for the PV current can be obtained by analyzing the boost 

converter (Figure 4.6) in continuous conduction mode during the two switching states 𝜎 ∈{0,1}. Using Kirchhoff’s current law it can be observed that the PV current 𝑖௉௏(𝑡) is 

always 

𝑖௉௏(𝑡) =  𝑖௅௡(𝑡) + 𝑖஼௜௡(𝑡) =  𝑖௅௡(𝑡)  + 𝐶௜௡ 𝑑𝑣௉௏(𝑡)𝑑𝑡  (4.73) 

Based on (4.50) and (4.51), the dc components of the inductor current is derived using the 

principle of capacitor charge balance [77]. During the first subinterval, the capacitor 

supplies the load current, and the capacitor is partially discharged. During the second 

subinterval, the inductor current supplies the load and, additionally recharges the 

capacitor. The net change in capacitor charge over one switching period is found by 

integrating 𝑖஼௡(𝑡) as follows 

න 𝑖஼௡(𝑡)𝑑𝑡ೞ்
଴ = −൬𝑉஼௡𝜀 ൰𝐷𝑇௦ + ൬1 − 𝑉஼௡𝜀 ൰𝐷′𝑇௦ (4.74) 

Collecting terms, and equating the results to zero, as the net current stored on a capacitor 

in steady-state during the full period is zero, the steady-state results become 

−𝑉஼௡𝜀 (𝐷 + 𝐷ᇱ) + 𝐼௅௡𝐷ᇱ = 0 (4.75) 

By noting that (𝐷 + 𝐷ᇱ) = 1, and by solving for the inductor current dc component 𝐼௅௡ 

one obtains 

𝐼௅௡ =  𝑉஼௡𝐷′𝜀  where 𝐷ᇱ = 𝑡ఙୀ଴𝑇ௌ  (4.76) 

Equation (4.76) can be expressed in terms of the PV voltage as 
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𝐼௅௡ =  𝑉௉௏𝐷′ଶ𝜀  where 𝐷ᇱ = 𝑡ఙୀ଴𝑇ௌ  (4.77) 

As the change in PV current is relatively slower than the MPC sampling time, the 

expression 𝑖௅௡(𝑡) can be approximated as 

𝑖௅௡(𝑡) ≈ 𝐼௅௡ =  𝑉௉௏𝐷′ଶ𝜀 (4.78) 

Substituting (4.78) into (4.73), one obtains 

𝑖௉௏(𝑡) = 𝑉௉௏𝐷′ଶ𝜀 + 𝐶௜௡ 𝑑𝑣௉௏(𝑡)𝑑𝑡  (4.79) 

The discrete-time estimation of (4.79) is obtained by using the Euler backward method for 

discretization: σ 

𝚤̃௉௏(𝑘) = 𝑉௉௏𝐷′ଶ𝜀 + 𝐶௜௡𝑇ௌ [𝑣௉௏(𝑘 + 1) − 𝑣௉௏(𝑘)ሿ (4.80) 

Therefore, (4.80) is used as a model for current, to eliminate the current sensor. SCM is 

shown to be based on the model-based design principle, which integrates within the MPC 

framework as in (4.81), and the process is illustrated in the block diagram in Figure 4.7.  

𝑚𝑖𝑛 𝑔ଶ,ఙ∈{଴,ଵ} = ห𝑣෤௉௏ఙ (𝑘 + 1) − 𝑣∗௉௏.௥௘௙(𝑘)ห 
subject to 𝑣෤௉௏ఙୀଵ(𝑘 + 1) =  𝐷ᇱ ൬1 − 𝑇௦𝐶௡𝜀൰ 𝑣஼௡(𝑘) 

             𝑣෤௉௏ఙୀ଴(𝑘 + 1) =  𝐷ᇱ𝑇௦𝐶௡ ൤𝚤௉̃௏(𝑘) − 𝐶௜௡𝑇௦ ൫𝑣௉௏(𝑘) − 𝑣௉௏(𝑘 − 1)൯൨ +  𝐷ᇱ ൬1 − 𝑇௦𝐶௡𝜀൰ 𝑣஼௡(𝑘) 

             𝚤̃௉௏(𝑘) = 𝑉௉௏𝐷ᇱଶ𝜀 + 𝐶௜௡𝑇ௌ [𝑣௉௏(𝑘 + 1) − 𝑣௉௏(𝑘)ሿ 
where 𝑣∗௉௏.௥௘௙(𝑘) =  ൜𝑣௉௏(𝑘) − |𝛥𝑣෤|,𝜇 < 0𝑣௉௏(𝑘) + |𝛥𝑣෤|,𝜇 > 0   for 𝜇 =  𝑖௉௏(𝑘) − 𝑖௉௏(𝑘 − 1) 𝑣௉௏(𝑘) − 𝑣௉௏(𝑘 − 1) 

and      𝜀 = 𝑣௖ଶ 𝑣௔௖,௥௠௦ 𝑖௔௖,௥௠௦൘  

(4.81) 

The current surrogate model is derived from within the converter discrete-time 

model. The use of this sensorless current MPPT adds sizeable benefits for the cascaded dc 
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optimizer illustrated in Figure 4.1. These benefits include reduced hardware cost and 

improved reliability, especially so when considering 16-level sMI, as in Figure 4.2. 

 

Figure 4.7 The block diagram of the sensorless current MPPT algorithm applied to the boost converter. 
The current surrogate model is derived from within the converter discrete-time model. The use of this 
sensorless current MPPT adds sizeable benefits for the cascaded dc optimizer illustrated in Figure 4.1. 

These benefits include reduced hardware cost and improved reliability, especially so when considering 16-
level sMI, as in Figure 4.2. 
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4.4.3. Overall MPC framework for sMI 

The overall controller for the 7-level sMI is illustrated in the block diagram of 

Figure 4.8. The grid-side cost function 𝑔ଵ is based on (4.68), and the grid-side predictive 

model is based on (4.66). The PV-side MPPT cost function 𝑔ଶ is based on (4.81), and the 

PV-side predictive model is based on (4.63), (4.64), and (4.80). 

 

Figure 4.8 The block diagram of single-phase 7-level SMI in the PV generation system. 
 

4.5. Simulation results 

The SUNPOWER SPR-305-WHT is used as a PV module. In this simulation, an 

array of six PVs are simulated. Two parallel-connected modules are connected to each of 

the three dc optimizer cells of the 7-level sMI in Figure 4.8. The PV module characteristics 
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per dc optimizer (two parallel PV modules) under standard test condition (STC: solar 

irradiance = 1 kW/m2, cell temperature = 25 deg. C) is illustrated in Figure 4.9.  

 
Figure 4.9 PV characteristics used in the simulation. 

 

The control algorithm is implemented in Matlab/Simulink; the sampling time TS 

is 10 µs which corresponds to a sampling frequency of 100 kHz. This sampling time is 

chosen based on the capability of the dSPACE DS1007 platform processor, which is used 

for real-time implementation in this chapter. In a fixed step model predictive control, 

unlike controllers with a pulse-width modulator, the switching signals are directly 

manipulated. Thus the “switching frequency” can vary from one fixed sampling interval 

to the next. The sampling frequency should be much higher than the switching frequency 

to get a suitable performance controller, such as 20 times higher according to the 

guidelines for accurate modeling of power electronics [124, 143]. For well-behaved MPC 

systems, an “average switching frequency” could be estimated to offer some insights into 
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the operation of other aspects of the system. In this paper, the sampling frequency is 100 

kHz, which results in an average switching frequency of 5 kHz for the dc optimizer blocks. 

Using Matlab/Simulink, the irradiance profile in Figure 4.10 was applied to the 

PV-connected dc optimizers. The system is tested under two irradiance level changes. 

Figure 4.11, Figure 4.12 and Figure 4.13 demonstrate the simulation results for current, 

voltage, and power, respectively, of the proposed sensorless current MPC-based MPPT 

algorithm. As shown in the figures, the performance of the sensorless current MPC-based 

MPPT algorithm tracked the expected maximum power (Figure 4.13). Steady-state current 

ripple in Figure 4.11 is 1.5%, while voltage ripple in Figure 4.12 is 3.9%. The power plot 

during the transient response, Figure 4.13, shows a settling time of 0.055 seconds. The 

current injected to the grid, shown in Figure 4.14 during step change in solar irradiance, 

shows grid current tracking of the reference current provided by the current MPC. The 

total harmonic distortion (THD) of the grid current is 3.6%, Figure 4.15, which is within 

the IEEE 519 recommended practice for harmonic control [144]. The 7-level voltage is 

shown in Figure 4.16 for the output voltage, before filtering, of the sMI. 

 
Figure 4.10 Solar irradiance profile. 
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2 2
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Figure 4.11 PV current using SC-MPC-MPPT and the current ripple. 

 

 
Figure 4.12 PV voltage using SC-MPC-MPPT and the voltage ripple. 
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Figure 4.13 PV power using SC-MPC-MPPT and a zoomed-in plot of the PV power during transient step 

response. 
 

 
Figure 4.14 The response of the current fed to the grid by sMI to step-change in solar irradiance level. 
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Figure 4.15 Total harmonic distortion in current fed to grid by sMI. 

 

 

Figure 4.16 The output voltage of the sMI before the inductive filter. 
 

Using the dSPACE DS1007 platform, the proposed MPPT controller was 

implemented in real-time, a step change response to solar irradiance level was applied to 

the system. The stability and fast dynamic response of the SC-MPC-MPPT to step-change 

in solar irradiance level from 500 W/m2 to 750 W/m2 were verified as in Figure 4.17. 

Figure 4.17 also shows zoomed-in plots of the steady-state performance at 750 W/m2 of 

the proposed technique. The oscillation around MPP for PV voltage and the current was 

observed to be 4.2% and 2.3%, respectively.  

0 1000 2000 3000 4000 5000
Frequency [Hz]

0

0.5

1

1.5

2

2.5

Fundamental (50Hz) = 8.849 , THD= 3.60%

M
ag

ni
tu

de
 [%

 o
f F

un
da

m
en

ta
l]

5.3 5.31 5.32 5.33 5.34 5.35 5.36

Time [s]

-300
-200
-100

0
100
200
300

V
ol

ta
ge

 [V
]



96 

 

 
Figure 4.17 PV current and voltage under step change in solar irradiance level, along with zoomed-in plots 

of the ripples. Both the current and voltage track the MPP reference. 
 

4.6. Conclusion 

This chapter looked into the application of the sensorless current MPPT algorithm 

within submodule PV power processing. The topology of the sub-multilevel inverter was 

considered as it uses less number of switches than conventional multilevel inverters (MI), 

which is noticeable at larger number of levels. The single-phase H-bridge inverter in the 

sMI topology uses the line frequency, which allows for lower switching losses when 

compared to conventional MIs. Also, the 7-level output voltage is not affected by the 

mismatch in the submodule voltages for the dc optimizer, making it suitable for the 

application in this chapter. This chapter demonstrated an MPC framework for both the 

MPPT controller for the cascaded dc optimizers and the inverter side grid current 

controller. The use of the developed sensorless current MPPT in this chapter for the 

cascaded dc power optimizers proved advantageous as a current sensor was eliminated for 
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each dc/dc converter. The topology running the proposed controller was presented, and 

the performance met the IEEE standards. The proposed controller for the sMI is 

extendable to higher levels (i.e., 16-level or 33-level).  
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5. MAXIMUM POWER POINT TRACKING IN A GRID-INTERACTIVE INVERTER 

– QUASI-Z-SOURCE INVERTER* 

 

5.1. Introduction 

This chapter demonstrates an application example of the interaction between the 

proposed standalone MPPT algorithms in Chapter 3 with other grid-interactive converters. 

To comply with present ac grid standards, an inverter stage is used after the MPPT dc-dc 

converter to convert the voltage and current from dc to ac. This means that the PV power 

is passed through a two-stage system to be delivered to the grid, which can impose 

efficiency and integration issues, and increase the cost of the system [27]. The Z-source 

inverter (ZSI) is capable of overcoming this limitation as it can adjust the voltage level 

and invert the power in a single-stage [145] as shown in Figure 5.1. But while the ZSI can 

handle the wide voltage variation associated with PV, it also draws current 

discontinuously [146]. This aspect of the ZSI creates a problem for the PV array, which 

needs a constant output path for its dc current to avoid shortening its lifetime [147]. The 

quasi-ZSI (qZSI) is a modification of the ZSI which draws continuous dc current, which 

meets this criterion without the need for extra filtering capacitors [148]. The qZSI handles 

both the wide input voltage range and avoids current discontinuity in the PV modules 

[149]. 

  
____________________________________________________________________________________________________________________________ 

*Part of the data reported in this chapter is reprinted with permission from “Model Predictive Control for 
Maximum Power Point Tracking of Quasi-Z-Source Inverter Based Grid-Tied Photovoltaic Power 
System” by M. Metry, Y. Liu, R. S. Balog, and H. Abu-Rub, 2016. Presented at the IEEE Int. Symp. on 
Ind. Electron., Edinburgh, Scotland, UK, 19-21 Jun 2017, p. 1-6, Copyright © 2017 IEEE 
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Figure 5.1 Known grid interactive PV systems (left) are comprised of multiple stage power processing 
which impacts system efficiency. The qZSI (right) is capable of both power conditioning of the PV input 

and grid current injection to the grid. 
 

This chapter illustrates an approach to integrating MPC based MPPT controllers 

within the existing control loop of a three-phase grid-connected qZSI [150]. The topology 

of qZSI has an inherent advantage that allows two different control objectives to be 

achieved simultaneously. The use of an MPC-based MPPT controller reduces the settling 

time and significantly reduces steady-state ripple. 

This chapter is organized as follows: 

Section 5.2 presents the background on the quasi-Z-source inverter 

Section 5.3 derives the MPC formulation 

Section 5.4 presents simulation results including dynamic tests  

Section 5.5 concludes the contribution of this chapter. 
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5.2. Background on the quasi-Z-source inverter topology 

 

Figure 5.2 Three-phase grid-connected quasi-Z-source inverter topology for PV application. 
 
5.2.1. Circuit analysis 

 

Figure 5.3 Analysis of qZSI in non-overlap mode. 

 

Figure 5.4 Analysis of qZSI in overlap mode. 
 

Consider the qZSI topology in Figure 5.2, the qZSI operates in two main modes. 

The first mode corresponds to the period of non-overlap when current flows from the PV 

module, through the inverter bridge, to the ac output. The second mode involves the 

conduction overlap of two transistors on the same phase leg of the inverter bridge. This 
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restricts the input current to the 𝐿𝐶 network within the qZSI, but provides voltage boost. 

Taking a closer look at non-overlap mode, Figure 5.3 shows the equivalent circuit with 

the conducting diode shorted out and current 𝑖௉ே representing the current from the qZSI 

into the inverter bridge leg. Relevant equations of analyzing the non-overlap mode are 

[149, 151, 152]: 

𝑣௅ଵ(𝑡) = 𝑣௉௏ − 𝑣஼ଵ (5.82) 

𝑖஼ଵ(𝑡) = 𝑖௅ଵ − 𝑖௉ே (5.83) 

𝑖஼ଶ(𝑡) = 𝑖௅ଶ − 𝑖௉ே (5.84) 

During overlap mode, Figure 5.4, a short-circuit path allows capacitor 𝐶ଵ to charge 

inductor 𝐿ଶ. At the same time, the input voltage source, 𝑉௉௏, and capacitor 𝐶ଶ charge 𝐿ଵ. 

Relevant equations of analyzing overlap mode are: 

𝑣௅ଵ(𝑡) = 𝑣௉௏ + 𝑣஼ଶ (5.85) 

𝑖஼ଵ(𝑡) = −𝑖௅ଶ (5.86) 

𝑖஼ଶ(𝑡) = −𝑖௅ଵ (5.87) 

Further analysis leads to the following relations: 

𝑖௅ଵ = 𝑖௅ଶ = 𝑖௉௏ (5.88) 𝑣௉௏𝑣௉ே = 1 − 2𝐷 (5.89) 

𝑣௉௏ = 𝑣஼ଵ − 𝑣஼ଶ (5.90) 

where D is the overlap period proportion to the sampling period T.  
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5.3. Developing the MPC formulation 

The block diagram of the proposed qZSI control strategy is shown in Figure 5.6. 

The control algorithm is divided into two segments: first, the PV generation system that 

uses MPC-MPPT algorithm to determine the appropriate overlap period required to 

operate at MPP. Second is the grid-side active-reactive power control, so-called PQ 

decoupling control, to ensure unity power factor integration into the grid. The active power 

reference is determined by the MPC-MPPT. Then the PV power delivered to the grid is 

achieved through regulating the modulation signals, which are fed along with the overlap 

duty cycle, D, to a simple boost PWM that determines the switching state for the six 

inverter switches. The focus of this chapter is on the integration of the MPC based MPPT 

method with the qZSI existing controllers. MPC based PQ decoupling has been explained 

in [153] In other words, MPC-MPPT determines the overlap period, D, while the grid-side 

PQ decoupling control determines the modulation index, M (Figure 5.5).  

 

Figure 5.5 MPC-MPPT determines the overlap period, while the grid-side PQ decoupling control 
determines the modulation index, M. The advantage of qZSI topology is its single-stage power processing 
of PV systems. The single-power processing is made possible as the control of a qZSI has two degrees of 

freedom. 
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5.3.1. MPC-MPPT for PV side 

MPPT is used to ensure the maximum available solar energy harness from the solar 

module [115, 154, 155]. MPPT algorithm, using predicted values from model equations, 

determines the reference current for the cost function, which determines the next switching 

state. The prediction is based upon minimizing the cost function g, illustrated in Figure 

5.6, so as the switching state (plant 1: non-overlap mode or plant 2: overlap mode) that 

results in the suitable control actuation is selected. The inputs to the predictive controller 

are the PV voltage, PV current, and capacitor voltages. 

The discrete-time set of equations enables the behavior of the system in response 

to the selected control actuation to be predicted for the next sampling time k+1. The 

proposed methodology is based on the fact that the slope of the PV array power curve is 

zero at the predicted MPP, positive on the left, and negative on the right of the predicted 

MPP.  

The discrete-time voltage and current set of equations for the qZSI, in non-overlap 

mode (𝜎 = 1) are based on (5.82), (5.83), (5.84) and (5.88), and are given by (5.91), (5.92) 

and (5.93). In overlap mode (𝜎 = 0), relations are based on (5.85), (5.86), (5.87) and 

(5.88), and are given by (5.94), (5.95) and (5.96). 

𝑖௉௏(𝑘 + 1) = 𝑣௉௏(𝑘) − 𝑣஼ଵ(𝑘)𝐿ଵ (𝐷𝑇) + 𝑖௉௏(𝑘) (5.91) 

𝑣஼ଵ(𝑘 + 1) = 𝑖௉௏(𝑘) − 𝑖௉ே(𝑘)𝐶ଵ (𝐷𝑇) + 𝑣஼ଵ(𝑘) 
(5.92) 

𝑣஼ଶ(𝑘 + 1) = 𝑖௉௏(𝑘) − 𝑖௉ே(𝑘)𝐶ଶ (𝐷𝑇) + 𝑣஼ଶ(𝑘) 
(5.93) 

𝑖௉௏(𝑘 + 1) = 𝑣௉௏(𝑘) + 𝑣஼ଶ(𝑘)𝐿ଶ (1 − 𝐷)𝑇 + 𝑖௉௏(𝑘) 
(5.94) 
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𝑣஼ଵ(𝑘 + 1) = 𝑖௉௏(𝑘) − 𝑖௉ே(𝑘)𝐶ଵ (1 − 𝐷)𝑇 + 𝑣஼ଵ(𝑘) 
(5.95) 

𝑣஼ଶ(𝑘 + 1) = 𝑖௉௏(𝑘) − 𝑖௉ே(𝑘)𝐶ଶ (1 − 𝐷)𝑇 + 𝑣஼ଶ(𝑘) 
(5.96) 

Since 𝐷 represents the average time for the overlap mode, it can be replaced by the 

switching state in the average model during operation of MPC-MPPT. The average PV 

voltage and current models are necessary for the cost function and are based on (5.90) to 

(5.91): 

𝑖௉௏(𝑘 + 1) = 𝑖௉௏(𝑘) + (𝑣௉௏(𝑘) − 𝑣஼ଵ(𝑘)) 𝑆𝐿ଵ + (𝑣௉௏(𝑘) + 𝑣஼ଶ(𝑘)) 1 − 𝑆𝐿ଶ  (5.97) 

𝑣௉௏(𝑘 + 1) = 𝑣஼ଵ(𝑘 + 1) − 𝑣஼ଶ(𝑘 + 1) = 𝑖௉௏(𝑘) − 𝑖௉ே(𝑘)𝐶ଵ − 𝑖௉௏(𝑘) − 𝑖௉ே(𝑘)𝐶ଶ + 𝑣௉௏(𝑘) (5.98) 

The predicted PV voltage and current are used to determine the 𝑑-axis reference 

current, as shown in Figure 5.6. Now after determination of the reference current and the 

predicted PV current, the cost function subject to minimization can be obtained as follows 

𝑔ఙ∈{଴,ଵ} = ቚ𝐼௉௏഑∈{బ,భ}(𝑘 + 1) − 𝐼௥௘௙,௉௏(𝑘 + 1)ቚ (5.99) 

where 𝜎 ∈ {0,1} presents the switching state.  

 

5.3.2. Grid-side PQ decoupling control 

The predicted active power reference Pref-PV (k+1), obtained from the MPC-MPPT 

algorithm using the predicted voltage and current values, is then used to obtain the d-axis 

current reference id* through id*=(2/3)Pref-PV/vd; meanwhile, the iq* is set to zero to have 

unity power factor. As shown in Fig. 3, the three-phase actual grid voltage vabc and grid-

tie current iabc are transferred to the two-phase rotating coordinates in d and q components, 



105 

 

respectively. The Phase-Locked Loop (PLL) is applied to obtain the phase of grid voltage, 

in order to make the grid-tie current in phase with the grid voltage.  

The error between the reference and actual currents going through the 

proportional-integral (PI) controller determines the voltage references ud* and uq* in d and 

q components. Then, through the dq-abc transformation, the voltage references ua*, ub*, 

and uc* in per unit value and the overlap duty cycle from the proposed MPC-MPPT are 

applied to generate gate drive signals by the simple boost control of the qZSI. 

 

5.3.3. Overall controller 

The MPC based MPPT controller is integrated within the qZSI as shown in Figure 

5.6. The predictive model for the PV side controller is shown in (5.97) and (5.98). The 

cost function for the PV side controller is shown in (5.99). 
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Figure 5.6 The control block diagram of three-phase qZSI in PV generation system. 
 

5.4. Simulation results 

In the investigations, the SUNPOWER SPR-305-WHT is used as PV module. Two 

modules are connected in parallel under standard test condition (STC: solar irradiance = 

1 kW/m2, cell temperature = 25 deg. C). The control algorithm is simulated using 

Matlab/Simulink software; the sampling time TS is 10 µs, which corresponds to a sampling 

frequency of 100 kHz. In a fixed-step model predictive control unlike controllers with 

pulse-width modulator, the switching signals are directly generated, thus the “switching 

frequency” can vary from one fixed sampling internal to the next. The sampling frequency 

should be much higher than the switching frequency in order to get good performance 

controller, such as 20 times higher according to the guidelines for accurate modeling of 

power electronics [124, 143]. For well-behaved MPC systems, we can compute an 
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“average switching frequency”, which may offer some insights into the operation of other 

aspects of the system. In this paper, the sampling frequency is 100 kHz, which results in 

an average switching frequency of 5 kHz. 

Table 5.1 Simulation parameters of the qZSI system 
Parameter Value 
PV power at 750 W/m2 4000 W 
Capacitors (C1& C2) 470 µF 
Inductors (L1 & L2) 500µH 
Nominal frequency (fo) 50 Hz 
Average Switching Frequency 5 kHz 
RMS grid ph-ph voltage 208 V 
Sampling time (Ts) 10 µs 

 

System parameters are as shown in Table 5.1. Three-phase qZSI was connected to 

two parallel strings of 10 arrays of PVs in simulation and a step change in irradiance was 

applied once for the qZSI with P&O MPPT and again for the qZSI with MPC-MPPT. The 

comparison of performance is as shown in Figure 5.7. The PV current, voltage and power 

of the MPC-MPPT in Figure 5.7 (d), (e) and (f) has a smaller settling time, a lower ripple 

and smaller steady state error than the PV current, voltage and power of the P&O MPPT 

in Figure 5.7 (a), (b) and (c). The transient effect on grid current is as shown in Figure 5.7 

(g). A zoomed-in plot of the grid current at steady state is shown in Figure 5.7 (h). The 

total harmonic distortion in the grid current is 1.16% as shown in Figure 5.7 (i), this meets 

with the IEEE 519 standard [144]. 
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Figure 5.7 Simulation results. (a) PV current using P&O MPPT. (b) PV voltage using P&O MPPT. (c) PV 
power using P&O MPPT. (d) PV current using MPC-MPPT. (e) PV voltage using MPC-MPPT. (f) PV 

power using MPC-MPPT. (g) Response of the current fed to grid by qZSI to step change in solar 
irradiance level. (h) Zoomed in plot of the current fed to grid by qZSI. (i) Total harmonic distortion in 

current fed to grid by qZSI. 
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5.5. Conclusion 

This chapter illustrated an approach to integrating MPC based MPPT controllers 

within the existing control loop of a three-phase grid-connected qZSI. The topology of 

qZSI has an inherent advantage that allows two different control objectives to be achieved 

simultaneously. Such an advantage, in turn, eliminates the need for two-stage power 

processing for PV applications. The use of an MPC-based MPPT controller reduces the 

settling time and significantly reduces steady-state ripple. The results of the qZSI running 

the proposed controller presented complied with IEEE standards.
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6. DOUBLE-FREQUENCY POWER RIPPLE CONTROLLER* 

 

6.1. Introduction 

Rooftop solar and utility-scale photovoltaic (PV) installations are becoming very 

popular, which made it necessary to produce highly efficient and low-cost single-phase 

inverters. Single-phase grid-tied inverters have a characteristic double frequency power 

ripple. This low-frequency ripple could negatively impact the maximum power point 

tracking (MPPT) of the converter and reduce energy harvested from the PV source [127].  

A capacitor is designed at the dc bus to filter out this double frequency ripple. 

However, since the ripple is double the grid frequency (100-120 Hz), which is a relatively 

low cutoff frequency compared to the inverter switching frequency, the bus capacitor 

ought to be of large value. Such huge capacitance is usually made available by electrolytic 

capacitors, which suffer in terms of reliability [156]. 

Power decoupling techniques have been of interest in the literature, and some are 

discussed in [157]. Active filtering techniques are discussed widely because they are 

known to handle a larger amount of ripple by redirecting the ripple power flow through 

another circuit [158-164]. One of the active filtering techniques, the ripple-port module 

integrated inverter (RP-MII), is proposed in [162-164]. The ripple port is essentially an H-

bridge that is attached to the link capacitor and is modulated with pulse width modulation 

(PWM). Such a ripple port integrated inverter provides the advantage of significantly 
____________________________________________________________________________________________________________________________ 

*Part of the data reported in this chapter is reprinted with permission from “A Hill-Climbing 
Optimization Approach for Closed-Loop Auto-Tuning of the Grid-Connected Ripple-Port Inverters” by 
M. Metry, M. Kim, and R. S. Balog, 2019. Presented at the IEEE Int. Conf. on Power Electron. – ECCE 
Asia (ICPE 2019-ECCE Asia), Busan, Korea, 27-30 May 2019, p. 1-6, Copyright © 2019 IEEE 
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reducing the amount of maximum voltage and the maximum power that the dc-link 

capacitor has to store. Hence, the capacitor size required to regulate the double frequency 

ripple to the desired percentage is reduced. Henceforth, the link capacitor employed can 

be a high-reliability ceramic capacitor instead of the short-life electrolytic capacitors. This 

argument is well established with reliability assessments, experimental setups and 

minimum energy capacitance requirements explained in [158] and [159]. In [160], this 

ripple port is implemented on a power factor correction (PFC) rectifier. 

These papers, however, do not discuss all the factors that affect the effectiveness 

of the ripple port inverter, such as changes in grid dynamics, and ac filter and the ripple 

port LC filter phase angle. Also, these references do not provide a closed-loop controller 

that guarantees continuous ripple cancellation throughout the circuit’s operation. 

Designing a closed-loop controller for the RP-MII using PID controllers proves 

challenging for multiple control loops concurrently; i.e. grid current injection, power 

quality regulation, dc-link voltage regulation, and maximum power point tracking.  

This chapter provides a mathematical formulation of the different factors that 

affect the ripple port inverter tuning. This chapter also presents a closed-loop framework 

based on model predictive control (MPC) to automatically tune the ripple port inverter to 

minimize the dc-link dual-frequency ripple. Using the multi-objective optimization of 

MPC, it is demonstrated that the RP-MII achieves low dc-link voltage ripple while using 

small dc-link capacitor values, while the grid current is regulated [165]. 

This chapter is organized as follows: 

Section 6.2 presents the background on the ripple port microinverter 
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Section 6.3 demonstrates the motivation for the closed-loop controller of the ripple port 

Section 6.4 derives the MPC formulation 

Section 6.5 presents simulation results including dynamic tests  

Section 6.6 concludes the contribution of this chapter. 

 

6.2. Background on the ripple port microinverter topology 

 

Figure 6.1 Ripple port circuit schematic. 
 

The equations for the ripple port for a single-phase grid-tied inverter, shown in 

Figure 3.3, were discussed in [162] and [163]. This section aims to provide a more in-

depth formulation of the concept developed in those papers. For example. [162] and [163] 

do not show the link capacitor value that is required by the topology. Also, [162] and [163] 

neither discuss the effect the LC filter has on the ripple cancellation nor the phase delay 

of the output current. Therefore, in this chapter, new equations, which can help the user 
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understand the ripple port behavior more clearly, are discussed. The instantaneous output 

power can be represented by an arbitrary displacement power factor with voltage and 

current phase angles, 𝛳௩௚ and 𝛳௜௚ respectively.  

𝑣௚ = 𝑉௚cos(𝜔𝑡−𝛳௩௚) (6.100) 

𝑖௚ = 𝐼௚cos(𝜔𝑡 − 𝛳௜௚) (6.101) 

𝑝௚ = 𝑉௚𝐼௚2 cos൫𝛳௩௚ − 𝛳௜௚൯ + 𝑉௚𝐼௚2 cos(2𝜔𝑡 − 𝛳௩௚ + 𝛳௜௚) (6.102) 

Assuming the amplitude change of the LC filter is negligible, only the phase shift 

of the voltage (𝛳௩௢ − 𝛳௩௚) and the phase shift of the current, (𝛳௜௢ − 𝛳௜௚) are considered. 

The output power before the LC filter can be written as 

𝑣௢ = 𝑉௚cos(𝜔𝑡 − 𝛳௩௢) (6.103) 

𝑖௢ = 𝐼௚cos(𝜔𝑡 − 𝛳௜௢) (6.104) 

𝑝௢ = 𝑉௚𝐼௚2 cos(𝛳௩௢ − 𝛳௜௢) + 𝑉௚𝐼௚2 cos(2𝜔𝑡 − 𝛳௩௢ − 𝛳௜௢) (6.105) 

dc power is supplied by power source, so the dc part of 𝑝௚ is 𝑃ௗ௖. Therefore, 

𝑃ௗ௖ = 𝑉௚𝐼௚2 cos(𝛳௩௢ − 𝛳௜௢) 
(6.106) 

The ac part of 𝑝௚ should be filtered by the ripple port capacitor. Whereas, the ripple port 

adds some phase angle 𝛳௥௣, assuming the ripple port inductor value is much smaller than 

that of the capacitor, the power in the ripple port is  

𝑣஼ௗ = 𝑉஼ௗ cos(𝜔𝑡 + 𝛳௥௣) (6.107) 

𝑖௥௣,௅ௗ = 𝜔𝐶ௗ𝑉஼ௗsin(𝜔𝑡 + 𝛳௥௣) (6.108) 

𝑝஼ௗ = −𝑤𝐶ௗ𝑉஼ௗଶ2 sin(2𝜔𝑡 + 2𝛳௥௣) (6.109) 
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where the subscript 𝑑 refers to the decoupling ripple port, 𝑝஼ௗ, refers to the ripple port 

power, and 𝑣஼ௗ is the voltage across the ripple port capacitor. 

The ac part of 𝑝௢ should be the same as the ripple port power and the power in the 

dc-link capacitor 𝐶௟௜௡௞. Therefore, 

𝑝௢ − 𝑃ௗ௖ = 𝑝஼ௗ + 𝑝஼,௟௜௡௞ (6.110) 

𝑉௚𝐼௚2 cos(2𝜔𝑡 − 𝛳௩௢ − 𝛳௜௢) = −𝜔𝐶ௗ𝑉஼ௗଶ2 sin൫2𝜔𝑡 + 2𝛳௥௣൯ + 𝑝஼,௟௜௡௞ (6.111) 

where 𝑝஼,௟௜௡௞ refers to the instantaneous power across the dc-link capacitor 𝐶ௗ. Thus, 𝛳୰୮ 

can be determined from equation (6.112) 

cos(2𝜔𝑡 − 𝛳௩௢ − 𝛳௜௢) = −sin൫2𝜔𝑡 + 2𝛳௥௣൯ (6.112) 

2𝜔𝑡 − 𝛳௩௢ − 𝛳௜௢ = 2𝜔𝑡 + 2𝛳௥௣ + 𝜋 2ൗ  (6.113) 

𝛳௥௣ = −𝛳௩௢2 − 𝛳௜௢2 − π4 (6.114) 

From (6.111) and (6.114), 

𝑉஼ௗ = ඨ𝑉௚𝐼௚𝜔𝐶ௗ + 𝑟𝑖𝑝𝑝𝑙𝑒 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑜𝑛 𝐶௟௜௡௞ (6.115) 

the maximum voltage ripple amplitude at 𝐶௟௜௡௞ is 𝛥𝑉௟௜௡௞. Thus, the ripple value on 𝑉஼ௗ 

can be estimated from equation (6.115) 

ඨ𝑉௚𝐼௚𝜔𝐶ௗ − 𝛥𝑉௟௜௡௞ ≤ 𝑉஼,ௗ ≤ ඨ𝑉௚𝐼௚𝜔𝐶ௗ + 𝛥𝑉௟௜௡௞ (6.116) 

The amplitude of the voltage ripple at the link capacitor is determined by this equation 

𝛥𝑉௟௜௡௞ = 𝑃ௗ௖𝜔𝑉ௗ௖𝐶௟௜௡௞ (6.117) 

Therefore, from equation (6.116) and (6.117), the maximum voltage at the ripple port is 
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ඨ𝑉௚𝐼௚𝜔𝐶ௗ − 𝑃ௗ௖𝜔𝑉ௗ௖𝐶௟௜௡௞ ≤ 𝑉஼,ௗ ≤ ඨ𝑉௚𝐼௚𝜔𝐶ௗ + 𝑃ௗ௖𝜔𝑉ௗ௖𝐶௟௜௡௞ (6.118) 

 

6.3. The motivation for a closed-loop controller for ripple port 

Factors that change the grid-tied inverter characteristics during operation are 

various, as outlined in the formulation of the previous section. These factors include grid 

dynamics, filter phase shift, and the H-bridge switching action. Since the RP-MII operates 

in an open-loop as in [162] and [163], such factors are not accounted for, which could lead 

to suboptimal performance. The main objective of the closed-loop controller of the RP-

MII is to minimize the dual-frequency ripple on the dc-link capacitor. The challenge with 

designing the controller is for the commutation to be done precisely to reduce the double 

frequency ripple without impacting other performance measures – power factor (PF) and 

total harmonic distortion (THD). 

 

6.3.1. Parametric sweep study 

One way to quantify this dc-link voltage ripple is to use a rectifier figure of merit: 

Form Factor (FF), which is defined as the RMS value of the signal divided by its average 

value [60]. In this chapter, however, the inverse FF is used and is defined as in (6.119), 

whereas FFିଵ is a value in the set (0,1]. The objective of the controller is to achieve the 

ideal FFିଵ = 1. Without loss of generality, if the grid voltage is distorted (e.g. a third-

harmonic distortion), the objective of the controller is simply to maximize the FFିଵterm. 

FFିଵ = 𝑉௔௩௘,ௗ௖𝑉ோெௌ,ௗ௖ (6.119) 
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To develop a better understanding of the characteristics of the ripple port FFିଵ 

related to the phase angle and modulation index, a full parametric sweep was performed 

as in Figure 6.2. The parametric sweep was performed on the modulation index, and phase 

angle of a pulse-width modulated H-bridge inverter. The objective is to determine whether 

the combination of modulation index (𝑀𝑜𝑑(𝑘)) and phase angle (𝐴𝑛𝑔(𝑘)) within the 

ripple port generate a unique extremum at which the dc-link voltage ripple (𝑉௅௜௡௞) is 

minimized. Hence, the ripple port inverter 𝑀𝑜𝑑(𝑘) is varied from 0.1 to 0.7 and the 

inverter 𝐴𝑛𝑔(𝑘) is varied from 30 to 60 degrees. Figure 6.2(a) and (b) indicate the 

presence of a global minimum point at which the capacitor link voltage ripple is minimized 

to 2% at a modulation index of 0.38 and a phase angle of 49 degrees. Such a result was 

achieved by manually tuning ripple port parameters without the addition of any bulky 

capacitors at the dc link. 
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Figure 6.2 Full parametric sweep. (a) Ripple Port Inverter Parameter sweep contour plot with modulation 
index varied from 0.1 to 0.7, and the inverter phase angle varied from 30 to 60 degrees. (b) Zoomed in 

Ripple Port Inverter Parameter sweep contour plot with modulation index varied from 0.36 to 0.4, and the 
inverter phase angle varied from 48 to 50 degrees. This parametric sweep indicates the presence of a 

global minimum point at which the capacitor link voltage ripple is minimized to 2% at a modulation index 
of 0.38 and a phase angle of 49 degrees. 
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The conclusion is drawn from Figure 6.2 (a) and (b) indicates that an extremum-

seeking/hill-climbing algorithm can be used to locate the set [𝑀𝑜𝑑(𝑘),𝐴𝑛𝑔(𝑘)] at which 

the 𝑉௅௜௡௞ ripple is minimized (FFିଵ is maximized). Such a conclusion indicates that the 

RP-MII control characteristics are convex in nature. 

 

6.3.2. Modulator based closed-loop controller based on the hill-climbing algorithm 

A modulator based closed-loop controller is developed based on extremum seeking 

algorithm using the form factor of the dc-link voltage as a control variable. Based on 

Figure 6.1, the FFିଵ for 𝑉௅௜௡௞ is calculated as 

FFିଵ(𝑘) = 𝑉௅௜௡௞,௔௩௘𝑉௅௜௡௞,ோெௌ (6.120) 

Then the difference between the present value 𝐹𝐹ିଵ(𝑘) and the previous step value 𝐹𝐹ିଵ(𝑘 − 1) is calculated as 

∆𝐹𝐹 = 𝐹𝐹ିଵ(𝑘) − 𝐹𝐹ିଵ(𝑘 − 1) (6.121) 

The objective of this algorithm is to maximize 𝐹𝐹ିଵ(𝑘). Hence, if ∆𝐹𝐹 is a negative value, 

then 𝑀𝑜𝑑(𝑘 − 1) and 𝐴𝑛𝑔(𝑘 − 1) are incremented by some small value ∆𝑀𝑜𝑑 and ∆𝐴𝑛𝑔 

respectively. Otherwise, they are decremented. The resulting [𝑀𝑜𝑑(𝑘),𝐴𝑛𝑔(𝑘)] set is 

then used to generate the reference signals for the ripple port H-bridge controller. This 

algorithm is based on the hill-climbing optimization method and is as shown in Figure 6.3. 
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Figure 6.3 Closed-loop hill-climbing based auto-tuning algorithm for the ripple port configuration to 
achieve a double frequency ripple cancellation. 

 

The proposed closed-loop control scheme for the ripple-port H-bridge inverter is 

distinct from the grid-tied H-bridge inverter. In other words, the grid-tied H-bridge 

inverter has its own traditional active-reactive power control, so called PQ decoupling 

control, to ensure unity power factor integration into the grid. And the ripple port H-bridge 

inverter, has the hill-climing based controller described in Figure 6.3. 

Start

    Input:            𝑉𝐿𝑖𝑛𝑘  

FF−1(𝑘) = 𝑉𝑙𝑖𝑛𝑘 ,𝑎𝑣𝑒𝑉𝑙𝑖𝑛𝑘 ,𝑅𝑀𝑆  

∆FF =  FF−1(𝑘) − FF−1(𝑘 − 1) 

∆FF < 0 

𝑀𝑜𝑑(𝑘) = 𝑀𝑜𝑑(𝑘 − 1) + ∆𝑀𝑜𝑑 𝐴𝑛𝑔(𝑘) = 𝐴𝑛𝑔(𝑘 − 1) + ∆𝐴𝑛𝑔 
𝑀𝑜𝑑(𝑘) = 𝑀𝑜𝑑(𝑘 − 1) − ∆𝑀𝑜𝑑 𝐴𝑛𝑔(𝑘) = 𝐴𝑛𝑔(𝑘 − 1) − ∆𝐴𝑛𝑔 

  Output:          𝐴𝑛𝑔(𝑘) 𝑀𝑜𝑑(𝑘) 

yes no

End
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6.3.3. Simulation results of the modulator based control algorithm 

A 100 W system system was simulated on Matlab-Simulink to verify the validity 

of the proposed controller. The component values are displayed in Table 6.1.  

Table 6.1 Simulation parameters of the modulator-based controller. 
Parameter Value 
dc Link capacitor voltage (CLink) 16.4 µF 
Ripple port inductor (Ld) 30 µH 
Ripple port capacitor (Cd) 140 µF 

LCL filter values 200 µH 
5 µF 

dc input voltage (Vdc) 20 V 
ac grid voltage (Vg) 24 VRMS 

Input inductor (L1) 100 µH 
Boost converter switching 
frequency 100 kHz 

Inverter switching frequency 20 kHz 
 

Figure 6.4 demonstrates the voltage ripple of the link capacitor before and after 

turning-on the ripple port closed-loop controller. Before activating the ripple port 

controller, the amplitude of the double frequency ripple on the link capacitor voltage is 

13.5% of the dc voltage. The ripple port controller is activated at time equals one second 

and the amplitude of the ripple is found to be reduced to 4%. This means that 𝐶௟௜௡௞ can be 

made 3.4 times smaller than its original size as is shown in (6.117) using the proposed 

closed-loop ripple port controller. The settling time was found to be 1.1 seconds. The 

present step size used to obtain the results in Figure 6.4 for the modulation index controller 

is ∆𝑀𝑜𝑑 = 0.008 and that of the phase angle is ∆𝐴𝑛𝑔 = 0.02. By further tuning of the 

controller step-size, ripple performance can be further improved. 
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Figure 6.4 Link capacitor voltage response to turning-on the ripple port and its proposed closed loop at 
time equals 1s. The magnitude of the voltage ripple of the link voltage has gone down from 13.5% to 4% 
as a result of the hill-climbing auto-tuning algorithm applied on the ripple port. By further tuning of the 

controller step-size, ripple performance can be further improved. The present step size for the modulation 
index controller is ∆𝑀𝑜𝑑 = 0.008 and that of the phase angle is ∆𝐴𝑛𝑔 = 0.02. 

 

Figure 6.5 shows the modulation index (𝑀𝑜𝑑(𝑘)) and the phase angle (𝐴𝑛𝑔(𝑘)) 

of the ripple port controller and the resulting inverse form factor (𝐹𝐹ିଵ(𝑘)) during the 

auto-tuning process. Figure 6.5 (a) shows that in steady-state, 𝑀𝑜𝑑(𝑘) converges to a 

value around 0.39. Similarly Figure 6.5 (b) shows that 𝐴𝑛𝑔(𝑘) converges to a value 

around 48.3 degrees. These values are very close to the global minimum voltage ripple set 

of [𝑀𝑜𝑑(𝑘),𝐴𝑛𝑔(𝑘)] = [0.38, 49] that was shown in Figure 6.2. Generally the 

oscillations observed in Figure 6.5 (a) and (b) are attributed to the inherent extremum-

seeking behavior of the hill-climbing algorithm. Figure 6.5 (c) indicates that after turning-

on the ripple port controller,  𝑉௔௩௘,ௗ௖ of the link capacitor becomes much closer to  𝑉ோெௌ,ௗ௖ 
which indicates a significant reduction in the double frequency ripple on the dc link 

capacitor.  

  

Ripple = 13.5%

Ripple = 4%

Ripple Port Closed Loop Controller Activated at t = 1 s

Settling Time = 1.1 seconds
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Figure 6.5 Auto-tuning of the ripple-port parameters: modulation index and phase angle, and the resultant 
inverse form factor of the dc-link voltage. (a) The auto-tuning of the modulation index by the hill-climbing 

algorithm. (b) The auto-tuning of the phase angle by the hill-climbing algorithm. (c) The inverse form 
factor (Vave/Vrms) of the dc-link voltage has approached a value much closer to the ideal “1”. The observed 

oscillation is due to the inherent extremum-seeking behavior of the hill-climbing algorithm. 
 

Figure 6.6 illustrates the grid side voltage and current. Grid side voltage and 

current are in-phase before and after the turning on of the closed-loop ripple port inverter 

controller. This indicates that the unity power factor is maintained before and after turning 

on the ripple port controller. The total harmonic distortion in the grid current was found 

to be 2.4% after the closed-loop controller was activated, which is in compliance with the 

IEEE 519 recommended practice for harmonic control [144]. 

  

(a) Ripple Port Modulation Index (b) Ripple Port Phase Angle (c) Inverse Form Factor of the dc Link Voltage

Ripple Port Closed Loop 
Controller Activated at t = 1 s

Ripple Port Closed Loop 
Controller Activated at t = 1 s

Ripple Port Closed Loop 
Controller Activated at t = 1 s
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Figure 6.6 Grid side voltage and current are in-phase before and after the turning on of the closed-loop 
ripple port inverter controller. This indicates that unity power factor is maintained before and after turning 
on the ripple port controller. The total harmonic distortion in the grid current was found to be 2.4% after 

the closed loop controller was activated. 
 

The voltage on the ripple port filter capacitor (VCd) during its operation relative to 

the dc input voltage (Vdc) and grid ac voltage (Vac) is shown in Figure 6.7. The ripple port 

capacitor voltage, 𝑉஼ௗ, is only visible when the ripple port controller is activated.The phase 

shift between VCd and Vac is determined by the hill-climbing closed-loop controller of the 

ripple port (𝐴𝑛𝑔(𝑘)). 

 

Figure 6.7 The voltage on the ripple port filter capacitor (VCd) during its operation relative to the dc input 
voltage (Vdc) and grid ac voltage (Vac). The phase shift between VCd and Vac is determined by the hill-

climbing closed-loop controller of the ripple port. 
 

Ripple Port Closed Loop Controller Activated at t = 1 s

Voltage and Current in phase (Unity power factor)

Ripple Port Closed Loop Controller 
Activated at t = 1 s

Vdc Vg

VCd
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6.3.4. Results discussion – motivation for MPC regulator 

The presented modulator-based closed-loop controller for the ripple-port circuit 

has been shown to converge to some value within a convex optimization problem. As can 

be observed when comparing Figure 6.4 to Figure 6.2(b), the 4% voltage ripple value was 

not necessarily the lowest link voltage ripple attainable. This observation could 

foreseeably be partly mitigated by further tuning of the controller parameters. More 

importantly, such observation presents an inherent flaw in the presented control algorithm. 

The presented controller is made of two autonomous controllers, each with a distinct 

control objective. The first controller has the objective of controlling the grid current 

injection, a PQ decoupling controller. The second controller is a double frequency 

regulator. Meeting each of these distinct objectives is a convex optimization problem 

where each objective has a different set of solutions that may or may not be identical. 

Additionally, the suggested modulator-based dc-link voltage controller demonstrates an 

overdetermined control problem in which the modulation index and phase angle are two 

tunable inputs for one control variable, the dc-link voltage. An overall modulator-based 

controller for the RP-MII can be illustrated in Figure 6.8. 
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Figure 6.8 Block diagram of the modulator based closed loop controller of the RP-MII. As can be noted, 
two major loops are displayed: the PQ decoupling controller for the grid side and the dc link voltage ripple 

loop for the ripple port. More sophisticated controllers on the gird-side have a dc link voltage regulator 
loop embedded in the grid-side loop. The hill-climbing algorithm of the ripple port is composed of two 

independent loops. 
 

Figure 6.8 is a block diagram of the modulator based closed-loop controller of the 

RP-MII. As can be noted, two major loops are displayed: the PQ decoupling controller for 

the grid side and the dc-link voltage ripple loop for the ripple port. More sophisticated 

controllers on the gird-side have a dc-link voltage regulator loop embedded in the grid-

side loop. The hill-climbing algorithm of the ripple port is composed of two independent 

loops. An advantageous feature of model predictive control is the multi-objective 

optimization technique. Using an MPC regulator could reduce the control loops in Figure 

6.8 to only one control loop using multi-objective optimization. 



126 

 

6.4. Developing the MPC formulation 

In the RP-MII (Figure 6.1), the dc-dc input stage provides voltage boost and 

galvanic isolation [166]. The use of the flyback converter for maximum power point 

tracking within the MPC framework has been thoroughly discussed in Chapter 3. This 

section looks into the MPC formulation of the single-phase grid-connected inverter and 

the proposed ripple control strategy of the dc-link voltage. 

 

6.4.1. Background on MPC based grid current controller for a single-phase 

inverter 

Consider the single-phase grid-connected H-bridge inverter in Figure 6.1. The 

switching configuration of the inverter is shown in Table 6.2. Based on Kirchhoff’s current 

law, the voltage across the filter inductor is 

𝑣௅௚ = 𝐿௚ 𝑑𝑖௔௖𝑑𝑡 = 𝛼𝑣௟௜௡௞ − 𝑣௔௖ − 𝑖௔௖𝑅௚ (6.122) 

where α is based on the switching configuration of the inverter is shown Table 6.2 [167]. 

 

Table 6.2 Switching states for a single-phase inverter 𝑄௔ 𝑄௕ 𝛼 
0 0 0 
1 0 1 
0 1 -1 
1 1 0 

 

The discrete-time estimation of (6.122) in steady-state is found using the Euler forward 

method for discretization. 
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𝚤̃௔௖ఙ (𝑘 + 1) = ቆ1 − 𝑅௚𝑇௦𝐿௚ ቇ 𝑖௔௖(𝑘) + 𝑇௦𝐿௚ (𝛼𝑣௟௜௡௞(𝑘) − 𝑣௔௖(𝑘)) (6.123) 

The reference grid current (𝑖௔௖∗ ) amplitude is determined based on the photovoltaic 

maximum power point, as was illustrated in chapter 3. The frequency and phase of 𝑖௔௖∗  are 

based on the grid voltage. The cost function for the MPC grid controller is written as 

𝑔ଵ = |𝑖௔௖∗ − 𝚤̃௔௖(𝑘 + 1)| (6.124) 

 

6.4.2. Proposed MPC-based dc-link voltage controller 

Consider the equivalent circuit of the RP-MII topology in Figure 6.9. The values 

of α and β depend on the switching configuration and are in Table 6.2, depending on the 

switching state 𝜎 =  {1,2. . ,9}. Based on Kirchhoff’s current law, the current across the 

dc-link capacitor is 

𝑖௟௜௡௞ =  𝑖௙௟௬௕ − 𝛼𝑖௔௖ − 𝛽𝑖௥௣,௅ௗ (6.125) 

 
Figure 6.9 Equivalent circuit of the RP-MII during different switching states. The constants α and β have 

the values in Table 6.2, depending on the switching state σ = {1,2..,9}. 
 

The state equations for each of the 9 possible switching states, outlined in Table 6.3, are 𝑖௟௜௡௞ఙୀଵ = 𝐶௟௜௡௞ 𝑑𝑣௟௜௡௞𝑑𝑡 = 𝑖௙௟௬௕ (6.126) 

𝑖௟௜௡௞ఙୀଶ =  𝐶௟௜௡௞ 𝑑𝑣௟௜௡௞𝑑𝑡 = 𝑖௙௟௬௕ + 𝑖௥௣,௅ௗ (6.127) 
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𝑖௟௜௡௞ఙୀଷ =  𝐶௟௜௡௞ 𝑑𝑣௟௜௡௞𝑑𝑡 = 𝑖௙௟௬௕ − 𝑖௥௣,௅ௗ (6.128) 

𝑖௟௜௡௞ఙୀସ = 𝐶௟௜௡௞ 𝑑𝑣௟௜௡௞𝑑𝑡 = 𝑖௙௟௬௕ − 𝑖௔௖ (6.129) 

𝑖௟௜௡௞ఙୀହ = 𝐶௟௜௡௞ 𝑑𝑣௟௜௡௞𝑑𝑡 = 𝑖௙௟௬௕ − 𝑖௔௖ + 𝑖௥௣,௅ௗ (6.130) 

𝑖௟௜௡௞ఙୀ଺ = 𝐶௟௜௡௞ 𝑑𝑣௟௜௡௞𝑑𝑡 = 𝑖௙௟௬௕ − 𝑖௔௖ − 𝑖௥௣,௅ௗ (6.131) 

𝑖௟௜௡௞ఙୀ଻ = 𝐶௟௜௡௞ 𝑑𝑣௟௜௡௞𝑑𝑡 = 𝑖௙௟௬௕ + 𝑖௔௖ (6.132) 

𝑖௟௜௡௞ఙୀ଼ = 𝐶௟௜௡௞ 𝑑𝑣௟௜௡௞𝑑𝑡 = 𝑖௙௟௬௕ + 𝑖௔௖ + 𝑖௥௣,௅ௗ (6.133) 

𝑖௟௜௡௞ఙୀଽ = 𝐶௟௜௡௞ 𝑑𝑣௟௜௡௞𝑑𝑡 = 𝑖௙௟௬௕ + 𝑖௔௖ − 𝑖௥௣,௅ௗ (6.134) 

The discrete-time estimation of (6.126)-(6.134) in steady-state is found using the Euler 

forward method for discretization. 

𝑣෤௟௜௡௞ఙୀଵ(𝑘 + 1) =  𝑣௟௜௡௞(𝑘) + 𝑇௦𝐶௟௜௡௞ ൣ𝑖௙௟௬௕(𝑘)൧ (6.135) 

𝑣෤௟௜௡௞ఙୀଶ(𝑘 + 1) =  𝑣௟௜௡௞(𝑘) + 𝑇௦𝐶௟௜௡௞ ൣ−𝑖௥௣,௅ௗ(𝑘) + 𝑖௙௟௬௕(𝑘)൧ (6.136) 

𝑣෤௟௜௡௞ఙୀଷ(𝑘 + 1) =  𝑣௟௜௡௞(𝑘) + 𝑇௦𝐶௟௜௡௞ ൣ𝑖௥௣,௅ௗ(𝑘) + 𝑖௙௟௬௕(𝑘)൧ (6.137) 

𝑣෤௟௜௡௞ఙୀସ(𝑘 + 1) =  𝑣௟௜௡௞(𝑘) + 𝑇௦𝐶௟௜௡௞ ൣ−𝑖௔௖(𝑘) + 𝑖௙௟௬௕(𝑘)൧ (6.138) 

𝑣෤௟௜௡௞ఙୀହ(𝑘 + 1) =  𝑣௟௜௡௞(𝑘) + 𝑇௦𝐶௟௜௡௞ ൣ−𝑖௔௖(𝑘) − 𝑖௥௣,௅ௗ(𝑘) + 𝑖௙௟௬௕(𝑘)൧ (6.139) 

𝑣෤௟௜௡௞ఙୀ଺(𝑘 + 1) =  𝑣௟௜௡௞(𝑘) + 𝑇௦𝐶௟௜௡௞ ൣ−𝑖௔௖(𝑘) + 𝑖௥௣,௅ௗ(𝑘) + 𝑖௙௟௬௕(𝑘)൧ (6.140) 

𝑣෤௟௜௡௞ఙୀ଻(𝑘 + 1) =  𝑣௟௜௡௞(𝑘) + 𝑇௦𝐶௟௜௡௞ ൣ𝑖௔௖(𝑘) + 𝑖௙௟௬௕(𝑘)൧ (6.141) 

𝑣෤௟௜௡௞ఙୀ଼(𝑘 + 1) =  𝑣௟௜௡௞(𝑘) + 𝑇௦𝐶௟௜௡௞ ൣ𝑖௔௖(𝑘) − 𝑖௥௣,௅ௗ(𝑘) + 𝑖௙௟௬௕(𝑘)൧ (6.142) 

𝑣෤௟௜௡௞ఙୀଽ(𝑘 + 1) =  𝑣௟௜௡௞(𝑘) + 𝑇௦𝐶௟௜௡௞ ൣ𝑖௔௖(𝑘) + 𝑖௥௣,௅ௗ(𝑘) + 𝑖௙௟௬௕(𝑘)൧ (6.143) 
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Table 6.3 Switching states of the RP-MII 

σ 𝑄௔ 𝑄௕ 𝑄௖ 𝑄ௗ 𝛼 𝛽 

1 0/1 0/1 0/1 0/1 0 0 
2 0/1 0/1 1 0 0 -1 
3 0/1 0/1 0 1 0 1 
4 1 0 0/1 0/1 1 0 
5 1 0 1 0 1 -1 
6 1 0 0 1 1 1 
7 0 1 0/1 0/1 -1 0 
8 0 1 1 0 -1 -1 
9 0 1 0 1 -1 1 

 

The discrete state time estimate of the dc-link capacitor voltage σ switching states can 

generally be written as 

𝑣෤௟௜௡௞ఙ (𝑘 + 1) =  𝑣௟௜௡௞(𝑘) + 𝑇௦𝐶௟௜௡௞ ൣ−𝛼𝑖௔௖(𝑘) + 𝛽𝑖௥௣,௅ௗ(𝑘) + 𝑖௙௟௬௕(𝑘)൧ (6.144) 

The reference dc-link voltage (𝑣௟௜௡௞∗ ) value is determined based on the flyback 

converter input voltage (𝑣ௗ௖) and duty ratio (𝑡ொ೑,భୀଵ 𝑇௦⁄ ). The cost function for the MPC 

dc-link voltage regulator is written as 

𝑔ଶ = |𝑣௟௜௡௞∗ − 𝑣෤௟௜௡௞ఙ (𝑘 + 1)| (6.145) 
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6.4.3. Overall MPC cost function 

The state-space representation of the RP-MII has the state variables in matrix form 

as 𝑋(𝑘) =  [𝑖௔௖(𝑘) 𝑣௟௜௡௞(𝑘)]்; the input matrix is 𝑈(𝑘) =  [𝑖௙௟௬௕(𝑘) 𝑣௔௖(𝑘)]், and 

the output matrix is 𝑌(𝑘) =  [𝑖௔௖(𝑘) 𝑣௟௜௡௞(𝑘)]். The system model is written as 

𝑋ሶ = ቎ 1 −𝛼 𝐶௟௜௡௞ൗ൬1 − 𝑅௚ 𝐿௚൘ ൰ 𝛼 𝐿௚ൗ ቏𝑋 + ቎1 𝐶௟௜௡௞ൗ 00 1 𝐿௚ൗ ቏𝑈 + ቂ𝛽0ቃ ൣ𝑖௥௣,௅ௗ(𝑘)൧ 
𝑦 = [1 1]𝑋 

(6.146) 

The overall cost function encompasses the grid current controller, and the dc-link 

voltage regulator is as illustrated in  

min gఙ∈{଴,ଽ} = 𝜆ଵ|𝑖௔௖∗ − 𝚤̃௔௖ఙ (𝑘 + 1)| + 𝜆ଶ|𝑣௟௜௡௞∗ − 𝑣෤௟௜௡௞ఙ (𝑘 + 1)| 
subject to 𝚤̃௔௖ఙ (𝑘 + 1) = ൬1 − ோ೒ ೞ்௅೒ ൰ 𝑖௔௖(𝑘) + ೞ்௅೒ ൫𝛼𝑣௟௜௡௞(𝑘) − 𝑣௔௖(𝑘)൯ 

𝑣෤௟௜௡௞ఙ (𝑘 + 1) =  𝑣௟௜௡௞(𝑘) + 𝑇௦𝐶௟௜௡௞ ൣ−𝛼𝑖௔௖(𝑘) + 𝛽𝑖௥௣,௅ௗ(𝑘) + 𝑖௙௟௬௕(𝑘)൧ 
(6.147) 

where the values of α and β depend on the switching configuration and are in Table 6.2. 

A block diagram of the MPC control strategy applied to the RP-MII is shown in 

Figure 6.10. 
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Figure 6.10 A block diagram of the MPC control strategy applied to the RP-MII. 

 
6.5. Simulation results 

A 500 W system was simulated on Matlab-Simulink to verify the validity of the 

proposed controller. The component values are displayed in Table 6.4. The MPC code 

developed for these results is presented in Appendix B. 

Table 6.4 Simulation parameters of the RP-MII system. 
Parameter Value 

dc Link capacitor voltage (CLink) 8 µF 
Ripple port inductor (Ld) 80 µH 
Ripple port capacitor (Cd) 2 µF 

Grid filter (Lg, Rg) 
10 µH 
10 Ω 

dc input voltage (Vdc) 30 V 
ac grid voltage (Vac) 120 VRMS 

ac grid frequency (fac) 60 Hz 
Flyback transformer turns ratio (n) 10 

 



132 

 

Figure 6.11 demonstrates the voltage ripple of the link capacitor before and after 

turning-on the ripple port closed-loop controller. The ripple port controller is activated at 

time equals one second, and the size of the ripple is found to be reduced to 5.3%. These 

results indicate that total capacitance of 𝐶௟௜௡௞ = 8𝜇𝐹 and 𝐶ௗ = 2𝜇𝐹, which could be based 

on electrolytic capacitors, are sufficient to reduce the double frequency ripple in the dc-

link voltage. The settling time was found to be 0.04 seconds.  

 

 

Figure 6.11 Link capacitor voltage response to turning on the ripple port at time equals 1s. The magnitude 
of the voltage ripple of the link voltage has been reduced to 5.3%. 

 

Figure 6.12 illustrates the grid side voltage and current. Grid side voltage and 

current are in-phase before and after the turning on of the closed-loop ripple port inverter 

controller. The results  indicate that the unity power factor is maintained before and after 

turning on the ripple port controller. The total harmonic distortion in the grid current was 

found to be 1.67% after the closed-loop controller was activated, which  complies with the 

IEEE 519 recommended practice for harmonic control [144]. 

Ripple Port Closed Loop Controller 
Activated at t = 1 s

Settling Time 
= 0.04 seconds

Ripple = 5.3%
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Figure 6.12 Grid side voltage and current are in-phase before and after the turning on of the closed-loop 
ripple port inverter controller.  

 
6.6. Conclusion 

This chapter provided a mathematical formulation of the different factors that 

affect the ripple port inverter’s effectiveness in controlling the double frequency ripple at 

the dc link. A parameter sweep has revealed that to understand the control behavior of the 

ripple port inverter is convex in nature. Modulator based techniques for dc link ripple 

regulation use multiple control loops which reduce the tracking accuracy of the overall 

system. Therefore, a model predictive control framework was used to regulate the grid 

current injection and the dc-link voltage regulation. Simulation results show that the 

proposed controller has reduced the dc-link capacitor voltage ripple considerably while 

using much smaller capacitor values. 

Ripple Port Closed Loop Controller Activated at t = 1 s

Voltage and Current in phase (Unity power factor)
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7. CONCLUSION 

This dissertation investigated the controls of the power electronic interfaces with 

the objective of reducing cost, increasing reliability, and increasing the efficiency of 

photovoltaic energy conversion systems. The overall theme of this dissertation involved 

exploring the theory of model predictive control within a range of applications for PV 

systems. On the control-side, an MPC-based MPPT algorithm has been shown to 

maximize the energy harvest of the PV module. Within the developed MPC based MPPT 

framework, sensorless current mode and adaptive perturbation were proposed. The MPC 

framework was expanded further to include inverter control. The control of a single-phase 

H-bridge inverter and sub-multilevel inverter were presented in this dissertation to 

regulate grid current injection. The multi-objective optimization of MPC was employed 

to control the dc-link voltage in microinverters along with grid current injection. The 

developed MPC based MPPT controller has been shown to operate with a single-stage 

impedance source three-phase inverter with PID based grid-side control.  

Overall, the applications within PV energy harvesting systems were explored from 

generation to grid integration to demonstrate the proposed MPC methods. Power 

optimizers investigated in this dissertation were the flyback converter and the boost 

converter. Investigated grid interface inverters included the single-phase H-bridge 

inverter, the sub-multilevel inverter and the three phase H-bridge inverter. The interaction 

between dc optimizers and single-phase H-bridge inverters within a microinverter 

configuration was studied. The interconnection between power optimizers with sub-

multilevel inverters was investigated. A single-stage impedance source network with a 
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three-phase H-bridge was investigated for large scale PV installations. The contributions 

presented in this dissertation according to the chapters are: 

 

Chapter 3 – Maximum power point tracking of standalone dc power optimizers 

• MPC-based sensorless current mode  

• MPC-based adaptive perturbation MPPT  

Chapter 4 – Maximum power point in a grid interactive inverter – sub-multilevel inverter 

• MPC based submodule MPPT converters for partial shading mitigation 

• MPC based grid integration based on sub-multilevel inverter 

Chapter 5 Maximum power point in a grid interactive inverter – impedance source inverter 

• MPC based MPPT control of a single-stage power processing systems 

• MPC based MPPT integration with pre-existing PID based controller 

Chapter 6 Double frequency power ripple controller for microinverters 

• MPC-based control strategy for double frequency ripple on dc link voltage 

reduction in microinverters 

• Integrated multi-objective MPC controller for both grid current injection and dc 

link voltage control.
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APPENDIX A 

SENSORLESS CURRENT MPPT BASED ON MPC 

Sensroless current MPPT based on MPC 

by Morcos Metry 

% Input: PV voltage Vpv 

%        Output voltage Vout 

 

% Output: Digital MPC output - switch state S 

%         A duty ratio for use with a high frequency modulator - D 

 

function [S, D]  = MPC_function(Enabled, Vpv, Vout) 

Setting initial and parameter values for the flyback converter 

Vinit = 35;  %Initial value for D output 

Vmax = 45;   %Maximum value for D 

Vmin = 2;   %Minimum value for D 

%deltaV = Param(4); %Increment value used to increase/decrease the duty cycle D 

% ( increasing D = decreasing Vref ) 

Ts = 10e-6;  %Sampling Time 

R = 430;   %Resistor Value 

Cin = 94e-6;   %Input Capacitor Value 

Cout = 100e-6;    %Output Capacitor Value 

n = 10;   %Turns Ratio 

 

persistent Vrefold Pold S_old D_old k; 

if isempty(Vrefold) 

    Pold=0; 

    D_old = 0.1; 

    S_old = 0; 

    k=0; 

    Vrefold=Vinit; 

end 
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Model-based estimation 

% Current surrogate model (ipv(k)) 

ipv = ((n*D_old)/((1-D_old)*R))*Vout+ ((Cin/Ts)*(Vpv-Vpv_old)); 

 

% State variable estimation (Vpv(k+1)) 

Vmpc1 = ((1-D_old)/(n*D_old))*(1-(Ts/(R*Cout)))*Vout; 

Vmpc0 = ((1-D_old)/(n*D_old))*(1-(Ts/(R*Cout))+(Ts/(R*Cout*(1-D_old))))*Vout; 

 

% Step-size estimation (delta_V) 

Vmpc_ave = 0.5*(Vmpc1+Vmpc0); 

deltaV = Vmpc_ave - Vpv; 

MPPT reference calculation 

P= Vpv*ipv; 

dV= Vpv - Vrefold; 

dP= P - Pold; 

if dP ~= 0 && Enabled ~=0 

    if dP < 0 

        if dV < 0 

            Vref = Vrefold + deltaV; 

        else 

            Vref = Vrefold - deltaV; 

        end 

    else 

        if dV < 0 

            Vref = Vrefold - deltaV; 

        else 

            Vref = Vrefold + deltaV; 

        end 

    end 

else 

    Vref=Vrefold; 

end 

 

if Vref >= Vmax 

    Vref=Vmax; 

end 

if Vref<= Vmin 

    Vref=Vmin; 

end 
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Cost function optimization 

% Cost function for MPC-MPPT 

g1 = abs(Vref - Vmpc1); 

g0 = abs(Vref - Vmpc0); 

 

% Finding the control actuate S that minimizes the cost function g 

if g1<g0 

    S = 1; 

elseif g0<g1 

    S = 0; 

else 

    S = (1-S_old); 

end 

 

k=k+1; 

S_mem (k) = S; 

 

% Finding an average (mean) value for duty ratio D 

% based on the past 1000 control actuates S 

if k==1000 

    D = sum(S_mem)/1000; 

    k=0; 

else D = D_old; 

end 

 

D_old = D; 

S_old = S; 

Vrefold=Vref; 

Pold=P; 
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APPENDIX B 

MPC CONTROLLED RIPPLE-PORT MODULE INTEGRATED INVERTER CODE 

MPC controlled ripple-port module integrated inverter code 

By Morcos Metry 

Parameter definition 

Ts=0.5e-6; 

Ts_Control=Ts; 

Ts_Power=Ts; 

C_rip = 2e-6; 

L_rip = 80e-6; 

Cf = 1e-6; 

C_link = 8e-6; 

Lf  = 2.183e-3; 

L1 = 100e-6; 

% Load parameters 

R = 10; % Resistance [Ohm] 

L = 10e-3; % Inductance [H] 

e = 120; % Grid Voltage RMS [V] 

f_e = 60*(2*pi); % Back-EMF frequency [rad/s] 

Vlink_dc_ref = 300; % DC-link voltage [V] 

% Current reference 

I_ref_peak = 10; % Peak amplitude [A] 

f_ref = 50*(2*pi); % Frequency [rad/s] 

 

% Voltage vectors 

v0 = 0;                  %00 

v1 = Vlink_dc_ref;       %10 

v2 = -Vlink_dc_ref;      %01 

v3 = 0;                  %11 

v = [v0 v1 v2 v3]; 

% Switching states 

states = [0 0;1 0 ;0 1;1 1]; 
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Code for grid-current control 

function [x_opt, Sa,Sb] = control(I_ref,I_meas, Ts, R, L, v, states) 

% Variables defined in the parameters file 

x_opt = 1; 

% Optimum vector and measured current at instant k-1 

persistent x_old i_old 

% Initialize values 

if isempty(x_old), 

    x_old = 1; 

end 

if isempty(i_old), 

    i_old = 0+1j*0; 

end 

g_opt = 1e10; 

 

% Read current reference inputs at sampling instant k 

ik_ref = I_ref(1); 

% Read current measurements at sampling instant k 

ik = I_meas(1); 

% Back-EMF estimate 

e = v(x_old) - L/Ts*ik - (R - L/Ts)*i_old; 

% Store the measured current for the next iteration 

i_old = ik; 

Model-based estimation for each switching configuration 

for i = 1:4 

v_o1 = v(i);    % i-th voltage vector for current prediction 

ik1 = (1 - R*Ts/L)*ik + Ts/L*(v_o1 - e);  % Current prediction at instant k+1 

g = abs(real(ik_ref - ik1));  % Cost function 

% Selection of the optimal value 

if (g<g_opt) 

g_opt = g; 

x_opt = i; 

end 

end 

x_old = x_opt;        % Store the present value of x_opt 

% Output switching states 

Sa = states(x_opt,1); 

Sb = states(x_opt,2); 
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Code for dc link voltage controller as a continuation of the previous code 
This code and the above code are designed to be one integrated function The code was separated 
into two different functions to ease the debugging process 

function [x_opt, qX, Sc,Sd] = control(Sa, Sb, v_clink_ref,v_clink, iac, irp, ilink,  Ts, R, L, states, irp_V, C_link, vgV) 

% Variables defined in the parameters file 

x_opt = 1; 

% Optimum vector and measured current at instant k-1 

persistent x_old vck_old m 

% Initialize values 

if isempty(x_old), 

    m=1; 

    x_old = 1; 

end 

if isempty(vck_old), 

    vck_old = 0; 

end 

g_opt = 1e10; 

 

gsv = nan(4,1); 

g_out = nan(4,1); 

g_out2 = nan(4,2); 

 

if Sa == 1 && Sb == 0 

    igS = -1; 

else if Sa == 0 && Sb == 1 

        igS = 1; 

    else igS = 0; 

    end 

end 

 

% Read current reference inputs at sampling instant k 

vck_ref = v_clink_ref; 

% Read current measurements at sampling instant k 

vck = v_clink; 

% Store the measured voltage for the next iteration 

vck_old = vck; 
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Model-based estimation for each switching configuration 

for i = 1:4 

% i-th voltage vector for current prediction 

irpS = irp_V(i); 

% Current prediction at instant k+1 

vck1 = vck + (Ts/C_link)*((iac*igS)+(irp*irpS)+ilink); 

% Cost function 

g = abs(real(vck_ref - vck1)^2); 

%Selection of the optimal value 

if (g<g_opt) 

g_opt = g; 

x_opt = i; 

end 

end 

 

mm = 1; %mm = m; 

x_opt = g_out2(mm,1); 

m=mm; 

Store the present value of x_opt 

x_old = x_opt; 

% Output switching states 

Sc = states(x_opt,1); 

Sd = states(x_opt,2); 
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Display the precise state selected from the 9 RP-MII possible states 
The combines outcome of both codes 

qS = [Sa Sb Sc Sd]; 

if qS == [0 0 0 0]; 

    qX = 1; 

else if qS == [0 0 1 0]; 

        qX = 2; 

else if qS == [0 0 0 1]; 

        qX = 3; 

else if qS == [1 0 0 0]; 

        qX = 4; 

else if qS == [1 0 1 0]; 

        qX = 5; 

else if qS == [1 0 0 1]; 

        qX = 6; 

else if qS == [0 1 0 0]; 

        qX = 7; 

else if qS == [0 1 1 0]; 

        qX = 8; 

else if qS == [0 1 0 1]; 

        qX = 9; 

    else qX = 0; 

    end 

    end 

    end 

    end 

    end 

    end 

    end 

    end 

end 
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