MODEL PREDICTIVE CONTROL METHODS FOR PHOTOVOLTAIC

ELECTRICAL ENERGY CONVERSION SYSTEMS

A Dissertation

by
MORCOS MORAD SAAD METRY

Submitted to the Office of Graduate and Professional Studies of
Texas A&M University
in partial fulfillment of the requirements for the degree of

DOCTOR OF PHILOSOPHY

Chair of Committee, Robert S. Balog
Committee Members, Miroslav Begovic
Shankar Bhattacharyya
John Valasek
Head of Department, Miroslav Begovic
May 2020

Major Subject: Electrical Engineering

Copyright 2020 Morcos Morad Saad Metry



ABSTRACT

Solar photovoltaic energy systems (PV) have had a consistently increasing market
penetration over the past seven years, with a total global installed capacity of over 500
GW. A PV installation must harvest the maximum possible electrical energy at the lowest
cost to be economically justifiable. This presents many engineering challenges and
opportunities within power electronics amongst which include low-cost power converter
implementation, high reliability, grid-friendly integration, fast dynamic response to track
the stochastic nature of the solar resource, and disturbance rejection to grid transient and
partial shading.

This dissertation investigates the controls of the power electronic interface with
the objective to reduce cost, increase reliability, and increase efficiency of PV energy
conversion systems. The overall theme of this dissertation involves exploring the theory
of model predictive control (MPC) within a range of applications for PV systems. The
applications within PV energy conversion systems are explored, ranging from cell to grid
integration.

MPC-based maximum power point tracking (MPPT) algorithm is investigated for
the power electronics interface to maximize the energy harvest of the PV module. Within
the developed MPC based MPPT framework, sensorless current mode and adaptive
perturbation are proposed. The MPC framework is expanded further to include inverter
control. The control of a single-phase H-bridge inverter and sub-multilevel inverter are

presented in this dissertation to control grid current injection. The multi-objective



optimization of MPC isinvestigated to control the dc-link voltage in microinverters along
with grid current control. The developed MPC based MPPT controller is shown to operate
with a single-stage impedance source three-phase inverter with PID based grid-side

control.
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1. INTRODUCTION

Today’s society has become increasingly dependent on electricity. A single day
power outage could cost small to medium businesses up to $35 thousand and could cost
large businesses up to $2.3 million [1]. With aworld popul ation of over 7.6 billion people,
rising birth rates and rising life expectancies at unprecedented rates [2], developing the
electrical infrastructure to meet energy demand becomes a real global challenge. The
world energy consumption is projected to rise by nearly 50% between 2018 and 2050 [3].
The National Academy of Engineers (NAE) identified the electricity grid (el ectrification)
as one of the greatest achievements of the 20th century [4]. Electrification has been shown
to account for 25% of the global greenhouse emissions [5]. Meeting the rising energy
demands using carbon-based fuels increases the carbon footprint of electricity generation
even further. Therefore, a thorough investigation of new and clean energy sources using
sustainable methods are necessary to meet rising energy demands. The new challenge is
to integrate renewabl e energy-based sourcesinto the utility grid. Solar energy is generally
abundant and has been shown to reduce carbon emissions. The Fraunhofer photovoltaic
report indicated that “in 2018 Greenhouse Gas emissions of about 28 Mio. t CO,-
equivalent were avoided due to 46 TWh PV dectricity consumed in Germany” [6].The
challenge with solar energy isto economically convert it into a usable form to supply the
electrical grid. The NAE identified this challenge as one of the 21%-century grand
challenges [7]. This dissertation studies advanced control techniques for photovoltaic

interface converters to make them more cost effective, highly efficient and more reliable.



1.1. Power electronicinterfacesfor solar photovoltaic systems

Solar photovoltaic energy systems (PV) have had a consistently increasing market
penetration over the past seven years, with a total global installed capacity of over 500
GW [8]. A PV instalation must harvest the maximum possible electrical energy at the
lowest cost to be economically justifiable [9, 10]. This presents many engineering
challenges and opportunities within power electronics [11] amongst which are low-cost
power converter implementation [12], high reliability [13], grid-friendly integration [14],
fast dynamic response to track the stochastic nature of the solar resource [15, 16],
disturbance rgjection to grid transients [17, 18] and partial shading mitigation [19]. Power
electronic interfaces (PEI) are the energy conversion interfaces that condition the voltage
level and power output to a usable form in compliance with engineering standards such as
IEC 61727 [20]. PEIls could process the power of an array of PV modules interconnected
in series or in cascade. PEIs could be connected to standalone PV modules. PEIs could
also be connected at the submodule level of a PV module. Different configurations of PV

module interconnections are shown in Figure 1.1.
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Figure 1.1 Contributions of this dissertation to the PV energy harvesting system.

PEls used in PV applications range in function, as shown in Figure 1.2. A dc/dc
converter is used as a power optimizer stage for PV elements, where each element could
be a submodule, a module or an array of PVs. A dc/ac converter (inverter) is used to
interact with the utility grid. Microinvertersaretypically connected to asingle PV module.
Power optimizers could interface standalone PV modules to a dc load or connected to an
inverter stage to interface with the utility grid. Microinverters and dc optimizers are
emerging technol ogies with market shares of 1% and 3%, respectively [6]. String inverters

and central inverters for large-scale PV installations dominate the market with a market

share of 52% and 44%, respectively [6].
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Figure 1.2 Some power electronic interfaces typically used in the PV market and discussed in this
dissertation.

1.2. Maximum power point tracking in photovoltaic power electronic interfaces

The energy generated from PV systems is highly dependent on environmental
factors such as solar irradiation, cloud coverage, and ambient temperature. The challenge
with any renewable energy source, particularly solar, is to harvest maximum available
energy capacity, even with a stochastic and unpredictable solar irradiation profile [21].
Hence, maximum power point tracking (MPPT) algorithms are employed to ensure that
the maximum available energy is harvested from the solar module [22-26]. The concept
of MPPT is based on the idea of impedance matching between the PV, the PEI and the
load to ensure maximum power transfer [27].

The MPPT controller is mostly implemented in the dc optimizer stage of the solar
inverter or to single-stage dc-ac inverters [28-30]. Many MPPT methods have been
suggested recently; the relative merits of these various approaches are discussed in [31].

Some MPPT techniques discussed in [31] are: Incremental Conductance (InCon) [32],



Perturb-and-Observe (P& O) [33], fractional Open-Circuit Voltage (Voc) [34], and Best
Fixed Voltage (BFV) [35]. The pros and cons of the different MPPT algorithms are
generaly studied in light of the application. P&O is a well-known technique with
relatively good performance; however, P& O method cannot always converge to the true
maximum power point [31]. Also, P&O and InCon aike exhibit high steady-state

oscillations which reduce overall control efficacy.

1.3. Model predictive control of power electronicinterfacein PV applications

This dissertation investigates the controls of the PEIs with the objective to reduce
cost, increase reliability, and increase the efficiency of PV energy conversion systems.
The overall theme of this dissertation involves exploring the theory of model predictive
control (MPC) within arange of applications for PV systems. Finite control set MPC isa
flexible model-based [36] control method that can include multi-objective optimization
[37], constrained control [38], adaptive control [39] and online auto-tuning of weighting
factors [40] al in asingle controller that exhibits fast dynamic tracking [41].

On the control-side an MPC-based MPPT algorithm is investigated to maximize
the energy harvest of the PV module. Within the devel oped M PC based MPPT framework,
sensorless current mode and adaptive perturbation are proposed. The MPC framework is
expanded further to include inverter control. The control of a single-phase H-bridge
inverter and sub-multilevel inverter are presented in thisdissertation to control grid current
injection. The multi-objective optimization of MPC is investigated to control the dc-link

voltage in microinverters along with grid current control. The developed MPC based
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MPPT controller is shown to operate with a single-stage impedance source three-phase
inverter with PID based grid-side control.

The MPC framework is developed for

1- Maximum power point tracking

2- Grid-side current injection controller

3- Regulation of dc link voltage ripple

1.4. Dissertation overview

This dissertation investigates the model predictive control technique within PV
energy conversion systems. The applications considered illustrate different challenges
within the power electronic interface design beginning from the standalone dc optimizer
of aPV element to single-stage power processing of a cluster of PV elements. To present

the research objectives, different applications are considered according to Figure 1.3.

Grid-connected Power Electronics Interface

Grid-interactive MPPT Inverter m
Grid

Module Integrated Inverter Topology
de Link |

Isolated C, | Single Phase
MPPT Converter e Inverter

Figure 1.3 Applications considered within the PV energy harvesting system are presented in the following
chapters.



Chapter 2 discusses the fundamentals of MPC in power electronics. In this chapter
the theory and fundamental operation principles of MPC are being demonstrated. The use
case of MPC in power electronics for PV application is established. A complete case on
the analysis of the MPC framework for switching power suppliesis demonstrated.

Chapter 3 utilizes the model-based framework of MPC to develop an MPPT
algorithm that eliminates the input-side current sensor in a PV application. The
implementation of MPC realizes the observer-based sensorless current mode being
fundamentally model-based design, expressed within the cost function. This chapter also
utilizes constrained control and online auto-tuning of MPC to develop an adaptive
perturbation MPPT to reduce steady-state oscillation and improve dynamic performance.

Chapter 4 examines the application of the sensorless current MPPT algorithm
within submodule PV power processing. Thetopology of the sub-multilevel inverter (sM1)
was considered as its 7-level output voltage is not affected by the mismatch in the
submodule voltages of the dc optimizer, making it suitable for the application in this
chapter. This chapter demonstrates an MPC framework for both the MPPT controller for
the cascaded dc optimizers and the inverter side grid current controller.

Chapter 5 illustrates an approach to integrating MPC-based MPPT controllers
within the existing control loop of athree-phase grid connected impedance sourceinverter.
The topology of the impedance source inverter has an inherent advantage that allows two
different control objectives to be achieved simultaneously. Such an advantage eliminates

the need for two-stage power processing for PV applications.



Chapter 6 explores the topology of the microinverter for a PV module. Single-
phase grid-tied inverters have a characteristic double frequency power ripple. Thisripple
negatively impacts MPPT operation and the parity of the grid-injected current. A model
predictive control framework is shown to regulate dc-link voltage ripple the injection
while regulating grid current injection.

Overall, the applications within PV energy harvesting systems are explored from
generation to grid integration to demonstrate the MPC methods. Power optimizers
investigated in this dissertation are the flyback converter and the boost converter.
Investigated grid interface inverters include the single-phase H-bridge inverter, the sub-
multilevel inverter and the three phase H-bridge inverter. The interaction between dc
optimizers and single-phase H-bridge inverters within a microinverter configuration is
studied. The interconnection between power optimizers with sub-multilevel invertersis
investigated. A single-stage impedance source network with a three-phase H-bridge is
investigated for large scale PV installations.

The contributions presented in this dissertation (Figure 1.4) according to the chapters
are:

Chapter 3 —Maximum power point tracking of standalone dc power optimizers
e MPC-based sensorless current mode
e MPC-based adaptive perturbation MPPT
Chapter 4 — Maximum power point in a grid interactive inverter — sub-multilevel inverter
e MPC based submodule MPPT converters for partial shading mitigation
e MPC based grid integration based on sub-multilevel inverter

8



Chapter 5 Maximum power point in agrid interactive inverter —impedance sourceinverter
e MPC based MPPT control of a single-stage power processing systems
e MPC based MPPT integration with pre-existing PID based controller
Chapter 6 Double frequency power ripple controller for microinverters
e MPC-based control strategy for double frequency ripple on dc link voltage
reduction in microinverters
e Integrated multi-objective MPC controller for both grid current injection and dc

link voltage control

e MPC-based grid
integration based on
sub-multilevel inverter

e MPC-based MPPT control of single-stage power processing systems
¢ MPC based MPPT integration with pre-existing PID based controllers

Grid-connected Power Electronics Interface

Grid-interactive MPPT Inverter

Grid
Module Integrated Inverter Topology
de Link
Isolated 'J_('. Single Phase
MPPT Converter o] ™ Inverter

e MPC-based sensorless current mode /

e MPC-based MPPT with adaptive e MPC-based control strategy for double frequency

perturbation ripple on dc link voltage reduction in microinverters

e MPC-based sub-module MPPT e Integrated multi-objective MPC controller for both
converters for partial shading grid current injection and dc link voltage control
mitigation

Figure 1.4 Contributions of this dissertation to the PV energy harvesting system.



2. FOUNDATIONS OF MODEL PREDICTIVE CONTROL IN POWER

ELECTRONICS APPLICATIONS

MPC applications in power electronics can be found in literature from as early as
the 1980s for high-power systems with low switching frequency [27, 42, 43]. Model
Predictive Control (MPC) is considered to be amature technique for linear and rather slow
systems like the ones encountered in the process industry [44]. More complex systems,
such as non-linear, or very fast processes were not considered the reaAlm of MPC [44].
Power converters are hybrid systemsthat are inherently non-linear and use fast switching.
Higher switching frequency devices were not viable at that time due to the immense
calculation time required for the control algorithm. The use of finite set MPC, as an
optimal controller, has lately gained broad interest in multiple applications in power
electronics and motor drives [45-47]. Thisinterest isfueled by the availability of low-cost
microprocessors with high processing powers [48-56].

On the one hand, switching power converters are inherently non-linear systems.
On the other hand, each state of the power converter, per switching configuration, exhibits
electronic linear circuit theory characteristics [57]. Kirchhoff’s current and voltage laws
allow generating a linear system model for each switching configuration of the power
converter [58]. The dichotomy of the switching power converter modeling is described as
a hybrid system in control theory [59].

Finite control set model predictive control (MPC) is a model-based [36] control
method that can include multi-objective optimization [37], constrained control [38],

adaptive control [39] and online auto-tuning of weighting factors [40] al in a single
10



controller that exhibits fast dynamic tracking [41]. This class of controller isideally suited
for the optimal operation of the switched non-linear control problem studied in this
dissertation.

This chapter is organized as follows:
Section 2.1 reviews the concept of hybrid systems and how to model them.
Section 2.2 demonstrates tool s in discrete-time modeling of power converters.
Section 2.3 discusses the different classes of predictive controllers.
Section 2.4 illustrates the basic principle of MPC control design.
Section 2.5 provides details on constructing a cost function for power electronics
applications.
Section 2.6 presents the concepts of cost function optimization using the receding horizon
strategy.
Section 2.7 briefly discusses the control handle of MPC controllers in power electronics.
Section 2.8 shows the possible need for fixed-frequency finite control set MPC.
Section 2.9 presents the challenge of MPC implementation on low-cost microcontroller
units.

Section 2.10 concludes this chapter.

2.1. Background on hybrid systems

A system that can be described as an interaction between continuous dynamics and

discrete dynamicsis often described as a hybrid system [59]. Continuous dynamics can be
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expressed in terms of a continuous time-invariant system, such as the linear system in

(2.0).
x(t) = Ax(t) + Bu(t) (2.1)
where,
X state variables, x € R"
u input signals, u € R™
A state transition matrix, dim[A(:)] =n xn
B input matrix, dim[B(-)] = n xm

Discrete dynamics can be thought of as a deterministic finite state machine, with a finite
set Q and the state g € Q. The transitions between the different states are being triggered
by some input variable v. In a hybrid system, the input u to the continuous dynamics is
some function of q. The value of the input v to the discrete dynamicsis determined by the
value of the continuous state x. An illustrative figure on the interaction between

continuous and discrete dynamics in hybrid systems is shown in Figure 2.1 as adapted

from [59].
X v R q
u
Continuous trajectory Interaction Discrete transitions

Figure 2.1 Hybrid systems are an interaction between continuous and discrete dynamics as adapted from
[59].

In the application of power electronics, power converters can be considered
continuous-time systems with isolated discrete switching events. Such systems are

referred to as switched systems. A switched system is obtained from a hybrid system by
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considering all possible switching states while neglecting the details of the discrete
behavior (the switching action).
Suppose a family of functions f, § € B where B is some finite index set B =
{1,2, ..., m}. The state-space representation for afamily of linear systemsis
X = fp(x)=Agx, AgERVBEB (2.2)
A switching signal can be defined using a piecewise constant function o: [0, ) — B. The
function o has afinite number of discontinuities, switching times, and has a constant value
on every interval between two consecutive switching times [59]. Thus a switched linear
system can be expressed as
X = four)(x(t)) = Agyx(t) (2.3
Power electronics converters are non-linear due to their switching. However, switching
systems as shown from this section can be represented as piecewise linear systems based

on a switching function.

2.2. Power converter modeling

A power electronic switch is typically realized by a semiconductor device
optimized for the application like IGBTs, MOSFETS, and diodes. Designing a model for
aswitched system begins by considering all the switching devices. Ideally, each switching
device can be “on” or “off” where “on” refers to current conducting through the device
from afirst portion of the circuit to a second and “off” refers to the inhibition of current
flowing from afirst portion of the circuit to asecond portion of the circuit. Semiconductor
limitations such as on-resistance and turn-on time are neglected to simplify the analysis

13



[60]. The number of switching configurations generated accordingly is the number of
system states. Some of the switching configurations may be defying to some physics or
circuit theory principles and are eliminated from the analysis. From this point forward, it
isassumed that all switching states considered in the analysisarein fact possible switching
states. In practice, the application of Kirchoff’s voltage and current laws can reduce the
number of possible switch configurations to the number of valid switch configurations by
eliminating those that would not be realizable in practice. Since each switch can have two
states, the number of possible configurations in a power converter is 2° where s is the
number of switches.

As an example, athree-phase, two-level inverter has six switches and accordingly
has 26 = 64 switching states. However, the switches in each leg of the two-level inverter
should be complimentary to avoid shoot-through. In that case, each phase leg is
represented by one switch and the possible switching states are 23 = 8. As seenin Figure
2.2 as adapted from [61], the possible switching states generate eight possible voltage
vectors. As can be noted in Figure 2.2, states S, and S, are redundant as their voltage
vectors v, and v, are equal. Redundant states can be eliminated from converter modeling
to simplify converter models [62]. In current source converter applications, the relation

between switching states and current vectorsis analyzed similarly.
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Figure 2.2 Voltage vectors of athree-phase two-level inverter as adapted from [61].

The discrete-time models of the state variables are analyzed using circuit theory to
construct model equations to estimate this variable at the next sampling time. Severa
discretization methods exist to determine the discrete-time model of the system. As an
example, for first-order systems, Euler forward method can be used to approximate the
derivatives [63]:

dx x(k+1)—x(k) (2.9)

dt Ts
where Ts is the sampling time. Hence, capacitor current and inductor voltage can be

expressed by
o e ve(k+1) —ve(k) (2.5)
€7 de T
o2 k41— i (k) (2.6)
L= dt - Ts

Euler forward method may not be an accurate approximation in higher-order systems and

the error becomes higher. Thus other discretization techniques are used instead.
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2.3. Classification of predictive controllers

Predictive controllers include a wide variety of classes that have gained traction
for power converter controls. Figure 2.3 shows a classification of different predictive
control methods and their main characteristics as adapted from [43]. In predictive
controllers, model-based relations are used to estimate the state variables for the next step
and are applied to the cost function. According to pre-defined optimization criteria, the
controller selects astate o asthe optimal actuation. Hysteresis-based predictive controllers
ensure the state variable is the boundaries of a hysteresis area [64]. In trajectory-based
predictive controllers, the state variables are forced to follow a certain predefined
trajectory [65]. Deadbeat predictive controllers set the error between the state variables
and the reference to zero in the next sampling instant [66]. Model predictive controllers
use a more generalized form of optimization based on an objective function [67]. As seen
in Figure 2.3, deadbeat control and MPC with continuous control set need a modulator to
generate the switching signal, which only uses a fixed switching frequency. Other
controllers generate the switching signals directly for the converter without the need for a

modulator which results in a variable switching frequency.
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Deadbesat Control

Modulator is needed
Fixed switching frequency
L ow computations

e Variable switching frequency
e No modulator
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Control (MPC) o No modulator
MPC with finite « Online optimization
control set o Low complexity
Hysteresis Based « Congtraints can beincluded
o Variable switching frequency
e Variable switching frequency - - ~ e Modulator is needed
o No modulator MPC with continuous| .| ¢ Constraints can beincluded
o Simple concepts control set « Fixed switching frequency

Figure 2.3 Classification of predictive control methods used in power electronics as adapted from [43].

In power electronics, there are advantages for the use of the modulator in very
high-frequency converters, for example. These advantages are discussed in section 2.7 on
fixed frequency MPC, and arealistic example is given in Chapter 3. Otherwise, the use of
finite control set MPC allows the additions of constraints and online optimization of the
cost function, which allows for faster system response.

One of the significant advantages of predictive controllers is that the concept is
simple and straightforward. When considering continuous control set MPC, the
implementation of MPC for some applications is more complex — considering little time
available due to small sampling time for calculation of the MPC agorithm and
optimization of the MPC algorithm. In some applications, it is common to perform
calculations offline using the system and model parameters in a technique known as
explicit MPC [68]. In an explicit MPC method, the model of power electronic converter

is approximated in the form of alinear system by a modulator to eliminate the need for
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online optimization. Explicit MPC algorithms generate control moves in the form of a
look-up table containing an optimal solution as a function of the state of the system [69].
Explicit MPC is applied for awide range of power electronics converter in literature [69-
71]. The main drawback of this method is that the discrete characteristics of power
electronics converters are not taken into account. Finite control set MPC allows for online
optimization while including the discrete characteristics of power converters and pre-
defined constraints. More flexibility of implementation and desired constraints for the
controller can be achieved when considering online optimization of the cost function in
the MPC method.
In summary, finite control set MPC isjustified in thisdissertation for these reasons:
e The general concepts of MPC are intuitive, which allows practitioners with limited
control theory knowledge to design MPC regulators.
e Thetuning of MPC is relatively more straightforward, especially when compared to
PID controllers.
e Using MPC, multivariable control problems can be solved using multi-objective
optimization of the cost function, instead of multiple control loops.
e MPC alows for the inclusion of non-linearities (the switching action) of power
converters, without the need for linearization techniques (small-signal averaging).
e MPC alowsfor theinclusion of constraints during the design process.
Some of the challenges with MPC:
e Derivation of the control law in MPC is more complex, especially when compared to

PID control.
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e All the computations and online optimization are made every sampling time, which
requires higher computing power.

e MPC is based on prior knowledge of the system model and does not account for the
model mismatch from the system.

e The variable switching frequency can be disadvantageous for switching devices and

circuit el ements ratings.

2.4. Thebasic principles of MPC
The MPC for power electronics converters can be designed using the following
steps [48]:
e Modeling of the power converter to identify all possible switching states and their
relation to the input or output voltages or currents.
e Obtaining discrete-time models that allow the predicting of future behavior of the
state variables.
e Defining a cost function that represents the desired behavior of the system.
The designed controller should consider the following tasks:
e Predict the behavior of the controlled variables for all possible switching states.
e Evaluate the cost function for each prediction.
e Select the switching state that minimizes the cost function.
The model used for prediction is a discrete-time model which can be presented as

the state space of ahybrid system (2.3) model as follow [43]:
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¥k+1) = Aax(k) + B(,u(k)
y(k) = Cax(k)

(2.7)
Then a cost function that takes into consideration the future states, references and future
actuation can be defined:

g = f(x(k),a(k), -+, a(k + N)) (2.8)
The defined cost function g should be minimized for a predefined horizon in time N; the
result is a sequence of N optimal actuation:

o(k)=[1 0 - 0largming (2.9)

Even though o (k) contains feasible plant inputs over the entire horizon of time

only the first element is used in conventional MPC. At the next sampling time (k + 1),
the system states are cal culated using the system model, the horizon is shifted by one step,
and another optimization is applied. For a horizon length N = 3, the horizon taken into

consideration in the minimization of g slidesforward as k increases. More details on cost

function optimization are discussed in section 2.6.

2.5. MPC cost functions

Model predictive control (MPC) is a well-known controller framework in which
mathematical models are used to optimize the behavior of aphysica system. Without loss
of generality, finite control set MPC is a suitable variant of MPC in which each possible
configuration of the switch mode power supply is evaluated, and the one that minimizes a
cost function is chosen as the optimal next configuration. The control requirement such as

torque, current or power control can be included in a single cost function, g, subject to
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minimization. Each term in the cost function is multiplied by aweight factor to deal with
units and magnitudes of the control variables.

Weight factorsin the cost function, in addition to accommodation of different units
and scales, enable the prioritization of specific control variables. Selecting weight factors
for each control problem is not straight forward [43]. Several empirical approaches to
determine afixed weight factor using trial and error have been investigated in theliterature
[72]. However, a fixed weight factor is not robust to parameter variation and other
uncertainties of the system.

MPC implementation within power electronics is illustrated in Figure 2.4. The
controller uses past and present measurements of the state variables X (k), to estimate the
model behavior of those state variables, X(k + N) (the tilde denotes an estimated value
and N denotes the length of the prediction horizon) [73]. This estimate, X(k + N), is
compared to a desired set reference X*(k + N) (the star denotes a reference value) to
determine the input vector o(k + N). The MPC framework requires a cost function,
typically denoted with the mathematical symbol g, which is assigned to one or more
mathematical relationships. Each relationship defines a particular objective, such as

tracking areference signal.
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Figure 2.4 A generalized block diagram on the fundamentals of MPC implementation for power

electronics converters.

A general formulation of the cost function with ‘n’ objectives has the following format:

Min goermy = M| X7k + 1) = X{(k + D + - 2, |X3(k + 1) — X;,(k + 1|
subject to % (k + 1) = Ayx(k) + Byu(k)

y(k) = Cox(k)
|y(k)| < yboundary

(2.10)

are the weighting factors that assign significance to some objectives over others

denotes the state number

the number of possible states for the system
the state variables being controlled
the state references being tracked
state variables

input signals

output signals

state transition matrix

input matrix

output matrix

discretized time steps

22



For each sampling period, the controller evaluatesthe cost function g for each valid
m switch configuration. The switch configuration is chosen that minimizes the numerical
value of the cost function g. In general, there can be multiple objectives and the MPC
seeks to minimize the net contribution of each cost term. The MPC framework allows for

the weighting of the different objectivesto give priority or preference.

2.6. Cost function optimization

MPC is an optimization-based problem in which the cost function is minimized
for a pre-defined prediction horizon of length N. When using a non-linear model or
considering constraints, it is more challenging to use least squares as all the states along
the trgjectory x(T") need to be optimized simultaneously to obtain state variable estimates
[73]. Such optimization technique is computationally taxing as T increases. Alternatively,
only the measurements within the prediction frame yy(T) = {y(T — N), ...,y(T)} are
accounted for and only the state variable estimates x (T) = {x(T — N), ..., x(T)} in the
prediction frame estimated. This principle is known as the moving horizon estimation or

the receding horizon strategy and isillustrated in Figure 2.5 as adapted from [73].
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Figure 2.5 The concept of moving horizon estimation is afundamental concept in understanding model
predictive control adapted from [73].

This optimization is subject to the model of the system and the constraints defined
in the cost function. The result of the optimization is a sequence of N optimal actuation.
The time range on the resulting sequenceisfrom (k + 1) to (k + N). During time k, the
controller only applies the first element of the sequence, receding strategy, asin:

o(k)=[1 0 - Olargming (2.11)
At each sampling time, the optimization problem is solved again by using a new set of
measured data to obtain a unique sequence of optimal actuation. The MPC principle of
working is illustrated graphically in Figure 2.5. As it is shown by using the measured
information and system model until timek, the future value of the system stateis predicted

until thetime (k + N) in horizon. Then the optimal actuation is calculated by optimizing
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the cost function (2.7). Asthe optimization is complete and the state function o (k) at time

k, the prediction horizon shifts forward.

2.7. Under standing the MPC control handler

In power electronics, the control handleisthe switching configuration (i.e. turning
the switches on or off). Such a concept may not be entirely intuitive to many classical
control theorists. For example, the control handle of the rotation of an airplane about its
vertical axis (yaw) isthe rudder through adjusting the rudder angle. The control handle for
cruise-controlled cars is the throttle to control the engine speed. In classical control
techniques (i.e., PID controllers), the switching status can be commanded by adjusting the
pulse width of the gating signal for the switch. The resulting pulse width is a percentage
(ratio) of the overall sampling time which is analogous to well-known control handlers.
The pulse width ratio is known as the duty ratio and is defined as t,,,, /T, and is applied to
amodulator to generate the switch gating signals. Using finite control set MPC facilitates
the control of the switching configuration by turning the switches on or off without the
need for a modulator.

The concept of the MPC handler in power electronics could be better explained
with an example. Consider the buck converter circuit shown in Figure 2.6; the double-
throw switch could either be in position ‘1’ or position ‘2. The switching configuration
on the left of Figure 2.7 (¢ = 1) occurs when the double-throw switch isin position *1’.

The switching configuration on the right of Figure 2.7 (¢ = 2) occurs when the double-
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throw switch isin position ‘2'. When the switchisin position 1 the currents and voltages

using Kirchoff’s current and voltage laws can be expressed as

ig:l(t) =C dl:lotut — iL(t) _ vou};(t) (212)
diy, (2.13)

Ul(,jn=1(t) =L dt = Vin () —Voue (t)
When the switch isin position ‘2" the currents and voltages using Kirchoff’s current and

voltage laws can be expressed as

d ou . ou t .
g2 () = C ’;t Lo i) — = };( ) (2.14)
di
V() = Lt = (1) 215
i in 1 I L L I out
o = 70000
+ , TN c ilc RL *
DC —— ~ 2
Source Vin ™ Vou

Figure 2.6 The buck converter circuit topology. The double-throw switch could be placed in position ‘1" or
in position ‘2",
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Figure 2.7 The buck converter switching configurations. The switching configuration on theleft (o = 1)
occurs when the double-throw switch isin position 1. The switching configuration on theright (o = 2)
occurs when the double-throw switch isin position 2.

2.8. Fixed frequency MPC

Among the inherent challenges of finite control set MPC controllersisthe variable
switching frequency which necessitates careful consideration for the sizing of passive
components [74] and could cause high input current ripple [75] which adversely affects
PV system performance [76]. Some power converter applications need to be switched at
high frequency. For example, flyback converters use a high-frequency, as flyback
transformers saturate when the switching frequency drops [77]. Variable switching
frequency requires switches and passive components to withstand high voltage stresses
[78].

Fixed frequency MPC addresses this issue by incorporating some elements of the
PWM modulator [36, 79-82]. Theideais to exploit the benefits of finite control set MPC
such as online optimization and estimation, including constraints and straightforward
control law while having afixed frequency modulation. Therefore, techniqueslike explicit

MPC and continuous control set MPC are not suitable.
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Methods in [80, 81] propose the use of triangular carriers to adjust the size of the
MPC generated pulse width. The approach presented in [82] uses the converter model to
estimate a discrete-time formulation for duty ratio that is dependent on system
measurements and uses pulse width modulation. The approach presented in [36] and
employed in this paper uses the mean value of the generated MPC signals to obtain a duty
ratio to be applied to a high-frequency PWM modulator. More details on fixed frequency

MPC are discussed in Chapter 3.

2.9. Low-cost microcontroller implementation

Control strategies for power converters and drives have been the subject of
ongoing research for several decades in power electronics. Classical linear controllers
combined with modulation schemes and nonlinear controllers based on hysteresis bounds
have become the most used schemes in industrial applications [43]. Many of these
concepts go back to research on analog hardware, which limited control complexity.
Modern digital control platforms like DSPs have become state of the art and have been
widely accepted as industrial standards [24]. The main digital control platforms used in
industrial electronics are based on afixed-point processor, due to the high computational
power and low cost [83]. However, in the academic world, control platforms based on
floating-point processors with high programming flexibility are more usualy used [84].
Recently, hardware and software solutions implemented in field-programmable gate
arrays (FPGASs) have received particular attention, mainly because of their ability to allow

designers to build efficient and dedicated hardware architectures utilizing flexible
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software. The main stream control platforms used in power electronics are summarized in

Table 2.1 as modified from [85].

Table 2.1 Examples of digital control platforms as modified from [85].

DSP DSP FPGA dSPACE
TMS320F2812 TMS320F28379 Spartan-6 LX45 DS1006
150 MHz 200 MHz 250 MHz 2.8 GHz
Single-core Dual-core 58 cores Quad-core
Fixed-point Floating-point Fixed-point Floating-point
150 MMACS 400 MMACS 14500 MMACS 11200 MMACS

MPC is acomputationally intensive control algorithm as each state variable in the
system is evaluated for each of the possible control actuates. Adding to the complexity of
MPC is the multi-objective optimization of the penalty function. As such, plenty of
research on the areaof MPC in power electronicsimplement their algorithms on expensive
platforms such as dSPACE and OPAL-RT. While such platforms are excellent rapid
prototyping platforms, they are costly and may be impractical in product design. The use
of MPC on low-cost microcontroller units (MCU) has been of particular interest in the
literature. Asisseenin Table 2.1, a comparison between different types of the controller
shows that dSPA CE and some DSPs use floating-point arithmetic, while FPGA and some
DSP models use fixed-point arithmetic. Million multiply-accumulate cycles per second

(MMACS) for each type of controller in Table 2.1 are computed asin (2.16) [87].
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Clock speed (MHz) X Number of processor cores (2.16)

MMACS =
¢s 1 Clock cycle

Generadly, the MMACS processor benchmark could indicate the speed of a particular
processor. MMACS does not take into account the execution method and the different
types of instructions among the different controllers. As can be seen from (2.16), the
MMACS benchmark is directly proportional to processor clock speed. A low-cost

implementation method is discussed in Chapter 3 in more detail.

2.10. Conclusion
Power electronics converters present unique challenges as hybrid systems that are

inherently non-linear and use high switching frequencies. This chapter explained the
genera principles of MPC and how they apply to power converter analysis. A detailed
step-by-step procedure on constructing the state variable model estimators, formulating
the MPC cost function, and the cost function optimization was discussed. Some of the
challenges with high switching frequency may require an addition of a modulator as has
been considered. Additionally, the application of MPC using low-cost implementation
methods is of interest and has been discussed in this chapter. The foundations established
in this chapter are used in the following application chapters:
Chapter 3 — Maximum power point tracking of standalone dc power optimizers

e MPC-based sensorless current mode

e MPC-based adaptive perturbation MPPT
Chapter 4 — Maximum power point in agrid-interactive inverter — sub-multilevel inverter

e MPC based submodule MPPT converters for partial shading mitigation
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e MPC based grid integration based on sub-multilevel inverter
Chapter 5 Maximum power point in agrid-interactiveinverter —impedance sourceinverter
e MPC based MPPT control of a single-stage power processing systems
e MPC based MPPT integration with pre-existing PID based controller
Chapter 6 Double frequency power ripple controller for microinverters
e MPC-based control strategy for double frequency ripple on dc-link voltage
reduction in microinverters
e Integrated multi-objective MPC controller for both grid current injection and dc-

link voltage control
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3. MAXIMUM POWER POINT TRACKING IN DC POWER OPTIMIZERS*

3.1. Introduction

Solar photovoltaic energy systems (PV) has had a consistently increasing market
penetration over the past seven years, with a total global installed capacity of over 500
GW [8]. A PV instalation must harvest the maximum possible electrical energy at the
lowest cost to be economically justifiable [9, 10]. This presents many engineering

challenges and opportunities within power electronics [11] amongst which are low-cost

*Part of the data reported in this chapter is reprinted with permission from “MPPT of Photovoltaic
Systems Using Sensorless Current-Based Model Predictive Control” by M. Metry, M. Shadmand, R. S.
Balog, and H. Abu-Rub, 2017. IEEE Trans. Ind. Appl., vol. 53, pp. 1157-1167, Copyright © 2017 |IEEE
*Part of the data reported in this chapter is reprinted with permission from “A Model Parity Study on the
Model Predictive Control Based Sensorless Current Mode” by M. Metry and R. S. Balog, 2018. Presented
at the |EEE Int. Conf. on Compatibility, Power Electron. and Power Eng. Doha, Qatar, 10-12 Apr 2018,
pp. 1-6, Copyright © 2018 IEEE

* Part of the data reported in this chapter isreprinted with permission from “ A Parameter Mismatch Study
on Model Predictive Control Based Sensorless Current Mode” by M. Metry and R. S. Balog, 2018.
presented at the IEEE Texas Power and Energy Conf. (TPEC), College Station, TX, 8-9 Feb 2018, pp.
1-6, Copyright © 2018 |IEEE

*Part of the data reported in this chapter is reprinted with permission from “ A Variable Step-Size MPPT
for Sensorless Current Model Predictive Control for Photovoltaic Systems’ by M. Metry, M. B.
Shadmand, R. S. Balog, and H. Abu-Rub, 2016. Presented at the |EEE Energy Convers. Congr. and Expo.
(ECCE), Milwaukee, WI, 18-22 Sep 2016, p. 1-8, Copyright 2016 by |EEE

*Part of the data reported in this chapter is reprinted with permission from “High efficiency MPPT by
model predictive control considering load disturbances for photovoltaic applications under dynamic
weather condition” by M. Metry, M. B. Shadmand, R. S. Balog, and H. Abu-Rub, 2015. Presented at the
41st Annua Conference of the IEEE Industrial Electronics Society, IECON 2015, Y okohama, Japan,
2015, pp. 4092-4097, Copyright © 2015 IEEE

*Part of the data reported in this chapter is reprinted with permission from “Maximum power point
tracking of photovoltaic systems using sensorless current-based model predictive control” by M. Metry,
M. B. Shadmand, Yushan Liu, R. S. Balog and H. Abu Rub, 2015. Presented at the IEEE Energy
Conversion Congress and Exposition (ECCE), Montreal, Quebec, 2015, pp. 6635-6641, Copyright 2020
© 2015 |IEEE

*Part of the data reported in this chapter is reprinted with permission from “ Sensitivity analysisto model
parameter errors of MPPT by model predictive control for photovoltaic applications’ by M. Metry, M.
B. Shadmand, R. S. Balog and H. Abu Rub, 2015. |EEE First Workshop on Smart Grid and Renewable
Energy (SGRE), Doha, Qatar, 2015, pp. 1-6, Copyright © 2015 |IEEE
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power converter implementation [12], high reliability [13], grid-friendly integration [14],
fast dynamic response to track the stochastic nature of the solar resource [15, 16], and
disturbance rejection to grid transient [17, 18] and partial shading [19]. Maximum power
point tracking (MPPT) is needed to achieve high-efficiency PV systems|[88, 89].

This chapter utilizes the model-based framework of MPC to develop a MPPT
algorithm that eliminates the input-side current sensor in a PV application. The
implementation of MPC realizes the observer-based SCM being fundamentally model-
based design, expressed within the cost function [90]. This chapter also utilizes
constrained control and online auto-tuning of MPC to develop an adaptive perturbation
MPPT to reduce steady-state oscillation and improve dynamic performance. The
contribution of this chapter is that the observer model for the sensorless-current control
and the adaptive perturbation MPPT are incorporated directly into the MPC formulation.

This chapter is organized as follows:

Section 3.2 introduces some of the challenges with maximum power point tracking.
Section 3.3 presentsthe background on the flyback converter with detailed circuit analysis.
Section 3.4 derives the MPC formulation.

Section 3.5 presents simulation results including dynamic standardized tests, a model
parameter mismatch study and a model parity study.

Section 3.6 presents detailed experiemental results analyzed in light of NREL data, and a
comparative study to another well-known MPPT technique.

Section 3.7 details alow cost microcontroller implementation of the MPC based MPPT

technique.
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Section 3.8 concludes the contribution of this chapter.

3.2. Maximum power point tracking

The MPPT subject has been well studied for PV applications and many control
algorithms are known [24, 91, 92]. These include perturb and observe (P& O), incremental
conductance (InCon), and fractional open circuit [31]. P&O and InCon attempt to track
the maximum power point (MPP) by incrementing areference signal (voltage or current)
until the system reaches the MPP [93]. These techniques may exhibit large output power
oscillations around the MPP and slow settling time in response to step changes [93-95].

A challenge with some well-known MPPT techniques is their dependency on
accurate PV current measurement [96]. Specifications for temperature drift and aging-
related drift in shunt-resistor sensor and current transducer measurements can be found in
the respective datasheets[97, 98]. Accuracy of the current measurement using a hall-effect
sensor is influenced by the position of the conductor within the sensor [99]. Hall effect-
based sensor measurements may be compromised due to magnetic core offset [100] and
magnetic interference from the surrounding environment [99, 101]. Merits of other
contactless current sensor technol ogies such as anisotropic magneto-resistive effect based
sensors and tunnel magneto-resistive effect based sensors are discussed [100, 101].

Sensorless current mode control (SCM) in power convertersis away to eliminate
challenges of the current sensor [102]. Techniquesfor the MPPT application are discussed
[102-106]. An observer-based model approach to SCM as a surrogate to the current

measurement is discussed [102]. Estimation of the current using capacitor voltage ripple
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isdiscussed [103, 104]. Solutions involving the use of the transcendental relations of the
PV cdll to attain MPP, using a voltage sensor are demonstrated [105, 106]. The observer-
based SCM approach shows sizeabl e benefits on noise performance and load range [107]
when compared to other known current-mode techniques [102]. Eliminating the current
sensor, a fundamental component of the circuit, can reduce the cost and improves the
reliability of the PV system especially when the system involves a cascaded or a multi-
level topology [108].

Finite control set model predictive control (MPC) is a flexible model-based [36]
control method that can include multi-objective optimization [37], constrained control
[38], adaptive control [39] and online auto-tuning of weighting factors [40] al inasingle
controller that exhibits fast dynamic tracking [41]. Sensorless current tracking of the
maximum power point, has been shown to alleviate the temperature and aging drift of the
sensor. In this chapter, experimental results of the proposed algorithm were presented and
compared to other well-known MPPT algorithms. The proposed algorithm showed good
reference tracking with fast dynamic response and small ripple in steady-state. A study of
parameter mismatch has demonstrated that the model-based design functions at high
efficacy within a wide mismatch range. A model parity study of the current surrogate
model has shown the fidelity of the proposed observer based technique. Dynamic testing
of the proposed agorithm has shown fast tracking and robustness to disturbance The
formulation of the proposed ASC-MPPT, applied to aflyback converter, is explained and
demonstrated experimentally on a PV system using actual meteorological data. However,

the technique can be applied to other converter topologies by merely modifying the MPC

35



equations. The EN50530 European industrial test standards were used to demonstrate
performance. Finaly, the proposed agorithm has been implemented on a low cost

microcontroller unit which presents a step closer to wide-scale production.

3.3. Background on the flyback converter topology

Snubber Transformer

PV Module
Ay
1

) 0
| .r% >||_

Figure 3.1 The flyback converter topology with snubber circuit for PV application.

An overview of the proposed ASC-MPPT for the flyback converter is
demonstrated in Figure 3.1. The flyback converter is presented in this chapter for
illustration as it provides electrical isolation, making it suitable for local-area dc micro-
grid use [109, 110]. Also, the low component count and low cost supplemented with a

high voltage gain make it suitable for PV module-integrated topologies [111, 112].
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3.3.1. Circuit analysis

Snubber Transformer Snubber Iransformer
ipe i, Cireuit i, i FEnm i ip L igy B Cirenlt iy, /i I

=
PV Module
' E-‘ +
0O o
Y
71
—

PV Module

Figure 3.2 The flyback converter configuration when Q isturned on, =1 (l€ft), and when Q is turned
off, 6=0 (right).
Consider the flyback converter in Figure 3.1. Discontinuous conduction mode
(DCM) maximizes the ripple PV current; hence, the flyback converter is analyzed in
continuous conduction mode (CCM). The state equations are derived based on the

switching of the converter: when the switch isclosed (o = 1) and when the switch is open

(o = 0) asshownin Figure 3.2.

S CErL e —vo(t) (3.17)
g(t) — dio — iD _ io — iLn;l(t) _vngt) (318)

.
VR (0) = L 2 = vy () (319

vLmo(t) =L, d;Ltm — _vo(t) (320)

n

The discrete-time estimation of (3.17)-(3.20) in steady-state is found using the Euler

forward method for discretization.

=1k +1) = (1 — ;C) v, (k) (3.22)

T T,
590k + 1) = (1 - E) 2o(k) + - Z iy (K) (3.22)
im' (k+1) = s vPV(k) + ipm (k) (3.23)
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Tl (k+1) = n_LTS Vo (k) + iy () (3.24)

The magnetizing current can be expressed in terms of PV voltage and output voltage.

dvy _
i751(E) = ipy (t) — icin(t) = ipy (t) — Cin % (3.25)
dv,
i720(6) = nip (£) = niy(t) — i (t)) = %vo () —nC d’; (3.26)

The discrete-time estimation of (3.25)-(3.26) in steady-state is found using the Euler

backward method for discretization.

Cin
ifim' (k) = ipy (k) = = py (k) = vpy (k = 1)) (3.27)

70 0K) = 70 06) — o (0 (k) — vk — 1) (328)
Using equations (3.17) to (3.28) directly for MPPT implementation would require multiple
sensors for the PV voltage, PV current and the output voltage. Without loss of generality,

the load R in the expressions (3.17)-(3.28) could represent a model-based expression for

any load-side connected component, as discussed in [113, 114].

3.3.2. Steady-state averaging

Assuming steady-state operation, the output voltage isrelated to the PV voltage.

tyes (3.29)
T

Vy = Voy 2 where D =
(i Pvm=W erel =
The magnetizing current is related to the diode current by the transformer’s turns ratio.

Hence, the expression of average i y iS

nv, (3.30)

I (t) = RO=D)
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Relations (3.29) and (3.30) are applied to (3.21) and (3.22) to estimate the PV voltage at

the next step, assuming that the PV voltage remains constant throughout the sampling

period Ty.
58 (ke + 1) = (%) [1 - 3] vy (K) (331)
P70k + 1) = (%) [1 - IZ_SC + ﬁ] v, (k) (3.32)

3.4. The MPC formulation
3.4.1. MPC implementation to the flyback converter

The proposed ASC-MPPT algorithm uses an observer model as a surrogate for the
sensor measurement of current. Hence, the surrogate model is an estimated variable in the
form %(k) and can be written as ipy (k). This estimate is used along with the
measurements: vpy (k) and v, (k) to estimate the PV voltage state variable, ¥,y (k + 1),
at the next sampling time. The optimization process determines the appropriate actuation

that will minimize the cost function in (3.33).

MiN Goego,1) = |ﬁgv(k +1)—-v PVref(k)|
subject to 5g51 (k + 1) = ( ) [1 — S, ) (3.33)

5920k + 1) = (—

nD)[1 RC+RC(1 D)]v"(k)

3.4.2. MPC based load prediction

A drawback of model-based relations is its dependence on the system model
parameters. Generally, load resistance (R) isvariable and sudden unpredicted perturbation
in the load can render the full system unstable. Hence, a simple, yet effective solution is
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proposed to provide better monitoring on the load using an observer-based approach,
without PV current measurement. The proposed algorithm uses only the already existing
sensors for the PV and the output capacitor voltages. Model relations for the load value
can beinferred using the same flyback converter model (Figure 3.1). Therelation between

PV current and load current is given by:

. /1-D\1 (3.34)
o = l""( D )E
Theresistive load observer model is given by:
3.35
y = ROy = o= Ve® (3.39)

- (5D
which can be used to improve the robustness of the system to load parameter mismatch of

the system and is applied to the predictive model of the system in (3.31) and (3.32).

3.4.3. MPC based maximum power point tracking

MPC-MPPT relied on aparallel InCon or P& O algorithm to determine vpy, .. - (k)
in (3.33). The sign of the expression Aip, /Avpy is used to determine the reference value
Vpy rer (k) @sisshownin (3.36).

) (Ve (k) — 48], 4 <0 _ ipy(k) = ipy(k = 1) (3.36)
v pvarer (k) = {vpv(k) Faohus0 R — o (e =1)

where |A7| is the perturbation size of the MPPT algorithm. The details on obtaining an
estimate for ip, and the details on estimating |A#| are explained in later sections. Based

on (3.36) the MPPT can be expressed within the MPC cost function asillustrated in (3.37).
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MiN Goefo,1} = |173V(k +1) - U*PV.Tef(k)|
. ~o=1 1 - D TS
subjectto FZL(k + 1) = ( — ) [1 )

(3.37)

o= _ (1= LN B
oRv e+ 1) _( nD )[1 yC+yC(1—D)] vo(k)
vpy (k) — |47, u <0 _dpy(k) —ipy(k—1)

where,  Vpyrer(k) = {vpv(k) +1av, >0 K= ooy (k) — vy (k —1)

where vpy .. (k) is the MPPT reference. For this case, since there is only one penalty

function in the MPC cost function, the weight factor A=1.

3.4.4. MPC sensorless current mode
An observer model for the PV current can be obtained by analyzing the converter
(Figure 3.2) in continuous conduction mode during the two switching states ¢ € {0,1}.
Using Kirchoff’s current law when the primary switch is closed (¢ = 1), the input
capacitor current i.;,, (t) can be wrritten as
icin () = ipy(t) — igw(®) (3.38)
Asthe primary switch is closed, the snubber switch isopen. Hence, i, (t) = i y(t). Then

ipy (t) can be written as

dv;;;(t) = ipy (t) — iLm (0) (3.39)

When the primary switch is open (¢ = 0), the snubber switch is closed to provide a

icin @® =

freewheeling path for the magnetizing current. Hence, i, = 0 and i, (t) can be written

as
dvpy (t
iein(8) = vl;vt( ) = ipy(t) (3.40)
The PV current can be written as a function of the switching state o € {0,1} as
dvpy (1) (3.41)

ipy(t) = + aipn(t)

dt
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As the change in PV current is relatively slower than the sampling time of the MPC
sampling time, the expression ai; ,,(t) can be approximated as

aigy(t) = DIy, (3.42)
Substituting (3.30) and (3.42) into (3.41), an expression for the PV current is

dvpy () (3.43)
dt

———v,(t) +C
v,

(1 D) o IN

he discrete-time estimation of (3.43) in steady-state is found using the Euler

ipy(t) =

backward method for discretization

(3.44)

Tpy (k) = vo(k)+ (vpv(k) vpy(k — 1))

nD
(1-D)y
where T is the sampling period of the M PC; hence, (3.44) is used as an observer model
for PV current to eliminate the current sensor. SCM is shown to be based on the model-

based design principle, which integrates within the MPC framework as in (3.45).

MiN Geefo,1} = |ﬁgv(k +1)—-v PVref(k)|

subject to vpvl(k+1)_( )[1—— v, ()
1-D Ts
50k + 1) = (W) [1 yC +yc(1 5y v (3.45)
D
iy () = Ty P10 + 2 0y () = iy (= 1)
. _ (vpy(k) — |Av| u<o _ Ipy(R) —Tpy(k— 1)
where,  Vmrer () = {760 L a0 R o e (1)

3.4.5. MPC adaptive cost function

The predictive control based MPPT methodsin [36, 114-117] have shown dynamic
performance improvement by reducing rising and settling times using ahead of time next
step predictions. These improvements, however, were achieved using fixed step

perturbation, which could be a hindrance to the performance of any MPPT method,
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including the predictive control-based methods. Such problems include over-stepping
during steady-state, causing a high ripple, and under-stepping during a transient leading
to adlower rising time. Whilethe status of the system, transient or steady-state, isprimarily
dependent on ambient conditions, obtaining a measurement of irradiance is not feasible
and is costly. Hence, the MPPT perturbation size estimate needs to be determined without
resorting to irradiance sensors. This section demonstrates the feasibility of implementing
an adaptive perturbation MPPT using the MPC cost function.

To appropriately obtain an estimate of the MPPT step size, the average PV voltage

value ¥y, qve (k + 1), which isthe average predicted voltage over the whole period of the
switching action when the switch is on and when in its off, is compared with the present

time PV voltage v,,, (k):

|AD]| = |Tpy qwe(k + 1) — k
v |VPV, ( ) 1VPV (_ )| ) (3. 46)
where, Tpy qpe(k + 1) = > @70k + 1) + 937 (k + 1))

Thesign of the expression Aipy, /Avpy is used to determine the reference value vpy . ¢ (k)
in (3.45) asis shown in (3.47).

vpy(k) =140, u<0  _ Tey(k) —Tpy(k —1) (3.47)
vpy (k) + 1451, 1>0 O T k) — vpy (k= 1)

Combining equations (3.45), (3.46) and (3.47) along with the knowledge of cost

V*PV.ref(k) = {

function weighting factors in MPC, as mentioned earlier, an adaptive MPC cost function

isformulated in (3.48).



Yoefo,1} = A |1~7gv(k +1) —vpy(k) + |ﬁPV,ave(k +1) - VPV(k)”

+1, |ﬁ{§v(k +1) —vpy (k) - |ﬁPV,ave(k +1) - VPV(k)” (3.48)
_({1,0},u<0 () —Tpy(k— 1)
e, 1) = (511 1.0 7 = sy G D

The overall cost function encompasses the sensorless current mode, converter
discrete-time modeling, adaptive perturbation, and MPPT functionalities within one
integrated objective function, as shown in (3.49). The detailed control implementation is

detailed in the flowchart Figure 3.3 and in the block diagram Figure 3.4.

MiN G, 01y = A1 |78 (k + 1) = 0oy () + [ oy ave U + 1) = vy ()|
+ 2|98k + 1) = 0oy (k) = [Bpy ave(k + 1) = vy ()|
subject to vpvl(k+1)_( )[1—— v, (k)

1- Ts (3.49

D
vRy (k+1) = ( nD )[1 yC+yC(1 D)] V()
. . nD
tpy (k) = m%(k) + T_s = ey (k) — vpy (k — 1))

_ ({1,0},u<0 (k) =Ty (k- 1)
where. ) = {67y 0 1T = G

A comparison is made in Table 3.1 based on the review paper [31] to provide a

better perspective on the characteristics of ASC-MPPT relevant to other known MPPT
techniques. ASC-MPPT is not dependent on PV array parameters, requires no periodic
tuning and only senses PV voltage, yet it converges to true MPP at a high convergence
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Figure 3.3 A flowchart of the proposed ASC-MPPT algorithm showing the control sequence of the
proposed integrated MPC cost function.
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Table 3.1 Major characteristics comparison of ASC-MPPT with other well-known MPPT techniques and a
few more advanced agorithms.

Ref MPPT PV Array True Analog Perturb- Convergence Implementation Computational Sensed
Technique Dependent? MPPT? Digital? ation Speed Complexity Loops Parameters
Hill- ) )
[118] dimbing/P&.0 No Yes Both Fixed Varies Low MPPT Al
[119] Incremental No Yes Digital Fixed Varies Medium MPPT vl
Conductance
[120] Fractional Voc Yes No Both Fixed Medium Low MPPT
[121] Fractional Isc Yes No Both Fixed Medium Medium MPPT |
Sliding Mode - X . . Voltage,
[92] MPPT No Yes Digital Fixed High High MPPT Al
[122] Adaptive P& O No Yes Both Variable High Medium MPPT Al
Lock-In - ) )
[123] Amplifier No Yes Digital None High High MPPT Al
Proposed . - ’ " Current,
Method ASC-MPPT No Yes Digital Variable High High MPPT Voltage

3.5. Simulation
3.5.1. Thereal timesimulation setup

The SUNPOWER SPR-305-WHT is used as PV module model. The PV module
characteristics under standard test condition (STC: solar irradiance = 1 kW/m?, cell
temperature = 25 deg. C) aretabulated in Table 2.1. Two modules are connected in parallel
with the string I-V and P-V characteristics illustrated in Table 2.1. The control algorithm
is implemented in Matlab/Simulink; the sampling time Ts is 10 ps which corresponds to
asampling frequency of 100 kHz. This sampling timeis chosen based on the capability of
the dSPACE DS1007 platform processor which is used for real-time simulations in this
chapter. Based on dSPACE implementation, the execution time for the proposed ASC-
MPPT was found to be 8 us. dSPACE was used in this chapter for expedited prototyping;
however, readily available and low priced microprocessors, such asthe Altera DEO-Nano
FPGA, are capable of handling the controller’ s execution time for the real application. In
afixed step model predictive control, unlike controllers with a pul se-width modulator, the
switching signals are directly manipulated, thus the “switching frequency” can vary from

one fixed sampling interval to the next. The sampling frequency should be much higher
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than the switching frequency in order to get a good performance controller, such as 20
times higher according to the guidelines for accurate modeling of power electronics[124].
For well-behaved MPC systems, we can compute an “ average switching frequency” which
may offer some insight into the operation of other aspects of the system. In this chapter,
the sampling frequency is 100 kHz which results in an average switching frequency of 5
kHz.

Table 3.2 Simulation model parameter table

System Model Parameter Table

Average Switching Frequency (F) | 5kHz
Sampling Time (Ts) 10 ys
Load Vaue (R) 10 ohm
Output Capacitor (C) 470 uF
Open-circuit voltage (Voc) 64.2V
Short-circuit current (Isc) 5.96 A
Voltage at MPP (Vup) 54.7V
Current at MPP (Iump) 5.58 A

3.5.2. Step response and dynamic response results

Using dSPA CE DS1007 platform, areal time simulation of the proposed controller
is examined under three test conditions: transient change in solar irradiance level, real sky
condition, step change response to solar irradiance level, and performance evaluation in
steady state condition. In thefirst experimental verification, the solar irradiance level was
initially 750 W/m? then gradually decreased to 500 W/m? like the ramp rate in standard
EN 50530 test. Figure 3.5 shows the performance of the proposed ASC-MPPT for this
experiment; asit is shown the controller accurately tracks the MPP with average efficacy

of 99.4%.
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The second experiment, Figure 3.6, verifiesthe stability and fast dynamic response
of the ASC-MPPT to step change in solar irradiance level from 500 W/m? to 750 W/m?.
Finally, the steady state performance at 750 W/m? of the proposed technique is shown in
Figure 3.7. Asshown the oscillation around MPP is negligiblewith PV voltage and current

ripple of 3.556% and 2.353% respectively.

3.5.3. The EN50530 test standard

Performance evaluations of MPPT techniques depend largely on the test being
conducted. Different literature suggests different test types like step changes. While, such
tests may prove the effectiveness of the system, they fail to follow a standardized
acceptance [125]. Therefore, using a globally accepted test for MPPT is essential to
evaluate a system’ s performance.

To overcome the inconsistency in performance tests, an international working
group was set up in late 2006 to develop a standardized test that takes into account both
MPPT accuracy and conversion efficiency [125]. The test was accepted as a standard in
the European Union by the end of 2009 and published as The Standard EN 50530 Test
[125].

The dynamic EN 50530 standard tests are run under rapidly changing weather
conditions. It combines rising and falling ramp profiles with different slopes to represent
irradiation levels [125]. The principle of the test sequence is illustrated in Figure 3.8
parametrically. The slope of each ramp is named (n which isincrementally increasing by
afactor of ¢, this sequence is repeated n times during the period under the test. Thetest is

comprised of three components as in Figure 3.8: (A) Low to medium irradiation (150-
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500W/m?), (B) medium to high irradiation (300-1000W/m?) and (C) startup and shutdown
irradiation (2-100W/m?). Slopes for (A) vary from 0.5 W/m?/sto 50 W/m?/s, while slopes
for (B) vary from 10 W/m?/s to 100 W/m?/s.

A N repesting sequence
_—

Dwell Ti r’r‘Eﬂ

5]
3

500

300 [~/
150 [

Solar IradianceLeve [W/m?]

\4

Time[s]

Figure 3.8 The EN 50530 test sequence used in this experiment is composed of two parts. 1- Medium to
high solar irradiance level (black solid line) and 2- Low to medium solar irradiance level (blue dashed
line).

3.5.4. EN50530 standar dized test results

The EN 50530 test performance results for PV power, current and voltage are as
shown in Figure 3.9, Figure 3.10 and Figure 3.11 respectively. While the overall test
shows good MPP tracking, Figure 3.11 shows that the PV voltage deviates from its
theoretical MPP value as the irradiance slopes become steeper. Such result motivates the

model parity study performed later in 3.5.6.
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Figure 3.11 PV voltage under dynamic EN 50530 standard test.
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3.5.5. Parameter mismatch study

Modern controllers, particularly MPC that use model parameters in the
optimization process, have the potential to be sensitive to parameter mismatch. Hence, the
parity of such techniques could only be demonstrated through practical parameter
mismatch analyses and control effectiveness results. Any system design is based on some
nominal values and standard operation assumptions. For example, standard test conditions
for a solar panel are 1000 W/m? at 25°C; however, the actual operation point will be
different during the day. Similarly, the converter could be designed for a specific load, but
load variability influences the performance of the system.

The parameter mismatch for the proposed algorithm is concerned with three
different segments. First, the variability of the input parameter, solar irradiance as was
discussed in the previous sections and in Figure 3.11. Second isthe variability in the load.
Third, isvariability in the model. MPC performance depends on parameters in the circuit
that cannot be monitored, yet change with time and usage. This includes the capacitor

value and the equivalent series resistance.

3.5.5.1. Output parameter mismatch

According to Figure 3.12, the sensitivity of the system gets higher when the load
mismatch is over 20% of the nominal value. This could be seen from (3.33), as the
prediction model depends on value for R, the load. Hence, a prediction based on
mismatching results, produces a lower control efficacy. This load may not be a simple

resistor al the time, it could be a dc bus or a battery. Hence, a remedy to reduce such
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sensitivity is to use an observer model, for the load, that is based on readily available
measurements in the system, as has been proposed in [114].

The Effect of Load Mismatch on Control Effectiveness

104}

99.6 /
99,2 .
98.8 /

98.4

Nominal R =180 ©

Control Effectiveness [% |

30 -20 <10 0O 10 20 30 40 50 60 70 80
Percentage Parameter Mismatch [%]

Figure 3.12 The control effectiveness of ASC-MPPT under load parameter mismatch.

3.5.5.2. Model parameter mismatch

The performance of any modern controller, like MPC, is as good as its model
parity. The performance of the proposed ASC-MPPT agorithm depends on some
parametersin the circuit that could not be monitored, yet they change with time and circuit
operation modes. Model parameters that could vary are the capacitance value (C) and its
equivalent seriesresistance (ESR) [77]. The capacitance is modeled as a model parameter
in (3.31) and (3.32). However, the capacitance value changes as the capacitor ages. Also,
some loads could add some capacitance in parallel; hence, atering the actual circuit
capacitance and creating a model mismatch [77]. The capacitor modeled in the flyback
circuit simulation is the 680 uF Kemet capacitor with the part number
[EST687MO50AL8(1)]. The datasheet alows for a capacitance tolerance of 20%. In this
study, the effect of a +50% parameter mismatch is observed. This means that the

capacitance value could vary from 340 uF to 1 mF.
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Similarly, the ESR, while not modeled in (3.31) and (3.32), has the effect of
altering the load resistance. As could be inferred from Figure 3.12, the model is more
sensitive to mismatch at lighter loads. The ESR of the capacitor of interest is valued at
0.1 .02, according to the datasheet. In this study, a + 100% parameter mismatch is
observed. Thismeansthat ESR could vary from 0 2 to 0.2 0.

The resulting control effectiveness from the parameter mismatch of C and ESR is
shown in Figure 3.13. The vertical line that follows the nominal C value for varying ESR,
indicates that the smaller the ESR, the better the performance of the proposed agorithm.
High ESR values, increase the ripple on the output voltage, which is one of the important
measurements in the model equations (3.31) and (3.32). The high voltage ripple in the
output voltage, affects the parity of the measurement and hence increase the system’s

sensitivity to ESR mismatch.

ESR variation from model nominal value [%]
8
L+ ]
ssausAloayl jouoD

-50 -30 -10 10 30 50
Capacitive variation from model nominal value [%]

Figure 3.13 A model parameter mismatch, the output capacitance, C istested for a mismatch of +50% of
the nominal model value of C = 680 pF. The equivalent series resistance is tested for mismatch of
+50% of the nominal datasheet value of ESR = 0.1 2. The control effectivenessis recorded and
statistically analyzed using atwo-way ANOVA study.
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The effect of the capacitor value mismatch on the system performance is not
directly obvious. A larger capacitor size, in general, reduces the ripple on the output
voltage measurement, hence improves the system performance. However, in this case the
nominal C value is large, and hence the effect of € mismatch may not be inferred from
Figure 3.13.

A better way to analyze the effect of the model sensitivity to € and ESR mismatch
is through a two-way analysis of variance study (ANOVA). The two-way ANOVA
compares the mean differences between two independent variables. By comparing the
mean sgquare sums of the variables by a Fisher’ stest (F-test), a p-value could be obtained
[126]. In this study, it is assumed that a p-value of 0.05 differentiates the significance of
the variables. In this case, the two factorsare C and ESR.

The results of the two-way ANOV A study indicate that the p-value for € is0.922
which is much larger than the significant p-value region of 0.05. Hence, it could be
inferred that the capacitor size mismatch has no effect on the performance of the system
in the study, if the p-valueis 0.05.

On the other hand, the p-value for the ESR variable is 0.0376 which is smaller
than 0.05. This indicates that the equivalent series resistor does worsen the system
performance when varied if the p-valueis0.05. Another argument could be madefor ESR
being not significant for a smaller p-value. However, a p-value of 0.05 is the standard in

engineering applications.
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3.5.6. Modél parity study

This section explores the parity of the current observer model by quantifying the
current estimation error within the proposed algorithm. In this study, three different
currents are considered: first, is the measured current (Imeasured), Which is the current
measured at the PV sidewhen the ASC-MPPT algorithm isrunning. The measured current
isnot used within the ASC-MPPT algorithm but is measured for evaluation purposes only.
Second, is the estimated current (I esimated), this is the observer model’s estimation and is
the surrogate to the measured current that is used to track the MPP in the ASC-MPPT
algorithm. Finally, the MPP current (Itheoreiica) IS the theoretical current value that

corresponds to specific irradiance values as determined from the PV modul e datasheet.

PO

Current [A]

=-©-Measured Current
-4~ Estimated Current
— -Theoretical MPP Current

2° :
200 400 600 800 1000
Irradiance [Wlmz]

Figure 3.14 Measured current, observer-model estimated current and theoretical PV current compared for
different irradiance values.

Throughout a range of irradiance values from 200 to 1000 W/m?, current values
for Imeasured, | Estimated, 8Nd I Theoretica @re recorded and compared in Figure 3.14. The general
pattern, seen in Figure 3.14, iS | esimated tracks I theoretica fOr most of the irradiance values.
However, there seems to be a steady-state error between I messured aNd I Theoretica. This could
also be seen clearly in error comparisons of Figure 3.15. Figure 3.15 (a), (b) and (c) show

56



| Estimated - | Measured, | Estimated — | Theortical @8N0 | Measured — | Theoretical 1N @mperes respectively. Based
on those figures, it could be noted that the errors in Figure 3.15 (a) and (b) are almost
indifferent. Thisis corroborated using Figure 3.15 (d) and (e) which show the magnitude
of the error percentage between lesimaed @nd Itheoretical, aNd Imeasured respectively. The
overall magnitude of error difference between |esimaed and I Theoretica OVer the whole range
of irradiance is 1.41%; while the overall magnitude of error difference between lesimated
and Imeasured OVEr the whole range of irradiance is 2.07%. This means that | estimated tracks
the MPPT reference (I theoreiica) With alower error than the actual measurement. Thisresult
implies the controller percieves lesimaed 8 tracking Itheoretica, When in fact the actual
| Measured dO€S NOt track |Theoreiica. This is evident from the larger Imessured €rror relative to

| Theoretical IN Figure 3.15 (C).
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Figure 3.15 A comprehensive SCM parity study of ASC-MPPT estimated current. (a) The error between
the estimated current and the measured current in Amperes. (b) The error between estimated current and
the theoretical current in Amperes. (c) Error between measured current and theoretical current in Amperes.
(d) The magnitude of the estimation error percentage relative to theoretical current. (€) The magnitude of
the estimation error percentage rel ative to the measured current.

Figure 3.15 (c) shows I measured With a consistent error that resembl es a steady-state
constant offset from I theoretica. Hence, one way to overcomethis hurdle, and improve parity
of the estimation, isto quantify this constant error and feed into the SCM observer model
as a constant disturbance. Idedly, we would like to have the | esimated €rror with respect to
I measured MiNimized. Therefore, a parametric study of different constant error compensation
valuesisshown in Figure 3.16 and the corresponding mean errors of the estimated current

relative to Itheoretica @anNd Imessured, OVEr the whole range of irradiance values, are plotted
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accordingly. When the compensation error is 0.18, the Itheoretica relative to Imeasured IS

minimized to 1.57%, while the | esiimated el ative to I theoretica 1S found to be 2.13%.
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Figure 3.16 Parametric study of the error as a function of compensation. Selecting 0.18 A asavalue for
error compensation minimizes the error between the magnitude of error between the estimated current and
the measured current. To minimize the error between the estimated current and the MPPT theoretical
current, other techniques could be employed.

While a larger lesimaed €rror relative to Itheoreica Worsens the efficacy results,
shownin Figure 3.16, it could be considered an estimate with ahigher parity, sinceit better
reflectsthe actual measured current. Control effectivenessfor the whole system could now
be improved using other proposed techniques: one way isto perform adetailed parameter
mismatch and selection study as presented in [127]. Another is to consider adaptive

perturbation (variable MPPT step size) to reduce steady-state ripple and accurately track

the MPP reference [39].
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3.6. Experimental verification
3.6.1. Experimental setup

Detailed simulation results for portions of the proposed ASC-MPPT were
presented in [39], this chpater includes experimental verification in hardware. The PV
module characteristics used in the experimental setup are given in Table 3.3 at STC
(Standard Test Condition: solar irradiance = 1 kW/m?, cell temperature = 25 deg. C). The
PV module was modeled using two SL600-2.5 Magna-Power supplies in paralel and
configured in solar array simulation (SAS) mode according to the manufacturer’s
recommendation. The SAS PC interface was used to implement EN50530 irradiance and
temperature profiles. Sampling time of 10 psisused in the implementation of the control
algorithm on the dSPACE DS1006 platform. This sampling time is chosen based on the
dSPACE platform capability to handle the experimental verification, which is equivalent
to the 100-kHz sampling frequency. The dSPA CE platform was employed in this chapter
for rapid prototyping. The execution time of the proposed ASC-MPPT using the dSPACE
implementation was found to be 12 us, making it possible to use low cost and readily
available microprocessors. The power converter hardware is a flyback converter
assembled by Texas Instruments as an evaluation board for their C2000 microcontroller.
The board model is TMDSSOLARUNIVKIT. To illustrate the functionality of the
proposed ASC-MPPT algorithm, the TI controller board was bypassed, and the flyback
converter is fully controlled within the dSpace environment. The details of the
experimental setup are as shown in Table 3.3. A photograph of the full experimental setup

used to verify the functionality of the proposed algorithm is shown in Figure 3.17.
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Table 3.3 Details of the experimental setup
Two Magna-Power SL600-2.5
supplies connected in parallel

Photovoltaic Emulator

Open-circuit voltage (Voc) 0V
Short-circuit current (Isc) 50A
Voltageat MPP (Vwp) - STC 30V
Current at MPP (Imp) - STC 40A

dSpace 1006 for ASC-MPPT

Controller Platform TI C2000 for InCon MPPT

Sampling Time (Tg) 10 ys

Load Resistive, 500 Ohms

Flyback Converter TI TMDSSOLARUNIVKIT
Evaluation Board

Output Capacitor (C) 100 uF

Input Capacitor (Cin) 94 uF

Primary Switch MOSFET, IRFB4227PBF

Secondary Switch Diode, CSD10060G

Transformer VITEC, 53PR105

Snubber Circuit Active Clamp technique

Ave. Switching Frequency 100 kHz

dSpace Control Magna-Power

Desk Interface
* . Interface

Gate Signals {
Load Voltage

dSpace
1006

Resistive Load |-~
[500 Ohms) PV Emulator
Flvback Converter [Two Magna-Power SL600-
: 1.5 connected in Parallel]

Figure 3.17 The experimental setup while running the EN50530 standardized test on the proposed ASC-
MPPT algorithm.

The dynamic EN50530 test procedure agreed upon in the European Union has
gained wide acceptance as a standardized test for photovoltaic systems' MPPT accuracy
and conversion efficiency [125]. The test sequence principle is demonstrated in Figure
3.8. Ramp slopes (n are gradually increased by a factor of ¢. Over the period of the test,

the ramps are repeated n times. The EN 50530 irradiance profile of Figure 3.8 is used to
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assess the performance of the flyback converter PV system controlled using the proposed

ASC-MPPT agorithm.

3.6.2. Experimental results

Figure 3.18 (a) shows oscilloscope waveforms of the experimental setup running
the proposed ASC-MPPT algorithm for an hour and ten minutes long portion of the
EN50530 standardized test. PV voltage, PV current, and load voltage do show thetracking
throughout the timeframe of the test. The actual circuit operation power waveform
calculated for the experimental setup running the proposed ASC-MPPT algorithm is
shown in Figure 3.18 (b) and is compared to the theoretical MPP curve. The resulting
control efficacy of the proposed algorithm throughout the portion of the test is shown in
Figure 3.18 (c). Upper and lower boundaries are calculated by accounting for
instrumentation precision. Results shown, in general, indicate lower controller efficacy at

lower insolation operation points.
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Figure 3.18 Portion of the EN 50530 standardized test applied to the experimental setup. (a) Oscilloscope
waveforms of the experimental setup running the proposed ASC-MPPT algorithm for an hour and ten
minutes long portion of the EN50530 standardized test. PV voltage, PV current and Load voltage do show
the tracking throughout the timeframe of the test. (b) Actual circuit operation power waveform cal culated
for the experimental setup running the proposed ASC-MPPT algorithm and compared to the theoretical
MPP. (c) Control efficacy of the proposed algorithm throughout the portion of the test. Upper and lower
boundaries are calculated by accounting for instrumentation precision.

3.6.3. Analysis of results based on NREL data

The total energy captured over a whole year arranged by insolation ranges is
illustrated in Figure 3.19. Each point on the curve represents a bin of 20 W/m?irradiance
range. The insolation and temperature data used were based on the 2018 NREL data for
the State of Arizona [128]. The captured energy in kWh is based on theoretical MPP for
the setup used in this chapter. The top lines show a cumulative distribution function of the
percentage of energy captured over specific ranges of insolation values throughout the
year. The total amount of available energy captured is 23.5% for irradiance values less
than 500 W/m?. Hence, achieving high overall system effectivenessis plausible even with

more reduced system performance at low insolation profiles.
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Figure 3.19 The insolation and temperature data used were based on the 2018 NREL data for the State of
Arizona. The captured energy in kWh is based on theoretical MPP for the setup used in this chapter. (a)
Total energy captured throughout a year binned by solar irradiance of 20 W/m?. (b) Cumulative
distribution function showing the amount of available energy captured over the solar irradiance bins. The
total amount of available energy captured is 23.5% for irradiance values less than 500 W/n?.

3.6.4. Compar ative analysis of results
To further understand the performance of the proposed ASC-MPPT, a 10-minute
portion that is shown in Figure 3.20 (@) is evaluated in detail. The insolation range used is

between 500 and 1000 W/m?, which has been shown to encompass 83% of the overall

energy captured (Figure 3.19).
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Figure 3.20 An experimental comparison based on hardware tests for the proposed ASC-MPPT in
comparison to Incremental Conductance (Inc) MPPT based on portion of the EN50530 testing sequence
from irradiance 500 W/m? to 1000 W/m?. (a) Power waveform for the experimental setup running the
proposed ASC-MPPT algorithm. (b) Power waveform cal culated from a ten-minute portion of the test
measurements for the experimental setup running Incremental conductance MPPT. Waveformin (a)
shows similar efficacy like (b), but with significantly less oscillations.
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A comparative study is utilized using the built-in INC-MPPT on the Tl evaluation
board asan illustrative reference to evaluate performance. Figure 3.20 (b) showsthe power
waveform calculated from a ten-minute portion of the test measurements for the
experimental setup running InC-MPPT. Waveforms show very high oscillations around
the MPP. The overall efficacy of the built-in INnC-MPPT was found to be in the range of
94.8-95.6% when accounting for measurement precision. Reported fully tuned InC-MPPT
performance within the literature is shown to be in the range of 97-98% [119, 122]. The
proposed ASC-MPPT power waveforms shown in Figure 3.20 (c), also demonstrate an
overall MPPT efficacy in the range of 95.8-96.6%. These efficacy results are illustrative
and could be improved upon by improving the fidelity of the model. The model presented
in this chapter solely considersfirst order circuit effects. Model fidelity of MPC has been
studied with a detailed parameter mismatch study performed [127]. A model parity of the
proposed sensorless current algorithm is also studied in detail to assess the fidelity of the
current observer model in comparison to the actual current sensor measurement [107].

Results illustrated in Figure 3.20 compare the performance of the proposed
algorithm with InC-MPPT. Figure 3.20 (a) and (b) generally show similarly effective
performance results. In INC-MPPT, Figure 3.20 (b) detail D, the measured power exhibits
high oscillations that have peaks closer to the theoretical MPP when compared to Figure
3.20 (a) detail A. The mean Inc-MPPT efficacy at 500 W/m? is 90.7%, while the mean
efficacy for ASC-MPPT is 88.8% at 500 W/m?. InC-MPPT shows higher oscillation than
ASC-MPPT, which is an inherent feature of any extremum seeking algorithm. ASC-

MPPT shows better settling timein comparison to InC-MPPT in response to step changes
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asis evident at points Figure 3.21 (a) detail A and Figure 3.21 (b) detail D. Figure 3.20
(b) detail Fand Figure 3.21 (b) detail E show that InC-MPPT exhibitsvigorous oscillations
at 1000 W/m? when compared to the ASC-MPPT (Figure 3.21 (a) detail B). Mean efficacy
of INC-MPPT at 1000 W/m?is 97.1%, and is 97.5% for ASC-MPPT. Figure 3.20 (b) detail
G and Figure 3.21 (b) detail F also shows a very long settling time, and an undershoot in
the INC-MPPT. While this phenomenon occurs in the ASC-MPPT, such as on Figure 3.21

(a) detail C, it isnot as pronounced.
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Figure 3.21 An experimental comparison based on hardware tests for the proposed ASC-MPPT in
comparison to Incremental Conductance (Inc) MPPT based on a step change test from irradiance 500
W/m? to 750 W/m? to 1000 W/m? and back to 750 W/m? then 500 W/m?. (a) Power waveform for the

experimental setup running the proposed ASC-MPPT algorithm. (b) Power waveform calculated from a
ten-minute portion of the test measurements for the experimental setup running Incremental conductance
MPPT. The waveform in () shows lower settling time, lower steady-steady error and less oscillations than

(b).

3.6.5. Resultsdiscussion
The impact temperature changes have on the module P-V characteristics occurs
over alonger timeinterval when compared to irradiance changes. Figure 3.22 is a contour
plot showing control effectiveness results for the proposed ASC-MPPT corresponding to
different temperature and insolation data as independent variables. According to Figure
3.22, the proposed algorithm shows a broad region of high efficacy operating conditions

when considering datain Figure 3.19.
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Figure 3.22 A contour plot showing control effectiveness results for the proposed ASC-MPPT
corresponding to different temperature and insolation data.
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Overall the proposed ASC-MPPT has shown similar performance to InC-MPPT
while achieving additional benefits. First, ASC-MPPT does not have the oscillations that
are inherent to the INC-MPPT algorithm due to the adaptive perturbation feature. ASC-
MPPT settles faster due to the predictive nature of MPC. ASC-MPPT does not use any
current sensor, making it ideal for hot temperatures, as higher temperature environments
do impact the sensor measurements, temperature drift [97, 98]. Additionaly, the
eliminated current sensor is a fundamental circuit component that is compensated for by

code, which has the potential of reducing the overall cost of the MPPT converter.

3.7. Implementation in a low cost microcontroller unit

MPC is a computationally intensive control algorithm as each state variable in the
system is evaluated for each of the possible control actuates. Adding to the complexity of
MPC is the multi-objective optimization of the penalty function. As such, plenty of

research on the areaof MPC in power electronicsimplement their algorithms on expensive
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platforms such as dSPACE and OPAL-RT. While such platforms are excellent rapid
prototyping platforms, they are expensive and may be impractical in product design. This
chapter demonstrated a cost-saving method of using MPC to eliminate a fundamental
hardware component in the MPPT converter, the current sensor. However, the rapid
prototyping platform, dSPACE used is expensive and not practical for such an application.

This section exploresthe use of alow-cost microcontroller unit (MCU) toillustrate
the MPC based sensorless current mode application proposed in this chapter. Experimental
results using the dSPACE 1106 and the TMS320F28379D MCU showing steady-state
performance and dynamic response are illustrated and compared. Comparative results

show the implemented M CU offers similar performance with dSPACE.

C ontmllerj

Figure 3.23 Implementation schema of the control algorithm.

The control algorithm demonstrated in Figure 3.4 and Figure 3.3 is presented in
Figure 3.23 in terms of the needed M CU hardware resources. The MPC based MPPT code
has been carried out in MATLAB function code blocks and is demonstrated in Appendix

A, Table A.1. The ADC and PWM blocks specific to dSPACE were connected to the
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function block code as is illustrated in Figure 3.23. The advantage of using the
MATLAB/Simulink platform is its ease of use. Matlab is generaly used by power
€l ectronics engineers and researchers which allows for collaboration and easier sharing of
knowledge. Furthermore, some MCUs, DSPs, FPGAs and dSPACE can be programmed
viaMATLAB by using code conversion environments. MATLAB uses Simulink Coder,
Embedded Coder and HDL Coder to convert Simulink models to any programming
language such as C and VHDL.

For example, using the code generation feature of MATLAB a compact relational
database (SDF) fileis created from the Simulink model that could be imported to dASPACE
Control Desk software to be implemented within the dSPACE environment. Another
example, Texas Instruments (T1) compiler, Code Composer Studio (CCS) is used within
the MATLAB environment to generate aprogramming filefor Tl digital signal processing
boards DSP. MATLAB converts the Simulink model to C language and CCS compiles
the codes for generating the programming file. Texas Instruments provides a special
embedded coder library for TI C2000 MCUs. Thelibrariesfor both the controllersinclude
hardware specifications such as ADC, PWM and logic 10. Figure 3.24 clarifies the
structure of the control software. The same control structure (Figure 3.23) is used for both

the controller by only changing special controller blocks (ADCs and PWM).
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Figure 3.24 Implementation schema of the control algorithm.

The control agorithm has been implemented on both dSPACE 1006 and DSP
TMS320f28379D MCU to compare the performance of the controllers. Figure 3.23 shows
the block schema of the implemented control algorithm. As seen from the figure, output
voltage and PV voltage are used as measured system parameters. The input current of the
converter is estimated and is used in the MPPT agorithm. The MPPT algorithm generates
areference voltage by depending on the maximum power point. MPC algorithm generates
adigital signal to control the converter by depending on the reference voltage. The average
value of the logic signal is calculated to obtain the duty ratio of the logic signa. The
control signal that has fixed frequency is obtained by applying the duty ratio to PWM
channdl.

Experimental results using the experimental setup in Table 3.3 for the dSPACE
implementation were shown in Figure 3.18. Experimenta using the TI DSP
implementation are as shown in Figure 3.25. Figure 3.25 (a) shows oscilloscope
waveforms of the experimental setup running the proposed ASC-MPPT algorithm for an
hour and ten minutes long portion of the EN50530 standardized test. PV voltage, PV

current, and load voltage do show the tracking throughout the timeframe of the test. The
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actual circuit operation power waveform cal culated for the experimental setup running the
proposed ASC-MPPT agorithm is shown in Figure 3.25 (b) and is compared to the
theoreticalk MPP curve. The resulting control efficacy of the proposed agorithm
throughout the portion of thetest is shown in Figure 3.25 (c). Upper and lower boundaries
are calculated by accounting for instrumentation precision. Results in Figure 3.18 and

Figure 3.25, in general, illustrate the viability of the low cost MCU implementation of the

MPC based MPPT agorithm.
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Figure 3.25 Portion of the EN 50530 standardized test applied to the experimental setup using TI C2000.
(a) Oscilloscope waveforms of the experimental setup running the proposed ASC-MPPT agorithm for an
hour and ten minutes long portion of the EN50530 standardized test. PV voltage, PV current and Load
voltage do show the tracking throughout the timeframe of the test. (b) Actual circuit operation power
waveform calculated for the experimental setup running the proposed ASC-MPPT algorithm and
compared to the theoretical MPP. (c) Control efficacy of the proposed algorithm throughout the portion of
the test. Upper and lower boundaries are calculated by accounting for instrumentation precision.

A closer performance comparison between the dSPACE implementation the low
cost MCU implementation based on TI C2000 include a step response as is shown in
Figure 3.26 and a ramp response as is shown in Figure 3.27. Some undershoot anomalies

are noted in Figure 3.27(a) at the 13" minute and Figure 3.27(b) at the 16" minute. Such
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anomalies are attributed to instrumentation errors. Overall the performance of the control

algorithm using low-cost MCU has not been compromised.
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Figure 3.26 An experimental comparison based on hardware tests for the proposed ASC-MPPT in
comparison to Incremental Conductance (Inc) MPPT based on a step change test from irradiance 500
W/m? to 750 W/m? to 1000 W/m? and back to 750 W/m? then 500 W/m?. (a) Power waveform for the

experimental setup running the proposed ASC-MPPT algorithm. (b) Power waveform calculated from a
ten-minute portion of the test measurements for the experimental setup running Incremental conductance
MPPT. The waveform in () shows lower settling time, lower steady-steady error and less oscillations than

(b).
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Figure 3.27 An experimental comparison based on hardware tests for the proposed ASC-MPPT in
comparison to Incremental Conductance (Inc) MPPT based on realistic NREL data. () Power waveform
for the experimental setup running the proposed ASC-MPPT agorithm. (b) Power waveform calculated

from aten-minute portion of the test measurements for the experimental setup running Incremental

conductance MPPT. The waveform in (a) shows lower settling time, lower steady-steady error and less
oscillations than (b).

As has been established in the previous section, ASC-MPPT does not use any
current sensor, making it ideal for hot temperatures, as higher temperature environments
do impact the sensor measurements, temperature drift [97, 98]. Additionally, the
eliminated current sensor is a fundamental circuit component that is compensated for by

code, which hasthe potential of reducing the overall cost of the MPPT converter. Previous
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results were demonstrated using a $30,000 rapid prototyping platform which is expensive
and impractical for mass production. This section demonstrated the same code
functionality and performance can be implemented on a $17 low-cost F28379D MCU.
Whilethis section demonstrated the general possibility of low cost implementation, further

engineering of the code could reduce the cost of the required MCU even further.

3.8. Conclusion

This chapter utilized the model-based framework of MPC to develop a MPPT
algorithm that eliminates the input-side current sensor in a PV application. The
implementation of MPC realizes the observer-based SCM being fundamentally model-
based design, expressed within the cost function. This chapter also utilized constrained
control and online auto-tuning of MPC to develop an adaptive perturbation MPPT to
reduce steady-state oscillation and improve dynamic performance. The contribution of this
chapter is that the observer model for the sensorless-current control and the adaptive
perturbation MPPT are incorporated directly into the MPC formulation. Eliminating the
current sensor, afundamental component of the circuit, can reduce the cost and improves
thereliability of the PV system especially when the system involves a cascaded or amulti-
level topology. The sensorless current tracking of the maximum power point, has been
shown to alleviate the temperature and aging drift of the sensor. In this chapter, the
experimental results of the proposed algorithm were presented and compared to other
well-known MPPT algorithms. The proposed algorithm showed good reference tracking
with a fast dynamic response and small ripple in steady-state. A study of parameter

mismatch has demonstrated that the model-based design functions at high efficacy within
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a wide mismatch range. A model parity study of the current surrogate model has shown
the fidelity of the proposed observer-based technique. Dynamic testing of the proposed
algorithm has shown fast-tracking and robustness to disturbance. Finally, the proposed
algorithm has been implemented on alow-cost microcontroller unit which presents a step

closer to wide-scale production.
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4. MAXIMUM POWER POINT TRACKING IN A GRID-INTERACTIVE INVERTER

—SUB-MULTILEVEL INVERTER*

4.1. Introduction

The purpose of this chapter is to demonstrate an application example of the
interaction between the proposed standalone MPPT algorithm in Chapter 3 with other
grid-interactive converters. One identified challenge in the area of MPPT is the partial
shading effects on the photovoltaic energy harvest. PV modules are typically connected
in series strings to increase their total voltage. However, factors like partial shading,
manufacturing variability, cell aging, and thermal gradients result in mismatch [129, 130].
Such factors cause the MPP algorithm to be stuck at a local MPP causing a hindered
system-level energy capture [129, 131]. There are many proposed remedies for the partial
shading problem, and the simplest is adding a bypass diode. Conventionally bypass diodes

are used in series-connected PV modules to allow for a current path around the shaded

*Part of the data reported in this chapter is reprinted with permission from “ Sensorless Current Model
Predictive Control for Maximum Power Point Tracking of Single-Phase subMultilevel Inverter for
Photovoltaic Systems” by M. Metry, S. Bayhan, M. B. Shadmand, R. S. Balog, and H. Abu-Rub, 2016.
Presented at the IEEE Energy Convers. Congr. and Expo. (ECCE), Milwaukee, W1, 18-22 Sep 2016, p.
1-8, Copyright © 2016 |IEEE

*Part of the datareported in this chapter is reprinted with permission from “Model Predictive Control for
PV Maximum Power Point Tracking of Single-Phase subMultilevel Inverter” by M. Metry, S. Bayhan,
R. S. Balog, and H. Abu Rub, 2016. Presented at the IEEE Power and Energy Conference at Illinois
(PECI), Hllinois, Urbana, Illinais, 2016, p. 1-6, Copyright © 2016 |IEEE

*Part of the data reported in this chapter is reprinted with permission from “An Effective Model
Predictive Control for Grid Connected Packed U Cells Multilevel Inverter” by M. Trabels, S. Bayhan,
M. Metry, H. Abu Rub, L. Ben-Brahim, and R. S. Balog, 2016. Presented at the |EEE Power and Energy
Conference at Illinois (PECI), lllinois, Urbana, Illinois, 2016, p. 1-6, Copyright © 2016 IEEE
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module; hence, increase the overall energy harvest. However, efficiency losses with
bypass diodes are considerably large [132].

Another approach is to use submodule integrated convertersasin [133] and [134].
Such an approach, Figure 4.1, allows the first stage converters to identify the MPP for
each module/submodul e separately. Without loss of generality, the submodulesin Figure
4.1 could also be PV modules or PV arrays. Such topology provides the advantage of
localized MPPT, increased reliability of the whole power system as the failure of one cell
won't cause the whole system to fail, and lower ratings for components[133]. Submodule

power processing significantly improves efficiency when compared to the bypass diode

approach [135].
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Figure 4.1 Submodule PV power processing for MPPT to reduce the effect of partial shading. The output
of the dc power optimizer stage is connected to a single-phase 7-level SMI.

The development and use of Multilevel Inverter (MI) topologies [136-138], such
as in Figure 4.1, with renewable energy sources such as wind, solar, and fuel-cell have
increased rapidly due to the rising demand for high power and medium voltage

applications. The MIs are an attractive aternative to the traditional inverters due to their
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high-quality output voltage, lower switching losses, less voltage stress on power switches,
and higher efficiency.

This chapter explores the use of a 7-level sub-multilevel inverter (sM1). The sMl
uses fewer switches than conventional multilevel inverters (M1), which ismore significant
at higher number of levels. The single-phase H-bridge inverter in the sSMI topology uses
the line frequency, which allows for lower switching losses when compared to
conventional Mls. Also, the 7-level output voltage is not affected by the mismatch in the
submodul e voltages for the dc optimizer, making it suitable for PV application.

The current control technigque of the sMI plays avital roleto guarantee the reliable
and efficient operation of the grid-connected generation systems. Traditionaly, a
proportional-integral (Pl) based cascaded control structure has been used. The use of
optimization-based MPC for current control improves the steady-state and transient
behavior of the system [139]. Moreover, system constraints and uncertainties can be
incorporated systematically into the MPC design in such a way that they are included in
the optimization problem formulation [116, 140].

This chapter is organized as follows:

Section 4.2 presents the background on the submultilevel inverter

Section 4.3 presents the background on the boost converter with detailed circuit analysis
Section 4.4 derives the MPC formulation

Section 4.5 presents simulation results including dynamic tests and real-time
implementation results

Section 4.6 concludes the contribution of this chapter.

77



4.2. Background on the sub-multilevel inverter
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Figure 4.2 The block diagram of single-phase 16-level SMI in a PV generation system.

4.2.1. Circuit analysis

Consider the 16-level sub-multilevel inverter topology in Figure 4.2. The switches
in the input stage S; — S;, are switched sequentially. Switches S; — S;, could be
bidirectional switches to alow 4-quadrant operation [141, 142]. For example, in the case
S, isturned on, while the other arms are turned off, the inverter voltage v, = Y28, vcp,
where n refers to the capacitor number asn € {1,16}. Let the switch being turned-on be
labeled S,,,, where m € {1,16}. The values for v;,,,, as the switches S, — S, are gated
sequentially, isvy,, = X8, v,. Let thelink voltage v;;,,, bethe sum of all the capacitor
voltages vyinx = 228, v, Assuming all the capacitor voltages are balanced, the inverter
voltage can bewritten asv;,,, = vy, /m. The 16-level input stageis capable of producing

the voltage levels, as shown in Figure 4.3.
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Figure 4.3 The output voltage levels produced by the 16-level input stage (v;,,,,) as afunction of the link
voltage (Vjink)-

The inverter H-bridge stage in Figure 4.2 allows for the generation of positive,

negative, and zero levels. In such case the output voltage v, iSv, = 4V, Vo = —Vinw

or v, = 0. The possible voltage level for the single-phase H-bridge is as shown in Table

4.1.
Table 4.1 Switching table for the single-phase H-bridge.
Q4 Q; Q3 Q4 Vo
0 0 1 1 0
1 0 0 1 +Vinw
0 1 1 0 —Vinw
1 1 0 0 0

The sMI is expandable to higher levels (i.e., 33-level). In this chapter, the control
of a7-level sMI isdiscussed to facilitate the detailed study of the system behavior. Without

loss of generality, the control formulation discussed in this chapter could be expanded to

any number of levels.
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Figure 4.4 The block diagram of single-phase 7-level SMI in aPV generation system.

The 7-level sub-multilevel inverter topology is illustrated in Figure 4.4. The
switchesin the input stage S; — S5 are switched sequentialy. In the case S; isturned on,
while the other arms are turned off, the inverter voltage v;,,, = Y.3_; vcn, Where n refers
to the capacitor number asn € {1,3}. Let the switch being turned-on belabeled S,,,, where
m € {1,3}. The values for v;,,,,, as the switches S; — S5 are gated sequentialy, is v;,, =
>3 i Ven- Let the link voltage vy;,,, be the sum of all the capacitor voltages v;;,,, =
X3 ven. Assuming all the capacitor voltages are balanced, the inverter voltage can be
written as v;,,, = v /m. The 7-level input stage and the H-bridge stage output voltage
v, IS capable of producing the voltage levels, as shown in Table 4.2, where ¢ denotes the

state number.
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Table 4.2 Switching table for the 7-level sMI.

N 15 15 |5 Q; Q- Qs Q4 Vinv Vo
1 0 0 1 1 0
2 1 0 0 1 +Vink
1/01]0 vy n
3 O 1 1 0 link —vlink
4 1 1 0 0 0
5 0 0 1 1 0
6 ol 1| 0L 0 0 1 | 2vnk | +2V)i0k /3
7 0 1 1 0 3 —2Vini/ 3
8 1 1 0 0 0
9 0 0 1 1 0
10 ol ol 1 1 0 0 1 | Vink | +vn/3
11 0 1 1 0 3 | —Vink/3
12 1 1 0 0 0
4.3. The boost converter
N
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l- \ 4 -+
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Figure 4.5 The block diagram of the boost converter.

4.3.1. Circuit analysis

Consider the boost converter in Figure 4.5. The load side is connected to some
variable €. The load expression ¢ could represent a resistive load, a battery, or another
power converter circuit. Discontinuous conduction mode (DCM) maximizestheripple PV
current; hence, the boost converter is analyzed in continuous conduction mode (CCM).
The state equations are derived based on the switching of the converter: when the switch

(Q,) isclosed (o = 1) and when the switch (Q,) isopen (¢ = 0) asisshownin Figure 4.6.
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The load model € could be aresistive load, and in this chapter is an estimated model of

the power conversion stage following the boost converter (SMI input stage).

ig e o i) = ‘”CTN) (4.50)
iZ:°(t) = C, d; m = (8) — () = i (D) — "Cn(t) (4.51)
vil(0) = d ' — = vpy() (4.52)

Vi) =L e = Vpy (£) — ven(t) (4.53)

nd

Figure 4.6 The boost converter configuration when Q,is turned on, c=1 (top), and when Q,is turned off,
=0 (bottom).

The discrete-time estimation of (4.50)-(4.53) in steady-state is found using the Euler
forward method for discretization.

(4.54)

o e 1) = (1= ) ven()

590k + 1) = an(k) + ( ) ven () (4.55)
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Tk + 1) = 1vpv(k) i1 () (4.56)

0k +1) = ’s vpv(k) % L ven(K) + i, (k) (4.57)
The inductor current can be exprmd in terms of the PV current and the PV

voltage as follows

dvpy (4.58)
dt
The discrete-time estimation of (4.58) in steady-state is found using the Euler backward

U () = ipy(t) — icin(t) = ipy(t) — Cin

method for discretization.

Cin
U (k) = ipy (k) — T (wpy (k) — vpy(k — 1)) (4.59)

In light of (4.59), (4.54) and (4.55) can be written as
5 e+ 1) = (1= 25 ) veal) (4.60)

T, Cin T,

58700+ 1) = im0 00 = 32 @y 00) = vy G = )]+ (1= ) ven ) (461)
Using equations (4.50) to(4.61) di rectly for MPPT implementation would require multiple
sensorsfor the PV voltage, PV current, and the output voltage. Without loss of generality,
the load expression ¢ in (4.50) to (4.61) could represent a model for any load-side

connected component, as discussed in [113, 114].

4.3.2. Steady-state averaging

The output voltage isrelated to the PV voltage, assuming a steady-state operation:

V to=
Ven = —~ , where D’ = 222 (4.62)
D’ T,

Relation (4.62) is applied to (4.60) and (4.61) to estimate the PV voltage at the next step,

assuming that the PV voltage remains constant throughout the sampling period Ts.
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Ts
o7 e+ 1) = D' (125 veah) (4.63)

o (4.64)

gk +1) = ~

n

iy 1) = 2 () = vy (e = D) + 0 (1= 25 ven 00
4.4. Developing the MPC formulation for the sub-multilevel inverter
4.4.1. MPC-based grid current controller

The switching table for the operation of switches for the 7-level sMI is as shown
in Table 4.2. To control 7-level sMI’s output current (i), a discrete-time model of the
grid-side is analyzed based on Figure 4.4. Based on Kirchhoff's voltage law, the
continuous-time expression for the output current (i,.) can be described by the following

equation

d .ac . .
§ o = 0y (0) = Ry (6) = e (1) (469
where v, isthe voltage generated by the 7-level input stage, R, isthe sum of the load and

ng (t) =L

filter resistances and L, is the sum of the load and filter inductances. Accordingly, the

discrete-time model for i, based on Euler's forward method can be obtained as

igc(k+1) = Z—Svo(k) - (1 - %) ige (k) — LT—Svac(k) (4.66)
g g g

where ch(k + 1) isthe predicted output current at the next sampling time. Note v, (k) can

be expressed by v, which is the voltage vector encompassing the seven possible voltage

levels from the input stage based on Table 4.2 and is written as

2Vink - ~2Viink Viink  ~Viink O]T (4.67)
3 3 3 3

The selection of the cost function isavital part of the MPC technique. The output

2 _
Vo —[0 Vimk ~Vimk 0 O

current cost function is defined as
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g1 = life(k + 1) = 78 (k + 1) (4.68)
where i;.(k + 1) is the reference output current, and Zf(k + 1) is the predicted output
current in the next step. The reference output current amplitude could be determined based

on the grid voltage amplitude and the PV side power, using the expression I;. =

Zi:“:fw. The frequency and phase shift of i’ are based on the frequency and phase

ac

shift of the grid voltage v,.(t). The reference phase shift of i;;,. could also be determined

using a PQ decoupling controller.

4.4.2. MPC-MPPT for PV side
4.4.2.1. MPC implementation to boost converter

The proposed ASC-MPPT algorithm, proposed in Chapter 3, uses an observer
model as a surrogate for the sensor measurement of current. Hence, the surrogate model
is an estimated variable in the form X¥(k) and can be written as ip, (k). This estimate is
used along with the measurements. v,y (k) and v, (k) to estimate the PV voltage state
variable, Up, (k + 1), a the next sampling time. The optimization process determines the

appropriate actuation that minimizes the cost function in (4.69).

min g, sefo,1} = |1~7gv(k +1)— U*PV.ref(k)|
T.
subject to 535 (k + 1) = D’ (1 - = )an(k) (4.69)

_=
n€
_ D'Ty[. C , T,
D70+ 1) = == iy (0) = 22 (0 (00) = v (k= )] + D' (1= =5 wen0)
n N n
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4.4.2.2. L oad model
Since the boost converter is connected to the input stage of the sM1, the load model
€ can be written in terms of grid voltage and current as follows

vt
g=—° (4.70)

Vac,rms lacrms

4.4.2.3. MPC based maximum power point tracking
Previously published work on MPC-MPPT relied on a paralel InC or P&O

agorithmto determine vpy, ... (k) in (4.68). Thesign of the expression Aipy, /Avpy isused

to determine the reference value vpy, .. (k) asis shownin (4.71).

. _ (vpy(k) — |4D],u <0 _ dpy(k) —ipy(k—1) (4.71)
Vpvrer (k) = {vpv(k) +1aplu>0 THET ) = v (k= 1)

where |A7D| is the perturbation size of the MPPT agorithm. The details on
obtaining an estimate for ip, and the details on estimating |A7| are explained in later
sections. Based on (4.71), the MPPT can be expressed within the MPC cost function, as

illustrated in (4.72).

Min gz gef0,1} = |ﬁgv(k +1)— U*PV.ref(k)|
T.
subject to 5851 (k + 1) = D’ (1 - CSE) ven (k)

n

(4.72)

!

D Ts . Cin Ts
POk + 1) = = i (00) = 72 (0 (00) = v e = )] + D (1= 25 ) ven()

n n
vpy (k) — |47, <0 f _ ipy(k) —ipy(k = 1)
_ orpu =
vpy (k) + 147,41 >0 vpy (k) — vpy(k — 1)

where, v py rer(k) = {

Vpy rer (k) is the MPPT reference. For this case, since there is only one penalty

function in the MPC cost function, the weight factor A=1.
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4.4.2.4. MPC based sensorless current mode

An observer model for the PV current can be obtained by analyzing the boost
converter (Figure 4.6) in continuous conduction mode during the two switching stateso €
{0,1}. Using Kirchhoff’s current law it can be observed that the PV current ip, (t) is
aways
dvpy (1) (4.73)

dt
Based on (4.50) and (4.51), the dc components of the inductor current is derived using the

iPV(t) = iLn(t) + iCin(t) = ip(t) +Cn

principle of capacitor charge balance [77]. During the first subinterval, the capacitor
supplies the load current, and the capacitor is partially discharged. During the second
subinterval, the inductor current supplies the load and, additionally recharges the
capacitor. The net change in capacitor charge over one switching period is found by
integrating i, (t) asfollows

T

f icn(t)dt = — <%) DT, + (1 — %) D'T, (4.74)

0

Collecting terms, and equating the results to zero, as the net current stored on a capacitor

in steady-state during the full period is zero, the steady-state results become

—%(D +D")+1,,D' =0 (4.75)

By noting that (D + D") = 1, and by solving for the inductor current dc component 1;,,

one obtains

_ Vc‘n r_ to=o (476)
Iin = D'e where D' = T

Equation (4.76) can be expressed in terms of the PV voltage as
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i = 22 where D’ = 2= (4.77)

As the change in PV current is relatively slower than the MPC sampling time, the

expression i;,, (t) can be approximated as

v
() = Iy = D/LZVS (478)
Substituting (4.78) into (4.73), one obtains
. V dvpy (1) 4.79
iy (8) = e+ Gy 00 (4.79)

The discrete-time estimation of (4.79) is obtained by using the Euler backward method for
discretization: o

4 Cin
Tpy (k) = D'szg + T [vpy(k + 1) — vpy ()] (4.80)

Therefore, (4.80) is used as a model for current, to eliminate the current sensor. SCM is
shown to be based on the model-based design principle, which integrates within the MPC

framework asin (4.81), and the processisillustrated in the block diagramin Figure 4.7.

min gz sef0,1} = |17gv(k +1) - U*Pv.ref(k)|
T,
subject to 5851 (k + 1) = D’ (1 - ng) ven ()

n

D'T.
95700 +1) = ——

n

[ipv(k) - %(Upv(k) —vpy(k — 1))] + D' (1 - Cfe) ven (k)

v (4.81)

D'%¢

Cin
ipy (k) = + T_s [vpy (k + 1) — vpy (k)]

vpy (k) — 49|, u<0 u= ipy (k) — ipy(k — 1)
vpy (k) + 40|, u>0 vpy (k) — vpy(k — 1)

where V*PV.ref (k) = {

2
D,
and &= C/ .
vaC,TmS I'aC,TmS

The current surrogate model is derived from within the converter discrete-time

model. The use of this sensorless current M PPT adds sizeabl e benefits for the cascaded dc
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optimizer illustrated in Figure 4.1. These benefits include reduced hardware cost and

improved reliability, especially so when considering 16-level sMl, asin Figure 4.2.

L
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2 |

Measurements |4 | Grid information

v % ]
r VP v (k) C n(k) r ac, rms Iac, s

MPC Cost Function
min g2,0€{0,1} = |ﬁgv e+ 1) =V pyzep (k)l

: - e Converter discrete time model
Subjccl to Ipy (k) = D,_z + ? [pr (k + 1) — VUpy (k)]
: £ s

_{er I.- i
» L
N |
I { + *
n| ( i V.
—="e | g

] Tg‘
5950k +1) =D (1 — ﬂ) e ()
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+ Cn' [im,(k) T (vpy (k) = vpy (k = 1))]

i _ v (K) = 4D, u<0 ipy(k) = ipy(k—1)
and Vi pyrer (K) = {vw(k) + 471> 0 Joru = S T o MPPT Reference i

Figure 4.7 The block diagram of the sensorless current MPPT algorithm applied to the boost converter.
The current surrogate model is derived from within the converter discrete-time model. The use of this
sensorless current MPPT adds sizeable benefits for the cascaded dc optimizer illustrated in Figure 4.1.
These benefits include reduced hardware cost and improved reliability, especially so when considering 16-
level sMI, asin Figure 4.2.
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4.4.3. Overall MPC framework for sM1

The overadl controller for the 7-level sMI is illustrated in the block diagram of
Figure 4.8. The grid-side cost function g, is based on (4.68), and the grid-side predictive
model is based on (4.66). The PV-side MPPT cost function g, is based on (4.81), and the

PV-side predictive model is based on (4.63), (4.64), and (4.80).

7-level Input Stage
v S

de Optimizer C} = v(‘I Q}

Single-Phase
H-Bridge Inverter
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PVI

Q
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‘:fw dec Optimizer C,‘z T Ve ]
| J i gsj
...... T + 4
l}fm dc Optimizer C3 —T Ves
inid | |'
[ 1 ——
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3 3 i
VPVH(k) 3 ‘-{//V('”(k) T & i f‘,c(k) Vm‘(k)
y A - v A
v k+1
MPC-based bv ( )r . o o Grid-Sid
sensorless current | V" py.rer (k) |PV-Side Cost| [ Gid-Side |7, (k + 1) L ke
MPPT ¥l Function ||CostFunction [€ Predictive
It Model
(nth cell) i) A
Model Predictive Controller

Figure 4.8 The block diagram of single-phase 7-level SMI in the PV generation system.

4.5. Simulation results

The SUNPOWER SPR-305-WHT is used as a PV module. In this ssmulation, an

array of six PVs are simulated. Two parallel-connected modules are connected to each of

thethree dc optimizer cellsof the 7-level sM1 in Figure4.8. The PV module characteristics
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per dc optimizer (two parallel PV modules) under standard test condition (STC: solar

irradiance = 1 kW/m2, cell temperature = 25 deg. C) isillustrated in Figure 4.9.

Array type: SunPower SPR-305-WHT; 1 series modules; 2 parallel strings
T T

1000 Wim?
§ 101750 W/m?
© 500 W/m?>
3 °[_ 250 wim? \
R N
o] 10 20 30 40 50 60 70

Voltage (V)

Power (W)

Voltage (V)

Figure 4.9 PV characteristics used in the simulation.

The control algorithm is implemented in Matlab/Simulink; the sampling time Ts
is 10 ps which corresponds to a sampling frequency of 100 kHz. This sampling time is
chosen based on the capability of the dSPACE DS1007 platform processor, which isused
for real-time implementation in this chapter. In a fixed step model predictive control,
unlike controllers with a pulse-width modulator, the switching signals are directly
manipulated. Thus the “switching frequency” can vary from one fixed sampling interval
to the next. The sampling frequency should be much higher than the switching frequency
to get a suitable performance controller, such as 20 times higher according to the
guidelines for accurate modeling of power electronics[124, 143]. For well-behaved MPC

systems, an “average switching frequency” could be estimated to offer some insightsinto
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the operation of other aspects of the system. In this paper, the sampling frequency is 100
kHz, which resultsin an average switching frequency of 5 kHz for the dc optimizer blocks.

Using Matlab/Simulink, the irradiance profile in Figure 4.10 was applied to the
PV-connected dc optimizers. The system is tested under two irradiance level changes.
Figure 4.11, Figure 4.12 and Figure 4.13 demonstrate the simulation results for current,
voltage, and power, respectively, of the proposed sensorless current MPC-based MPPT
algorithm. As shown in the figures, the performance of the sensorless current MPC-based
MPPT a gorithm tracked the expected maximum power (Figure 4.13). Steady-state current
ripplein Figure 4.11 is 1.5%, while voltage ripple in Figure 4.12 is 3.9%. The power plot
during the transient response, Figure 4.13, shows a settling time of 0.055 seconds. The
current injected to the grid, shown in Figure 4.14 during step change in solar irradiance,
shows grid current tracking of the reference current provided by the current MPC. The
total harmonic distortion (THD) of the grid current is 3.6%, Figure 4.15, which is within
the |EEE 519 recommended practice for harmonic control [144]. The 7-level voltage is

shown in Figure 4.16 for the output voltage, before filtering, of the SMI.

Irradiance
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Figure 4.10 Solar irradiance profile.
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Figure 4.11 PV current using SC-MPC-MPPT and the current ripple.
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Figure 4.12 PV voltage using SC-MPC-MPPT and the voltage ripple.
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Figure 4.13 PV power using SC-MPC-MPPT and a zoomed-in plot of the PV power during transient step
response.
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Figure 4.14 The response of the current fed to the grid by sM1 to step-change in solar irradiance level.
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Figure 4.15 Total harmonic distortion in current fed to grid by sMl.
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Figure 4.16 The output voltage of the sMI before the inductive filter.

Using the dSPACE DS1007 platform, the proposed MPPT controller was
implemented in real-time, a step change response to solar irradiance level was applied to
the system. The stability and fast dynamic response of the SC-MPC-MPPT to step-change
in solar irradiance level from 500 W/m? to 750 W/m? were verified as in Figure 4.17.
Figure 4.17 also shows zoomed-in plots of the steady-state performance at 750 W/m? of
the proposed technique. The oscillation around MPP for PV voltage and the current was

observed to be 4.2% and 2.3%, respectively.
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Figure 4.17 PV current and voltage under step change in solar irradiance level, along with zoomed-in plots
of the ripples. Both the current and voltage track the MPP reference.

4.6. Conclusion

This chapter looked into the application of the sensorless current MPPT agorithm
within submodule PV power processing. The topology of the sub-multilevel inverter was
considered asit usesless number of switches than conventional multilevel inverters (Ml),
which is noticeable at larger number of levels. The single-phase H-bridge inverter in the
sMI topology uses the line frequency, which allows for lower switching losses when
compared to conventional MlIs. Also, the 7-level output voltage is not affected by the
mismatch in the submodule voltages for the dc optimizer, making it suitable for the
application in this chapter. This chapter demonstrated an MPC framework for both the
MPPT controller for the cascaded dc optimizers and the inverter side grid current
controller. The use of the developed sensorless current MPPT in this chapter for the

cascaded dc power optimizers proved advantageous as a current sensor was eliminated for
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each dc/dc converter. The topology running the proposed controller was presented, and
the performance met the IEEE standards. The proposed controller for the sMl is

extendable to higher levels (i.e., 16-level or 33-level).
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5. MAXIMUM POWER POINT TRACKING IN A GRID-INTERACTIVE INVERTER

— QUASI-Z-SOURCE INVERTER*

5.1. Introduction

This chapter demonstrates an application example of the interaction between the
proposed standalone MPPT agorithmsin Chapter 3 with other grid-interactive converters.
To comply with present ac grid standards, an inverter stage is used after the MPPT dc-dc
converter to convert the voltage and current from dc to ac. This means that the PV power
is passed through a two-stage system to be delivered to the grid, which can impose
efficiency and integration issues, and increase the cost of the system [27]. The Z-source
inverter (ZSl) is capable of overcoming this limitation as it can adjust the voltage level
and invert the power in asingle-stage [145] as shownin Figure 5.1. But whilethe ZS| can
handle the wide voltage variation associated with PV, it also draws current
discontinuously [146]. This aspect of the ZSI creates a problem for the PV array, which
needs a constant output path for its dc current to avoid shortening its lifetime [147]. The
quasi-ZSI (gZSl) is amodification of the ZSI which draws continuous dc current, which
meets this criterion without the need for extrafiltering capacitors[148]. The gZSI handles
both the wide input voltage range and avoids current discontinuity in the PV modules

[149].

*Part of the data reported in this chapter is reprinted with permission from “Model Predictive Control for
Maximum Power Point Tracking of Quasi-Z-Source Inverter Based Grid-Tied Photovoltaic Power
System” by M. Metry, Y. Liu, R. S. Balog, and H. Abu-Rub, 2016. Presented at the |EEE Int. Symp. on
Ind. Electron., Edinburgh, Scotland, UK, 19-21 Jun 2017, p. 1-6, Copyright © 2017 |EEE
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Figure 5.1 Known grid interactive PV systems (left) are comprised of multiple stage power processing
which impacts system efficiency. The qZSI (right) is capable of both power conditioning of the PV input
and grid current injection to the grid.

This chapter illustrates an approach to integrating MPC based MPPT controllers
within the existing control loop of athree-phase grid-connected gZSI [150]. The topol ogy
of gZSl has an inherent advantage that allows two different control objectives to be
achieved simultaneously. The use of an MPC-based MPPT controller reduces the settling
time and significantly reduces steady-state ripple.

This chapter is organized as follows:

Section 5.2 presents the background on the quasi-Z-source inverter
Section 5.3 derives the MPC formulation
Section 5.4 presents simulation results including dynamic tests

Section 5.5 concludes the contribution of this chapter.
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5.2. Background on the quasi-Z-sour ce inverter topology

':rr-"ﬂ' 1!”6(
oy S S, :
1 Jﬂ@ jkj} Grid

Figure 5.2 Three-phase grid-connected quasi-Z-source inverter topology for PV application.

5.2.1. Circuit analysis

Figure 5.4 Analysis of qZSl in overlap mode.

Consider the gZSlI topology in Figure 5.2, the gZSI operates in two main modes.
The first mode corresponds to the period of non-overlap when current flows from the PV
module, through the inverter bridge, to the ac output. The second mode involves the

conduction overlap of two transistors on the same phase leg of the inverter bridge. This
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restricts the input current to the LC network within the gZSl, but provides voltage boost.
Taking a closer look at non-overlap mode, Figure 5.3 shows the equivalent circuit with
the conducting diode shorted out and current i, representing the current from the gZSl
into the inverter bridge leg. Relevant equations of analyzing the non-overlap mode are

[149, 151, 152]:

v (8) = Vpy —Vex (5.82)
ica(t) = ipa — lpy (5.83)
ic2(t) =iz — lpy (5.84)

During overlap mode, Figure 5.4, ashort-circuit path allows capacitor C; to charge
inductor L,. At the same time, the input voltage source, Vp,,, and capacitor C, charge L,.

Relevant equations of analyzing overlap mode are:

V1 () = Vpy + Ve (5.85)
ic1(t) = —ip, (5.86)
icz(t) = —ips (5.87)

Further analysis leads to the following relations:

i1 =iy = ipy (5-88)
Ve _ o op (5.89)
Upn
Vpy = V1~ V2 (5.90)

where D isthe overlap period proportion to the sampling period T.
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5.3. Developing the MPC formulation

The block diagram of the proposed gZSI control strategy is shown in Figure 5.6.
The control algorithm is divided into two segments: first, the PV generation system that
uses MPC-MPPT algorithm to determine the appropriate overlap period required to
operate at MPP. Second is the grid-side active-reactive power control, so-called PQ
decoupling control, to ensure unity power factor integration into the grid. The active power
reference is determined by the MPC-MPPT. Then the PV power delivered to the grid is
achieved through regulating the modulation signals, which are fed along with the overlap
duty cycle, D, to a simple boost PWM that determines the switching state for the six
inverter switches. The focus of this chapter is on the integration of the MPC based MPPT
method with the gZSI existing controllers. MPC based PQ decoupling has been explained
in[153] In other words, MPC-MPPT determinesthe overlap period, D, while the grid-side
PQ decoupling control determines the modulation index, M (Figure 5.5).

2 Degrees of Freedom

Z-Source Converter V¥ H-Bridge ‘:
ke H — 0
CI\ ;‘ . E: Inverten :
L ! ey : :
) oyt —9 *
2 2 TN S Sy S
o YV bl ] ] i |
= k + N 7 :: - e Vae
- ‘ L]
i - + o ! Filter
Z — ¥ FN " :
™ o L s, o : s
E - : :E 1 "Kl} jK\}: Grid
", :
M - '
D: Shoot through (Overlap) Period ::\l: Modulation Index}
MPPT Control Grid-Side Control

Figure 5.5 MPC-MPPT determines the overlap period, while the grid-side PQ decoupling control
determines the modulation index, M. The advantage of qZSI topology isits single-stage power processing
of PV systems. The single-power processing is made possible as the control of agZSl has two degrees of

freedom.
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5.3.1. MPC-MPPT for PV side

MPPT isused to ensure the maximum avail able solar energy harnessfrom the solar
module [115, 154, 155]. MPPT algorithm, using predicted values from model equations,
determinesthereference current for the cost function, which determinesthe next switching
state. The prediction is based upon minimizing the cost function g, illustrated in Figure
5.6, so as the switching state (plant 1: non-overlap mode or plant 2: overlap mode) that
results in the suitable control actuation is selected. The inputs to the predictive controller
are the PV voltage, PV current, and capacitor voltages.

The discrete-time set of equations enables the behavior of the system in response
to the selected control actuation to be predicted for the next sampling time k+1. The
proposed methodology is based on the fact that the slope of the PV array power curveis
zero at the predicted MPP, positive on the left, and negative on the right of the predicted
MPP.

The discrete-time voltage and current set of equations for the gZSI, in non-overlap
mode (o = 1) arebased on (5.82), (5.83), (5.84) and (5.88), and are given by (5.91), (5.92)
and (5.93). In overlap mode (¢ = 0), relations are based on (5.85), (5.86), (5.87) and

(5.88), and are given by (5.94), (5.95) and (5.96).

ipy(k+1) = M(DT) + ipy (k) (5.91)
vy (k+1) = M (DT) + vy (k) (5.92)
vea(k+1) = M (DT) + v, (k) (5.93)
iy (e + 1) = 2220V g e (5.94)

Ly
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ipv(k)c— v o o (5.95)

=i ® (5.96)

ver(k+1) =

v (k+1) =
Since D represents the average time for the overlap mode, it can be replaced by the
switching state in the average model during operation of MPC-MPPT. The average PV
voltage and current models are necessary for the cost function and are based on (5.90) to

(5.9):

S 1-S
iy 1) = iy () + 0y () = 2 00) 7=+ (o ) + 2 (0D = (597)

tpy(k) —ipn(k)  ipy(K) — ipn (k) + vy (K) (5.98)

Upv(k+1) = vCl(k+ 1)_UC2(k+1) = C C
1 2

The predicted PV voltage and current are used to determine the d-axis reference
current, as shown in Figure 5.6. Now after determination of the reference current and the
predicted PV current, the cost function subject to minimization can be obtained as follows

Ioeto,1}y = [lpvyeony (K +1) = Leppy(k +1) (5.99)

where g € {0,1} presents the switching state.

5.3.2. Grid-side PQ decoupling control

The predicted active power reference Prer-pv (k+1), obtained from the MPC-MPPT
algorithm using the predicted voltage and current values, is then used to obtain the d-axis
current reference id” through ia =(2/3)Prer-pv/va; meanwhile, the iq is set to zero to have
unity power factor. As shown in Fig. 3, the three-phase actual grid voltage vanc and grid-

tie current ianc are transferred to the two-phase rotating coordinates in d and g components,
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respectively. The Phase-Locked Loop (PLL) isapplied to obtain the phase of grid voltage,
in order to make the grid-tie current in phase with the grid voltage.

The error between the reference and actual currents going through the
proportional-integral (Pl) controller determines the voltage references ud” and ug” ind and
g components. Then, through the dg-abc transformation, the voltage references ua’, o,
and uc” in per unit value and the overlap duty cycle from the proposed MPC-MPPT are

applied to generate gate drive signals by the simple boost control of the gZSl.

5.3.3. Overall controller
The MPC based MPPT controller isintegrated within the gZSI as shown in Figure
5.6. The predictive model for the PV side controller is shown in (5.97) and (5.98). The

cost function for the PV side controller is shown in (5.99).
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Figure 5.6 The control block diagram of three-phase qZSl in PV generation system.

5.4. Simulation results

In theinvestigations, the SUNPOWER SPR-305-WHT isused as PV module. Two
modules are connected in parallel under standard test condition (STC: solar irradiance =
1 kW/m?, cell temperature = 25 deg. C). The control algorithm is simulated using
Matlab/Simulink software; the sampling time Tsis 10 ps, which corresponds to asampling
frequency of 100 kHz. In a fixed-step model predictive control unlike controllers with
pulse-width modulator, the switching signals are directly generated, thus the “switching
frequency” can vary from onefixed sampling internal to the next. The sampling frequency
should be much higher than the switching frequency in order to get good performance
controller, such as 20 times higher according to the guidelines for accurate modeling of

power electronics [124, 143]. For well-behaved MPC systems, we can compute an
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“average switching frequency”, which may offer some insights into the operation of other
aspects of the system. In this paper, the sampling frequency is 100 kHz, which resultsin
an average switching frequency of 5 kHz.

Table 5.1 Simulation parameters of the gZSl system

Parameter Value
PV power at 750 W/m? 4000 W
Capacitors (Ci1& Cy) 470 uF
Inductors (L1 & Ly) 500pH
Nominal frequency (fo) 50 Hz
Average Switching Freguency 5kHz
RMS grid ph-ph voltage 208V
Sampling time (Ty) 10 s

System parameters are as shown in Table 5.1. Three-phase qZSI was connected to
two parallel strings of 10 arrays of PVsin simulation and a step change in irradiance was
applied once for the gZSI with P& O MPPT and again for the gZSI with MPC-MPPT. The
comparison of performanceisas shownin Figure5.7. The PV current, voltage and power
of the MPC-MPPT in Figure 5.7 (d), (e) and (f) has a smaller settling time, alower ripple
and smaller steady state error than the PV current, voltage and power of the P& O MPPT
in Figure 5.7 (a), (b) and (c). The transient effect on grid current is as shown in Figure 5.7
(9). A zoomed-in plot of the grid current at steady state is shown in Figure 5.7 (h). The
total harmonic distortion in the grid current is 1.16% as shown in Figure 5.7 (i), this meets

with the IEEE 519 standard [144].
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5.5. Conclusion

This chapter illustrated an approach to integrating MPC based MPPT controllers
within the existing control loop of a three-phase grid-connected qZSI. The topology of
gZSl has an inherent advantage that allows two different control objectivesto be achieved
simultaneously. Such an advantage, in turn, eliminates the need for two-stage power
processing for PV applications. The use of an MPC-based MPPT controller reduces the
settling time and significantly reduces steady-state ripple. The results of the gZSI running

the proposed controller presented complied with |EEE standards.
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6. DOUBLE-FREQUENCY POWER RIPPLE CONTROLLER*

6.1. Introduction

Rooftop solar and utility-scale photovoltaic (PV) installations are becoming very
popular, which made it necessary to produce highly efficient and low-cost single-phase
inverters. Single-phase grid-tied inverters have a characteristic double frequency power
ripple. This low-frequency ripple could negatively impact the maximum power point
tracking (MPPT) of the converter and reduce energy harvested from the PV source [127].

A capacitor is designed at the dc bus to filter out this double frequency ripple.
However, since therippleis double the grid frequency (100-120 Hz), which isarelatively
low cutoff frequency compared to the inverter switching frequency, the bus capacitor
ought to be of large value. Such huge capacitance is usually made available by el ectrolytic
capacitors, which suffer in terms of reliability [156].

Power decoupling techniques have been of interest in the literature, and some are
discussed in [157]. Active filtering techniques are discussed widely because they are
known to handle a larger amount of ripple by redirecting the ripple power flow through
another circuit [158-164]. One of the active filtering techniques, the ripple-port module
integrated inverter (RP-MI1), isproposed in [162-164]. Theripple port is essentially an H-
bridge that is attached to the link capacitor and is modulated with pulse width modulation

(PWM). Such a ripple port integrated inverter provides the advantage of significantly

*Part of the data reported in this chapter is reprinted with permission from “A Hill-Climbing
Optimization Approach for Closed-Loop Auto-Tuning of the Grid-Connected Ripple-Port Inverters’ by
M. Metry, M. Kim, and R. S. Balog, 2019. Presented at the |EEE Int. Conf. on Power Electron. — ECCE
Asia (ICPE 2019-ECCE Asia), Busan, Korea, 27-30 May 2019, p. 1-6, Copyright © 2019 IEEE
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reducing the amount of maximum voltage and the maximum power that the dc-link
capacitor hasto store. Hence, the capacitor size required to regulate the double frequency
ripple to the desired percentage is reduced. Henceforth, the link capacitor employed can
be ahigh-reliability ceramic capacitor instead of the short-life electrolytic capacitors. This
argument is well established with reliability assessments, experimental setups and
minimum energy capacitance requirements explained in [158] and [159]. In [160], this
ripple port isimplemented on a power factor correction (PFC) rectifier.

These papers, however, do not discuss all the factors that affect the effectiveness
of the ripple port inverter, such as changes in grid dynamics, and ac filter and the ripple
port LC filter phase angle. Also, these references do not provide a closed-loop controller
that guarantees continuous ripple cancellation throughout the circuit's operation.
Designing a closed-loop controller for the RP-MII using PID controllers proves
challenging for multiple control loops concurrently; i.e. grid current injection, power
quality regulation, dc-link voltage regulation, and maximum power point tracking.

This chapter provides a mathematical formulation of the different factors that
affect the ripple port inverter tuning. This chapter also presents a closed-loop framework
based on model predictive control (MPC) to automatically tune the ripple port inverter to
minimize the dc-link dual-frequency ripple. Using the multi-objective optimization of
MPC, it is demonstrated that the RP-MI1 achieves low dc-link voltage ripple while using
small dc-link capacitor values, while the grid current is regulated [165].

This chapter is organized as follows:

Section 6.2 presents the background on the ripple port microinverter
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Section 6.3 demonstrates the motivation for the closed-loop controller of the ripple port
Section 6.4 derives the MPC formulation
Section 6.5 presents simulation results including dynamic tests

Section 6.6 concludes the contribution of this chapter.

6.2. Background on theripple port microinverter topology

Flyback Converter Inverter H-Bridge

Snubber
circuit

DC —

—_—

Source de

Grid

Ripple Port H-Bridge

Figure 6.1 Ripple port circuit schematic.

The equations for the ripple port for a single-phase grid-tied inverter, shown in
Figure 3.3, were discussed in [162] and [163]. This section aims to provide a more in-
depth formulation of the concept developed in those papers. For example. [162] and [163]
do not show thelink capacitor value that isrequired by the topology. Also, [162] and [163]
neither discuss the effect the LC filter has on the ripple cancellation nor the phase delay

of the output current. Therefore, in this chapter, new equations, which can help the user
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understand the ripple port behavior more clearly, are discussed. The instantaneous output
power can be represented by an arbitrary displacement power factor with voltage and
current phase angles, 6,,, and 0, respectively.
v, = Vycos(wt—06,4) (6.100)
iy = Iycos(wt — 6;5) (6.101)

Vi Vi 6.102
bg = %cos(@vg —6ig) + %COS(Z‘U’: — Opg + Oiy) ( )

Assuming the amplitude change of the LC filter is negligible, only the phase shift

of the voltage (6,, — 6,,4) and the phase shift of the current, (6;, — 6;,) are considered.

The output power before the LC filter can be written as

v, = Vycos(wt — 6,,) (6.103)
i = Iycos(wt — 6;,) (6.104)
bo = %Zﬁcos(evo —6;) + %cos(Zwt — 6y — 6i5) (6.105)
dc power is supplied by power source, so the dc part of p, is Py.. Therefore,
(6.106)

V.1
Pye = %COS(QUO —6i)

The ac part of p, should be filtered by the ripple port capacitor. Whereas, the ripple port
adds some phase angle 6,.,,, assuming the ripple port inductor value is much smaller than

that of the capacitor, the power in theripple port is

Veq = Vea cOS(wt + 6,) (6.107)
irpra = WCqVeasin(wt + O,,) (6.108)
_ WC,yVeg? (6.109)

sin(2wt + 26,,)
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where the subscript d refers to the decoupling ripple port, pq4, refers to the ripple port
power, and v, iSthe voltage across the ripple port capacitor.
The ac part of p, should be the same as the ripple port power and the power in the

dc-link capacitor Cy;y, - Therefore,
Po = Pac = Dca + Detink (6.110)

(6.111)

V1 wCyVea®
%cos(Zwt —6,, — 0;,) = — d-cd

sin(2wt + 26,,) + Peink

where p¢ in refers to the instantaneous power across the de-link capacitor Cy. Thus, 6.,

can be determined from equation (6.112)

COS(Z(’)t - 9170 - Qio) = —Sin(Zwt + Zerp) (6112)
20t = Oyo — B = 2wt + 26, + T/ (6.113)
o _ B 6 T (6.114)

P 2 2 4

From (6.111) and (6.114),

’V I
Vea = wg_CZ + ripple voltage on Cyjpy (6.115)

the maximum voltage ripple amplitude at Cyjpx 1S AV}in- Thus, the ripple value on Vg,

can be estimated from equation (6.115)

A /VI 6.116
oGy~ Wiink <Voa < [+ MW (6.116)

The amplitude of the voltage ripple at the link capacitor is determined by this equation
__ Pac (6.117)
AV = WVacCrink

Therefore, from equation (6.116) and (6.117), the maximum voltage at the ripple port is
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Volg — Pac <V < Vg[g+ Pac (6.118)
wCi WVl %7 JwCa " @VaeCrink

6.3. The motivation for a closed-loop controller for ripple port

Factors that change the grid-tied inverter characteristics during operation are
various, as outlined in the formulation of the previous section. These factors include grid
dynamics, filter phase shift, and the H-bridge switching action. Since the RP-MI1 operates
in an open-loop asin [162] and [163], such factors are not accounted for, which could lead
to suboptimal performance. The main objective of the closed-loop controller of the RP-
MII isto minimize the dual-frequency ripple on the dc-link capacitor. The challenge with
designing the controller is for the commutation to be done precisely to reduce the double
frequency ripple without impacting other performance measures — power factor (PF) and

total harmonic distortion (THD).

6.3.1. Parametric sweep study

One way to quantify this dc-link voltage ripple isto use arectifier figure of merit:
Form Factor (FF), which is defined as the RM S value of the signal divided by its average
value [60]. In this chapter, however, the inverse FF is used and is defined as in (6.119),
whereas FF~1 isavaluein the set (0,1]. The objective of the controller is to achieve the
ideal FF~1 = 1. Without loss of generality, if the grid voltage is distorted (e.g. a third-

harmonic distortion), the objective of the controller is simply to maximize the FF~1term.

pp-1 = Javede (6.119)

VRMS,dC
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To develop a better understanding of the characteristics of the ripple port FF~1
related to the phase angle and modulation index, a full parametric sweep was performed
asin Figure 6.2. The parametric sweep was performed on the modul ation index, and phase
angle of apulse-width modulated H-bridge inverter. The objectiveisto determine whether
the combination of modulation index (Mod(k)) and phase angle (Ang(k)) within the
ripple port generate a unique extremum at which the dc-link voltage ripple (Vi) iS
minimized. Hence, the ripple port inverter Mod (k) is varied from 0.1 to 0.7 and the
inverter Ang(k) is varied from 30 to 60 degrees. Figure 6.2(a) and (b) indicate the
presence of aglobal minimum point at which the capacitor link voltagerippleis minimized
to 2% at a modulation index of 0.38 and a phase angle of 49 degrees. Such a result was
achieved by manually tuning ripple port parameters without the addition of any bulky

capacitors at the dc link.
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Figure 6.2 Full parametric sweep. () Ripple Port Inverter Parameter sweep contour plot with modulation
index varied from 0.1 to 0.7, and the inverter phase angle varied from 30 to 60 degrees. (b) Zoomed in
Ripple Port Inverter Parameter sweep contour plot with modulation index varied from 0.36 to 0.4, and the
inverter phase angle varied from 48 to 50 degrees. This parametric sweep indicates the presence of a
global minimum point at which the capacitor link voltage ripple is minimized to 2% at a modulation index
of 0.38 and a phase angle of 49 degrees.
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The conclusion is drawn from Figure 6.2 (a) and (b) indicates that an extremum-
seeking/hill-climbing algorithm can be used to locate the set [Mod (k), Ang (k)] a which
the V, ;. ripple is minimized (FF~! is maximized). Such a conclusion indicates that the

RP-MII control characteristics are convex in nature.

6.3.2. Modulator based closed-loop controller based on the hill-climbing algorithm

A modulator based closed-loop controller isdevel oped based on extremum seeking
algorithm using the form factor of the dc-link voltage as a control variable. Based on

Figure 6.1, the FF~1 for V,;,,;, is calculated as

FF_l(k) _ VLink,ave (6120)

Link,RMS

Then the difference between the present value FF~1(k) and the previous step value

FF~1(k — 1) iscalculated as

AFF = FF~Y(k) — FF'(k — 1) (6.121)
The objective of thisalgorithmisto maximize FF~1 (k). Hence, if AFF isanegativevalue,
then Mod(k — 1) and Ang(k — 1) areincremented by some small valueAMod and AAng
respectively. Otherwise, they are decremented. The resulting [Mod(k), Ang(k)] set is
then used to generate the reference signals for the ripple port H-bridge controller. This

algorithmis based on the hill-climbing optimization method and is as shownin Figure 6.3.
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Figure 6.3 Closed-loop hill-climbing based auto-tuning algorithm for the ripple port configuration to
achieve a double frequency ripple cancellation.

The proposed closed-loop control scheme for the ripple-port H-bridge inverter is
distinct from the grid-tied H-bridge inverter. In other words, the grid-tied H-bridge
inverter has its own traditional active-reactive power control, so called PQ decoupling
control, to ensure unity power factor integration into the grid. And the ripple port H-bridge

inverter, has the hill-climing based controller described in Figure 6.3.
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6.3.3. Simulation results of the modulator based control algorithm

A 100 W system system was simulated on Matlab-Simulink to verify the validity

of the proposed controller. The component values are displayed in Table 6.1.

Table 6.1 Simulation parameters of the modul ator-based controller.

Parameter \Value

dc Link capacitor voltage (Ciink) [16.4 UF

Ripple port inductor (Lq) 30 uH

Ripple port capacitor (Cy) 140 pF

LCL filter values 200 puH
5 UF

dc input voltage (V) 20V

ac grid voltage (V) 24 Vrus

Input inductor (L) 100 uH

Boost converter switching 100 kHz

frequency

Inverter switching frequency 20 kHz

Figure 6.4 demonstrates the voltage ripple of the link capacitor before and after
turning-on the ripple port closed-loop controller. Before activating the ripple port
controller, the amplitude of the double frequency ripple on the link capacitor voltage is
13.5% of the dc voltage. The ripple port controller is activated at time equals one second
and the amplitude of the rippleisfound to be reduced to 4%. This means that C;,,; can be
made 3.4 times smaller than its original size as is shown in (6.117) using the proposed
closed-loop ripple port controller. The settling time was found to be 1.1 seconds. The
present step size used to obtain the resultsin Figure 6.4 for the modulation index controller
is AMod = 0.008 and that of the phase angle is AAng = 0.02. By further tuning of the

controller step-size, ripple performance can be further improved.
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Figure 6.4 Link capacitor voltage response to turning-on the ripple port and its proposed closed loop at
time equals 1s. The magnitude of the voltage ripple of the link voltage has gone down from 13.5% to 4%
as aresult of the hill-climbing auto-tuning algorithm applied on the ripple port. By further tuning of the
controller step-size, ripple performance can be further improved. The present step size for the modulation
index controller isAMod = 0.008 and that of the phase angleisAAng = 0.02.

Figure 6.5 shows the modulation index (Mod (k)) and the phase angle (Ang(k))
of the ripple port controller and the resulting inverse form factor (FF~1(k)) during the
auto-tuning process. Figure 6.5 (a) shows that in steady-state, Mod (k) converges to a
value around 0.39. Similarly Figure 6.5 (b) shows that Ang(k) converges to a value
around 48.3 degrees. These values are very close to the global minimum voltage ripple set
of [Mod(k),Ang(k)] =[0.38,49] that was shown in Figure 6.2. Generally the
oscillations observed in Figure 6.5 (a) and (b) are attributed to the inherent extremum-
seeking behavior of the hill-climbing algorithm. Figure 6.5 (c) indicates that after turning-
on theripple port controller, V,,. 4. Of thelink capacitor becomes much closer to Vs ac
which indicates a significant reduction in the double frequency ripple on the dc link

capacitor.
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Figure 6.5 Auto-tuning of the ripple-port parameters: modulation index and phase angle, and the resultant
inverse form factor of the dc-link voltage. (a) The auto-tuning of the modulation index by the hill-climbing
algorithm. (b) The auto-tuning of the phase angle by the hill-climbing agorithm. (c) Theinverse form
factor (Vav/Vims) Of the de-link voltage has approached a value much closer to theideal “1”. The observed
oscillation is due to the inherent extremum-seeking behavior of the hill-climbing algorithm.

Figure 6.6 illustrates the grid side voltage and current. Grid side voltage and
current are in-phase before and after the turning on of the closed-loop ripple port inverter
controller. Thisindicatesthat the unity power factor is maintained before and after turning
on the ripple port controller. The total harmonic distortion in the grid current was found
to be 2.4% after the closed-loop controller was activated, which isin compliance with the

|EEE 519 recommended practice for harmonic control [144].
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Figure 6.6 Grid side voltage and current are in-phase before and after the turning on of the closed-loop
ripple port inverter controller. This indicates that unity power factor is maintained before and after turning
on theripple port controller. The total harmonic distortion in the grid current was found to be 2.4% after
the closed loop controller was activated.

The voltage on the ripple port filter capacitor (Vcd) during its operation relative to
the dc input voltage (Vac) and grid ac voltage (Vac) is shown in Figure 6.7. The ripple port
capacitor voltage, V4, isonly visiblewhen theripple port controller isactivated. The phase
shift between Vca and Vac is determined by the hill-climbing closed-loop controller of the

ripple port (Ang(k)).
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Figure 6.7 The voltage on the ripple port filter capacitor (Vcq) during its operation relative to the dc input
voltage (V) and grid ac voltage (Vac). The phase shift between Vg and Ve is determined by the hill-
climbing closed-loop controller of the ripple port.
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6.3.4. Results discussion — motivation for MPC regulator

The presented modulator-based closed-loop controller for the ripple-port circuit
has been shown to converge to some value within a convex optimization problem. As can
be observed when comparing Figure 6.4 to Figure 6.2(b), the 4% voltage ripple value was
not necessarily the lowest link voltage ripple attainable. This observation could
foreseeably be partly mitigated by further tuning of the controller parameters. More
importantly, such observation presents an inherent flaw in the presented control algorithm.
The presented controller is made of two autonomous controllers, each with a distinct
control objective. The first controller has the objective of controlling the grid current
injection, a PQ decoupling controller. The second controller is a double frequency
regulator. Meeting each of these distinct objectives is a convex optimization problem
where each objective has a different set of solutions that may or may not be identical.
Additionally, the suggested modulator-based dc-link voltage controller demonstrates an
overdetermined control problem in which the modulation index and phase angle are two
tunable inputs for one control variable, the dc-link voltage. An overall modulator-based

controller for the RP-MII can be illustrated in Figure 6.8.
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Figure 6.8 Block diagram of the modulator based closed loop controller of the RP-MII. As can be noted,
two major loops are displayed: the PQ decoupling controller for the grid side and the dc link voltage ripple
loop for the ripple port. More sophisticated controllers on the gird-side have adc link voltage regul ator
loop embedded in the grid-side loop. The hill-climbing agorithm of the ripple port is composed of two
independent loops.

Figure 6.8 isablock diagram of the modulator based closed-loop controller of the
RP-MI1. As can be noted, two major loops are displayed: the PQ decoupling controller for
the grid side and the dc-link voltage ripple loop for the ripple port. More sophisticated
controllers on the gird-side have a dc-link voltage regulator loop embedded in the grid-
side loop. The hill-climbing algorithm of the ripple port is composed of two independent
loops. An advantageous feature of model predictive control is the multi-objective
optimization technique. Using an MPC regulator could reduce the control loopsin Figure

6.8 to only one control loop using multi-objective optimization.
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6.4. Developing the MPC formulation

In the RP-MII (Figure 6.1), the dc-dc input stage provides voltage boost and
galvanic isolation [166]. The use of the flyback converter for maximum power point
tracking within the MPC framework has been thoroughly discussed in Chapter 3. This
section looks into the MPC formulation of the single-phase grid-connected inverter and

the proposed ripple control strategy of the dc-link voltage.

6.4.1. Background on MPC based grid current controller for a single-phase
inverter

Consider the single-phase grid-connected H-bridge inverter in Figure 6.1. The
switching configuration of theinverter isshown in Table 6.2. Based on Kirchhoff’ s current

law, the voltage across the filter inductor is

dige (6.122)

—— = Vg — Ve — lacR
g dt link ac acg

where a is based on the switching configuration of the inverter is shown Table 6.2 [167].

ng=L

Table 6.2 Switching states for a single-phase inverter
Qa Qb a
0 0 0
1 0 1
0 1 -1
1 1 0

The discrete-time estimation of (6.122) in steady-state is found using the Euler forward

method for discretization.
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12,3+ 1) = (1 - RgTS) b () + T2 (v (6) — 1 (1) (6.123)
L, L,

Thereference grid current (i;.) amplitude is determined based on the photovoltaic
maximum power point, aswasillustrated in chapter 3. The frequency and phase of i}, are
based on the grid voltage. The cost function for the MPC grid controller is written as

g1 = |i(;c - iac(k + 1)' (6124)

6.4.2. Proposed M PC-based dc-link voltage controller

Consider the equivalent circuit of the RP-MII topology in Figure 6.9. The values
of a and B depend on the switching configuration and are in Table 6.2, depending on the
switching state o = {1,2..,9}. Based on Kirchhoff’s current law, the current across the
dc-link capacitor is

(6.125)

Link = lriyp — Alge — ﬁlrp,Ld

Ld ﬂ irp,Ld aiac Lg Rg

Figure 6.9 Equivalent circuit of the RP-MII during different switching states. The constants a and  have
the values in Table 6.2, depending on the switching state 6 = {1,2..,9}.

The state equations for each of the 9 possible switching states, outlined in Table 6.3, are

=1 _ AVink . (6.126)
iink = Cink —ar lriyb
o= AV, . 6.127
ifmt = Ciink —d;n = lpiyp T lrp,La ( )
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Advyink

ifmie = Ciinke—7— ac Lty — lrp,Ld
jo=4 _ AViing . .
Uink = Clink T Lriyb — lac
C AViink . . ,
llmk link ™~ ;. dt - Lflyb —lgc + Lrp,Ld
j0=6 _ AVink . ,
Link = Clink dt = lriyp — lac — lrp,Ld
dvy;
.o=7 _ link _ . .
link = Ciink 2t b Flac
dv:
Viink . . .
llmk Cuink dt = lriyp + lage + lrp,La
C dv Viink . . .
lank link =™ 7, dt = lriyb +igc — Lrp,Ld

(6.128)
(6.129)
(6.130)
(6.131)
(6.132)
(6.133)

(6.134)

The discrete-time estimation of (6.126)-(6.134) in steady-state is found using the Euler

forward method for discretization.

vlml%(k + 1) - 17lmk(k) + T [Lflyb(k)]

T
17lml§ (k + 1) - vltnk(k) +—

C [—irpa (k) + i1y (K)]
link

vlml? (k + 1) - vlmk(k) + [lrp Ld (k) + lflyb (k)]

T
vlm;c}(k + 1) - vltnk(k) +— I [ iac(k) + iflyb (k)]
link

vlmkst (k + 1) = Viink (k) + [ lac(k) lrp,Ld (k) + iflyb (k)]
lmk

]

Dk

vlle(k + 1) = Viink (k) +— C [lac(k) + lflyb (k)]
link

T
vlml?(k + 1) - vltnk(k) +—

o liac (k) = irp1a (k) + i1y ()]
link

vlml?(k + 1) - vlmk(k) + [lac(k) + lrp Ld (k) + lflyb (k)]

128

(6.135)

(6.136)

(6.137)

(6.138)

(6.139)

(6.140)

(6.141)

(6.142)

(6.143)



Table 6.3 Switching states of the RP-MI|

Qa Qb Qc Qd a .8

01 0/1 0/1 01 0

01 0/1 1 0

01 0/1 0 1 0 1
1
1

Q

1
2
3
4 1 0 0/1 0/1 0
5 1 0 1 -1
6 1 0 0 1 1 1
7 0 1 0/1 0/1 -1 0
8 0 1 1 0 -1 -1
9 0 1 0 1 -1 1

The discrete state time estimate of the dc-link capacitor voltage ¢ switching states can
generally be written as

Ts
Clink

The reference dc-link voltage (v;;,,,) vaue is determined based on the flyback

Ui (k + 1) = vy (k) + [—tige(k) + Birpra(k) + ifyp(K)] (6.144)

converter input voltage (v,.) and duty ratio (t, Fa=1 /Ts). The cost function for the MPC
dc-link voltage regulator is written as

92 = Vi — Dinic(k + 1] (6.145)
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6.4.3. Overall MPC cost function
The state-space representation of the RP-MII hasthe state variablesin matrix form
as X(k) = [iqc(k) vy (k)]T; the input matrix is U(k) = [ifiyp(k)  vec(k)]T, and

the output matrix isY (k) = [igc(k) v (k)]T. The system model is written as

1 _a/Cl' k 1/C 0
X = R T x| U+ Bl [0
<1 B g/Lg> a/Lg ‘ l 0 1/Lg [0] [ " ] (6146)
y=[1 1]x

The overall cost function encompasses the grid current controller, and the dc-link

voltage regulator isasillustrated in

min go—E{O,g} = Alliac - iac(k + 1)' + Azlvl*ink - ﬁlink(k + 1)'
subject toig . (k + 1) = (1 _ RfTS) iqc(k) + LT—S (avini (k) — v4c(K)) (6.147)
g g

T.
Tl (b + 1) = vy (k) + I _S

link

where the values of o and B depend on the switching configuration and arein Table 6.2.

[_aiac(k) + ﬁirp,Ld (k) + iflyb (k)]

A block diagram of the MPC control strategy applied to the RP-MII is shown in

Figure 6.10.
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Figure 6.10 A block diagram of the MPC control strategy applied to the RP-MII.
6.5. Simulation results
A 500 W system was simulated on Matlab-Simulink to verify the validity of the
proposed controller. The component values are displayed in Table 6.4. The MPC code

developed for these results is presented in Appendix B.

Table 6.4 Simulation parameters of the RP-MI| system.

Parameter Value
dc Link capacitor voltage (Cink) 8 uF
Ripple port inductor (Ld) 80 uH
Ripple port capacitor (Cy) 2 uF
Grid filter (Lg, Ry) PP
dc input voltage (V) 30V
ac grid voltage (Vac) 120 Vrus
ac grid frequency (fa) 60 Hz
Flyback transformer turnsratio (n) 10
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Figure 6.11 demonstrates the voltage ripple of the link capacitor before and after
turning-on the ripple port closed-loop controller. The ripple port controller is activated at
time equals one second, and the size of the ripple is found to be reduced to 5.3%. These
resultsindicate that total capacitance of C;;,,, = 8uF and C; = 2uF , which could be based
on electrolytic capacitors, are sufficient to reduce the double frequency ripple in the dc-

link voltage. The settling time was found to be 0.04 seconds.

T T T T T T T T T T T

| 310 -
1 0,
500 AT R | 308 Ripple =5.3% ~_
450 | Settling Time 306
2 400 H =0.04 seconds 304
&350 i 302
<—>: 300 |” g 'J: :,,1 300
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= 250
o | 296
G2 2
o
” ; 292
100 Ripple Port Closed Loop Controller 260
50 " Activated att=1s - _i
0 I 1 1 1 I I 1 I I 1 I I
0.9 0.92 0.94 0.96 0.98 1 1.02 1.04 1.06 1.08 1.1 1.12 1.14 1.16 1.18 1.2

Time [Seconds]

Figure 6.11 Link capacitor voltage response to turning on the ripple port at time equals 1s. The magnitude
of the voltage ripple of the link voltage has been reduced to 5.3%.

Figure 6.12 illustrates the grid side voltage and current. Grid side voltage and
current are in-phase before and after the turning on of the closed-loop ripple port inverter
controller. The results indicate that the unity power factor is maintained before and after
turning on the ripple port controller. The total harmonic distortion in the grid current was
found to be 1.67% after the closed-loop controller was activated, which complieswith the

|EEE 519 recommended practice for harmonic control [144].
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Figure 6.12 Grid side voltage and current are in-phase before and after the turning on of the closed-loop
ripple port inverter controller.

6.6. Conclusion

This chapter provided a mathematical formulation of the different factors that
affect the ripple port inverter’s effectiveness in controlling the double frequency ripple at
thedc link. A parameter sweep has revealed that to understand the control behavior of the
ripple port inverter is convex in nature. Modulator based techniques for dc link ripple
regulation use multiple control loops which reduce the tracking accuracy of the overall
system. Therefore, a model predictive control framework was used to regulate the grid
current injection and the dc-link voltage regulation. Simulation results show that the
proposed controller has reduced the dc-link capacitor voltage ripple considerably while

using much smaller capacitor values.

133



7. CONCLUSION

This dissertation investigated the controls of the power e ectronic interfaces with
the objective of reducing cost, increasing reliability, and increasing the efficiency of
photovoltaic energy conversion systems. The overall theme of this dissertation involved
exploring the theory of model predictive control within a range of applications for PV
systems. On the control-side, an MPC-based MPPT algorithm has been shown to
maximize the energy harvest of the PV module. Within the developed MPC based MPPT
framework, sensorless current mode and adaptive perturbation were proposed. The MPC
framework was expanded further to include inverter control. The control of asingle-phase
H-bridge inverter and sub-multilevel inverter were presented in this dissertation to
regulate grid current injection. The multi-objective optimization of MPC was employed
to control the dc-link voltage in microinverters along with grid current injection. The
developed MPC based MPPT controller has been shown to operate with a single-stage
impedance source three-phase inverter with PID based grid-side control.

Overall, the applicationswithin PV energy harvesting systemswere explored from
generation to grid integration to demonstrate the proposed MPC methods. Power
optimizers investigated in this dissertation were the flyback converter and the boost
converter. Investigated grid interface inverters included the single-phase H-bridge
inverter, the sub-multilevel inverter and the three phase H-bridge inverter. The interaction
between dc optimizers and single-phase H-bridge inverters within a microinverter
configuration was studied. The interconnection between power optimizers with sub-

multilevel inverters was investigated. A single-stage impedance source network with a
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three-phase H-bridge was investigated for large scale PV installations. The contributions

presented in this dissertation according to the chapters are:

Chapter 3 —Maximum power point tracking of standalone dc power optimizers
e MPC-based sensorless current mode
e MPC-based adaptive perturbation MPPT
Chapter 4 — Maximum power point in a grid interactive inverter — sub-multilevel inverter
e MPC based submodule MPPT converters for partial shading mitigation
e MPC based grid integration based on sub-multilevel inverter
Chapter 5 Maximum power point in agrid interactive inverter —impedance sourceinverter
e MPC based MPPT control of a single-stage power processing systems
e MPC based MPPT integration with pre-existing PID based controller
Chapter 6 Double frequency power ripple controller for microinverters
e MPC-based control strategy for double frequency ripple on dc link voltage
reduction in microinverters
e Integrated multi-objective MPC controller for both grid current injection and dc

link voltage control.
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APPENDIX A

SENSORLESS CURRENT MPPT BASED ON MPC

Sensroless current MPPT based on MPC
by Morcos Metry

% Input: PV voltage Vpv
% Output voltage Vout

% QOutput: Digital MPC output - switch state S
% A duty ratio for use with a high frequency modulator - D

function [S, D] = MPC_function(Enabled, Vpv, Vout)

Setting initial and parameter values for the flyback converter

Vinit = 35; %lnitia value for D output

Vmax = 45; %Maximum value for D

Vmin=2; %Minimum valuefor D

%deltaV = Param(4); %lncrement value used to increase/decrease the duty cycle D
% (increasing D = decreasing Vref )

Ts=10e-6; %Sampling Time

R =430; %Resistor Vaue

Cin=94e-6; %lnput Capacitor Vaue

Cout = 100e-6; %Output Capacitor Value

n=10; %TurnsRatio

persistent Vrefold Pold S_old D_old k;
if isempty(Vrefold)

Pold=0;

D_old=0.1;

S old=0;

k=0;

Vrefold=Vinit;

end
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M odel-based estimation

% Current surrogate model (ipv(k))
ipv = ((n*D_old)/((1-D_old)*R))*Vout+ ((Cin/Ts)* (Vpv-Vpv_old));

% State variable estimation (Vpv(k+1))
Vmpcl = ((1-D_old)/(n*D_old))* (1-(Ts/(R* Cout)))* Voult;
VmpcO = ((1-D_old)/(n*D_old))* (1-(Ts/(R* Cout))+(Ts/(R* Cout* (1-D_old))))*Vout;

% Step-size estimation (delta V)
Vmpc_ave = 0.5* (Vmpcl+VmpcO);
deltaV = Vmpc_ave- Vpv;

MPPT reference calculation

P=Vpv*ipv;
dV=Vpv - Vrefold;
dP=P- Pold;
if dP~=0&& Enabled ~=0
ifdP<0
ifdv <0
Vref = Vrefold + deltav;
else
Vref = Vrefold - deltav;
end
else
ifdv <0
Vref = Vrefold - deltav;
else
Vref = Vrefold + deltav;
end
end
else
Vref=Vrefold;
end

if Vref >= Vmax
Vref=Vmax;

end

if Vref<=Vmin
Vref=Vmin;

end
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Cost function optimization

% Cost function for MPC-MPPT
gl = abs(Vref - Vmpcl);
g0 = abs(Vref - Vmpc0);

% Finding the control actuate S that minimizes the cost function g
if gl<g0
S=1,
elseif go<gl
S=0;
else
S=(1-S _old);

end

k=k+1,
S mem (k) =S;

% Finding an average (mean) value for duty ratio D
% based on the past 1000 control actuates S
if k==1000
D = sum(S_mem)/1000;
k=0;
elseD =D_oald;

end
D_old=D;
Sold=§;

Vrefold=Vref;
Pold=P;

Published with MATLAB® R2018b
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APPENDIX B

MPC CONTROLLED RIPPLE-PORT MODULE INTEGRATED INVERTER CODE
MPC controlled ripple-port module integrated inverter code

By Morcos Metry

Parameter definition

Ts=0.5e-6;

Ts_Control=Ts;

Ts Power=Ts;

C_rip=2e-6;

L_rip = 80e-6;

Cf = 1e-6;

C_link = 8e-6;

Lf =2.183e-3;

L1 =100e-6;

% Load parameters

R = 10; % Resistance [Ohm]

L = 10e-3; % Inductance [H]

e=120; % Grid Voltage RMS[V]
f_e=60*(2*pi); % Back-EMF frequency [rad/s)
Vlink_dc_ref = 300; % DC-link voltage [V]
% Current reference

|_ref_peak = 10; % Peak amplitude [A]
f_ref = 50*(2*pi); % Frequency [rad/s]

% V oltage vectors

v0=0; %00
vl=Vlink_dc ref; %10
v2=-Vlink_dc_ref; %01
v3=0; %11

v =[vOv1v2v3];

% Switching states
states=[00;10;01;11];
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Code for grid-current control

function [x_opt, Sa,Sh] = control(I_ref,|_mesas, Ts, R, L, v, states)

% Variables defined in the parameters file
x_opt=1;
% Optimum vector and measured current at instant k-1
persistent x_oldi_old
% Initialize values
if isempty(x_old),
x_old=1;
end
if isempty(i_old),
i_old = 0+1j*0;
end

g_opt = 1e10;

% Read current reference inputs at sampling instant k
ik_ref =1_ref(2);

% Read current measurements at sampling instant k
ik =1_meas(1);

% Back-EMF estimate

e=v(x_old) - L/Ts*ik - (R- L/Ts)*i_old;

% Store the measured current for the next iteration
i_old =ik;

M odel-based estimation for each switching configuration

fori=14
v_ol = v(i); % i-th voltage vector for current prediction
ikl=(1-R*TgL)*ik + TS/L*(v_ol- e); % Current prediction at instant k+1
g = abs(real (ik_ref - ik1)); % Cost function
% Selection of the optimal value
if (g<g_opt)
_opt=g;
X_opt =i;
end
end
x_old = x_opt; % Store the present value of x_opt
% Output switching states
Sa = states(x_opt,1);
Sb = states(x_opt,2);
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Code for dc link voltage controller as a continuation of the previous code

This code and the above code are designed to be one integrated function The code was separated
into two different functions to ease the debugging process

function [x_opt, gX, Sc,Sd] = control(Sa, Sb, v_clink_ref,v_clink, iac, irp, ilink, Ts, R, L, states, irp_V, C_link, vgV)

% Variables defined in the parameters file
x_opt=1,
% Optimum vector and measured current at instant k-1
persistent x_old vck_old m
% Initialize values
if isempty(x_old),
m=1;
x_old=1,;
end
if isempty(vck_old),
vck_old = 0;
end

g_opt = 1e10;

gsv = han(4,1);
g_out = nan(4,1);
g_out2 = nan(4,2);

if Sa==1&& Sb==0
igS=-1;
dseif Sa==0&& Sh==1
igS=1;
elseigS=0;
end

end

% Read current reference inputs at sampling instant k
vek_ref = v_clink_ref;

% Read current measurements at sampling instant k
vck = v_clink;

% Store the measured voltage for the next iteration

vck_old = vck;
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M odel-based estimation for each switching configuration

fori=1:4

% i-th voltage vector for current prediction
irpS=irp_V(i);

% Current prediction at instant k+1

vekl = vek + (TS/C_Llink)* ((iac*igS)+(irp*irpS)+ilink);
% Cost function

g = abs(real (vek_ref - vek1)M2);

%Sel ection of the optimal value

if (g<g_opt)

g opt=g;

X_opt =i;

end

end

mm = 1; %mm =m;
x_opt = g_out2(mm,1);

m=mm;

Store the present value of x_opt

x_old = x_opt;

% Output switching states
Sc = states(x_opt,1);

Sd = states(x_opt,2);
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Display the precise state selected from the 9 RP-MI| possible states

The combines outcome of both codes

gS=[SaSh Sc &dJ;
if gS==[0000];
gxX =1
elseif gS==[0010];
aX =2
elseif gS==[0001];
gx=3;
elseif gS==[1000];
axX =4
elseif gS==[1010];
gx =5;
elseif gS==[1001];
gx =6;
elseif gS==[0100];
gxX =17,
elseif gS==[0110];
gx =8;
elseif gS==[0101];
gx =9;
elsegX =0;
end
end
end
end
end
end
end
end

end
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