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ABSTRACT 

Agriculture may not be a field that young people perceive as “fashionable” and find 

attractive as a future specialization. The importance of equipping world economies with food 

production specialists, however, cannot be overstated. Similarly, it is crucial to put together the 

right policies to ensure enabling environment for these specialists to work and supply the global 

population with food. To address these issues, the overall objective of this dissertation is 

enhancing agricultural value chains through revealing factors affecting quality of agricultural 

education and highlighting gaps in policies that if addressed may increase the impact of 

interventions at different stages of agricultural value chains. The first two essays of this 

dissertation use mixed effect hierarchical models and utilize data from Texas A&M University 

College of Agriculture and Life Sciences (COALS) to discuss the importance of universities’ 

grading standards and to reveal factors affecting the quality of education.  The third essay 

examines knowledge gaps relating to the policies aimed at agricultural value chains development 

through application of the Evidence Gap Map (EGM) method.   

First essay discusses the notion of grade inflation and examines factors that may impact 

grades. The main finding is systematic increase in grades from 1985 to 2019 after controlling for 

the influence of institution, instructors, and student factors. This finding suggests that grading 

may not be an accurate signal for evaluating quality of education.  

The second essay reveals differences in grading patterns among departments in COALS 

and even within the same department between time periods. It appears differences in grades are 

mainly driven by specifics of each department. Because of these differences, it is important to 

exercise caution when comparing students and their grades across different majors, as this can 

lead to misleading conclusions for employers and graduate school recruiters. 
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In the third essay, policies that may impact agricultural productivity, market access, and 

farmers’ welfare are identified. Based on the data from one hundred ninety-three studies, most 

frequently occurring policy interventions are related to input supply stage. The least frequently 

occurring interventions are related to governance along Agricultural Value Chains (AVC) and 

interventions targeted toward gender, poverty, and social issues.  
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INTRODUCTION 

Designing policies to improve education and knowledge for the agricultural sector (beginning 

with the training and preparation of a skilled workforce and extending to all elements of the 

supply chain from inputs to global trade and retail) is crucial for global food security, especially 

with a growing world population. A wide range of policies and interventions (actions, programs, 

or activities) have been implemented in the agricultural sector. These policies start with the 

education of the future agricultural workforce and extend into agricultural production and 

beyond subsectors. Grading impact the preparedness of the future workforce. Policies that 

facilitate access to inputs, credit, and insurance help farmers mitigate risks and enable farm 

growth and efficient operations are other examples of policies impacting agriculture. Further 

policies facilitating the development of infrastructures such as roads, storage facilities, and 

logistic centers help connect farmers with markets and increase profits in the agricultural sector. 

Within this setting, the overall objective of this dissertation is enhancing agricultural value 

chains through revealing factors affecting quality of agricultural education and highlighting gaps 

in policies that if addressed may increase the impact of interventions at different stages of 

agricultural value chains. 

To achieve the overall objective, this dissertation examines three different aspects of 

education and knowledge creation in the agricultural sector. The first essay, Chapter II, raises 

concerns about grade improvement versus grade inflation. Grade inflation refers to the 

phenomenon where grades are rising over time, without a corresponding improvement in the 

quality of students' work (Bejar and Blew, 1981). In contrast, grade increase occurs when 

students are earning higher grades because of improved learning. Specifically, three interrelated 
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objectives are to examine: 1) has grade inflation occurred, 2) has the distribution of grades as 

measured by the standard deviation changed; and 3) how various factors influence class mean 

GPA and grade distributions.  To meet these objectives a unique data set of instructor, 

institutional, and student characteristics is used to estimate if grade inflation is incurring in 

College of Agriculture and Life Sciences (COALS) at Texas A&M University. Data are from a 

variety of sources with the main source of grades, institutional, and student characteristics being 

Texas A&M University’s registrar’s office. Faculty information was obtained from university 

catalogs, internet searches, and contacting departments and instructors directly. Student grade 

information is highly protected by privacy rights laws. Because of this privacy, this research uses 

class level data rather than individual student data. This class level data contains information on 

17,696 observations from Fall 1985 to Spring 2019. Previous literature suggests that differences 

in grading standards are observed not only between different universities (Popov and Bernhardt, 

2013), but also between departments within the same university (Sabot and Wakerman-Linn, 

1991; Herron and Markovich, 2017), and even between instructors in the same department 

(Jewell and McPherson, 2012). A three-stage hierarchical model is used to account for those 

differences. The results show that there was a systematic increase in mean class GPAs and 

standard deviation of grades in COALS. All three groups of characteristics are important in 

explaining grades.  

The essay presented in Chapter II analyzes grades in COALS for all departments 

together. Because departments are found to potentially grade differently, the essay in Chapter III 

focuses on individual departments quantifying differences in grading patterns among the 

departments. The purpose of this is to determine whether grading patterns found in Chapter II are 

prevalent across all departments or if they are primarily driven by a small number of 
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departments. The database from Chapter II is used to estimate two-stage hierarchical models for 

individual departments to enable comparisons across departments. Further the data is separated 

into two time periods to provide developments for each department across time. Specific 

objectives are to determine if potential grade inflation has been occurring by department and if it 

differs overtime, as well as examine factors influencing mean class GPA among different 

departments in COALS to provide information on factors causing these differences and explore 

if the influence has changed overtime. Examination of differences in grading patterns shows that 

potential grade inflation occurred in four departments in the first period (1989 – 2003) and in 

eight departments in the second period (2004 – 2019). Weak evidence exists that supports 

previous studies’ claims that differences exist between STEM and non-STEM designated 

departments. 

Chapter IV relates to policies beyond the formal education sector that shape and 

coordinate the agricultural sector. This chapter collects systematic evidence on agricultural 

policies and corresponding outcomes from low, middle, and upper-middle income countries from 

2000 to 2022. Objectives are identifying extent and characteristics of existing empirical evidence 

regarding policy interventions that enhance AVC, as well as highlighting effectiveness of models 

of collaboration among local and international actors to support policy change. 

Policy interventions are grouped according to stages of the value chain (input 

distribution, production, harvest, and post-harvest, processing, transportation and storage, 

marketing, and governance), while resulting outcomes are grouped by area of impact 

(production, market expansion, product movement in space and time, risk reduction, and 

improved social welfare related outcomes). A total of 7,021 studies from numerous databases, 
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libraries and websites were screened, however only 193 satisfied the inclusion criteria and are 

selected for data extraction. All possible intervention / outcome pairs were mapped into Evidence 

Gap Map (Snilstveit et al., 2017) to show areas that were previously underexplored and may 

result in higher impact per unit of investment. These underexplored areas suggest further 

research topics for the researchers. The study also benefits policymakers. By highlighting 

specific types of interventions that can produce desired outcomes, it helps enable the effective 

allocation of limited resources. Further, if policymakers are constrained to certain types of 

interventions, it would help to understand what are the most likely outcomes that can be achieved 

through those interventions. For instance, although input supply stage of the value chain has the 

highest number of interventions, the highest percentage of studies discussing collaboration 

models was aimed at improving the markets stage, followed by the production and post-harvest 

stage of the value chain. This suggests that when faced with limited resources, AVC participants 

would rather improve market access, production, and post-harvest handling, rather than solely 

focus on researching the input supply stage which may already be well-explored.  
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GRADE INFLATION OR GRADE INCREASE 

Introduction  

Concerns about the upward trend in university grades have been voiced by academia and 

industry. The questions raised include “Are students better prepared or are higher grades being 

granted easier?” History of concerns about grade increases dates back to at least 1894, when the 

“Report of the Committee on Raising the Standard, Harvard University, 1894” (as cited in Kohn, 

2002, p. 1) stated students are sometimes receiving A and B grades too readily. This upward 

trend is often noted as grade inflation, however, not all grade increases should be labelled 

inflation. Of the multiple definitions of grade inflation (Schutz et al., 2015), the definition 

adopted here is the one used by Kostal, Kuncel, and Sackett (2016 p. 13) which states “... 

increases in grades across time that do not reflect changes in the quality of students’ work (Bejar 

and Blew, 1981).” The key component of this definition is not reflecting “changes in quality of 

student work.”  

Grade inflation raises concerns about the credibility of academia's standards of excellence 

and accountability through the lowering of academic standards (Kolevzon, 1981). Lowering 

standards through grade inflation raises the additional concern that grades are losing their ability 

to differentiate students’ work (Kamber and Biggs, 2004; Pattison, Grodsky, and Muller, 2013; 

Peace, 2017). This inability to differentiate students’ work arises because grades have a ceiling, 

one cannot give students a grade higher than the university’s highest grade (Kamber and Biggs, 

2004). Studies indicate grade inflation is not only a concern in the U.S. (Marini et al., 2018; 

Baird, Carter, and Roos, 2019), but there is interest in the phenomenon internationally (Bachan 

2018).  
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Multiple forces have come together to produce grade inflation. Schutz et al. (2015) list 27 

reasons for grade inflation that have been proposed in the literature. Within these forces, one 

finds evidence that instructor, university, and student characteristics may lead to grade inflation 

(Peace, 2017). Universities competing for reputation, competition for students, and increasing 

tuition and costs may lead universities to permit grade inflation to positively influence their 

reputation and justify tuition increases (Jewell, McPherson, and Tieslau, 2013). Instructors may 

inflate grades for reasons such as favorably biasing the student evaluations, pressure from their 

system to maintain student satisfaction, and job security (Eiszler, 2002; Kezim, Pariseau, and 

Quinn, 2005; Jaschik, 2008; Pease, 2017). Students place pressure on the system for high GPAs 

because of financial aid considerations and job placement. The notion that with increased tuition 

comes the right for high grades may also lead to grade inflation (Peace, 2017). Studies such as 

Boretz (2004) contradict these consumerism conclusions, suggesting students would rather earn 

higher grades. She notes the widespread acceptance of grade inflation is potentially damaging to 

universities. Although grades may be at an all-time high, Boretz (2004) argues faculty 

development programs and increased study support services have led to the increases. Along 

these lines, Jephcote, Medland, and Simon Lygo-Baker (2021) argue unexplained increases in 

grade should not automatically be viewed as grade inflation. Blindly labelling increases as grade 

inflation is damaging to higher education. Rather one should see opportunities to investigate the 

institutional context the grades are occurring.   

Grade inflation is an empirical issue; factors, however, can give rise to higher grades that 

are not attributed to grade inflation as defined above. A positive shift in grade distribution that is 

caused by increases in achievement or learning is grade improvement, not grade inflation 

(Mostrom and Blumberg, 2012). Changing demographics and ability of students, increased 
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student support services, improved instruction, and faculty development programs are some 

factors that can lead to grade improvement (Kuh and Hu, 1999; Boretz, 2004; Mostrom and 

Blumberg, 2012). Further, Boretz (2004) and Watjatrakul (2014) suggest that the move toward 

consumerism in higher education increases the quality of education through supporting student 

learning thus leading to higher grades. The idea of grade improvement was further developed by 

Flynn (1987), who came up with the phenomena known as The Flynn Effect. In his work, the 

results of IQ tests in schools are increasing on average approximately three points per decade. 

This finding is supported by Trahan et al. (2014) meta-analysis that finds grades for standardized 

tests are increasing, which may be attributed to an increase in the population’s intelligence 

quotient.  

The current study uses a unique data set of university, instructor, and student specific 

characteristics to examine grades in the College of Agriculture and Life Sciences (COALS) at 

Texas A&M University (TAMU) from 1985 to 2019. Specifically, three interrelated objectives 

are to examine: 1) has grade inflation occurred, 2) has the distribution of grades as measured by 

the standard deviation changed; and 3) how various factors influence class mean GPA and grade 

distributions.  

This study’s contributions include the use of a detailed data set to identify the effect of 

specific variables. Further, this study explicitly examines a college of agriculture at the class 

level instead of department or university level GPAs. No previous study was found with this 

explicit, detailed focus at a class level. COALS is one of the largest colleges of agriculture, 

awarding the most degrees in agriculture in the U.S. (DATAUSA, 2020) in 2019, approximately 
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3.5% of the degrees awarded nationally. Further, being a land grant university, COALS missions 

are similar to other land grant universities.  

Literature Review 

Given the importance of student success to both the student and university, it is not surprising the 

large number of theories and factors proposed to explain student success. Kuh et al. (2006, p. 9) 

note “... no single view is comprehensive enough to account for the complicated set of factors 

that interact to influence student and institutional performance ...” Student performance and 

grades are generally explained by the school climate including instructor characteristics and 

student preparedness and motivations (Kuh et al. 2006; Wang and Degol 2016). Two good 

reviews are Wang and Degol (2016) at the pre-university level which provides a comprehensive 

conceptualization including many factors also relevant at the university level and Kuh et al. 

(2006) which reviews university level studies with emphasis on student preparedness and 

behaviors.  

Based on previous research, factors influencing grades are categorized into three groups, 

institutional, instructor-specific, and student characteristics. Institutional factors under university, 

college or departmental control include educational polices and curricula, resources devoted to 

teaching, and structural features ranging from quality of the classroom to class features. 

Instructor’s factors include the experience and ability of instructors to convey information to 

students along with incentives associated with their position. Kuh et al. (2006) note theories of 

student success in college emphasize the importance of academic preparedness and experiences 

during college. Variables for these student characteristics, however, are difficult to measure or 

obtain especially over time. Proxies are commonly used. Further, to help account for institutional 

and instructor specific characteristics, three-stage hierarchical models with two entity-specific 
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levels are estimated (one model is developed for class mean GPA and the other for class GPA 

standard deviation). The two levels are department and instructor. Previous studies have also 

used fixed effects models to control for unobservable effects (Kokkelenberg, Dillon, and Christy, 

2008; Beenstock and Feldman, 2016; Hernández-Julián and Looney, 2016). No study was found 

that explicitly considered only the college of agriculture with the level of detail in the current 

study.  

Grade inflation and distributional changes  

Juola (1979) shows grade increases of approximately 0.4 grade points using data from 1965 – 

1973 with the largest increases occurring between 1968 and 1970. Studies using data from the 

1970’s and early 80’s show either a decrease or only a small increase in GPA (Juola, 1979; Bejar 

and Blew, 1981; Adelman, 2004). Later studies suggest grade inflation renewed in the late 1980s 

(Kuh and Hu, 1999; Rojstaczer and Healy, 2010; Kostal, Kuncel, and Sackett, 2016). Grade 

inflation leads to changes in grade distributions. Suslow (1976) notes there has been a shift in 

grade distributions with a decrease in the proportion of C's, D's, and F's and an increase the 

proportion of A's and B's. Rojstaczer and Healy (2012) suggest that since the early 1980’s the 

largest change in grade distribution is an increase in proportion of As with corresponding 

decrease in Bs and Cs. The proportion of Cs shows the largest decrease with the proportion of Ds 

and Fs also showing a slight decrease. The decrease in Ds and Fs may be a function of increasing 

withdrawals from classes. Adelman (2004), for example, mentions that an important issue in 

change in the distribution of grades is a doubling of the percent of withdrawal or noncredit 

between 1972 and 1992 cohorts. Jewell, McPherson, and Tieslau (2013) suggest grade inflation 

may be nonlinear; they find trend and trend squared variables are significant in explaining 
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grades. In contrast, Kezim, Pariseau, and Quinn (2005) suggest a linear trend in grades over a 20-

year period for a private college business school.  

Not all studies, however, agree with these findings of grade inflation, suggesting grade 

inflation does not exist or is a non-issue (Adelman, 2008; Brighouse, 2008; Pattison, Grodsky, 

and Muller, 2013). McAllister, Jiang, and Aghazadeh (2008), for example, show increasing 

grades in an engineering department match increasing achievement potential as measured by 

standardized test scores. Along these lines, Kostal, Kuncel, and Sackett (2016) note it is hard to 

indicate the extent of grade inflation, because of the many other factors that can contribute to 

raising grades; one must remove the influence of these factors to determine the severity of grade 

inflation. Kuh and Hu (1999) explore grade increases after controlling for student characteristics, 

such as family educational background, academic achievements in high school, and 

socioeconomic status. They show grade increases net of these specific controls is slightly larger 

than without controls. Kostal, Kuncel, and Sackett (2016) results, however, show an opposite 

effect of including control factors. These studies suggest the need to control for institutional, 

instructor, and student factors when examining potential grade inflation.  

 Institutional factors  

Studies such as Diette and Raghav (2015) and Hernández-Julián and Looney (2016) use fixed 

effects models to show there are differences associated with students’ grades and their major. 

Danilowicz-Gӧsele et al. (2017) suggest one reason for differences in departments maybe student 

self-selection. Further, Diette and Raghav (2015) and Hernández-Julián and Looney (2016) 

discuss different departments have different grading norms that may be used to manage demand 

for courses and majors. Bond and Mumford (2019) examine increase in grades across various 

colleges at Purdue University. Their results suggest differences exist between colleges. They 
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show much of the increases in grades in the college of agriculture is driven by increasing student 

ability. Department / colleges characteristics and differences, however, are difficult to quantify. 

As such, to account for department specific characteristics, departments are added as a level in 

the models. 

Empirical studies and theoretical reviews find quantifiable variables under institutional 

control are important in student success (McElroy and Mosteller, 2006; Cuseo, 2007; 

Kokkelenberg, Dillon, and Christy, 2008; Henebry, 2010; Wang and Degol, 2016). Cuseo (2007, 

p. 12) in his review on class size concludes

The research reviewed in this article indicates that large class size is a contextual variable 

that has generally adverse effects on student learning, mediated primarily by lowering 

students’ level of engagement (active involvement) with the course instructor, with 

classmates, and with the subject matter. 

He goes on to state the only argument for large class size is fiscal. Class meeting times may also 

influence learning. McElroy and Mosteller (2006) believe “optimal learning times” depends on 

the students’ circadian rhythm. Skinner (1985) finds class mean GPAs are lower for morning 

classes compared to afternoon and evening classes. Henebry (2010) finds students are more apt 

to pass a class that meets more than once a week. Skinner (1985), however, finds an opposite 

effect on the number of class meeting times. He suggests better attendance in classes meeting 

only once a week may improve grades. Student performance differs for length of class and 

meeting times be it because of student circadian rhythms or instructor ability.  

Instructor-specific factors 

The importance of the instructor and instructional method in students’ learning is well 

documented (Kezim, Pariseau, and Quinn, 2005; Kuh et al., 2006; Joyce et al. 2014). Hoffmann 
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and Oreopoulos (2009 p. 491) note “Hard-to-measure instructor qualities may matter more in 

predicting achievement, even for instructors that exhibit the same age, salary, rank, and gender.” 

Given the importance and difficulty of measuring these qualities especially for data going back 

to 1985, instructors are modeled as a level in the mixed effect models.  

In addition to individual instructor effects, other quantifiable characteristics are shown in 

the literature to influence grades. Studies (Moore and Trahan, 1998; Ronco and Cahill, 2004; 

Kezim, Pariseau, and Quinn, 2005; Sonner, 2000) suggest grade inflation may be related to the 

increase in the use of non-tenure track faculty (term used loosely here as different studies used 

different terminology and length of contract). Kezim, Pariseau, and Quinn (2005) and Sonner 

(2000) indicate the use of non-tenured faculty is a cause of grade inflation, whereas Figlio, 

Schapiro, and Soter (2015) find students learn more from non-tenured faculty, which would not 

be grade inflation. On the other hand, Chen, Hansen, and Lowe (2021) state instructors hired on 

a temporary, part-time basis assign higher grades than full-time instructors without a discernable 

increase in learning. Hoffmann and Oreopoulos (2009) and Solanki and Xu (2018) find instructor 

gender plays a small but statistically significant role in student achievement. Both Hoffman and 

Oreopoulos (2009) and Solanki and Xu (2018) indicate a same sex instructor increases grade 

performance. Kapitanoff and Pandey (2017) suggest at least for the first exam, females 

underperform at a higher rate than males if the instructor is also female. Stratton, Myers and 

King (1994) find as instructors’ experience measured in years of teaching increases, grades also 

increase. In summary, both quantifiable and unquantifiable instructor characteristics have been 

shown to influence student’s performance.  
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Student-specific factors  

Kuh et al. (2006) review theoretical perspectives on student learning including sociological, 

organizational, psychological, cultural, and economic perspectives. They conclude the students 

“... wide path with twists, turns, detours, roundabouts, and occasional dead ends ...” is more 

realistic than a direct route to student achievement (Kuh et al., 2006 p. 7). In their framework, 

besides institutional factors, pre-college experiences and student behaviors or engagement also 

matter in student success. Pre-college experiences include enrollment choices, academic 

preparations, aptitude, college readiness, educational aspirations, family and peer support, 

motivation to learn, gender, race, ethnicity, and demographics. Of these experiences, Kuh et. al. 

(2006, p. 31) conclude, “In fact, the best predictor of college grades is the combination of an 

individual student’s academic preparation, high school grades, aspirations, and motivation.” 

Kobrin et al. (2008) and Westrick et al. (2015) indicate the importance of pre-college preparation 

in explaining the first-year success of college students. Rothstein (2004), however, finds much of 

the SAT predictive power on grades is derived from SATs correlation with high school 

demographics. Studies also suggest changing demographics may lead to higher grades (Kuh and 

Hu, 1999; Kostal, Kuncel, and Sackett, 2016). Kuh and Hu (1999) suggest increased female 

enrollments in colleges may lead to higher grades because females tend to receive higher grades, 

while Bergtold, Yeager, and Griffin (2016) did not find any significant differences between 

performances of male and female students.  

Although brief, this review shows the importance of controlling for factors that may 

influence grades; therefore, creating a better picture of whether grade inflation is occurring. 

Further, it is not just the institution, instructor, or student factors that determine student success, 

but rather the interaction of all three of these factors. 
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Data and empirical model 

Data 

Data for 13 departments and one study program in COALS from Spring 1985 through Fall 2019 

(the last pre-COVID 19 semester) are utilized giving 35 years of data, far more than many 

studies. The data starts in Fall 1985 because this is the first semester grade data are available. 

The primary reason behind selecting COALS is access to the data. Another important factor is 

the wide range of diverse disciplines within COALS which range from basic science and 

technology to economics and agricultural communication. This wide spectrum of disciplines 

helps make the findings relevant to other universities. In addition, methods utilized are 

applicable to other universities. Data from the University are supplemented with information 

from undergraduate catalogs, faculty and department websites, e-mails to instructors, as well as 

discussions with staff and faculty in the various departments. Departments changing names and 

combining departments resulted in no data for Forestry and Rangeland Science Departments. A 

total of 17,696 usable observations are obtained. All data are at the class level.  

Grading scheme used by TAMU is a four-point scale based on receiving four points for 

an A, three for a B, two for a C, one for a D, and zero for an F (TAMU does not use grade 

modifiers of plus or minus). Class means GPA are based on the number of students receiving 

each grade. Grade distribution is based on the standard deviation of the grades received in the 

class. Individual projects, study abroad, and internship classes are not included. These classes are 

eliminated because students tend to receive A’s or credit for completion in these classes. Distant 

learning or in-absentia classes are eliminated because they do not have a specific meeting time 

and number of classes per week, variables used in the model. Classes with variable credits are 

also eliminated. Further, for privacy reasons, information for any classes of less than five 



  

 
 

15 

students is not available. No exact information on the number of classes that fall into this 

category is available. Summer classes are also eliminated from the analysis, because most 

summer courses, especially early in the data set, fall into one of the categories of classes that are 

dropped. Further it is felt, summer courses being shorter in length, either five or 10 weeks, 

instead of 14 or 15 weeks (changed over the data set) may not be directly comparable. Data from 

Texas A&M were given by sections. In some cases, classes in COALS might have different 

sections taught at the same time by the same instructor. Sections that were held at the same time 

and by the same professor were merged to reflect the fact that the sections meet as one class. The 

different sections are generally for accounting and reporting purposes and there is not a 

difference in the class delivery.  

Student grade information is highly protected by students’ privacy rights laws. Because 

of this privacy, this research uses class level data rather than individual student data. Over the 

data period, changes occurred in the data reporting formats and requirements from year to year, 

specifically in student admissions information and information reported in university catalogs. 

As such, in many cases, department and administration leadership were contacted to understand 

data changes. Further, much of the faculty information was obtained by internet searches or 

contacting instructors directly. These sources of information were particularly used for early 

years and nontenure track instructors. 

Variable descriptions and summary statistics 

Based on the literature, a theoretical model of the three sets of factors influencing grades is 

presented in Figure 1. Institutional, instructor, and student factors come together to determine the 

class mean GPA and standard deviation.  
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Figure 1. Institutional, Instructor, and Student Variables that my Affect a Students’ Grade 

Empirical variables used as proxies for the theoretical model, their descriptions, and summary 

statistics are presented in Table A1 in the Appendix. Most of the variables are self-explanatory. 

Class averages for variables that are based on student information, such as SAT scores are based 

on all students in the class that had such information reported. TAMU, COALS, and departments 

early in the data set did not require students to provide SAT scores or their rank in high school 

for admission to the University. As such, the class average may be based on less students than in 

the class, especially in the early years. To account for this non-reporting, a qualitative 0-1 

variable for the years 1985-1988 is included with one indicating the years 1985-1988. This 

variable is then interacted with SAT and High School rank. Variables associated with 

Association of American Universities (AAU) and foreign universities are included as a proxy for 

potential differences in instructor background (not quality). Association of American 

Universities is comprised of some of the leading universities in the U.S. and Canada. 

Qualitative variables’ (listed as 0-1 variables in Table A1) mean values can be interpreted 

as the share of class in the category. As to institutional variables, most classes meet either in the 
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morning or afternoon, meet twice a week, and are upper division classes. Average class size is 51 

students but ranges from five to 349 students. Approximately 78 percent of the instructors are 

male. Few instructors’ last degree is from a foreign institution. At the time of their graduation, 

slightly more instructors received their degree from non-AAU affiliated institutions than from 

AAU affiliated universities. Average percent of male students in class is slightly higher than 

females. SAT scores are somewhat above the national average (College Board, 2015). High 

school rank average is approximately the 79 percentile (or top 21% of the graduating class in the 

high school). Students took on average 14 credits per semester with only a small percentage of 

students dropping or receiving a no grade in a class.  

In Figure 2, mean GPA and standard deviation are graphed by semester for all classes. 

Mean weighted GPA overall years is 3.08. In Fall 1985, mean weighted GPAs is 2.88. By Fall 

2019 GPA has increased to 3.28. Standard deviation declined from 0.85 to 0.73. 

 

Figure 2. Weighted (by class size) Average COALS GPA and Standard Deviation by 

Semester from Fall 1985 to Fall 2019 



  

 
 

18 

Examining the percentage of letter grades helps explain the above increase in GPA and 

decrease in standard deviation (Figure 3). The percentage of A’s increases from about 32% to 

over 52%. All other letter grades percentages have decreased over the time frame with the 

percentage of C’s showing the largest decrease (from approximately 22% to a little more than 

13%). 

 

Figure 3.  Percentage of Letter Grades in COALS in all Courses from Fall 1985 to Fall 

2019 

 

Mean GPAs and standard deviations by department show considerable variation, with 

mean GPAs, ranging from 2.79 for the Renewable and Natural Resources study program to 3.46 

for the Department of Agricultural Leadership Education and Communication (Figure 4).  
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Figure 4. Overall Weighted by Student Mean GPA and Standard Deviation by Department 

in COALS for the Fall 1985 to Fall 2019  

 

Standard deviation and GPA show an inverse relationship caused by the increase in A’s and 

decrease in F’s. Such departmental differences provide support for the inclusion of departments 

as a level in the model.  

Estimation methodology  

 

When discussing observations that are a part of one group or a cluster there is risk of drawing 

inferences about the groups based on simple aggregation of the individual data. Diez-Roux 

(1998) argues the relationships observed at the individual level may not hold between the same 

variables observed in a group, which will result in inferential errors. At the group level, there 

may be specific group properties that will affect the variables in the same way, regardless of the 

individual characteristics. In the scope of this study, there may be department specific 

characteristics that might follow the same pattern within the same department. This means that 

data within the same department might be correlated, whereas data from different departments 

may be considered independent. A similar argument holds for instructors. 
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Multilevel mixed modeling accounts for both within-individual and between-individual 

variations (Douglas, 2004; Wu, 2019; Shinn and Rapkin, 2000). Following Kokkelenberg, 

Dillon, and Christy (2008), Beenstock and Feldman (2016), and Hernández-Julián and Looney 

(2016), a mixed effect model is used to incorporate the variations of grading between the 

departments and individual instructors, as well as to account for the internal correlation while 

controlling for other factors. The model is a three-stage hierarchical model with two levels, 

where the first stage measures the fixed effect or within-individual variation, while the second 

and third stages measure the random effect or the between individual variations for instructors 

and for departments. The estimation consists of separate sets of regressions nested within each 

other (Greene, 2012). Combining the stages, one obtains  

   𝑦𝑖𝑗𝑘  = 𝛽0𝑗𝑘  + ∑ β𝑚𝑗𝑘𝑋𝑚𝑗𝑘 𝑘
𝑚=1  + 𝜀𝑖𝑗𝑘    (1) 

𝑦𝑖𝑗𝑘   - is the vector of observations (grades) for the ith class taught by the jth instructor, 

nested within the kth department 

𝑋𝑚𝑗𝑘 – is ith class characteristics (see variables in Table A1), 

𝛽0𝑗𝑘  -  is the vector of fixed effects, or mean GPA for the jth instructor within kth 

department   

β𝑚𝑗𝑘 – is the coefficients for ith class individual characteristics, 

𝜀𝑖𝑗𝑘 -  is the vector of residuals for the ith class taught by the jth instructor within kth 

department 

Level 2 equation is  

  𝛽0𝑗𝑘  = ɣ00𝑘  + 𝑢0𝑗𝑘       (2) 

where 
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𝛽0𝑗𝑘  -  is the vector of fixed effects or mean GPA for the jth instructor within kth

department  

ɣ00𝑘  - is intercept for the kth department

𝑢0𝑗𝑘 - is deviation of the j-th instructor from the intercept of the kth department

Level 3 equation is 

ɣ00𝑘  = 𝜃000  + 𝜀00𝑘 (3) 

where 

ɣ00𝑘  -  is intercept for the kth department

𝜃000   - is fixed intercept across all groups

𝜀00𝑘- is deviation of the kth department from the fixed intercept.

The model is estimated using mixed command in Stata 15 (StataCorp, 2017). 

Results and discussions 

Estimation results for both the GPA and standard deviation (StDev) models are presented in 

Table A2 in the Appendix. Wald statistics for both models indicate jointly all variables except 

the intercept differ from zero at p-values less than 0.01. Likelihood ratio tests reject the null 

hypotheses the models including random effects are equivalent to a linear regression model. 

Evidence of clusterization of the data is tested using interclass correlation coefficients, which are 

the ratio of one variance to the sum of the other two variances. The coefficient for level two, for 

example, is the ratio of level two estimated variance to the sum of the level one and level two 

estimated variances. Because this measure is greater than 0 (0.14 for the department and 0.55 for 

the instructor given department), the conclusion clustering is indicated (Park and Lake 2005). 

The selection of both levels (random effects) is also supported by model selection information 

criteria, minimum values were attained using both levels when compared to one level or no level. 
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Finally, both random effects parameters differ from zero in the two models. As is common 

practice, the coefficients associated with the levels are not presented given the number of 

coefficients, rather just over all significance is discussed. Overall, model statistics provide 

evidence for the appropriateness of the mixed effects model.  

Trend variables  

In the GPA model, the trend variable is significant and positive, indicating over the period 1985 

to 2019, there is evidence of systematic grade increases in COALS (Table A2). Without the 

department and instructor levels included in the model, trend remains positive, significant, and is 

larger in magnitude. Department and instructor levels appear to partially account for the 

increases in GPA seen in Figure 2. In the StDev model, the trend variable is significant and 

positive. Without the department and instructor levels, the coefficient on trend in StDev model is 

not significant.  

Institutional variables  

Estimated institutional random-effects parameters are significant in both the GPA and StDev 

models indicating common grading patterns within a department. These results are in line with 

previous studies such as Diette and Raghav (2015), Hernández-Julián and Looney (2016), and 

O’Connor (2020). Variables associated with Y85-88 indicate university reporting requirements 

may help explain GPA. All other institutional variables in the GPA model except semester, upper 

division classes, and meeting twice a week are significant at p-values of 0.01 or less indicating 

institutional variables affect student learning as measured by GPA. Semester being insignificant 

indicates class GPA does not vary by Spring and Fall semesters, a pleasing result for COALS. 

GPAs for classes held twice a week do not significantly differ from classes held three times a 
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week. However, GPAs for classes meeting once a week are higher than those meeting three 

times a week. Classes that meet more often per week are generally shorter in duration. Contrary 

to Henebury (2010), longer classes appear to result in higher GPAs. This result may be because 

longer duration classes tend to more specialized attracting interested and motivated students.  

Classes held during the morning hours result in lower GPA than classes that are held in 

the afternoon and in the evening. Based on a Wald test, grades for evening and afternoon classes 

do not significantly differ from each other. One possible explanation for morning classes having 

lower GPAs is students in morning classes may not have had enough sleep, which affects their 

performance during the class (Wahlstrom, Hendrix, and Frederickson 1998; Wheaton, Chapman, 

and Croft 2016). Further, evening classes tend to be more specialized courses that may be 

contributing to larger GPAs. There is no significant difference between grades in upper and 

lower division classes. Classes with three or more credit hours tend to have lower GPAs than 

classes with one or two credit hours.  

GPA is negatively correlated with class size, which is consistent with previous findings 

(Kokkelenberg, Dillon, and Christy, 2008). Higher grades for smaller classes may be a result of 

better learning outcomes (Nye, Hedges, and Konstantopoulos, 2000), because in smaller classes 

instructors are able to provide more time to individual students both during class and office hours 

(Jewell, McPherson, and Tieslau, 2013). All institutional variables’ coefficients in the StDev 

model are significant at p-values of  0.01 or less except those for semester and classes that meet 

twice a week. The signs of the significant coefficients in the StDev model tend to be opposite of 

the signs in the GPA model. Generally, variables that increase GPA tend to decrease standard 

deviation or variability of grades. Most likely cause of this inverse relationship is GPAs having 

an upper bound of four.  
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Instructor-specific variables  

As in the case with departments, the random part of the model indicates significant variability in 

grading patterns of individual instructors. Coefficients associated with associate professor, 

lecturer graduate student, and lecturer other are significant and positive indicating classes taught 

by these instructors on average have higher GPAs than those taught by a professor. The 

increasing trend of using graduate students and other lecturers accounts for some of the increase 

seen in GPAs overtime. The questions are do students learn more from these non-professorial 

rank instructors, which would not be grade inflation, or do these instructors grade easier, which 

is grade inflation? Unfortunately, the data set cannot answer these questions. Anecdotal evidence 

provided by some graduate students suggests their incentive is to get good teaching evaluations 

to help in obtaining the first faculty position. Easy grading resulting in higher GPAs may 

contribute to higher evaluations (Pease, 2017, Howard and Maxwell, 1980; Eiszler, 2002). 

Kezim, Pariseau, and Quinn (2005) and Sonner (2000) also find visiting and adjunct faculty 

grades are higher. They suggest that the reason for the higher grades may be the expectation of 

higher student evaluations because these instructors are often hired on the term-by-term basis 

and higher student evaluations are more likely to result in their contract being extended. Classes 

with instructors who graduated from an AAU university have higher GPAs than classes with 

non- AAU or foreign universities’ instructors. Instructor gender does not significantly influence 

GPAs. This result differs from some previous studies (Moore and Trahan, 1998; Kezim, 

Pariseau, and Quinn, 2005) and is in line with others (Figlio, Schapiro, and Soter, 2015; Ronco 

and Cahill, 2004). The insignificance may arise from controlling for individual instructor 

variability.  
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In the StDev model compared to professors, assistant professors tend to have more 

variable GPAs, while other faculty members show smaller variability in grades. Assistant 

professors having a larger variability may be because of differences in experience and the 

number of times an instructor has taught a particular class. 

Student characteristics variables  

All student variables are significant. Coefficients associated with variables measuring student 

motivation and ability, SAT, class load, and high school rank, are positive. These results are 

supported by previous studies, such as Kobrin et al. (2008) and Westrick et al. (2015) who find 

high school performance and innate ability of students are good indicators of university 

performance. Student motivation to achieve and less time to procrastinate may explain why 

larger class loads results in slightly higher GPAs. As the percent of no grades increases, the class 

GPA decreases, which may be because student tend to drop harder classes or classes with more 

work to maintain their GPA. As the percent of females in the class increases (percent male 

decreases) GPAs increase. Kuh and Hu (1999), and Voyer and Voyer (2014) find females tend to 

have higher grades than male students.  

Both the number of female students in COALS and the students average SAT have been 

increasing over time (Figure 5).  
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Figure 5.  Average SAT Score for all Students in COALS and Percentage of Female 

Students by Year from Fall 1985 to Fall 2019 

These increases help explain the increasing grades in COALS. Increasing SAT would not 

cause grade inflation, because better students are expected to obtain better grades. The reason 

females tend to have better grades determines if the increased percent of females is associated 

with grade inflation. If instructors simply grant higher grades to females, then grade inflation is 

present; however, if females are more motivated and study harder, it is not a grade inflation. 

Unfortunately, the data set cannot clarify this issue. Dampening the GPA increase is student load 

and high school rank, both of which decrease slightly overtime.  

All student variables are significant in the StDev model. There is higher variability in 

grades for classes with more male students than female students. The higher the student load, 

SAT score, and high school rank, the lower the variability in grades. 

Excluding early years 

Grade inflation is considered an empirical issue occurring over decades, as such the analysis 

used all years in which data were available. To examine if problems with data consistency in the 
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years 1985-1988 impact the results, the model is re-estimated excluding these years. In removing 

the years, 1,735 observations are lost. All coefficients’ signs are unchanged. Both the trend and 

lecturer graduate coefficients are less significant but still significant at 6% or less. As such there 

is no real change in inferences between including or excluding the early years. 

Conclusions and Discussions 

 

As discussed earlier, grade inflation is important to universities, instructors, and students. 

Universities competing for reputation, students and resources may permit grade inflation to occur 

(Jewell, McPherson, and Tieslau, 2013). Instructors may inflate grades for personal gain such as 

favorably biasing student evaluations (Jaschik, 2008; Pease, 2017), whereas students may 

pressure academics for higher grades (Peace, 2017). Grade inflation, however, not only affects 

universities, instructors, and students, but also spills over into the employment sector where the 

recruitment of a good candidate is often based on university GPA (Adams, 2015; Fossati, 

Wilson, and Bonoli, 2020). A high GPA may suggest a job candidate has high aptitude and 

motivation, but on the other hand it could just be the result of inflated grades. It is clear 

comparing student GPAs across the time in the presence of grade inflation is inappropriate and 

may result in poor hires by companies. Whether grade increases are grade inflation or caused by 

improvements in teaching and students’ preparedness is an empirical issue. As such using data 

from Texas A&M College of Agriculture and Life Sciences (COALS) three interrelated 

objectives are to examine: 1) has grade inflation occurred, 2) has the distribution of grades as 

measured by the standard deviation changed; and 3) how various factors influence class mean 

GPA and grade distributions. Even though the study is conducted based on data from a specific 

institution, the results may be generalized to other land grant universities, because the results 

support findings of earlier studies that did not explicitly focus on colleges of agriculture.  
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Utilizing data from 14 departments in COALS for the years 1985-2019, this study found 

evidence of systematic increases in mean class GPAs and standard deviation of grades after 

controlling for the influence of institution, instructors, and student factors. The results are 

suggestive of grade inflation, but with the caveat not all factors potentially influencing grades 

could be included. All three groups of factors are important in explaining class GPAs and 

standard deviations. Overall, the findings and results are quite robust to changes in model 

assumptions. If the model is simplified to one level (department) or to no levels, majority of 

conclusions about the inferences of the various characteristics on mean class GPAs and standard 

deviation hold; supporting the validity of model.  

Findings have implications on recruitment policies and requirements. With respect to 

instructors, a positive signal to administration is seen in that there are no differences in GPAs by 

instructor gender. The practice of increasingly hiring graduate students and other instructors is 

associated with increasing grades, but is it inflation or do these instructors provide a better 

learning environment? Other instructors, for example, tend to have less of a research role, which 

leaves more time to allocate to class preparation and lecturing. If inflation, the trend of hiring 

non-tenure track instructors may be particularly worrisome as universities move towards 

increasing use of non-permanent faculty. Addressing this increase in grades, however, is not easy 

given an environment of decreasing budgets and increasing accountability as measured by 

evaluations of instructors’ performance. Studies have suggested grades and evaluations are 

positively correlated (Marsh and Roche, 2000). If that is the case, then other measures of 

instructor effectiveness may have to be used. Hiring instructors with AAU backgrounds may 

result in higher GPAs but the reason is not clear. More research is necessary here; is it, for 

example, better preparedness by instructors or more focus on research that results in different 
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class GPAs. Assuming GPAs are good measures of learning, administrators may choose to 

schedule their core, degree-specific classes later during the day to maximize student learning. 

Further, smaller class sizes appear to be beneficial for learning. Universities should stride for 

smaller classes instead of larger classes. Budgetary considerations, however, are driving both 

class size and use of graduate students and other instructors. Some larger classes, however, may 

serve to weed-out students from the major, instructors in these classes may give lower grades 

(Weston et al., 2019). This observation complicates the issue. 

From an instructor standpoint, implications are few. Given the trend of using student 

evaluations and assuming higher class GPAs are associated with better evaluations, instructors 

may want to ask to teach smaller class sections of specialized courses. Another consideration is 

class duration. Longer classes yield higher GPAs, but this is most likely because longer and less 

frequent classes tend to be more specialized. 

With the goal of potentially higher GPA, when selecting between different sections of a 

class, students could check the instructor background, and should try to register for the sections 

that have fewer students. In addition, given a chance, they may consider taking classes offered 

later during the day. Students may take classes taught by graduate students and other instructors 

in anticipation of higher grades but should be aware of the potential opportunity cost of missing 

on insights when taught by more experienced professorial track faculty members.  

The results suggest further research on separating the effects of grade improvement and 

grade inflation is necessary. Because variations are seen by department, examining departments 

separately or by general focus such as STEM or social is seen as a valuable contribution. 

Improved understanding of this phenomena and identifying source of grade increases is essential 

to determine if grade inflation is occurring. Research on grading patterns directly before and 
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after instructors’ promotion would provide insights on how the promotion process impacts 

grades. Whether instructors shift their time and effort towards publications and away from 

teaching or if they grade easy to improve evaluations needs exploring. Although, different 

colleges of agriculture have somewhat different employment areas, they do compete against each 

other for hiring of their graduates. Further, how graduate schools and employers use / compare 

students’ GPAs from different university should be explored, given the empirical nature of 

grading. Can or should grades from different universities be compared? Being an empirical issue, 

how do grades in colleges of agriculture vary by university. Such research would benefit both 

graduate colleges and employers. How has COVID-19 change the grading environment? If 

changes occurred, are they permanent changes?  

As with all studies, limitations exist. Being a case study, all limitations of such studies 

apply here. The primary limitation is the inability to include all characteristics influencing class 

GPAs. Instructor level may not account for all influence of an instructor, such as changing 

teaching styles. Unfortunately, such information is not available going back to 1985. An attempt 

was made to include infrastructure (building, classroom, lab modernization, electronic equipment 

available, etc.) in each classroom and how it evolved over time. Such details, however, are not 

available for all the classrooms. Including interaction terms may be appropriate, but with the 

number of variables in this study the question becomes which interactions, because including all 

interactions creates an unwieldly model. Including only some interactions may create a data 

mining exercise.  
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ARE WE THAT SIMILAR? DIFFERENCES IN GRADING PATTERNS WITHIN 

THE SAME COLLEGE 

Introduction  

College graduates have an advantage over nondegree holders in many sectors of the economy 

(Schaeffer, 2022); despite this advantage only approximately 39% of the work force holds an 

associate or bachelor’s degree (US Census Bureau, 2022). College graduates have lower 

unemployment rates and larger median annual salaries. The gap between annual salaries is 

growing, increasing by almost $9,000 between 1990 and 2021 (Schaeffer, 2022). College 

enrollment peaked in 2010, with enrollment in 2021 being over 2 million less students than in 

2010 (Hanson, 2022). Other issues are only about 60% of students who enrolled in a college earn 

a degree within six years, and differences in enrollment and graduation rates differ by income 

level, race, and first-generation student (Causey et al., 2022). 

 In response to the above concerns, the Biden administration proposed the College 

Completion Fund Act of 2021 which would establish  “… a grant program for participating 

public institutions of higher education to provide student support services to increase 

participation, retention, and completion rates of students from low-income backgrounds, 

historically underrepresented students, first-generation college enrollees, parenting students, 

students with disabilities, and student veterans” (GovInfo, 2021).  The bill’s intent is to increase 

college access and affordability and ensure more students complete college and enjoy the 

benefits of a college degree. The importance of completion rates is stressed in the bill. Denning 

et al. (2022) provide reasons why one might see decreasing graduation rates such as increasing 

tuition costs, increase in hours worked by students, less time spent studying, and decreasing 
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standardized math scores (which may be evidence of students’ being less prepared for college). 

They, however, note completion rates have been increasing rather than decreasing partially 

because of increasing grade point averages (GPAs). Although grade inflation (an increase in 

student grades without an associated increase in knowledge and learning) may be addressing the 

social problem of low completion rates but at the costs of potential declining college wage 

premium associated with decreased learning (Denning et al., 2022).  

Another issue is passage of such legislation may create an enabling environment for 

recruitment and retention of students in universities. Competition for students and increasing 

tuition and costs may lead universities to allow grade inflation in the hopes of increasing their 

reputation, increasing enrollment, and justifying tuition increases (Jewell, McPherson, and 

Tieslau, 2013). Attracting additional students may also provide the university more funds 

through tuition and fees (Teixeira et al., 2014), but higher than deserved grades will eventually 

negatively affect the reputation of a university for failing to prepare professionals that meet 

industries’ expectations (Chowdhury, 2018).  

Hermanowicz and Woodring (2019, p. 497) note “Grades are a ubiquitous part of 

college” influencing a large part of undergraduate life from self-definition to graduation and job 

prospects (Becker, Geer, and Hughes, 1968; Rojstaczer and Healy, 2012). With grades being 

such an important part of undergraduate life, it is no surprise studies such as Butcher, McEwan, 

and Weerapana (2014), Minaya (2020), and Opstad (2020) show grades may influence students’ 

choice of majors. Further, different grading norms can be used to manage demand for majors 

(Diette and Raghav, 2015; Hernández-Julián and Looney, 2016). Several studies have shown 

grading norms may differ between universities, colleges, and even different departments within a 

college in a university (Hartnett and Centra, 1977; Achen and Courant, 2009; Herron and 
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Markovich, 2017; Bond and Mumford, 2019). Although these studies suggest there are 

differences in grading patterns between departments of a college or university, they provide no 

clear evidence on factors causing these differences.  

Using a unique dataset, hierarchical mixed effect models are used to identify factors 

influencing class level GPAs in departments in College of Agriculture and Life Sciences 

(COALS) at Texas A&M University (TAMU). Interviews with different departments’ personnel 

and comparative analysis of exogenous factors are implemented to better understand grades 

overtime. Specifically, the objectives are to: 

1) determine if potential grade inflation has been occurring by department and if it differs 

overtime, and 

2) examine factors influencing mean class GPA among different departments in COALS 

to provide information on factors causing these differences and explore if the influence 

has changed overtime.  

This study contributes to the existing literature in that it considers a wide array of factors 

affecting grades in different disciplines and draws parallels among departments. Grades over 

time and differences in factors affecting grades may be used by the departments’ administrations 

to understand whether the changes in grading patterns are the result of improved learning or 

consequences of inflated grades.  

Literature Review 

 

In the past decades, there has been intense competition among universities for high school 

graduates (Voice of America, 2019). One reason for this competition is decreasing government 

spending on public education (Cattaneo et al., 2016) which forces universities to attract funding 

through additional sources including student tuition and fees (Teixeira et al., 2014). Universities 
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must either increase tuition and fees or enroll more students to address budget shortfalls. Both 

tasks are challenging. Justification for tuition and fees increases includes improved services and 

quality of education, which often leads to additional expenditures (Archibald and Feldman, 

2012). In addition, students’ mobility and geographic integration of college markets (Hoxby, 

2000), as well as emergence of online education make attracting additional students harder. In 

this competitive environment, some universities try to increase their image and reputation while 

others, rather than engaging in expensive competition, simply accept weaker students (Jefferson, 

Gowar, and Naef, 2019). Peace (2017) argues that even weaker students expect good grades in 

return for high tuition and fees. This notion of “consumerism” creates pressure on institutions to 

grant higher than deserved grades. Instructors as well may be inclined to grade leniently to avoid 

time consuming arguments with students, especially on the assignments that may not have a right 

or wrong answers (Achen and Courant, 2009). There is also a labor market justification for 

granting higher than deserved grades. Graduates from disciplines with higher paying jobs 

generally have lower grades compared to those graduating from lower pay job disciplines. This 

grade disparity may be used to attract students to the lower wage disciplines (Sabot and 

Wakerman-Linn, 1991; Freeman, 1999, Diette and Raghav, 2016). 

Evidence of grade inflation and factors affecting grades are the subject of numerous 

studies over the past decades (e.g., Schutz et al., 2015; Kostal, Kuncel, and Sackett, 2016; Peace, 

2017).  Kuh et al. (2006) and Rojstaczer and Healy (2012) find that even after accounting for 

student aptitude, grades still increased in recent decades. Results from the first essay of this 

dissertation show that even after controlling for student, instructor-specific, and institutional 

factors, grades have increased significantly between 1985 and 2019. Denning et al. (2022) take a 

different approach and compare end of year test grades and students’ GPAs. Over the span of 12 
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years, students earned better course grades in later years, although end of course exam scores 

stayed nearly the same (nine out of 12 exams were identical).  

Grade inflation is recognized to be one of the most important issues facing the academic 

world (Merrow, 2004) for at least two reasons.  First, inflated grades do not convey the proper 

message concerning students’ abilities and knowledge to future employers. A student with a “B” 

from an institution where grade inflation is not occurring may be better prepared for the job 

market compared to a student with an “A” from an institution where grade inflation is occurring. 

Employers without knowledge of grade inflation may be tempted to hire the graduate with higher 

grades. Second, because grades have a cap (usually 4.0) grade inflation places a good student 

close to exceptional student, thus negating the ability of grades to differentiate between students 

even in the same institution (Kohn, 2002).  

Differences in grading standards are observed not only between different universities 

(Popov and Bernhardt, 2013), but also between departments within the same university (Sabot 

and Wakerman-Linn, 1991; Herron and Markovich, 2017), and even between instructors in the 

same department (Jewell and McPherson, 2012). Hartnett and Centra (1977) discuss 

departmental differences from the standpoint of students’ aptitudes and preparedness. They find 

significant department-specific differences in student learning outcomes. Several other studies 

highlight grade differences between Science, Technology, Engineering, and Mathematics 

(STEM) majors and non-STEM majors within the same universities (Ost, 2010; Witteveen and 

Attewell, 2020; Tomkin and West, 2022). One common finding is STEM departments tend to 

grade tougher than departments granting non-STEM degrees. Tougher grading may result in 

smaller number of students enrolling in STEM related disciplines (Rask, 2010). Bar, Kadiyali, 

and Zussman (2009) concur with this finding adding publicly available grade distributions make 
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it possible for students to self-select into leniently graded classes. Opstad (2020) suggests 

students may self-select career pathways based on grades; below average performing students 

may select majors other low performing students select. Reason given is it may be easier for a 

student to obtain a good grade when competing against peer students who are also low 

performing or less qualified. Studies such as Hartnett and Centra (1977), Achen and Courant 

(2009), and Herron and Markovich (2017) highlight differences in grading patterns between 

departments in a college or university. Specific reasons behind the differences, as well as any 

suggested course of actions are usually not discussed.  

Data Description and Summary Statistics 

Differences in grading patterns for the following 12 departments within COALS at TAMU are 

examined: 

- Department of Agricultural Economics (AGEC), 

- Department of Agricultural Leadership, Education, and Communications (ALEC), 

- Department of Recreation, Park, and Tourism Sciences (RPTS), 

- Department of Animal Science (ANSC), 

- Department of Poultry Science (POSC), 

- Department of Biological and Agricultural Engineering (BAEN), 

- Department of Biochemistry & Biophysics (BICH), 

- Department of Entomology (ENTO), 

- Department of Horticultural Sciences (HORT), 

- Department of Plant Pathology and Microbiology (PLPA), 

- Department of Soil & Crop Sciences (SCSC), and 

- Wildlife and Fisheries Management (WFSC). 
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Data from the first essay are used, however the first essay includes only analysis of COALS as a 

whole and not individual departments or by different time periods. In addition, data before 1988 

is excluded because of differences in students’ admission requirements before and after 1988.  

Descriptions of the variables used in the analysis are in Table A3 in the Appendix. 

Differences in variables used between the second and first essays are because of an insufficient 

number of observations after disaggregating the data into departments. Specifically, evening 

classes are merged with the afternoon classes and foreign instructors are merged with the non-

AAU instructors’ group. 

Because what happened in the distant past may not be as relevant as the present, the data 

are divided into two periods, 1989-2003 and 2004-2019, which divides the data in approximately 

two equal periods. While differences between periods help in long term trends, the recent period 

may be more relevant for addressing policy changes. Thus, the comparative analysis is 

implemented between the departments and within each department between the two periods. 

GPAs are analyzed as a function of institutional (class time and duration, number of credits, 

upper or lower division courses, and number of total students in the class), instructor-related 

(instructor gender, position, and graduating from a AAU accredited university), as well as 

student-related (student gender, high school rank, SAT score, class load, and course completion) 

characteristics. Summary statistics along with tests of differences in the mean values of the 

variables by period are in Table A4. Finally, although written as department, it needs to be noted 

because the data are for class and not department, the class data may include students from 

multiple departments.  
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Departmental GPAs 

Department mean GPAs show variability by department, years, and between the two periods 

(Figure 6). For presentation purposes, the departments are grouped into four subgroups. This 

grouping consists of Social Sciences, Animal Oriented, Plant Oriented, and Other. 

 

 

Figure 6. College of Agricultural and Life Sciences, Departments’ Average GPAs by 

Semester from 1989 to 2019 

 

All departments’ (except HORT, SCSC, POSC) mean differences between the two period’s 

GPAs are statistically significant (henceforth the wording significant is used for ease of reading) 

at p-values of 0.05 or less (Table A4). Three departments, ALEC, BAEN, and WFSC, had 

significant decreases in mean GPAs in the second period relative to the first period. The 

remaining six departments had positive significant increases. Mean departmental GPAs range 

from 2.91 (RPTS) to 3.61 (ALEC) in the first period, and 3.00 (WFSC) to 3.48 (ANSC) in the 
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second period. Even within the same grouping, departments have different grading patterns. For 

example, within Social Sciences, RPTS’s GPAs are relatively flat in the first period but show a 

steady increase in the second period, while AGEC’s GPAs show a slight increasing trend 

through most of the first period then a flat or decreasing trend for the first part of the second 

period and an increasing trend after that until the end. 

Institutional characteristics 

Most classes meet in the morning. Only PLPA has less than 50% of their classes in the morning. 

The percentage of classes in the morning ranges from nearly 82% for ANSC and ENTO in the 

first period to 38% in PLPA in the second period. Except for PLPA and POSC, all departments 

showed a significant decrease in morning classes with the corresponding increase in afternoon 

classes between the two periods. There appears to be no common tendency concerning the 

number of times per week courses meet. Most classes in COALS are upper division (junior and 

senior) classes with all departments having 53% or more of their classes being upper division. In 

the first period, HORT and ENTO are the only departments that had nearly equal split between 

lower division (freshmen and sophomore) and upper division classes. However, in the second 

period, they increased the share of upper division classes.  

ALEC, BICH, and WFSC show significant decreases in average student enrollment in 

classes, whereas HORT, PLPA, SCSC, ANSC, and POSC had no changes in average student 

enrollment per class between the two periods. AGEC, RPTS, BAEN, and ENTO had significant 

increases in average enrollment per class. Average class size is the largest in AGEC (over 69 

students in period two) and is the smallest in BAEN (31 students in the first period). By far, most 

classes in COALS are three or more credits. AGEC, PLPA, and ENTO have seen decreases in 
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the percentage of three or more credit classes. in ALEC, RPTS, SCSC, and BAEN, percentages 

of classes with three or more credits increased in between periods two and one.  

The average number of students in class are graphed in Figure 7. There are large 

variations in class sizes among the departments and there is variability within a class by 

semester. ANSC and WFSC have stable number of students in classes, while others, such as 

SCSC had increases in class size till mid-2000s, then show a decrease in numbers.  

 

 
 

Figure 7. College of Agricultural and Life Sciences, Departments’ Average Number of 

Students in Each Class by Semester from 1989 to 2019  

 

Instructor characteristics 

All departments have significant decreases in the percentage of male instructors in period two 

over period one except HORT and PLPA that have significant increases. ALEC is the only 

department that had predominantly female instructors, but only in the second period (54%; note, 
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percent males are reported). Percentage of male instructors is as large as 99% (in ENTO). Rank 

of instructors also vary between different departments and periods with no easily discernable 

patterns. In the first period for example, almost 92% of all instructors in ENTO are professors, 

while in the same period in ALEC only 19% of all instructors were professors. If significant, the 

percentage of instructors that graduated from non-AAU school decreased between the two 

periods. The percentage of instructors graduating from non-AAU schools ranged from 51% 

(HORT and BICH) to 84% (BAEN) in the first period and from 35% (ENTO) to 71% (WFSC) in 

the second period. 

Student characteristics 

Compared to the previous two groups of indicators, student related characteristics have more 

similarities in direction and magnitudes among the departments. All departments had decreases 

in the percent of male students between the first and second period except AGEC, which had no 

significant change. Percentages of male students, however, still show a broad range, from 40% in 

HORT to 80% in BAEN for the first period and 32% in ANSC to 78% in BAEN in the second 

period. Average SAT scores are significantly higher in all departments in the second period, 

except ALEC and SCSC. This may indicate that majority of the departments recruited better 

students over time. SAT scores visibly dropped in the last two semesters in almost all 

departments (Figure 8).  The lower end of the range on average SAT scores changed little 

between the two periods, 526 (POSC) and 528 (ALEC), whereas the upper end has increased 

from 603 to 624 (both in BICH).  
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Figure 8. College of Agricultural and Life Sciences, Departments’ Average SAT Scores by 

Semester from 1989 to 2019 

 

In six departments (AGEC, ALEC, ANSC, SCSC, BAEN, and BICH), average student 

load significantly decreased and in three departments (RPTS, HORT, and WFSC) load increased. 

Several conflicting policy changes may impact student load. Texas A&M University gradually 

decreased the number of credits necessary to graduate from 140 to 120 between the mid 1980’s 

and early 2000’s. Currently, TAMU generally requires 120 credits to graduate. Students taking 

more than 150 credits are required to pay out-of-state tuition. The number of credits a student 

can take before having to pay out-of-state tuition decreased between 1999 and 2006. Students 

graduating with 123 or less credits may be eligible for a small tuition rebate. In Fall 2005, 

TAMU changed tuition from per credit to a set rate for students taking 12 plus credits. TAMU 

introduced flat versus variable rate tuition in 2014 where students entering the university can 

select a tuition plan for the next four years. 
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  Average high school rank is 73 percentile or higher in all departments, meaning that in 

high school 73% or more of all students ranked below those students accepted to COALS 

(Figure 9). Four departments (AGEC, ALEC, BICH, and SCSC) had significant decreases in 

high school rank, whereas two departments (ANSC and ENTO) show increases between the two 

periods. Other departments’ grouping which includes three STEM majors (ENTO, BAEN, and 

BICH) showed students high school rank increased in both time periods until the last couple of 

years. The share of no grade has either significantly decreased or has had not changed between 

the two periods for all departments. BICH (with over 5% of students receiving a no grades) had 

the largest percentage of no grades in both periods.  

 

 

Figure 9. College of Agricultural and Life Sciences, Departments’ Average High School 

Rank by Semester from 1989 to 2019 
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Model  

Descriptive statistics show there are differences between departments within COALS. Further, 

different instructors have different teaching styles and may grade differently which may make 

the assumption of independence of observations invalid. To account for these differences, mixed 

effect models (Goldstein and Hoboken, 2011) are estimated individually for each department. 

The models consider instructor-specific characteristics to estimate the average grade in each 

class. Previous studies have also used mixed effect models in examining grading patterns 

(Kokkelenberg, Dillon, and Christy, 2008; Beenstock and Feldman, 2016; Hernández-Julián and 

Looney, 2016).   

Mixed effect model estimation contains fixed and random components and consists of 

two levels. Level 1 equation is:  

𝑦𝑖𝑗 = 𝛽0𝑗  + ∑ β𝑚𝑥𝑚𝑖𝑗 𝑘
𝑚=1  + 𝜀𝑖𝑗      (1) 

where 

𝑦𝑖𝑗  - is the vector of observations (GPA) for the ith class taught by the jth instructor,  

𝑋𝑖𝑚𝑗 – is ith class’ mth characteristic for jth instructor (see variables in Table A3), 

𝛽0𝑗  -  is the vector of fixed effects, or mean GPA for the jth instructor, 

β𝑚 – is the vector of coefficients for class characteristics, and 

𝜀𝑖𝑗 -  is the vector of residuals for the ith class taught by the jth instructor. 

Level 2 equation is  

  𝛽0𝑗  = ɣ00  + 𝑢0𝑗       (2) 

where 

𝛽0𝑗  -  is the vector of fixed effects or mean GPA for the jth instructor, 

ɣ00  - is fixed intercept across all groups, and  
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𝑢0𝑗 – is deviation of the jth instructor from the fixed intercept. 

Results 

Given the number of models and variables, limited discussion is provided on inferences on the 

coefficients by department and period (See tables A5 and A6). As shown in the two tables, there 

are period and departmental differences in significances, signs, and magnitudes of some of the 

coefficients, but also many similarities.  

Potential grade inflation 

In the first period, one department (POSC) has a significant and negative coefficient associated 

with trend, whereas four departments (AGEC, SCSC, ANSC, and BAEN) have positive and 

significant coefficients associated with trend after controlling for the other characteristics. In the 

second period, negative significant trend coefficient is observed in BICH, while the number of 

departments with positive significant trend coefficients doubles (AGEC, ALEC, RPTS, HORT, 

PLPA, SCSC, POSC, and BAEN). It appears the increase in COALS grades reported in the first 

essay is caused by most of the departments experiencing increasing trend in grades especially in 

the second period, but not all departments. 

Institution characteristics 

Institutional characteristics appear to show few patterns concerning significance, signs, and 

magnitudes of the coefficients. Eleven of the 24 coefficients associated with morning classes are 

significant and all but two are negative. Only in PLPA (not significant), SCSC, and POSC are 

the sign and significance of this coefficient consistent between the two periods. Classes taught 

during morning hours (if significant) have lower GPAs than afternoon classes with the one 

exception, BICH in the second period. This is in line with Marbouti et al. (2018), who find that 
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early morning and late Friday afternoon classes attendance and grades are lower than other 

meeting times. Classes meeting only once a week generally have higher grades. In period one, 10 

coefficients are significant and negative for meeting two or more times a week. Only one 

department had a significant and positive coefficient (AGEC) for meeting two or more times a 

week. Differences between time periods are present. In period two, five departments had lower 

grades when meeting more than once a week, whereas four departments had higher grades when 

meeting more than once a week. For both periods, only ENTO and RPTS had no significant 

coefficients associated with number of classes per week.   

Grades in upper and lower division classes for most of the departments are similar, that is 

the coefficients are insignificant. ANSC has higher grades in upper division classes for both 

periods. In contrast, SCSC had lower grades for both time periods in upper division classes. 

BAEN (period one) and ENTO (period two) grades are higher for upper division courses, 

whereas WFSC (period two) grades in upper division are lower than lower division courses. The 

number of students in the class is negatively correlated with grades for all departments and 

periods except for RPTS in period two where the coefficient is insignificant. This finding is in 

line with many studies who find student perform better in smaller class sizes (Kokkelenberg, 

Dillon, and Christy, 2008; Diette and Raghav, 2015; Nye, Hedges, and Konstantopoulos, 2001). 

If significant, courses with three or more credits result in lower grades relative to courses with 

one or two credits. 

Instructors’ characteristics 

 Instructor characteristics involving 138 coefficients (six are not considered, because they are 

drawn on a small number of observations) for all departments are only significant in 13 cases 

(six in the first and seven in the second period). In an ideal world, none of the variables in this 
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group would affect grades. Only in SCSC “other instructors” is significant in both periods. In the 

second period, instructors’ gender significantly affected grades in RPTS (males grading lower 

than females) and in ALEC (females grading lower than males). Assistant professors graded 

lower than professors in SCSC and ENTO in the first period. In PLPA for the second period, 

assistant professor grades are higher than professors. Associate professors grade significantly 

lower than professors only in ENTO in the second period. Graduating from an AAU or non-

AAU school appears to have little to no effect on grading, especially in the second period. If 

significant, graduate students and other lecturers grade higher than professors, but this occurs 

only in five cases (period one ALEC and SCSC; period two RPTS, SCSC, and ANSC). Research 

suggests that one of the reasons for higher grades granted by visiting and adjunct faculty could 

be the expectation of higher student evaluations (Kezim, Pariseau, and Quinn, 2005; Sonner, 

2000). These instructors are often hired on a term-by-term basis and higher student evaluations 

are more likely to result in their contract being extended. But this does not seem to be the general 

case in COALS. 

Students’ characteristics 

Students’ characteristics have more significant coefficients compared to instructors’ 

characteristics. If significant, students’ characteristics generally have similar inferences in all 

departments: decrease in percentage of male students, as well as increases in SAT score and high 

school rank have positive effects on GPAs, while increase in share of students with no grades has 

a negative impact on GPAs. Studies such as Voyer and Voyer (2014) and O’Dea et al. (2018) 

also find females tend to receive higher grades. In two of the four departments where student 

gender is insignificant in the second period, the percentage of female students is larger than 

males (ALEC and HORT).  
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In five departments, RPTS, PLPA, SCSC, POSC, and WFSC, for both periods, increasing 

SAT scores did not significantly increase GPAs. Although you would expect SATs to reflect 

students’ ability, studies such as Haladyna, Nolen and Haas (1991) and Reames and Bradshaw 

(2009) support the idea that SAT scores have increased over time without a corresponding 

increase in student educational achievement. They claim this may be a result of public schools 

preparing students to take standardized tests or applying a more effective block scheduling. High 

school rank, reflecting student preparedness and motivation (Kobrin et al., 2008; Westrick et al., 

2015), is insignificant in five departments in the first period but is only insignificant in three 

departments in the second period (RPTS, SCSC, and WFSC). As expected, the percentage of 

students receiving a no grade is generally associated with lower GPAs. This is most likely 

because more students tend to drop difficult courses compared to easier classes. Barker and 

Pomerantz (2000) state dropping a course may suggest poor performance and indicate 

responsible behavior by the student who is considering their academic future. Five coefficients 

are significant and positive and two are significant and negative for student load considering both 

periods. These findings weakly suggest motivated students and students with less free time do 

not procrastinate and organize their time more wisely. This may result in better study habits and 

higher grades. Previously discussed changes in university policies that may influence student 

load, may be leading to this characteristic being insignificant in many departments. 

 

Conclusions and Discussions 

Differences in grading patterns (specifically, class average GPAs for periods 1989-2004 and 1989-

2019) among 12 departments within the College of Agriculture and Life Science (COALS) at 

Texas A&M University (TAMU) are examined through addressing two objectives. First objective 
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is to determine if potential grade inflation has been occurring by department and if it differs 

overtime. A significant and positive coefficient for trend indicates potential for grade inflation, but 

it must be noted missing variables may be contributing to the trend coefficient. Potential grade 

inflation occurred in four departments in the first period (1989 – 2003). In the second period (2004 

– 2019), the number of departments experiencing potential grade inflation doubled to eight out of 

the 12 departments. Three departments, AGEC, SCSC, and BAEN had potential grade inflation in 

both periods. In contrast, in each period only one department had potential grade deflation (POSC 

in period one and BICH in period two). POSC experienced grade decreases in the first period and 

increases in the second period.  

Although not in the model, the change in number of departments experiencing potential 

grade inflation roughly corresponds to factors previous studies suggest as reasons for grade 

inflation including tuition and fee increases, increase in the use of teaching evaluations, and 

student generation. The second period roughly corresponds to the time when baby boomer 

(including younger baby boomers – generation Jones) were ending their student careers and 

millennials (generation born between 1980 and 1996) started attending college. By the end of 

period two, Generation Z started to enroll in college. Howe and Strauss (2000) mention 

millennials were raised by their parents to succeed. In addition, Curran and Hill’s (2019) meta-

analysis shows recent generations of college students feel more pressure to excel than students in 

1990s. This need to excel could be one driving force behind students’ complaints on grading and 

could foster grade inflation. Additional research on generation on grading patterns is warranted. 

GPAs show a decline in both ALEC and BAEN around 2006, however, they crawl back 

up by the end of the second period. Discussion with the BAEN former department head indicated 
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they attempted to increase rigor in their department. These observations imply grades are hard to 

reduce and / or maintain at lower levels.  

The second objective is to examine factors influencing mean class GPA among different 

departments in COALS to provide information on factors causing these differences and explore if 

the influence has changed over time. Results show that there are differences in grading patterns 

among departments in COALS and even within the same department between time periods. It 

appears differences in GPAs are mainly driven by specifics of each department. This is in line with 

the first essay where significant departmental differences are reported. Departmental culture, 

subject matter, job market prospects, and student expectations may be some of the reasons for 

departmental differences. These differences may manifest themselves in the magnitude of the 

coefficients differing although sign and significance are the same. Although departmental 

differences may be the main driving force some differences are noted and discussed. Further, 

because of these differences, one must be careful in comparing students and their GPAs between 

majors; an unfortunate inference for employers and graduate school recruiters. 

In terms of ranking from the largest to smallest GPA between periods, only three 

departments had a change of more than two places in this.  BAEN changed from fourth to 

seventh in its ranking. As noted earlier, BAEN made a conscious attempt to add rigor to their 

program. No reason is found for the other two departments’ change in ranking. WFSC went from 

seventh to 12th with a significant decrease in GPA between periods. PLPA with the largest 

increase in GPA between period went from 10th to sixth. The remaining discussion concentrates 

on period two as noted earlier this may be the most relevant period.  

Weak evidence exists that supports previous studies’ claims that differences exist 

between STEM and non-STEM designated departments. Seven of the eight non-STEM 
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departments experienced potential grade inflation while two (PLPA and BAEN) of the four 

STEM designated departments (PLPA, BAEN, BICH, and ENTO) experienced potential grade 

inflation. As noted earlier, changes in BAEN grading may have more to do with changes in the 

department than STEM designation.  One STEM department shows grade deflation (BICH) and 

one no change (ENTO) in GPA. Over time, grade dispersion among all departments reduced 

from a GPA range of 2.72 - 3.50 in 1989 to 3.05 - 3.52 in 2019, making it more difficult to 

differentiate students’ abilities.  

Issues remain what are causing the difference between departments. After controlling for 

instructors, characteristics associated with instructors are generally insignificant implying these 

characteristics are not the reason for differences. Signs and significance of student characteristics 

are similar among departments, but magnitudes vary. Simple correlation between estimated 

coefficients on high school rank and average school rank is 0.75. Such a moderate to strong 

correlation indicates the effect of preparation as given by high school rank is stronger in classes 

that have a higher average rank than classes with lower average rank. Correlations between the 

absolute value of the estimated coefficients and average values for student gender (0.38) and 

SAT scores (0.42) show a weak to moderate relationships. Although the effect of students’ 

characteristics such as preparedness, motivation, and gender are similar, having a larger 

percentage of better prepared student, for example, has a larger impact (magnitude) on grades. 

More research is warranted on these relationships.  

Institutional characteristics do not present as clear of a picture. Characteristics other than 

total students enrolled in a class and high credit show no consistent patterns. Correlation between 

estimated coefficients and average number of high credit classes is very weak to nonexistence at 

-0.16. Negative correlation between estimated coefficients and average number of students in a
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class shows an inverse moderate to significant relationship (-0.68). Although increasing the 

number of students decreases grades, it appears at some point adding additional students has less 

of an effect. This indicates the relationship between number of students and grades may be 

nonlinear. At some point increasing the number of students may have little to no effect on class 

GPA. Again, more research is necessary on this relationship.   

Questions not addressed include should grade reform be undertaken and whether 

departments would be willing to consider grading reform. These are complex difficult questions 

involving issues such as enrollment, finance, and employment. Because administrators may not 

have a lot of control over individual instructors’ grading standards, they may introduce the idea 

of “individual gain” (McGowen and Davis, 2022).  Individual gain is a numeric value calculated 

based on the initial test and a final test at the end of the class that can be used to complement 

grades on students’ transcripts. Such a numeric value, however, would be a confusing addition to 

transcripts especially until all universities adopt the idea.  

Denning et al. (2022) show grade inflation has led to an increase in college graduation 

rates, a goal of the current presidential administration. Compared to education expenditures 

grade inflation may be a low-cost policy option to ensure higher graduation rates and earlier 

graduation. However, the long-term consequences of such a policy, such as decline in quality of 

college graduates or university image deterioration needs to be considered. Future research 

calculating costs and benefits that come with increasing grades. Benefits comprise of higher rates 

of completing college, which results in graduates who compete for better employment 

opportunities. Costs include lower preparedness of those graduates.  

Given that this essay utilizes the same dataset as the preceding one, it is important to 

acknowledge that limitations encountered in the first essay are also applicable here.  
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POLICIES ENHANCING AGRICULTURAL VALUE CHAINS IN DEVELOPING 

COUNTRIES: AN EVIDENCE GAP MAP 

Introduction 

Agriculture, comprising approximately four percent of global gross domestic product (GDP), 

plays an important role in driving economic growth (World Bank, 2022). However, in many low, 

middle, and upper-middle income countries, where food security and malnutrition are significant 

issues, agriculture makes up more than a quarter of their GDP (World Bank, 2022). Agricultural 

growth plays an important role in poverty reduction and food security (Warr and Suphannachart, 

2021; Abdelhedi and Zouari, 2020; Norton, 2004), and whose role in addressing these challenges 

has been widely acknowledged (Zadawa and Omran, 2020; Gero and Egbendewe, 2020). 

Promoting the growth of agriculture in low, middle, and upper-middle income nations is crucial 

not only for their own development but also for the well-being of the entire world, due to these 

countries producing nearly half of the global food supply (USDA Economic Research Service, 

2017).  

Agricultural Value Chains (AVC) are mechanisms that allow for the flow of products, 

knowledge, and financial payments possible from producers to final consumers. Strengthening 

AVCs to ensure the supply of food is especially important for developing countries where food 

security and malnutrition remain concerns. Agricultural growth is important not only for rural 

poverty alleviation, but also for reducing urban poverty (Norton, 2004).  It has also been shown 

that participation in global AVCs increases GDP and employment in the agricultural sector (Lim, 

2021). Supporting policies for creating enabling environments for AVC is one of the priorities of 

global development organizations, such as FAO, World Bank, and USDA (Clayton and Preston, 

2003; Smyth, Phillips, and Kerr, 2016). The World Bank book on agribusiness and innovation 
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systems in Africa mentions that developments in agriculture reduce global poverty directly 

through raising farmers’ income and indirectly through decreasing food prices. In many 

developing countries the agricultural sector is the largest source of employment compared to 

other sectors (Larsen, Kim, and Theus, 2009). This suggests that enhancing employment 

opportunities within the agricultural sector might hold greater potential for poverty reduction 

than doing so in other sectors.  

However, effective and efficient coordination of AVCs continue to remain an issue in 

low, middle, and upper-middle income countries due to capacity constraints and inefficiencies of 

agricultural policies (Trienekens, 2011; Protopop and Shanoyan, 2016). Value chains serve as 

mechanisms for the introduction of alternative organizational systems that allow more efficient 

production, processing, and marketing practices. An example is efficient warehousing and 

retailing systems in large supermarkets that utilize technologies for fast and efficient order refills 

(Liu et al., 2019). Thorough analysis of interventions in AVCs and the resulting outcomes 

reveals areas that are underexplored and may have a potential of a higher marginal contribution 

to agricultural efficiency, and stakeholders’ profits, and society welfare.  

To shed light on impacts of existing policy interventions, one of the USDA Food for 

Progress Learning Agenda questions focuses on identification of gaps in implemented policies 

along AVCs, as well as on revealing models of collaboration that are effective in enhancing AVCs 

(USDA, 2020). Specifically, the aim of the Food for Progress Learning Agenda on Trade 

Expansion and Agricultural Market Development is to “…identify relevant and timely research 

questions to inform evaluation and policy research in the area of expanding agricultural trade and 

markets” (USDA, 2020). Informed decision making in policy design is crucial, especially given 

limited resources for interventions. Policy interventions (any action, program or activity 
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implemented by national or international authorities and non-state actors) at different stages of the 

AVC affect desired outcomes (yield, technology adoption, poverty reduction, etc.) differently with 

the complexity of the chain further increasing the difficulty to measure the impact of a specific 

intervention. It is important to evaluate policies and their impacts based on actual evidence 

(coming from real-world examples, rather than simulations or theoretic contributions) preferably 

collected from a wide range of applications and studies.  

 The objectives are collecting evidence on interventions in AVC and highlighting 

evidence gaps in the literature. Further, models of collaboration aimed at improved policy 

interventions in any stage of the AVC are discussed. Specific questions addressed are: 

- What are the extent and characteristics of existing empirical evidence regarding policy 

interventions that enhance AVC and improve enabling environments and what are the 

evidence gaps in the literature?  

- What are the extent and characteristics of existing empirical evidence regarding the 

effectiveness of models of collaboration among local and international actors, including 

donors, private sector partners, academic institutions, and Non-Government Organizations 

(NGOs) to support policy change? 

 Evidence Gap Map (EGM) (Snilstveit et al., 2017) approach is used to achieve the first 

objective by mapping existing knowledge through systematic screening of the literature on 

AVCs obtained by keyword and manual searches of electronic databases and organizational 

websites. EGM utilizes a systematic data collection approach to visually present information that 

is known or not known on a specific topic; therefore, allowing organizations and agencies to 

target gaps potentially leading to higher impact policy interventions. In addition, because the 

evidence is based on data coming directly from the field (excluding simulations and theoretic 
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studies), the results may be more realistic and generalizable. The EGM developed combines 

evidence on interventions along AVC with resulting outcomes. Specifically, interventions are 

separated by stages of the value chain (input supply, production, harvest, and post-harvest, 

transport and storage, processing, marketing, as well as overall governance of the value chain) 

and mapped with corresponding outcomes (production outcomes, market reforms, product 

movement in space and time, risk management, and welfare). It is important to keep in mind that 

this method of data collection does not attend to significance or magnitude of coefficients, and 

only records whether the outcome was considered by included studies’ authors. This implies that 

the intervention /outcome pair is included in EGM even if the intervention was not a significant 

driver of the outcome.  

Second question is addressed via thematic synthesis of main themes emerging from the 

literature. Findings are based on frequencies of each theme. Specifically, models of stakeholders’ 

collaboration are identified and then grouped based on different characteristics. Further, groups 

of collaboration models are matched with specific stages of the AVC and the policies they intend 

to promote. 

This study is important to both policy makers and researchers. Based on the results of the 

EGM policy makers may want to reallocate funding to underexplored areas and will be able to 

identify interventions that are more likely to result in the desired outcomes. Likewise, 

researchers can use the information to identify areas where the research is either weak or 

ambiguous to further advance knowledge in those domains.  
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Scope   

This EGM presents a framework of 17 interventions and 28 outcomes. These categories are 

informed by the conceptual framework defined in the next section and are adjusted based on the 

literature.  

Conceptual framework 

Theory of change (Weiss, 1995) is a process of documenting how and why an intervention is 

supposed to work. A theory of change diagram represents description of the strategies and actions 

that facilitate change and achieve outcomes. Using this framework, one can describe the causal 

relationship between policy interventions and their effects at different stages of the value chain. 

The following discussion outlines the key elements of the theory of change for interventions in 

AVCs. Causal paths in AVCs are complex interactions involving many stakeholders and 

institutions arrangements. Further, the nature of interventions depends on the stage of the value 

chain including input supply, crop production, harvesting, post-harvest treatments, transportation, 

storage, processing, and marketing. Norton (2016) discusses an AVC model which highlights 

intervention strategies that can be used in different stages of the value chain to achieve different 

outcomes. Policy interventions are implemented through local and international actors, 

government bodies, NGOs, and actors in the value chain itself. These interventions are specific to 

stages. For example, interventions at the input stage might provide seed and equipment at the time 

of planting and chemicals supply for fertilization and diseases control. Output of such interventions 

at the input stage may be increased production and / or farm incomes. Interventions in production, 

harvest, and post-harvest stages may allow for the possibility of increased participation in markets. 

Similarly, interventions at the processing stage may improve product quality which leads to higher 

prices for producers resulting in increased farm incomes.  Therefore, understanding linkages and 
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interactions within AVCs helps identify key areas of interventions that lead to the desired 

outcomes. These linkages are derived from Norton (2016) and presented in the theory of change 

diagram in Figure 10.   

 

Figure 10. Scope of the EGM: Theory of Change Diagram 

 

Theory of change diagram presents AVC stages and strategies that can lead to improvements of 

AVC at each stage. The last column contains potential results obtained after the intervention 
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takes place. For example, improved production and harvest practices implemented in production, 

harvesting and post-harvest stage of the value chain can lead to improvements related to market 

expansion or product movement in space and time.    

Although not presented in the figure, this approach requires assumptions about 

interventions scope, design, implementation process, and causal impact on resulting outcomes 

(Jones and Rosenberg, 2018). For example, it is assumed that the interventions were delivered as 

intended, were readily adopted by farmers, industry, and consumers without any modifications, 

and were actually completed.  

Description of interventions  

Agricultural policies are relatively permanent public decisions aimed to promote the 

development of institutions to fulfill the requirements of a rural economy, and influence prices 

received by farmers and their access to resources, inputs, and markets. Policy interventions can 

be implemented through new legislation, decrees, and public investments and programs. Modern 

agricultural policies are classified in three broad classes: pricing, resource, and access policies 

(Norton, 2004). Pricing policies are determined by the macroeconomic policies of the countries 

and affect the production decision of the producers by changing the relative prices of the goods 

and services produced. Examples of such policies are price controls, farm support prices, 

domestic subsidies, export incentive policies, exchange rate policies, tariffs, import quotas, food 

regulation and standards, free trade / trade liberalization policies. Resource policies are aimed to 

provide access and / or improve management of resources. This category includes land tenure, 

soil conservation, water use / irrigation, chemical use, and water resource policies. Finally, 

access policies make producers competitive in the production process and improve the overall 

efficiency and capacity of the AVC. These interventions improve producers' access to markets 
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(both input and output markets) and technology. Examples of access policies include agriculture 

markets and storage facilities, road and transportation, agriculture-finance and credit, technology 

adoption, extension services, agriculture insurance, and agricultural cooperatives policies. 

Interventions through these policies directly affect a specific stage of the AVC (Norton 2016). 

In addition to focusing on the policies’ impact on different actors, value chain approach 

also examines interactions among the different actors. These interactions and relationships 

involve the governance of value chains.  Governance refers to the inter-firm relationships and 

institutional mechanisms through which non-market coordination of activities in the chain is 

achieved (Humphrey and Schmitz, 2001). The degree of relationship and power between actors 

determines what, how, who, when, where, and why of production and processing decisions. 

Keeping in mind issues of poverty and high rates of female participation in agriculture in low, 

middle, and upper-middle income countries, AVCs should also be inclusive to incorporate needs 

of socially diverse segments of the population.  

To summarize the domain of AVC interventions, interventions can be either related to 

value chain governance and inclusion and be implemented broadly along the entire value chain, 

or can be grouped by the stages of value chain as follows:  

- Input supply stage,

- Production, harvest, and post-harvest stage,

- Transport and storage stage,

- Processing stage, and

- Marketing stage.
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Using the theoretical background presented, the classical agricultural value chain is 

modified in this study to add governance and inclusion to intervention groups already presented 

in Figure 10.  

Description of outcomes  

Performance and effectiveness of interventions is measured through a set of outcomes that can be 

both related to improvements for value chain actors and for society (Kaplinsky and Morris, 

2000). Muflikh, Smith, and Aziz (2021) mention economic related outcomes (both financial and 

non-financial), as well as social and environmental outcomes. Outcomes are categorized into five 

groups (Table A7). The first group relates to the production process; examples are yield (Mason, 

Wineman, and Tembo, 2020; Aye, 2017) and adoption of new technology (Wong et al., 2020). 

Outcomes relating to market reforms comprise the second group; an example is increased profits 

from sales (Do and Park, 2018; Rashid et al., 2013). The third group is product movement in 

time and space. An example is product procurement services (Aye, 2017; Van Campenhout, 

Minten, and Swinnen, 2021). Risk management (a group of external outcomes that usually are 

not controlled by value chain actors) is the fourth group. Examples are risk related to price 

uncertainty or contract risk (Shobana and Gandhimathi, 2015; Pavez et al., 2019). Finally, 

societal welfare forms the fifth category. Examples are changes in family savings and 

expenditure (Aye, 2017) or enhanced food security (Muyombano and Espling, 2020).  

Studies of interest 

To be included in the EGM, studies had to be published after 1999, written English, and discuss 

AVCs whose production component is in low, middle, or upper-middle income countries. 

Inclusion and exclusion of a study were implemented in accordance with Population, 
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Interventions, Comparison, Outcomes and Study Design (PICOS) framework (Richardson et al., 

1995). Each component is briefly discussed with a detailed description presented in Appendix 

B1.   

Population:  In included studies AVC stakeholders had to be input suppliers, farmers, producer 

groups, traders, processing companies, retailers / wholesalers, or consumers in low, middle, and 

upper-middle income countries according to World Bank (2019) classification. Indirect 

participants such as governments, local and international NGOs, and development agencies, were 

also included. Studies related to urban agriculture, as well as wildlife use, forest extraction, and 

wild fisheries were not included.  

Interventions: A broad range of interventions that can occur at any stage of the value chain were 

included. Interventions included are policies adopted at the government level, as well as 

practices adopted by the stakeholders. Examples of formal policies are trade liberalization or 

protectionism, resource conservation and land tenure, provision of agricultural subsidies and 

credit, promotion of technology adoption, extension activities, or market access. Practices can be 

adopted by stakeholders with or without direct participation of governments. Examples are 

contract farming, certifications, agriculture information services, and other market mechanisms 

of "self" adjustment. Evaluation of the normal course of action of an organization or policies that 

had unintended effect on value chain are not included.  

Although intervention categories were pre-defined using intervention categories 

suggested by the literature, the data extraction process refined intervention categories.  A full list 

of intervention categories and corresponding supply chain stages are presented in the Table A8.  
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Comparison: Included studies had to involve comparison of policies and practices for an 

intervention. This is an essential part of designing a study to test treatments. Comparisons 

include: 

- activities under one type of intervention vs another type of intervention,  

- activities under intervention vs. doing nothing, and   

- early-vs-late comparison in the implementation of an intervention. 

Studies presenting only a diagnosis of a value chain and historical analysis without a comparison 

are not included.   

Outcomes: Although suggestive outcome categories were identified before the literature search, 

some categories were amended by the results from included studies. This resulted in finalized 

outcome categories as presented in Table A7.   

Study Design: Types of studies included are both impact evaluations (single paper that contains 

“intervention- outcome” relationship) and systematic reviews (groups of papers summarized into 

one paper). Included studies had to exhibit evidence of causality. In other words, the design of 

the study had to be such that any, if any, change in outcome variables had to be attributed to the 

intervention (program or policy) implemented. This implies that the study with appropriate 

design was included even if the difference between control and treatment was not significant. For 

studies providing quantitative evidence, the evaluations included used randomized designs, 

quasi-RCT, natural experiments, or methods to identify causation among self-elected groups 

(pre-and-post test data with comparison, multiple pre- and post- test data without comparison, 

cross-sectional with comparison, and post-test studies using instrumental variables). Studies 

providing qualitative evidence utilized discourse analysis techniques, thematic analysis 

techniques, grounded theory, phenomenological studies and ethnographic methods, or any 
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combination of them (triangulation approaches). Studies using any combination of the 

quantitative and qualitative evidence listed above (mixed methods) were also included. 

Simulation studies or hypothetical experiments, narrative analysis, policy announcements, and 

summaries or overviews with no detailed reports on the impact evaluation were excluded. 

Methods  

Search strategy 

Literature search was implemented through keyword search from major databases specialized on 

agricultural and economic publications. Agricola, Business Source Ultimate, Academic Search 

Ultimate, Cab Abstracts, and EconLit with Full Text databases were systematically1 searched in 

April 2022. In addition, searches of fifteen development organization websites2 were conducted. 

Study screening and data extraction 

Two reviewers independently screened each study using Covidence platform (covidence.org, 

2022). If the two reviewers disagreed, the disagreements were resolved by a team leader. General 

information, as well as context and study design related evidence were extracted from each 

study. General information includes study ID number, authors, country, publication date, and 

category. Context related information includes intervention description, commodities affected, 

 
1 Systematic literature search refers to organized search process in a structured and preplanned manner. It 

demands careful consideration of search terms, selection of databases, and choice of search methods. 

Systematic literature search provides a greater chance of avoiding disparities and bias and enables to identify 

gaps in the existing research. (Aarhus University Library, 2022).  

2 UN Digital Library, 3ie, United Nations Development Program, Food and Agriculture Organization, International 

Fund for Agricultural Development, World Bank (including World Bank Data Catalog, World Bank Policy 

Research, and Independent Evaluation Group), Agriculture and Food Organization, United States Agency of 

International Development, Consultative Group on International Agricultural Research, Economic Research 

Services of the United States Department of Agriculture, Agricultural Research Service of the United States 

Department of Agriculture, Inter-American Development Bank, African Development Bank Group (including 

Independent Development Evaluation of African Development Bank), AgEcon search, EconPapers of Research 

Papers in Economics.  
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and outcomes reported (the outcomes were included regardless of significance level and the 

magnitude of change). Study design includes methods used in included studies. As in the 

screening stage, data was extracted independently by at least two reviewers. Overall, these 

procedures help ensure that selection of studies and data extraction closely followed inclusion / 

exclusion criteria. 

Quality Assessment of Systematic Reviews 

Because systematic reviews combine findings from many studies, methods used in the review for 

combining those studies may limit bias and improve reliability and accuracy of conclusions. This 

means there is a need for additional quality screening for systematic reviews. Systematic reviews 

were assessed for the quality using Cochrane Handbook for Systematic Reviews of 

Interventions (Higgins et al., 2022). Quality assessment is based on the compliance with the 

following criteria:  

- requirements for databases searched (including grey literature, published outside of the 

traditional commercial or academic publishing and distribution channels), 

- criteria used for deciding which studies to include in the review (including a question on 

compliance with PICOS criteria and a question on appropriate timeline for selected 

studies) 

- specifications for screening and data extraction (independently done by at least two 

reviewers), 

- requirements for quality of the selected studies,  

- clear description of methods used and their appropriateness for a given task, 
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- conditions for combining studies, when applicable (including a question addressing 

heterogeneity concerns, a question on assigning proper weights, as well as a question on 

unit of analysis), and 

- requirements for reporting main findings from included studies (including a question on 

summary of included studies, a question on separate analysis for studies with different 

risk of bias, and a question on factors that might explain differences in the results of 

included studies) 

Each reviewer evaluated each requirement using a three-point Likert scale where a “three” 

indicated the requirements are satisfied, a “two” indicated requirements are partially satisfied, 

and a “one” indicated requirements are not satisfied. Scores for each point were summed to 

provide an aid in classifying the reviews into high, medium, or low-quality groups. Systematic 

reviews with scores from 14 to 21 were classified into low quality group, from 22 to 28 into 

medium quality group, and from 29 to 36 into high quality group. Seven high quality, nine 

medium quality, and eleven low quality systematic reviews were identified. 

Evidence base 

After removing 322 duplicates, 6,673 records were identified by title and abstract screening. One 

thousand sixty-nine studies were selected for full text screening with 193 studies being included 

for data extraction using the Covidence platform. Common reasons for exclusion are absence of 

robust study design, absence of comparison (before and after intervention), and study language 

other than English. Study screening and data extraction were implemented from June 2022 to 

January 2023. Details on numbers of studies are presented in the Preferred Reporting Items for 

Systematic Reviews and Meta-Analyses (PICOS) (Moher et al., 2009) in Figure 11.  
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Figure 11. Preferred Reporting Items for Systematic Reviews and Meta-Analyses 

(PRISMA) Diagram  

 

A listing of the 193 included studies is presented in Appendix B2. Data extraction questionnaires 

used for both impact evaluations and systematic reviews are included in Appendices B3, B4, and 

B5.  
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Findings  

The first question of this study (impact of policy intervention) is answered utilizing data from 

both impact evaluations and systematic reviews, while the second question (effectiveness of 

models of collaboration to support policy change) is answered through studies discussing 

collaboration models. Some studies included information for both the first and the second 

questions. These studies are included in number counts for both impact evaluations and the 

collaboration models. The number of studies included for data extraction by type (impact 

evaluations, collaboration models and systematic reviews) are presented in Figure 12. There are 

clear differences between the nature of evidence regarding the first and the second questions 

answered by this study. The first question utilizes mostly quantitative methods, while the second 

one is primarily based on qualitative evidence.  

 

Figure 12. Number of Studies Used for Data Extraction by the Type of Study 

About 75% of all included studies were published as journal articles. Next largest category 

was unpublished reports (11%). The remaining 14% were split between dissertations / theses, book 

chapters, or conference presentations. More than half of all systematic reviews were available 

through government or donor organizations websites. Only a very few publications come from the 
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early 2000s, however the numbers increase after 2013 (Figure 13). The small number of 

publications from 2022 is explained by the search being implemented in Spring 2022; only studies 

published early in 2022 were screened. 

 

Figure 13. Distribution of Included Impact Evaluations and Systematic Reviews by 

Year 

Map of Studies 

The number of studies discussing impacts of interventions and collaboration models by 

country is given in Figure 14. The largest number of studies were conducted in Ghana, 

China, Ethiopia, and India (20, 19, 17, and 10 studies). Studies were conducted in all but four 

African countries. Fewer studies were conducted in the Americas and Southeast Asia.   

0

5

10

15

20

25

30

35

40

2004
200

5
2006

20
07

20
08

2010
2011

20
12

2013
201

4
2015

2016
2017

201
8

2019
20

20
20

21
2022



 70 

Note: systematic reviews are not mapped due to the large numbers of studies included in 

each review. 

Figure 14. Geographic Scope of Impact Evaluations and Collaboration Models 

Impact Evaluations 

Policy Interventions: Agricultural produce impacted by interventions were reported only for 

impact evaluations. Because studies were selected from low, middle, and upper- middle income 

countries, a slight majority (52%) of the crops impacted by interventions were staple crops 

(Figure 15). Staple crops include cereals, legumes, and roots and tubers. The next largest 

category was vegetables (16%), followed by fruits (9%), animal production, including meat and 

dairy farming (9%), and coffee, cocoa, and tea (9%).  
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Figure 15.  Agricultural Activity Directly Impacted by Policy Interventions  

Note: some studies are not represented in the figure, because they did not report impacted 

activity, or the intervention was not related to a specific activity. Examples are trade policies 

or subsidized interest rates for agricultural loans.  

Implemented policies mainly benefited smallholder farmers. In over 63% of studies these 

policies were initiated by governments - international, national, or local. Only 20% of the 

policies were initiated by stakeholders such as farmers, cooperatives, processors, and retailers. 

This implies governments play a significant role in shaping policies that affect the agricultural 

sector. Government's large percentage of involvement is partially explained by the fact that a 

considerable proportion of interventions carried out through international development 

organization were implemented through collaboration with governments. Out of the 15 cases 

where international NGOs or development organizations were engaged in policy 

implementation, only one did not include partnership with the government. 

Nearly 80% of impact evaluation studies used quantitative methods including propensity 

score matching (PSM), randomized control trial (RCT), other quasi-experimental methods (50 
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studies), instrumental variables (17), difference-in-difference (12 studies), or models comparing 

intervention versus no intervention using Tobit or Double hurdle models (14 studies). Nearly half 

of the studies use multiple models.  

Evidence on collaboration models 

Collaboration models aimed at policy adoption were discussed in 39 studies. Multiple 

organizations worked together to implement policy modifications. Farmers or farmer groups as 

collaborators were mentioned in 85% of cases. Various industry stakeholders such as processors, 

traders, and intermediaries involved in importing or exporting were mentioned in 74% of cases. 

Governments were engaged in 46% of cases. International and development organizations were 

mainly involved through partnership with governments and national institutions. Although most 

of the collaborations had positive impacts on policy adoption, there were some studies that did 

not report clear impacts. The only collaboration with a clear negative impact involved 

collaboration between government and farmers that was funded by an international development 

organization. This collaboration failed due to inadequate interaction between the formal seed 

distribution agents (state extension services) and the private sector (local seed distributors and 

dealers) (Okry et al., 2011).  

Factors responsible for effectiveness of the collaboration model (drivers of collaboration) 

were profits from collaboration, government support, external factors (international market 

developments, such as increase in demand), and multiple drivers resulting from full scale sector 

development (Figure 16). The main driver of collaborations was stakeholders' anticipation of 

potential profits.  
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Figure 16.  Drivers of Collaboration  

 

Collaboration models were generally designed to examine potential policy change(s) 

which would enhance all stages of the value chain. Distribution of collaboration models along 

the stages of the value chain is presented in Figure 17. The largest share of the models was aimed 

at improved markets (38%) followed by governance and inclusion (23%).  

 

Figure 17. The Stages of the Value Chain Intended to be Improved  
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Systematic Reviews 

Interventions in the 27 systematic reviews were mainly centered around input supply (51%) and 

marketing (30%) stages of the value chain. These two stages also received the highest share of 

high-quality systematic reviews. There were no high-quality systematic reviews discussing 

interventions in production, harvest and post-harvest or governance and inclusion stages. In 

terms of outcomes, emphasis of systematic reviews was on outcomes related to production, 

welfare, and market reforms. Only two systematic reviews reported outcomes in product 

movement in time and space. 

  Seventeen systematic reviews used descriptive methods to summarize findings from the 

studies. Only ten used meta-analysis or meta-regression analysis to summarize the studies’ 

findings. Most of the systematic reviews did not implement quality assessment of included 

studies. Language bias (a common bias for systematic reviews) was observed in the study 

selection stage, as only seven systematic reviews incorporated papers published in multiple 

languages. Furthermore, during the screening stage, nearly half of the reviews lacked 

independent screening by at least two reviewers, indicating a reviewer bias. 

Gaps in AVC policy 

About 85% of the interventions targeted only one group of stakeholders (usually farmers), while 

the remaining 15% had a broader scope, targeting multiple links or the entire value chain. Most 

interventions were at the input supply stage of AVC (Figure 18).  Specifically, the largest 

number of studies were exploring institutional credit and subsidies. Second and third largest 

categories were input distribution networks and information sharing and knowledge management 

related to input supply. In terms of the number of studies conducted, following studies on input 

supply are studies on marketing, then production, harvest, and post-harvest stages. The most 
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studied sub-categories in these two stages are contract farming and crop management services. 

Transportation and storage, processing, and governance and inclusion were not as frequently 

mentioned.  

Common outcome categories were production, market reforms, and welfare, followed by 

product movement in time and space and risk management. Among outcomes the most frequent 

sub-categories are impact on yield, agricultural profit, and family income. The most populated 

intervention / outcome cells are in the intersection of input supply and production outcomes. 

Empty spaces in the figure signify intervention / outcome categories that were not discussed by 

previous studies. Risk management is the lease populated outcome category.  Taking the above 

results together, agricultural policies and programs in low, middle, and upper-middle income 

countries are centered around decreasing poverty or increasing production, rather than on risk 

management. A sub-category that was never mentioned as an outcome is reduction in food 

waste. Food waste usually occurs at the retail and consumer levels when food is thrown away 

because of poor stock management or passed the expiration date. This type of loss is perceived to 

occur more frequently in high income countries (Rezaei and Liu, 2017). However, evidence 

indicates that even in countries that do not fall under the category of high-income nations, 

approximately 30% of food may still be wasted during the retail and consumption phase (Oelofse 

and Nahman, 2013).  There is a clear gap in exploration of this topic, which provides 

opportunities for future research.
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Note: An evidence gap map displays a matrix of interventions and outcomes combinations, indicating which interventions 

described in literature have resulted in which specific outcomes. The size of bubble increases based on the number of studies 

exploring the specific intervention / outcome combination. The same study may be included in more than one cell.   

Blue bubbles represent impact evaluations, green bubbles are high quality systematic reviews, yellow bubbles are medium 

quality systematic reviews, and red bubbles are low quality systematic reviews.  

Figure 18. Evidence Gap Map of Policies Enhancing Agricultural Value Chain
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Frequencies of interventions and outcomes are presented in stacked charts in Figures 19 

and 20 to help facilitate the presentation of the EGM. Interventions in input supply stage of the 

value chain were well represented in the literature. The least studied intervention categories are 

processing and governance and inclusion. The remaining stages had some moderate coverage. 

Only one systematic review explored interventions in processing and transport and storage 

stages, which is a direct result of there being only a few impact evaluations existing on these 

topics (Figure 19).  

Figure 19. Number of Impact Evaluations and Systematic Reviews by Intervention 

Categories 
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systematic reviews least outcomes recorded were those in product movement in space and time 

group (n = 3). Reduction in food waste as an outcome category was not mentioned in any study, 

while climate change risk was mentioned only in one study. Evidence in existing studies did not 

prioritize these outcomes while discussing policies enhancing value chains.  

Figure 20. Number of Impact Evaluations and Systematic Reviews by Outcome Categories 

Results by interventions:  The frequencies of interventions with achievement of certain 

outcomes are given in the heatmap in Figure 21. Input stage interventions affect yield more than 

any other outcome category. Among the various outcome categories, yield is the most likely to 

be mentioned as outcome by the following interventions:  
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- Institutional credit and subsidies,   

- Input distribution network and management, 

- Information sharing and knowledge management,  

- Contract farming and industry tie-up, and   

- Land tenure and land improvement.  

The next most frequent category of outcomes is agricultural profits followed by family 

income. It is important because since the main group of stakeholders in this study are 

smallholder farmers, agricultural profits and family income may often be hard to separate or 

differentiate from each other. Therefore, related outcomes to these two combined categories will 

more likely occur because of interventions in the following categories: 

- Crop management services, 

- Certification along value chain, 

- Trade policies,  

- Market information networks and channels,  

- Transport capacity, and modernized storage, 

- Value addition services, and 

- Interventions related to gender, poverty, and social issues.  

Compared to any other category, agricultural profits were mentioned as outcome more 

frequently as a result of interventions in the governance and marketing stage of the value chain. 

Interventions to promote commodity markets and trading platforms, market information 

networks and channels, as well as activities aimed at value addition services are more frequently 

examined as having outcomes related to market access and increased profits (indicated by dark 

green areas in the intersection of the mentioned categories).  
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Note: Heatmaps by row are designed to highlight the frequency of occurrence by category (where dark green 

represents the largest frequency along the row and the red represents the lowest).  

This heatmap shows the largest number of outcomes for each specific intervention category. For example, the second 

intervention category “Information sharing and knowledge management” resulted in change in the “Yield” outcome 

category in 23 studies. Being the highest number in that row, means that for this intervention change in yields resulted 

more than in any other outcome in the table.  

Figure 21. Number of Studies Heatmap by Rows
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Results by outcome categories: Looking along the columns of the EGM one can observe what 

outcomes may be more likely achieved by certain intervention category (Figure 22). Institutional 

credit and subsidies were the top intervention category impacting the largest number of 

outcomes, showing up in dark green in 16 out of 28 columns. More specifically, institutional 

credit and subsidies (the third row in the Figure 22) impact yield, technology adoption, area 

under cultivation, technical efficiency, crop diversification, agricultural profits, family income, 

food security, poverty reduction, and several other outcomes, more than any other intervention. 

All these categories are highlighted in dark green along the row corresponding to institutional 

credit and subsidies in Figure 22.  Interventions in water management, value addition services, 

product traceability services, certification along the value chain, market information networks 

and channels, as well as interventions related to gender, poverty, social issues, and to value chain 

coordination were not among top categories impacting any of the 28 outcome categories.  



  

 
 

82 

 

 

Note: Heatmaps by column are designed to highlight the frequency of occurrence by category (where dark green represents 

the highest frequency along the column and the red represents the lowest).  

This heatmap shows what category of intervention corresponds to the highest number of studies for each particular outcome.  

For example, second intervention category called “Information sharing and knowledge management” resulted in change in 

outcome called “Yield” in 23 studies. This is the third largest number along that column. The highest number is 41, which 

means that increase in “Yield” was achieved more frequently under intervention called “Institutional credit and subsidies”. 

Figure 22. Number of Studies Heatmap by Column
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Looking along the columns of the EGM we should be able to identify interventions that 

are having higher impact on certain outcome category.   

  Some of the interventions are implemented in the marketing stage of the value chain and 

are to improve outcomes in the market expansion category, however selected studies do not 

report a lot of market related outcomes. This is indicated by dominating red color cells in the 

intersection of interventions of “Marketing” and resulting outcomes under “Market reforms” in 

Figure 22. Global value chains are becoming more buyer driven (Ponte and Gibbon, 2005), 

implying certifications and improved product quality should lead to improved product demand 

and ease of market access. However, Oya et al. (2017) argue that the impact of certification on 

producers’ welfare may not be significant. Current research indicates that interventions focused 

on input supply stage (distribution network and management and information sharing and 

knowledge management) have been more successful in achieving outcomes related to market 

access, than marketing stage interventions. To explain this, one should keep in mind that 

smallholder farmers, who make up most agricultural producers in developing countries, typically 

have plot sizes between 1.5 to 3 hectares (Sheahan and Barrett, 2017). Due to their limited 

output, these farmers may not be able to enter the market as individual sellers or may not be 

willing to bear the costs of certification. However, they may be likely to collaborate with 

processors to supply the required quality of produce. Additionally, while government and 

international organizations tend to support interventions in the input supply stage, such as 

subsidies, seed provision, and extension services, certification is typically handled by 

stakeholders themselves. This could result in a larger number of publications examining the input 
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stage compared to the other stages of the value chain, because donor organizations and 

governments require publicity for the implemented projects. 

Conclusions and Discussion 

This study reveals gaps in agricultural value chain policies and identifies collaboration models 

that can support policy change. Specific questions addressed are: 

- What are the extent and characteristics of existing empirical evidence regarding the policies

that enhance AVC and improve enabling environments and what are the evidence gaps in

the literature?

- What are the extent and characteristics of existing empirical evidence regarding the

effectiveness of models of collaboration among local and international actors, including

donors, private sector partners, academic institutions, and NGOs to support policy change?

Evidence gap map method was used to answer the first question. Second question was answered 

through thematic synthesis where text is coded to identify main themes emerging from the 

literature and frequencies of each theme are determined to come up with key findings.  

The largest number of studies discuss interventions implemented in the input supply stage 

of the value chain; whereas the smallest number of studies addressed governance along value 

chains and interventions targeted toward gender, poverty, and social issues. These findings may 

imply there is a need for increased studies in the underexplored areas. Specifically, interventions 

in gender, poverty, and social issues may have high impact, because in low, middle, and upper-

middle income countries the poverty rates are high and there is a large female involvement in 

agricultural activities. Adegbite and Machete (2020) mention that almost half of the agricultural 

workforce consists of female smallholders.  
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Implications for Researchers and Policymakers 

Interventions resulted in the largest number of outcomes in production related outcomes’ group, 

specifically in the yield category and in agricultural profit and family income. The group of 

outcomes related to risk management and food waste had the smallest frequency of occurrence, 

providing opportunities for future research.   

If policymakers are constrained to certain types of interventions, it is helpful to 

understand what are the most likely outcomes that can be achieved through those interventions. 

For example, institutional credit and subsidies are influential interventions, because they impact 

more outcome categories than any other intervention. There is a gap in interventions related to 

product traceability services due to being mentioned in only two studies. Overall, among 

interventions related to the marketing stage of the value chain, contract-farming sub-category has 

been studied more than the other three sub-categories. The reason may be the nature of 

smallholder farming and their dependency on processors or retailers. 

When it comes to the models of collaboration, the number of participants is far broader 

than just a farmer and a processor. Collaborating parties included farmers (or farmer 

organizations), industry partners (traders, processors), local research institutions, financial sector, 

governments (local or international), as well as development organizations.  Most studies had 

positive outcomes from the collaboration implying collaboration can lead to successful 

interventions. Although in some cases collaboration was driven by the government or 

development organizations, the main driver for effective collaboration models was anticipated 

profits. The largest share of collaboration models was aimed at connecting farmers to processors 

(or traders) or at improving their ability to sell the product, which highlights the importance of 

access to market for smallholders. Although input supply stage of the value chain has the highest 
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number of interventions, the highest percentage of studies discussing collaboration models was 

aimed at improving markets stage, followed by the production and post-harvest stage of the 

value chain. This suggests that when faced with limited resources, more attention should be 

directed towards improving market access, production, and post-harvest handling, rather than 

solely focusing on the input supply stage which may already be well-explored. The reason input 

supply stage interventions receive more attention could be due to the funding nature of 

interventions. For example, activities such as subsidies for agricultural loans, fertilizers, or new 

seed varieties are usually funded by governments and donor organizations, who encourage 

publicizing the intervention. However, interventions in marketing stage (including contract 

farming, certification, or establishment of a trading platform) are implemented primarily in 

pursuit of profit by collaborating parties who may not prioritize making the results of their 

collaboration available. It is also worth noting that the degree of attention and emphasis on the 

various stages of the value chain can differ depending on the specific context and challenges 

confronted by different agricultural systems and supply chains. 

This research has limitations related to the scope of data collection. Evidence is collected 

only from studies published in English language and published after 2000. Moreover, study 

search was limited to several databases and websites, which implies there could be relevant 

studies that were not identified by the search. Researcher bias, although moderated by double-

blind screening, could affect study selection results. Another limitation is related to method used. 

EGM is based only on evidence that is made available to the community. Some relevant 

evidence that was not published is not be included in the EGM. In addition,  
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CONCLUSIONS AND LIMITATIONS 

This dissertation focuses on examining policies to improve education and knowledge to further 

development in the agricultural sector. Developing agricultural policies to supply food and fiber 

to the growing world population is crucial, regardless of whether they are implemented in 

educational institutions or in the field.  

The overall objective of the dissertation is enhancing agricultural value chains through 

revealing factors affecting quality of agricultural education and highlighting gaps in policies that 

if addressed may increase the impact of interventions at different stages of agricultural value 

chains. To achieve this objective, three essays that address education and the current state of 

knowledge are conducted. The first two essays discuss the notion of grade increases versus 

inflation by examining factors that may impact grades, where the third essay identifies policies in 

agriculture that may impact agricultural productivity, profitability, market access, and farmers’ 

welfare.  

Policies in Agricultural Education  

Agricultural education is crucial in transferring knowledge and skills to young people interested 

in pursuing careers in agriculture. In this regard, grading policies play a significant role in 

ensuring that students who complete agricultural courses meet certain standards. Grading 

policies are designed to evaluate students' knowledge and preparedness for the real-world 

challenges, which is why it is important that grades accurately signal the quality of education. In 

the presence of grade inflation comparison of students’ grade point averages (GPAs) as a 

measure of their preparedness becomes inaccurate. Based on the data collected from College of 

Agriculture and Life Sciences (COALS) from 1985 to 2019, the first essay finds evidence of 

systematic increases in mean and standard deviation in class GPAs after controlling for the 
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influence of institution, instructors, and student factors. In this essay, grades from classes in 

COALS are analyzed using hierarchical mixed effect model, which accounts for instructor and 

department specific differences. 

Assuming GPAs are good measures of learning, the statistical significance of control 

variables lead to some recommendations to improved learning. Given both this study and 

previous studies findings (Skinner, 1985; Wheaton, Chapman, and Croft, 2016), administration 

may choose to schedule their degree-specific classes in the afternoon to increase student 

learning. In addition, to enhance learning outcomes, it is recommended to decrease the average 

class size (keeping in mind budgetary considerations), as smaller classes tend to yield higher 

GPAs. This is consistent with previous studies (Kokkelenberg, Dillon, and Christy, 2008). The 

gender of the instructor did not significantly influence grades. This finding is consistent with 

some studies (Figlio, Schapiro, and Soter, 2015; Ronco and Cahill, 2004), but deviates from 

others (Moore and Trahan, 1998; Kezim, Pariseau, and Quinn, 2005). Non-tenured track 

instructors and graduate students tend to grade higher. If non-tenured track instructors can devote 

more time to preparing for the class, then grades earned in their classes should reflect better 

learning (Figlio, Schapiro, and Soter 2015).  However, if instructor inflated grades in the hopes 

of better student evaluations, which may be necessary to retain employment as many non-tenure 

track instructors are hired on temporary or part-time basis, then the increase in grades is 

attributed to grade inflation. If hiring non-tenure track instructors leads to grade inflation 

(Kezim, Pariseau, and Quinn, 2005; Sonner, 2000) such practices may be a worrisome policy to 

address decreasing budgets. Understanding the reasons behind increases in grades granted by 

non-tenured track instructors may be crucial for faculty recruitment policies. 
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Nearly all variables among students’ characteristics are significant drivers of grades. A 

larger percentage of female students in class and larger percentages of students with high SAT 

scores and school rank increase class GPA. This suggests student recruitment policies (setting 

higher grade requirement for transfer students or increasing SAT threshold) may result in better 

prepared graduates. The drawback of this approach is rising admission standards could divert 

mature students, who do not meet these requirements, even though they may have the potential 

to excel academically (Griffin and Smithers, 1984).  

Results of the hierarchical mixed effect model in the first essay revealed that different 

departments significantly (p-value < 0.05) contribute to the amount of variation in average GPA. 

This suggests it is necessary to investigate each department individually, to make better policy 

decisions. The second essay estimates individual models for 12 departments. In addition, data is 

split into two time periods (1989-2003 and 2004-2019) to compare the performance and 

significant factors within the same department across time. In the first period only four 

departments showed grade inflation, whereas in the second period this number goes to eight 

departments. Even among those that had grade inflation in both periods, there are substantial 

differences in significance of explanatory factors. For example, grades in Department of Soil and 

Crop Sciences (SCSC) and Department of Biological and Agricultural Engineering (BAEN) 

increased in both periods, however BAEN appears to have attracted students with better 

academic records (high school rank) where the ranking of SCSC students decreased. Similarly, 

Department of Agricultural Leadership, Education and Communication (ALEC) started with just 

about 300 students taking classes from this department in 1985, however increasing GPA to 

almost 3.8 in 90s, may have helped attract over 3000 students in classes by 2005. This suggests 
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the grades might be used as an effective tool for recruiting students to take classes from a 

particular department.  

Policies in Agricultural Value Chains  

Agricultural value chains (AVCs) consist of multiple components: agricultural inputs supply, 

production, harvest, and post-harvest, transportation and storage, processing, and marketing 

stages. All stages require qualified labor force to ensure smooth operations and to improve 

governance along the AVC. Thorough understanding of interventions and resulting outcomes in 

each stage of the value chain supports informed decision making about future areas of 

intervention. The objectives of the third essay are collecting evidence on interventions in AVC 

and highlighting evidence gaps in the literature, as well as revealing models of stakeholder 

collaboration aimed at improving policy interventions in all stages of the AVCs.  

Evidence Gap Map (EGM) method is used to systematically collect and analyze data to 

answer the first objective. EGM visually presents information that is known or not known on a 

specific topic; therefore, allowing organizations and agencies to target gaps potentially leading to 

higher impact policy interventions. The second objective is addressed via thematic synthesis of 

main themes emerging from the literature. Specifically, models of stakeholders’ collaboration are 

identified and then grouped based on different characteristics.  

 One hundred ninety-three studies meet the criteria to be included in the EGM. Most 

frequently occurring interventions are related to input supply stage. The least frequently 

occurring interventions are related to governance along AVC and interventions targeted toward 

gender, poverty, and social issues. These finding implies there may be a need for increased 

interventions related to governance and gender, poverty and social issues, especially since there 

is a large female involvement in agricultural activities in the target countries. Based on the 
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results of the study, if the policy goal is to increase yield, more likely interventions should be 

those related to the input supply stage. On the other hand, if policymakers prioritize increase in 

farmers’ income and profits, they should implement policies aimed at promotion of high value 

crops cultivation, certification of produce and ensure better access to market.  

When policymakers are constrained to certain types of interventions, it is essential to 

understand what are the most likely outcomes that can be achieved through those interventions. 

For example, institutional credit and subsidies are influential interventions, because they impact 

more outcome categories than any other intervention.  

Among selected studies, the input supply stage of the value chain has the highest number 

of interventions, which implies that policy makers and researchers prioritize this stage of the 

value chain. However, stakeholder collaboration models were mainly centered around improved 

market access (contract farming, certification, or establishment of a trading platform). 

Collaborating parties were mainly farmers and the industry partners, who engaged into 

collaboration model primarily to increase profits. This suggests that when faced with limited 

resources, processors and farmers (as opposed to policy makers and researchers) may prefer 

improved market access, production, and post-harvest handling practices, than enhance activities 

related to input supply.  

Limitations and Suggestions for Future Research 

Data used for the grade inflation studies is from only one college in one university. Questions 

arise if the data is representative of other universities. However, the results may be generalized to 

other land grant universities with similar characteristics because they support findings of earlier 

studies that did not explicitly focus on colleges of agriculture. Study limitations encompass 

selection of variables included in the model. Some institutional variables (that could potentially 
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contribute to student learning) such as modern equipment availability in the classroom or lab 

were not possible to obtain since some classrooms and even buildings were completely modified 

or transformed. Another limitation was individual student data is protected by the university, 

thus the class averages are used for all student-related variables. 

Further research on grading patterns directly before and after instructors’ promotion 

would increase understanding of the role of instructors in class GPAs. Such studies would 

provide insights on how the promotion process impacts grades, an important aspect of academic 

life. Another relevant research is conducting experimental studies on reciprocity in grading and 

student evaluations. The second period (2004-2019) analyzed in the second essay corresponds 

roughly to the years when baby boomers started teaching and millennials started attending 

college. One potential reason for increased grades in this period could be a push from students 

who belong to the millennial cohort that have a strong internal need to succeed and external 

pressure from parents to excel in competition. Examining different generation cohorts may be 

fruitful area of research. One additional aspect is investigating how the grading environment was 

impacted by the COVID-19 pandemic and to what extent these changes have persisted. 

It is important to mention that the results of the EGM study are time and language bound. 

Information is drawn only from the evidence published in English language and after 2000. In 

addition, search criteria only included keyword and manual search in limited number of digital 

libraries and organizations websites, which implies there may be relevant studies that were not 

included. Snowballing or other search options were not used to expand the potential number of 

studies’ pool. Another limitation is the necessity of making a wide range of assumptions, while 

evaluating impacts of interventions. For example, when evaluating extension advice, studies that 

report evidence assume the implementation went as it was planned, or farmers exhibited trust to 
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the extension agent and exactly followed the advice. Impact evaluations usually do not include 

information on credibility of extension agent or trust farmers had towards the information 

provided by the extension agent. Finally, although systematic reviews were screened for quality, 

the internal or external validity of impact evaluations was not assessed.   

Future research may target the gaps on the EGM, as these areas are underexplored in the 

literature. The outcome category associated with risk reduction had the least number of 

occurrences, and there were two specific subcategories, namely exchange rate risk and reduction 

in food waste, which were not observed. On the contrary, yield, agricultural profits, and family 

income were very frequently tested outcomes. This suggests agricultural policies and programs 

in low, middle, and upper-middle income countries tend to prioritize reducing poverty or 

increasing food production for the population rather than focusing on risk management 

objectives. There were very few studies addressing issues related to gender, poverty, and social 

issues, studies should consider focusing on those topics. In addition, studies show that value 

chain participants prioritize activities improving market access, production, and post-harvest 

handling, future studies could attend to possible improvements of those stages of the value chain.   
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APPENDIX A - TABLES 

Table A1.  Variable Description and Summary Statistics for COALS Model 

Variable 

Name Variable Description Mean 

Standard 

Deviation 

Minimum 

Value 

Maximum 

Value 

Dependent Variable 

GPA Unweighted class mean GPA 3.216 0.490 1.2 4 

StDev Standard deviation of the grades received in the class 0.774 0.303 0 1.952 

 Grade Inflation Variable 

Ln trend Natural logarithm of trend as given by semester 3.559 0.652 0 4.263 

Institutional Variables 

Department Name of the department used as level (13 departments and a 

study program) 

Morning Equals 1 if class starts before 12:01, 0 otherwise (dropped to 

avoid perfect collinearity) 

0.623 0.485 0 1 

Afternoon Equals 1 if class starts between 12:01 to 15:59, 0 otherwise 0.356 0.479 0 1 

Evening Equals 1 if class starts at 16:00 or later, 0 otherwise 0.021 0.144 0 1 

Meet 1 Equals 1 if the class meets once per week – usually class 

duration is 2.5 hours for a three-credit class, 0 otherwise 

0.288 0.452 0 1 

Meet 2 Equals 1 if the class meets twice per week – usually class 

duration is 75 minutes for a three-credit class, 0 otherwise 

0.487 0.500 0 1 

Meet 3 Equals 1 if the class meets three times per week – usually class 

duration is 50 minutes for a three-credit class, 0 otherwise 

(dropped to avoid perfect collinearity) 

0.226 0.418 0 1 
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Lower 

division 

Equals 1 if the class is listed as a 100 or 200 level class, 0 

otherwise (dropped to avoid perfect collinearity) 

0.232 0.422 0 1 

Upper 

division 

Equals 1 if the class is listed as a 300 or 400 level class, 0 

otherwise 

0.768 0.422 0 1 

Total 

Students 

Number of students receiving a grade A – F and no grades (see 

share below) in the class  

51.084 50.334 5 349 

Low_credit Equals 1 if the class is 1 or 2 credit hours, 0 otherwise – very 

few classes are 2 credits 

0.257 0.437 0 1 

High_credit Equals 1 if the class is 3 credit hours or more, 0 otherwise very 

few classes have more than3 credits 

0.742 0.437 0 1 

Semester Equals 1 for classes held in the Fall and 0 for Spring classes 0.514 0.500 0 1 

Y85-88 Equals 1 if the year is 1985, 1986 or 1987, 0 otherwise 0.033 0.179 0 1 

Y85-

88*SAT 

Interaction term between Y85-88 and SAT - defined under 

student variables 

36.001 194.366 0 1359.5 

Y85-88*HS Interaction term between Y85-88 and High School - defined 

under student variables 

2.713 14.857 0 99.434 

Instructor Variables 

Instructor Instructor name used as a level, 1,377 instructors 

Gender Gender of the instructor, male = 1 and female = 0 0.780 0.414 0 1 

Prof Equals 1 if the position at the time of instruction was professor, 

0 otherwise (dropped to avoid perfect collinearity) 

0.414 0.493 0 1 

Assoc prof Equals 1 if the position at the time of instruction was associate 

professor, 0 otherwise 

0.212 0.408 0 1 

Assist prof Equals 1 if the position at the time of instruction was assistant 

professor, 0 otherwise 

0.134 0.341 0 1 

Lec Grad Equals 1 if the position at the time of instruction was graduate 

student, 0 otherwise 

0.101 0.301 0 1 
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Other  Equals 1 if the position at the time of instruction was other 

lecturer, 0 otherwise (includes visiting faculty, lecturers, non-

graduate instructors) 

0.140 0.347 0 1 

AAU Equals 1 if the university was AAU member at the time of the 

instructor’s graduation (includes Canadian universities), 0 

otherwise (dropped to avoid collinearity) 

0.365 0.481 0 1 

Non-AAU Equals 1 if the university was not AAU member at the time of 

the instructor’s graduation (includes Canadian universities), 0 

otherwise  

0.527 0.499 0 1 

Foreign  Equals 1 if the instructor’s terminal degree was from a non-US 

or non-Canadian university, 0 otherwise 

0.019 0.137 0 1 

Student Variables 

Percent 

Male 

Percentage of male students in the class 0.497 0.208 0 1 

SAT Class average of students’ combined SAT scores  1101.751 71.280 721.667 1472.500 

Load Average number of credits students in the class are enrolled 13.959 0.762 2.828 20.667 

High 

School rank  

The average high school rank of students in the class, calculated 

as the percentile of students in the school that rank below the 

given student 

79.424 8.375 12.903 99.857 

Share Share of students who enrolled in the class but did not receive 

an A – F grade for the class.  Includes students who dropped 

beyond the initial drop date, received an incomplete grade, took 

the class pass / fail, or was dropped from the class by the dean’s 

office divided by total students 

0.032 0.050 0 0.982 
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Table A2. Estimated Coefficients of the GPA and StDev Models 

 GPA StDev 

Variable Name Coefficient Std. Error P-value 

      

Coefficient Std. Error P-value 

Constant 1.552 0.093 0.000 1.862 0.066 0.000 

Grade Inflation Variables 

Ln trend 0.026 0.007 0.000 0.019 0.005 0.000 

Institutional Variables 

Afternoon 0.051 0.006 0.000 -0.045 0.005 0.000 

Evening 0.047 0.018 0.010 -0.077 0.014 0.000 

Meet 1  0.091 0.011 0.000 -0.035 0.009 0.000 

Meet 2  0.003 0.008 0.653 0.003 0.006 0.654 

Upper division 0.004 0.009 0.683 -0.055 0.007 0.000 

Total Students -0.002 0.0001 0.000 0.001 0.0001 0.000 

High credit -0.261 0.010 0.000 0.116 0.008 0.000 

Semester 0.008 0.005 0.105 -0.006 0.004 0.129 

Y85-88 0.727 0.232 0.002 -0.745 0.178 0.000 

Y85-88*SAT -0.0004 0.0002 0.065 0.001 0.0002 0.001 

Y85-88*HS -0.004 0.001 0.000 0.002 0.001 0.004 

Instructor Variables 

Gender -0.013 0.019 0.500 -0.016 0.011 0.167 

Assoc prof 0.021 0.010 0.028 0.009 0.007 0.201 

Assist prof  0.015 0.012 0.227 0.024 0.009 0.006 

Lec Grad 0.038 0.019 0.041 0.016 0.012 0.205 

Other  0.100 0.022 0.000 -0.032 0.014 0.026 

Non-AAU -0.022 0.011 0.044 0.009 0.008 0.242 

Foreign  -0.092 0.037 0.013 0.044 0.025 0.081 

Student Variables 

Percent Male -0.181 0.019 0.000 0.137 0.015 0.000 

SAT 0.001 0.0001 0.000 -0.001 0.0001 0.000 

Load 0.012 0.003 0.000 -0.016 0.003 0.000 

High School 

rank  

0.004 0.0004 0.000 -0.003 0.0003 0.000 

Share -1.046 0.049 0.000 0.638 0.038 0.000 
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Random-Effects Parameters 

Department 0.026 0.010  0.007 0.003  

Instructor 0.074 0.004  0.020 0.001  

Residual 0.082 0.001  0.051 0.001   

Overall Model Fit 

Wald Test χ 2 = 7577.47 P-value  0.000 χ 2 = 3957.16 P-value = 0.000 

Likelihood 

Ratio vs. Linear 

Model 

χ 2 = 9046.42 P-value  0.000 χ 2 = 4272.74 P-value = 0.000 

 

 

 



 

 
 

112 

 

Table A3. Variable Description for Departments’ Model 
  

Variable Name Description 

 

GPA  

 

Unweighted class mean GPA 

Ln trend Natural logarithm of trend as given by semester  

Morning Equals 1 if class starts before 12:01, 0 otherwise  

Afternoon Equals 1 if class starts between 12:01 to 15:59, 0 otherwise (dropped to avoid perfect collinearity) 

Meet 1 Equals 1 if the class meets once per week – usually class duration is 2.5 hours for a three-credit class, 

0 otherwise (dropped to avoid perfect collinearity) 

Meet 2  Equals 1 if the class meets twice per week – usually class duration is 75 minutes for a three-credit 

class, 0 otherwise 

Meet 3  Equals 1 if the class meets three times per week – usually class duration is 50 minutes for a three-

credit class, 0 otherwise  

Lower division Equals 1 if the class is listed as a 100 or 200 level class, 0 otherwise (dropped to avoid perfect 

collinearity) 

Upper division Equals 1 if the class is listed as a 300 or 400 level class, 0 otherwise 

Total students Number of students receiving a grade A – F and no grades (see share below) in the class  

Low credit Equals 1 if the class is 1 or 2 credit hours, 0 otherwise – very few classes are 2 credits (dropped to 

avoid perfect collinearity) 

High credit Equals 1 if the class is 3 credit hours or more, 0 otherwise very few classes have more than3 credits 

Instructor  Instructor name used as a level, 1,377 instructors 
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Instructor gender Gender of the instructor, male = 1 and female = 0 

Professor Equals 1 if the position at the time of instruction was professor, 0 otherwise (dropped to avoid perfect 

collinearity) 

Associate prof Equals 1 if the position at the time of instruction was associate professor, 0 otherwise 

Assistant prof Equals 1 if the position at the time of instruction was assistant professor, 0 otherwise 

Lecturer graduate Equals 1 if the position at the time of instruction was graduate student, 0 otherwise 

Other lecture Equals 1 if the position at the time of instruction was other lecturer, 0 otherwise (includes visiting 

faculty, lecturers, non-graduate instructors) 

AAU Equals 1 if the university was AAU member at the time of the instructor’s graduation (includes 

Canadian universities), 0 otherwise  

Student gender Percentage of male students in the class 

SAT Class average of students’ SAT math scores  

Student load Average number of credits students in the class are enrolled 

HS percentile  The average high school rank of students in the class, calculated as the percentile of students in the 

school that rank below the given student 

Share/no grade Share of students who enrolled in the class but did not receive an A – F grade for the class.  Includes 

students who dropped beyond the initial drop date, received an incomplete grade, took the class pass / 

fail, or was dropped from the class by the dean’s office divided by total students 
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Table A4. Variable Mean Values in 1989-2003 and 2004-2019 and t-tests for Differences in Mean Values. 

Social Sciences Plant Oriented Animal Oriented Other 

 Variable  Period AGEC ALEC RPTS HORT PLPA SCSC ANSC POSC BAEN BICH ENTO WFSC 

GPA 

1 2.987 3.609 2.911 3.414 3.009 3.043 3.307 3.213 3.262 3.015 3.150 3.095 

2 3.098 3.474 3.073 3.435 3.250 3.100 3.482 3.280 3.179 3.085 3.261 2.998 

Diff. 0.111* -0.135* 0.162* 0.021 0.241* 0.057 0.175* 0.067 -0.083* 0.070* 0.111* -0.097*

Institutional Variables 

Morning 

1 0.657 0.726 0.691 0.747 0.480 0.702 0.815 0.621 0.805 0.622 0.819 0.685 

2 0.556 0.548 0.518 0.564 0.384 0.602 0.714 0.647 0.668 0.560 0.517 0.591 

Diff. -0.101* -0.178* -0.173* -0.183* -0.096 -0.100* -0.101* 0.026 -0.137* -0.062* -0.302* -0.094*

After-

noon 

1 0.343 0.272 0.309 0.253 0.520 0.298 0.185 0.379 0.195 0.378 0.181 0.315 

2 0.444 0.452 0.482 0.436 0.616 0.398 0.286 0.353 0.332 0.440 0.483 0.409 

Diff. 0.101* 0.178* 0.173* 0.183* 0.096 0.100* 0.101* -0.026 0.137* 0.062* 0.302* 0.094* 

Meet 1 

1 0.000 0.444 0.170 0.386 0.440 0.284 0.448 0.316 0.276 0.195 0.046 0.172 

2 0.068 0.349 0.063 0.472 0.530 0.232 0.502 0.226 0.103 0.229 0.295 0.287 

Diff. 0.068* -0.095* -0.107* 0.086* 0.090 -0.052 0.054* -0.090* -0.173* 0.034 0.249* 0.115* 

Meet 2 

1 0.579 0.534 0.439 0.593 0.353 0.369 0.362 0.353 0.514 0.419 0.858 0.737 

2 0.634 0.530 0.581 0.511 0.315 0.437 0.300 0.380 0.620 0.460 0.513 0.665 

Diff. 0.055* -0.004 0.142* -0.082* -0.038 0.068* -0.062* 0.027 0.106* 0.041 -0.345* -0.072*

Meet 3 

1 0.421 0.022 0.390 0.021 0.207 0.348 0.190 0.331 0.210 0.386 0.096 0.090 

2 0.298 0.122 0.355 0.017 0.156 0.331 0.198 0.395 0.277 0.311 0.192 0.048 

Diff. -0.123* 0.100* -0.035 -0.004 -0.051 -0.017 0.008 0.064 0.067* -0.075* 0.096* -0.042*

Upper 

division 

1 0.891 0.858 0.756 0.528 0.893 0.870 0.660 0.599 0.707 0.963 0.552 0.856 

2 0.866 0.876 0.847 0.653 0.877 0.842 0.662 0.786 0.880 0.958 0.685 0.922 

Diff. -0.025 0.018 0.091* 0.125* -0.016 -0.028 0.002 0.187* 0.173* -0.005 0.133* 0.066* 

Total 

students 

1 62.195 55.688 43.32 45.514 36.507 45.576 63.775 39.342 31.185 62.711 41.915 41.846 

2 69.773 40.612 46.967 48.201 41.414 47.063 62.718 40.282 35.971 48.602 53.942 34.300 

Diff. 7.5783* -15.080* 3.647* 2.687 4.907 1.488 -1.057 0.940 4.786* -14.110* 12.027* -7.546*

1 1.000 0.490 0.871 0.622 0.673 0.7143 0.519 0.695 0.726 0.734 0.957 0.836 



 

 
 

115 

High 

credit 

2 0.983 0.808 0.957 0.650 0.526 0.801 0.502 0.724 0.902 0.720 0.765 0.853 

Diff. -0.017* 0.318* 0.086* 0.028 -0.147* 0.087* -0.017 0.029 0.176* -0.014 -0.192* 0.017 

Instructor Variables 

Instruct. 

gender 

1 0.951 0.611 0.782 0.764 0.627 0.967 0.859 0.960 0.890 0.779       0.993 0.912 

2 0.914 0.461 0.694 0.846 0.798 0.887 0.786 0.905 0.800 0.695 0.798 0.860 

Diff. -0.037* -0.150* -0.088* 0.082* 0.171* -0.080* -0.073* -0.055* -0.090* -0.083* -0.195* -0.052* 

Professor 

1 0.546 0.195 0.294 0.376 0.340 0.484 0.446 0.386 0.499 0.478 0.918 0.539 

2 0.654 0.148 0.214 0.506 0.629 0.489 0.437 0.309 0.478 0.378 0.495 0.585 

Diff. 0.108* -0.047* -0.079* 0.131* 0.289* 0.004 -0.009 -0.077* -0.020 -0.100* -0.423* 0.046 

Assistant 

prof 

1 0.138 0.230 0.235 0.093 0.093 0.029 0.129 0.081 0.123 0.104 0.050 0.132 

2 0.109 0.294 0.130 0.034 0.126 0.130 0.112 0.315 0.122 0.116 0.165 0.090 

Diff. -0.029 0.064* -0.105 -0.058* 0.032 0.101* -0.016 0.234* -0.001 0.012 0.115* -0.042* 

Assoc. 

prof 

1 0.194 0.227 0.205 0.117 0.240 0.327 0.167 0.346 0.257 0.197 0.028 0.178 

2 0.091 0.249 0.243 0.105 0.215 0.294 0.260 0.252 0.241 0.166 0.194 0.224 

Diff. -0.102* 0.021 0.038 -0.012 -0.025 -0.033 0.093* -0.093* -0.016 -0.031 0.166* 0.046 

Lecture 

graduate 

1 0.068 0.285 0.138 0.184 0.313 0.077 0.185 0.074 0.019 0.040       0.004 0.072 

2 0.054 0.165 0.206 0.057 0.000 0.003 0.140 0.077 0.019 0.021 0.049 0.057 

Diff. -0.014 -0.119* 0.068* -0.126* -0.313* -0.074* -0.044* 0.004 0.000 -0.019* 0.045* -0.016 

Other 

lecturer 

1 0.055 0.063 0.129 0.231 0.012 0.083 0.074 0.114 0.102 0.181 0.000 0.078 

2 0.091 0.144 0.208 0.297 0.030 0.084 0.051 0.047 0.139 0.319 0.097 0.044 

Diff. 0.037* 0.081* 0.079* 0.066* 0.028 0.001 -0.023* -0.066* 0.038 0.138* 0.097* -0.034* 

Non-

AAU 

1 0.595 0.526 0.566 0.512 0.827 0.542 0.753 0.691 0.843 0.513 0.566 0.816 

2 0.385 0.561 0.586 0.554 0.659 0.574 0.549 0.472 0.711 0.476 0.348 0.711 

Diff. -0.210* 0.035 0.020 0.042 -0.168* 0.032 -0.204* -0.219* -0.132* -0.037 -0.218* -0.105* 

Student Variables 

Student 

gender 

1 0.650 0.516 0.502 0.398 0.555 0.739 0.493 0.656 0.802 0.445 0.591 0.561 

2 0.648 0.424 0.418 0.358 0.461 0.706 0.320 0.557 0.781 0.400 0.411 0.508 

Diff. -0.003 -0.092* -0.084* -0.040* -0.093* -0.033* -0.173* -0.099* -0.022* -0.045* -0.180* -0.054* 

SAT 
1 536.455 528.940 528.022 541.225 549.957 547.436 546.728 525.742 563.844 603.335 551.364 554.240 

2 550.955 527.968 543.309 558.052 569.051 549.944 560.975 532.083 592.254 623.538 576.754 568.296 
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Diff. 14.500* -0.973 15.287* 16.827* 19.094* 2.508 14.247* 6.341* 28.410* 
    

20.204* 
 25.391* 14.056* 

Student 

load 

1 14.147 14.223 13.762 13.974 13.918 14.016 14.063 14.323 14.227 14.127 13.974 13.934 

2 13.678 14.114 14.129 14.019 13.955 13.924 13.854 14.286 14.031 13.853 14.019 14.084 

Diff. -0.468* -0.109* 0.367* 0.045* 0.038 -0.092* -0.209* -0.037 -0.196* -0.274* 0.045 0.150* 

HS 

percent. 

1 76.302 76.146 73.970 78.296 79.295 78.355 81.741 73.857 81.949 88.209 80.167 79.897 

2 73.042 73.031 73.324 78.867 80.296 74.064 83.701 74.391 81.056 87.655 83.949 80.583 

Diff. -3.260* -3.115* -0.646 0.571 1.001 -4.291* 1.960* 0.534 -0.893 -0.554* 3.782* 0.686 

Share/no 

grade 

1 0.039 0.019 0.043 0.032 0.040 0.041 0.026 0.027 0.021 0.063 0.030 0.042 

2 0.026 0.019 0.042 0.027 0.019 0.031 0.022 0.027 0.017 0.051 0.028 0.037 

Diff. -0.014* 0.000 -0.001 -0.005* -0.021 -0.010* -0.004* 0.000 -0.004* -0.012 -0.003 -0.005 

* significant at 0.05 and smaller (p-value < 0.05).  
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Table A5. Mixed Effect Model Estimated Coefficients for Period 1 (Years 1989 - 2003) 

  Social Sciences Plant Oriented Animal Oriented Other 

 Variable AGEC ALEC RPTS HORT PLPA SCSC ANSC POSC BAEN BICH ENTO WFSC 

Trend 0.006* -0.004 -0.002 0.002 -0.0003 0.005* 0.005* -0.012* 0.008* 0.001 -0.001 -0.002 

(0.001) (0.002) (0.003) (0.002) (0.006) (0.002) (0.001) (0.003) (0.002) (0.002) (0.002) (0.002) 

Institution Variables 

Morning -0.060* -0.001 -0.097* 0.073* -0.030 -0.100* -0.074* -0.208* -0.037 0.013 -0.191* -0.081 

(0.020) (0.030) (0.037) (0.031) (0.110) (0.050) (0.025) (0.057) (0.038) (0.022) (0.063) (0.045) 

Meet 2 0.051* -0.142* -0.111 -0.177 -0.061 -0.471 -0.277* -0.405* -0.158* -0.187* -0.347 0.018 

(0.024) (0.034) (0.084) (0.140) (0.118) (0.286) (0.033) (0.199) (0.048) (0.058) (0.251) (0.154) 

Meet 3 n/a -0.391* -0.087 -0.119 -0.627* -0.789* -0.254* -0.205 -0.056 -0.206* -0.146 0.101 

 (0.086) (0.088) (0.163) (0.150) (0.292) (0.042) (0.201) (0.062) (0.064) (0.263) (0.163) 

Upper division -0.005 -0.017 0.111 0.018 -0.205 -0.223* 0.146* -0.102 0.134* 0.108 -0.131 -0.054 

(0.058) (0.043) (0.047) (0.035) (0.206) (0.093) (0.035) (0.058) (0.047) (0.062) (0.090) (0.061) 

Total students -0.001* -0.002* -0.004* -0.002* -0.008* -0.002* -0.002* -0.001* -0.003* -0.003* -0.003* -0.002* 

(0.0003) (0.0003) (0.001) (0.0003) (0.002) (0.001) (0.0002) (0.001) (0.001) (0.0003) (0.001) (0.001) 

High credit n/a -0.152* -0.069 -0.165 -0.139 0.171 -0.033 -0.018 -0.231* -0.493* -0.098 -0.700* 

 (0.035) (0.094) (0.142) (0.128) (0.293) (0.033) (0.203) (0.052) (0.056) (0.297) (0.156) 

Instructor Variables 

Instructor 
gender 

-0.0002 -0.014 -0.022 -0.050 -0.101 -0.004 -0.036 -0.147 0.166 0.074  -0.042 

(0.134) (0.055) (0.092) (0.066) (0.090) (0.163) (0.067) (0.140) (0.157) (0.072)  (0.116) 

Assistant prof 0.050 0.060 0.081 0.006 0.036 -0.263* 0.069 -0.099 0.001 -0.008 -0.287* -0.046 

(0.050) (0.063) (0.091) (0.068) (0.141) (0.107) (0.047) (0.100) (0.097) (0.056) (0.133) (0.081) 

Associate prof 0.050 -0.051 0.064 -0.036 0.026 0.078 0.058 0.056 -0.157 -0.005 -0.086 0.042 

(0.037) (0.049) (0.078) (0.050) (0.115) (0.059) (0.033) (0.074) (0.086) (0.039) (0.102) (0.056) 

Lecturer 

graduate 
-0.103 0.141* 0.201 0.070 -0.124 -0.004 0.091 0.188 -0.071 -0.139  0.006 

(0.778) (0.068) (0.114) (0.076) (0.146) (0.150) (0.059) (0.117) (0.192) (0.097)  (0.096) 
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Other lecturer -0.065 -0.006 0.204 0.180  0.492* 0.153 0.310 -0.140 -0.049 n/a 0.224 

(0.136) (0.090) (0.130) (0.114)  (0.193) (0.083) (0.171) (0.162) (0.100)  (0.149) 

Non - AAU 0.129* -0.123* 0.024 0.013 0.078 -0.073 -0.089 0.013 0.098 -0.049 -0.017 -0.044 

(0.064) (0.054) (0.098) (0.058) (0.135) (0.121) (0.064) (0.094) (0.112) (0.062) (0.105) (0.088) 

Student Variables 

Student gender -0.575* -0.299* -0.130 -0.341* -0.014 0.069 -0.136* 0.335* -0.421* -0.132 -0.110 -0.236* 

(0.100) (0.112) (0.147) (0.087) (0.236) (0.114) (0.067) (0.172) (0.112) (0.080) (0.114) (0.107) 

SAT 0.003* 0.003* -0.0003 0.002* 0.0005 0.001 0.002* 0.001 0.001 0.005* 0.003* -0.0001 

(0.001) (0.001) (0.001) (0.0004) (0.001) (0.001) (0.0004) (0.001) (0.001) (0.0004) (0.001) (0.001) 

Student load 0.037* 0.009 -0.022 0.001 -0.090 0.040 0.035* -0.062* 0.007 0.039* 0.039* 0.026 

(0.018) (0.016) (0.019) (0.013) (0.050) (0.024) (0.112) (0.020) (0.018) (0.017) (0.016) (0.024) 

HS percentile 0.005* 0.003 -0.001 0.002 0.008* 0.001 0.008* 0.007* 0.006* 0.006* 0.006* 0.003 

(0.001) (0.002) (0.002) (0.002) (0.004) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.003) 

Share/no grade -1.317* -1.314* -2.526* -0.558* -0.411 -1.031* -0.808* -1.963* -1.602* -0.695* -0.104 -0.884* 

(0.212) (0.354) (0.358) (0.261) (0.613) (0.270) (0.239) (0.546) (0.383) (0.174) (0.405) (0.296) 

Random-Effect Parameters 

Instructor 0.569* 0.016* 0.073* 0.029* 0.041* 0.089* 0.045* 0.020* 0.066* 0.071* 0.050* 0.049* 

Residual 0.048* 0.043* 0.107* 0.056* 0.075* 0.076* 0.055* 0.082* 0.072* 0.053* 0.054* 0.076* 

* Significant at 0.05 or smaller (p-value < 0.05). Standard errors in parenthesis below the estimated coefficients.  

When the number of observations is fewer than five observations (marked as ) the variable is removed for confidentiality reasons and because 

conclusions drawn would be suspect.  
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Table A6.  Mixed Effect Model Estimated Coefficients for Period 2 (Years 2004 - 2019) 

  Social Sciences Plant Oriented Animal Oriented Other 

 Variable AGEC ALEC RPTS HORT PLPA SCSC ANSC POSC BAEN BICH ENTO WFSC 

Trend 0.006* 0.005* 0.004* 0.006* 0.008* 0.006* 0.001 0.008* 0.005* -0.004* 0.005 -0.001 

(0.001) (0.002) (0.002) (0.002) (0.003) (0.002) (0.001) (0.003) (0.002) (0.001) (0.003) (0.002) 

Institution Variables 

Morning -0.010 -0.054* -0.034 -0.001 -0.025 -0.167* -0.011 -0.200* 0.024 0.065* -0.002 0.032 

(0.020) (0.019) (0.026) (0.026) (0.055) (0.046) (0.020) (0.041) (0.037) (0.024) (0.037) (0.038) 

Meet 2 0.113* 0.073* -0.051 0.152* -0.142 0.215* 0.016 -0.369* -0.103 -0.273* 0.027 -0.142* 

(0.058) (0.024) (0.072) (0.047) (0.091) (0.073) (0.026) (0.069) (0.059) (0.033) (0.071) (0.055) 

Meet 3 0.109 0.075* -0.031 0.154 -0.077 0.132 -0.029 -0.202* -0.114 -0.295* 0.103 0.045 

(0.060) (0.031) (0.075) (0.088) (0.122) (0.077) (0.033) (0.082) (0.067) (0.042) (0.081) (0.094) 

Upper division 0.076 0.044 -0.030 -0.019 -0.123 -0.172* 0.175* -0.068 0.005 -0.091 0.187* -0.264* 

(0.044) (0.033) (0.041) (0.040) (0.076) (0.071) (0.027) (0.058) (0.055) (0.057) (0.054) (0.071) 

Total students -0.001* -0.002* -0.001 -0.002* -0.003* -0.001* -0.001* -0.002* -0.006* -0.001* -0.001* -0.004* 

(0.0002) (0.0004) (0.001) (0.0002) (0.001) (0.0005) (0.0001) (0.001) (0.001) (0.0003) (0.0004) (0.001) 

High credit -0.478* -0.251* -0.187* -0.382* -0.399* -0.352* -0.228* 0.003 -0.406* -0.286* -0.219* -0.352* 

(0.084) (0.025) (0.088) (0.051) (0.080) (0.071) (0.025) (0.071) (0.062) (0.036) (0.076) (0.062) 

Instructor Variables 

Instructor 

gender 
-0.096 0.126* -0.190* 0.009 -0.079 0.187 -0.094 -0.096 -0.061 -0.081 -0.083 -0.171 

(0.096) (0.058) (0.076) (0.112) (0.079) (0.144) (0.060) (0.165) (0.095) (0.082) (0.150) (0.133) 

Assistant prof 0.106 0.071 0.034 -0.017 0.247* 0.166 -0.021 0.063 0.037 -0.089 -0.122 -0.068 

(0.064) (0.059) (0.073) (0.095) (0.085) (0.096) (0.049) (0.078) (0.083) (0.056) (0.086) (0.085) 

Associate prof 0.041 0.006 -0.035 -0.001 0.063 0.142 0.002 -0.042 0.024 -0.043 -0.167* -0.106 

(0.047) (0.052) (0.055) (0.060) (0.066) (0.091) (0.033) (0.064) (0.066) (0.048) (0.071) (0.068) 

Lecturer 

graduate 
0.065 0.120 0.073 0.223 n/a  0.137* - 0.063 -0.198 -0.150 -0.036 0.050 

(0.074) (0.073) (0.088) (0.139)   (0.065) (0.099) (0.153) (0.126) (0.185) (0.128) 
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Other lecturer 0.107 0.121 0.247* 0.080 0.132 0.481* 0.167 0.132 -0.123 0.005 0.098 -0.165

(0.072) (0.080) (0.102) (0.129) (0.220) (0.213) (0.091) (0.222) (0.116) (0.108) (0.176) (0.157) 

Non - AAU -0.023 -0.058 0.057 0.139 -0.033 -0.136 -0.069 -0.085 0.087 -0.037 0.078 -0.122

(0.047) (0.037) (0.064) (0.091) (0.094) (0.087) (0.042) (0.111) (0.069) (0.046) (0.113) (0.082) 

Student Variables 

Student gender -0.296* -0.434 -0.265* -0.053 -0.364* -0.438* -0.245* 0.050 -0.329* -0.148* -0.043 -0.493*

(0.095) (0.070) (0.095) (0.092) (0.154) (0.116) (0.067) (0.128) (0.109) (0.072) (0.132) (0.101) 

SAT 0.003* 0.001* -0.0005 0.001* 0.001 0.001 0.002* -0.0003 0.001* 0.004* 0.004* -0.0004

(0.001) (0.0004) (0.001) (0.001) (0.001) (0.001) (0.0003) (0.001) (0.001) (0.0004) (0.001) (0.001) 

Student load -0.018 0.023 0.028 0.004 -0.043 0.015 0.005 0.010 -0.090* -0.015 0.051* 0.005 

(0.016) (0.013) (0.017) (0.017) (0.027) (0.020) (0.012) (0.026) (0.020) (0.013) (0.022) (0.018) 

HS percentile 0.005* 0.005* 0.001 0.008* 0.008* 0.001 0.007* 0.007* 0.009* 0.015* 0.007* 0.004 

(0.002) (0.001) (0.017) (0.002) (0.003) (0.002) (0.002) (0.002) (0.002) (0.002) (0.003) (0.018) 

Share/no grade -1.986* -2.081* -0.054 -0.677* -1.825* -0.317 -1.106* -0.279* -1.110* -0.842* -0.977* -0.891*

(0.271) (0.248) (0.108) (0.192) (0.564) (0.299) (0.192) (0.331) (0.389) (0.148) (0.359) (0.291) 

Random-Effect Parameters 

Instructor 0.060* 0.058* 0.095* 0.068* 0.032* 0.125* 0.041* 0.087* 0.085* 0.085* 0.086* 0.097* 

Residual 0.049* 0.067* 0.061* 0.064* 0.068* 0.071* 0.064* 0.058* 0.087* 0.069* 0.093* 0.072* 

* Significant at 0.05 or smaller (p-value < 0.05). Standard errors in parenthesis below the estimated coefficients.

When the number of observations is fewer than five observations (marked as ) the variable is removed for confidentiality reasons 

and because conclusions drawn would be suspect.  
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Table A7. Outcome Categories 

 

Categories of Outcomes Outcomes 

Production outcomes  - Yield 

- Technology adoption 

- Area under cultivation 

- Technical efficiency 

- Crop diversification 

- Product quality 

Market reforms - Market access 

- Agricultural profits  

- Awareness / knowledge on  market demand and prices 

- Percent of crop sold 

- Cross-border trade 

- Inputs availability 

Product movement in space 

and time 

- Produce procurement services 

- Infrastructure (roads and facilities) 

- Food waste management 

- Food safety management 

Risk management - Yield risk 

- Price or market risk 

- Contract risk 

- Climate change risk  

Welfare  - Family income 

- Food security and food access 

- Nutritional security 

- Poverty reduction 

- Education and healthcare 

- Employment conditions and opportunities 

- Environmental conservation or pollution reduction 

- Savings and consumption 
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Table A8. Categories of Intervention for Each Stage of the AVC.  

 

Stages of the Value Chain  Categories of Interventions 

Input supply stage - Input distribution network and management  

- Information sharing and knowledge management 

- Institutional credit and subsidies 

- Land tenure and land improvement  

- Water management 

 

Production, harvest, post-

harvest stage 

 

- Crop management services 

- Dairy, meat, and livestock related services 

Transport and storage stage - Transport capacity (roads, refrigerated vehicles) and 

modernized storage 

Processing stage  - Value addition services 

- Product traceability and food safety services  

Market access - Contract farming and industry tie-up 

- Certification along value chain 

- Commodity markets and trading platforms  

- Market information networks and channels 

 

Governance and inclusion 

- Interventions around gender, poverty, and social issues  

- Value chain coordination 

- Trade policies  
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APPENDIX B – SUPPLEMENTARY MATERIALS 

Appendix B1. Eligibility or Inclusion/Exclusion Criteria for Evidence Gap Map Studies. 

Inclusion Exclusion 

P: 

Population 
- Agriculture Value chains whose

production component is done in

developing countries (low, middle, and

upper-middle income countries

according to World Bank classification

2018).

- Value chain stakeholders

(farmers/smallholder

farmers/peasants/farmer producer

groups, Farmer’s cooperatives traders,

processors/processing companies,

retailers/wholesalers, input suppliers,

end users).

- External stakeholders (governments,

multilateral, international and national

NGOs, and UN agencies).

- Non-agricultural

production (other than

cultivating the soil,

growing crops, raising

livestock, and fish-farming

in ponds) which includes

wildlife use and extraction,

forest products extraction,

wild fisheries, commercial

fisheries.

- Urban agriculture.

I: 

Intervention 

- Policies adopted by governments,

multilateral, international and national

NGOs, and UN agencies to enhance

agricultural value chains. For example:

trade liberalization and agreement

policy, pricing policy, agricultural

subsidies, market access policy, credit

policy, FDI Investment policy/donor

policies, conservation set-aside policy,

agriculture extension and technology

adoption policy, partner engagement

policy, road and transport policy, land

tenure policy, water policy/irrigation

policy, forest/water resource policy.

Note: It includes governmental policies 

targeted to one stakeholder group in the 

value chain. 

- Policies within the value chain adopted

by the stakeholders with or without the

direct participation/intervention of

governments. For example: contract

farming, certifications, Agriculture

- Evaluation of the normal

course of action of an

organization. Example:

impact of credit access

from regular/formal

banking services,

cooperative membership,

unconditional cash

transfers.

- Policies on natural

resources allocation or

related subjects that had an

unintended effect on value

chains.

- Since policies are usually

long-term courses of

action, impact evaluations

of projects within programs

or isolated projects will not

be considered.
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information services, supermarket place 

and infrastructure policy, other market 

mechanisms of "self" adjustment. 

C: 

Comparison 
- Policy/services as usual 

- Policy/program vs another 

Policy/program 

- Policy/program vs doing nothing or 

wait-list control 

- Early-vs-late comparison in the 

implementation of a policy/program 

- Studies presenting only a 

diagnosis of a Value Chain. 

- Historical analysis without 

comparison. 

- Studies analyzing single 

pre- and pos t-test data 

without comparison. 

 

O: 

Outcomes 
- A preliminary list of possible groups of 

outcomes includes (but not limited to): 

- Input flow: access for small-scale 

farmers, small-scale farmers labor 

decisions 

- Product flow (involves changes in 

supply and demand, elasticity of supply, 

elasticity of demand): cold chain 

management, demand management, 

food processing, food safety and 

quality, harvesting, logistics, marketing 

channel, packing system, post-harvest 

loss, traceability. 

- Financial flow  

- Market prices: price transmission, 

pricing 

- Performance: risk management, 

information flow, performance 

measurements, innovations, 

perishability, procurement model, waste 

management. 

 

Enablers/barriers: ICT, competitiveness, 

knowledge management, among others. 

 

S: Study 

design 
- Effectiveness studies (primary 

concerned with the impact). 

- Implementation studies (focused on 

how and why policies have a particular 

impact, including failure in achieving 

the impact). 

-  

- For studies providing quantitative 

evidence: evaluations* that use 

randomized designs, quasi-RCT, natural 

experiments, or methods to identify 

- Simulation studies, 

willingness to pay, and 

hypothetical experiment 

studies. 

- Summaries, overviews, or 

reports of the projects 

supported by governments 

or NGO with no detailed 

reports in the impact 

evaluation. 

- Qualitative studies using 
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causation among self-elected groups 

(pre-and-post test data with comparison, 

multiple pre- and post- test data without 

comparison, cross-sectional with 

comparison, post-test studies using 

instrumental variables). 

- For studies providing qualitative 

evidence: studies using rigorously 

qualitative research methods such as 

discourse analysis techniques, thematic 

analysis techniques, grounded theory, 

phenomenological studies and 

ethnographic methods, or any 

combination of them (triangulation 

approaches). Computing correlation and 

statistical tests or considering 

alternative/contradictory evidence. 

- Mixed-methods (using any combination 

of the quantitative and qualitative 

evidence listed above) will be included. 

- Systematic reviews 

- Systematic review protocols 

content analysis or narrative 

analysis. 

- Policy announcements, 

descriptions, and articles. 

Additional 

criteria 

- Written in English. 

- Studies published since 2000 

- Documents with no full-

text reporting in English. 

-  

What models of collaboration among local and international actors, including donors, 

private sector partners, academic institutions, and NGOs, are effective in supporting 

policy change? 

 

Focus on - Governance (type) 

- Specific role of stakeholders in 

supporting functions and mechanisms 

(dynamics): AVC collaboration, 

Challenges in AVC, Co-ordination in 

AVC, Globalization of AVC, Linkages 

between drivers of AVC, Material and 

information flow, Performance 

measurements, post-harvest innovation, 

Role of Government (regulatory, 

support), sourcing strategies, structure 

of AVC, sustainability of AVC.  
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Appendix B3. Questionnaire for Inclusion of Studies  

 
 

 

 

2.1.  Reviewer. 

 

2.2.  Covidence ID number (number only). 

 

2.3.  Name of the Journal/Publisher. 

 

2.4.  Type of publication. 

 

1 = Journal 

2 = Unpublished report 

3 = Dissertation/thesis 

4 = Book/chapter 

5 =Meeting presentation 

99 = Other 

 

2.5.  Year of publication (YYYY). 

 

 Section 1 of 8.  

 

This form was designed to collect data from the included studies in the EGM on agricultural 

policies and agricultural value chains to address Question 3 in the USDA Food for Progress 

Learning Agenda. 

 

Research question 1: What are the extent and characteristics of existing empirical evidence 

regarding the policies that enhance AVC and improve enabling environments and what are the 

evidence gaps in the literature?  

Research question 2: What are the extent and characteristics of existing empirical evidence 

regarding the effectiveness of models of collaboration among local and international actors, 

including donors, private sector partners, academic institutions, and NGOs to support policy 

change? 

 

 Section 2 of 8  

Identification.  
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2.6.  Authors' last name (Examples: 1. For two authors Abram and Albuja; 2. For more than 2 authors Di et 

al.). 

 

2.7.  Study title. 

 

2.8.  Objective of the study. 

 

2.9.  Country. 

 

2.10.  Does the study provide the evidence on 

 

1= EGM main question (the effect of policy) only (go to section 5 - evidence on question 1).  

2= EGM supplementary question (coordination) only (go to section 4 - evidence on question 2) 

3= Both questions (go to section 4 - evidence on question 2) 

4= The study is irrelevant (go to section 3 – reasons for exclusion) 

 

 

 

3.1. Explain why this study should be excluded. 

 

 

 

4.1.  Brief description of the policy or policy change process. 

 

4.2.  What are the bodies that worked towards value chain improvement policies? (Check all that apply). 

 

1= Individual farmers 

2= Farmer organizations/cooperatives 

Section 3 of 8 

Reasons for exclusion of irrelevant study. 

 

 

Section 4 of 8 

Evidence on research question 2.  

What are the extent and characteristics of existing empirical evidence regarding the effectiveness 

of models of collaboration among local and international actors, including donors, private sector 

partners, academic institutions, and NGOs to support policy change? 
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3= Processors 

4= Traders 

5= Supermarkets (local or nationals) 

6= Consumers 

7= industry partners 

8= Local donors 

9= Local governments 

10=Local research or education institutions 

11= National institutions 

12= International NGOs or International Development Agency 

13= Unclear 

 

4.3.  Brief description of the collaboration model presented in the study. 

 

4.4.  In what stage, did collaboration become crucial? 

1= Policy design and planning 

2= Targeting 

3= Policy promotion/adoption 

4= Resource mobilization  

5= Policy implementation and service delivery 

6= Policy monitoring  

7= Policy evaluation and review 

8= Unclear 

 

4.5.  What was the overall impact of collaboration model? 

 

1= Positive 

2= Negative 

3= Neutral  

4= Unclear 

 

4.6.  From governance perspective, which governance principles do the authors discuss as the core of the 

collaborative partnership? (Check Bovaird 2004). 

 

1= Citizen engagement 

2= Transparency 

3= Accountability 

4= Equalities and social inclusion 

5= Ethical and honest behavior 

6= Equity (fair procedures and due process) 

7= Willingness and ability to collaborate 

8= Ability to compete 

9= Leadership 
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10= Sustainability  

11= None 

 

4.7.  What stage of the value chain was meant to be improved as a result of collaboration? 

 

1= Input supply 

2= Production/Post-harvest 

3= Processing/logistics 

4= Markets 

5= Governance in any tier/link of the value chain 

 

4.8. What are the factors that encourage stakeholders to collaborate (enablers of collaboration)? Examples 

could include providing a public good/service, pre-existing relationships, need of ending a conflict, 

specific incentive. 

 

4.9.   Which quantitative research methods did the authors use to study the model of collaboration (if any)? 

 

4.10. Which qualitative research methods did the authors use to study the model of collaboration? 

 

4.11. Comments. 

 

4.12. Does the study provide any evidence on the policy effectiveness (Question 1)? 

 

1= Yes (go to section 5) 

2= No (submit form) 

 

 

 

5.1.  Name of the policy (if stated, provide the full name and abbreviations in the parenthesis). 

 

5.2.  Goal of the evaluated policy or policy change. 

 

1= Policy (or policy change) leadership 

2= Governments (national or local) 

3= International NGOs or International Development Agency 

4= Stakeholders (through agreements like contract farming, certifications, information services) 

5= Unclear 

 

Section 5 of 8 

Policy.  
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5.3.  Related agriculture. 

 

1= Crops 

2= Livestock (farm animals with the exception of poultry) 

3= Poultry 

4= Farm fishing and fisheries 

5= Not specified 

 

5.4.  Specify the name of studied crops or livestock. 

 

5.5.  The policy focuses on 

 

1= One of the stakeholders’ groups in the value chain (usually the farmers) 

2= A broader intervention in the value chain (more than one tier/link or the whole value chain) 

 

5.6.  Which broad category best describes the policy scope? (Check all that apply).  Please check the protocol 

AND Dr. Norton's books for details. 

 

1= Policies that influence farmer's incentives (subsidies, prices, market access, information access, etc.) 

2= Land tenure policies (land reform, land rights, land markets, access to land, etc.) 

3= Policies for management of resources (land, water, forest, fisheries) 

4= Policies for agricultural and rural finance and/or risk management (credit, insurance, financial 

portfolios) 

5= Policies for agricultural technology (research, extension, innovation, etc.) 

6= Policies that influence processor's/trader's incentives (prices, trade conditions, exchange rate, fiscal 

policy, etc.) 

7= Policies to create/strength value addition services/capacities (grading, packaging, crop processing, 

etc.) 

8= Policies for competitiveness of exports (quality upgrading, standards, quotes administration, SFS 

policies, distribution network) 

9= Supporting policies for competitiveness (infrastructure, transportation, connectivity, logistics) 

10=Sustainability of the value chain (environmental concerns, waste management) 

11=Governance of the value chain (relative power of stakeholders) 

12=Marketing policies and other consumer-oriented policies 

13=Other 

 

5.7.  Which specific category best describes the policy? (Check all that apply). Please check the protocol for 

details. 

 

1= Input distribution network and management 

2= Information sharing and knowledge management 

3= Credit, subsidies, and financial services 

4= Land tenure and/or land improvement 

5= Expert services in production and post-harvest stages 

6= Harvesting or distribution of fruits, vegetables, and other high-value crops 

7= Dairy, meat and livestock related services 
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8= Value addition services (grading, sorting, packing, etc) 

9= Transportation and shipment related services 

10= Product traceability services 

11= Contract farming and industry tie-up 

12= Certification along value chain 

13= Commodity markets and trading platforms (physical and online) 

14= Price support and market information network/channels 

15= Intervention related to gender issues, poor households or social groups 

16= Governance and decentralization of value chain 

17= Trade policies 

18=Other 

 

 

 

6.1.  Does the study reports effect of the policy on any of the following production outcomes? (Check all that 

apply.  For option "other" please use the following style: (1) name of outcome 1; (2) name of outcome 2; 

etc.).  

 

1= Yield 

2= Technology adoption 

3= Area under cultivation 

4= Crop diversification 

5= It does not report production outcomes 

 

6.2.  Does the study reports effect of the policy on any of the following market reform and 

expansion outcomes? (Check all that apply.  For option "other" please use the following style: (1) name of 

outcome 1; (2) name of outcome 2; etc.). (Check all that apply.  For option "other" please use the 

following style: (1) name of outcome 1; (2) name of outcome 2; etc.).  

 

1= Market information on demand and prices 

2= Market access to sell produce 

3= Market development, market through farmer groups, new markets 

4= E-markets 

5= Profit or income from product sales - Agricultural income 

6= Share of profit (along the value chain) 

7= Cross-border trades 

8= It does not report market reform and expansion outcomes 

 

Section 6 of 8 

Outcomes. 

For this section, please do a careful revision of the results section in the study (especially tables and 

supplementary material). Mark options for estimated quantitative or discussed qualitative effects, 

independent of its direction (sign), magnitude or significance. 
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6.3.  Does the study reports effect of the policy on any of the following logistic improvement and product 

improvement outcomes? (Check all that apply.  For option "other" please use the following style: (1) 

name of outcome 1; (2) name of outcome 2; etc.).  

 

1= Logistics for inputs availability 

2= Produce procurement services 

3= Reduction in food waste 

4= Product quality 

5= Transportation facility 

6= It does not report logistic/product improvement outcomes 

 

6.4.  Does the study reports effect of the policy on any of the following risk management outcomes? (Check 

all that apply.  For option "other" please use the following style: (1) name of outcome 1; (2) name of 

outcome 2; etc.).  

 

1= Yield risk 

2= Price risk and uncertainty 

3= Exchange rate risk 

4= Contract risk 

5= Climate change adaptation 

6= It does not report risk management outcomes 

 

6.5.  Does the study reports effect of the policy on any of the following welfare outcomes?   (Check all that 

apply.  For option "other" please use the following style: (1) name of outcome 1; (2) name of outcome 2; 

etc.). 

 

1= Family income (includes off-farm income and from other sources 

2= Food security 

3= Nutritional security 

4= Food access 

5= Education/schooling 

6= Poverty reduction 

7= It does not report welfare outcomes 

 

6.6.  Was any other relevant outcome reported? 

 

 

 

7.1.  Which methods does the study mainly use?  

 

1= Quantitative methods 

2= Qualitative methods 

Section 7 of 8 

Study design. 
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3= Mixed methods 

 

7.2.  For quantitative studies, name of the (independent) variable that represents the policy.  

 

7.3.  For quantitative studies, is the (independent) variable that represents the policy a dummy variable? 

 

1= Yes 

2= No 

 

7.4.  Focused on the main estimation, the study uses 

 

1= Single method for single outcome 

2= Single method for multiple outcomes 

3= Multiple methods for single outcome 

4= Multiple methods for multiple outcomes 

 

7.5.  Which quantitative methods did the authors use? (Choose any combination that applies for the MAIN 

analytical method to establish the effect of the policy in the ag value chain; Check "Other" and fill out 

"NA" for exclusively qualitative studies). 

 

1= PSM 

2= RCT 

3= DID 

4= IV 

5= RDD 

6= Other 

 

7.6.  Which qualitative research methods did the authors use to study the effect of the policy? (NA for 

exclusively quantitative studies). 

 

 

 

8.1. Comments.  

 

  

Section 8 of 8 

Comments. 
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Appendix B4. Questionnaire for Inclusion of Systematic Reviews 

 

 
 

 

2.1.  Reviewer. 

 

2.2.  Study ID number (number only). 

 

2.3.  Year of publication (YYYY). 

 

2.4.  Authors' last name (Examples: 1. For two authors Abram and Albuja; 2. For more than 2 authors Di et 

al.). 

 

2.5.  SR title. 

 

2.6.  Geographical scope.  

 

 

 

 

3.1. This SR should be... 

 

1= Included (go to section 4) 

2= Excluded (go to section 5) 

 Section 1 of 6.  

This form was designed to apply inclusion / exclusion criteria on the retrieved Systematic Reviews 

and collect basic data from the included ones. 

 

Research question 1: What are the extent and characteristics of existing empirical evidence 

regarding the policies that enhance AVC and improve enabling environments and what are the 

evidence gaps in the literature?  

Research question 2: What are the extent and characteristics of existing empirical evidence 

regarding the effectiveness of models of collaboration among local and international actors, including 

donors, private sector partners, academic institutions, and NGOs to support policy change? 

 

 

Section 2 of 6  

Identification.  

 

Section 3 of 6 

Decision. 

 

 



 

 
 

152 

3= Discusses (go to section 6) 

 

 
 

4.1.  Which broad category best describes the interventions considered in the SR? (Check all that apply).  

 

1= Policies that influence farmer's incentives (subsidies, prices, market access, information access, etc.) 

2= Land tenure policies (land reform, land rights, land markets, access to land, etc.) 

3= Policies for management of resources (land, water, forest, fisheries) 

4= Policies for agricultural and rural finance and/or risk management (credit, insurance, financial 

portfolios) 

5= Policies for agricultural technology (research, extension, innovation, etc.) 

6= Policies that influence processor's/trader's incentives (prices, trade conditions, exchange rate, fiscal 

policy, etc.) 

7= Policies to create/strength value addition services/capacities (grading, packaging, crop processing, 

etc.) 

8= Policies for competitiveness of exports (quality upgrading, standards, quotes administration, SFS 

policies, distribution network) 

9= Supporting policies for competitiveness (infrastructure, transportation, connectivity, logistics) 

10=Sustainability of the value chain (environmental concerns, waste management) 

11=Governance of the value chain (relative power of stakeholders) 

12=Marketing policies and other consumer-oriented policies 

13=Other 

 

4.2.  Which specific category best describes the policy? (Check all that apply). Please check the protocol for 

details. 

 

1= Input distribution network and management 

2= Information sharing and knowledge management 

3= Credit, subsidies, and financial services 

4= Land tenure and/or land improvement 

5= Expert services in production and post-harvest stages 

6= Harvesting or distribution of fruits, vegetables, and other high-value crops 

7= Dairy, meat and livestock related services 

8= Value addition services (grading, sorting, packing, etc) 

9= Transportation and shipment related services 

10= Product traceability services 

11= Contract farming and industry tie-up 

12= Certification along value chain 

13= Commodity markets and trading platforms (physical and online) 

14= Price support and market information network/channels 

15= Intervention related to gender issues, poor households or social groups 

16= Governance and decentralization of value chain 

17= Trade policies 

Section 4 of 6 

Location on the intervention-outcome matrix.  

 

 



 

 
 

153 

18=Other 

 

4.3.  Does the study reports effect of the intervention on any of the following outcomes? (Check all that 

apply.  For option "other" please use the following style: (1) name of outcome 1; (2) name of outcome 2; 

etc.).  

 

1= Production outcomes 

2= Market reform and expansion outcomes 

3= Logistic improvement and product improvement outcomes 

4= Risk management outcomes 

5= Welfare outcomes 

 

 

 

5.1.  Explain why this SR should be excluded 

 

 

 

 

6.1. Comments.  

 

 

  

Section 5 of 6 

Exclusion. 

 

 

Section 6 of 6 

Comments. 
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Appendix B5. Questionnaire for Quality Assessment of Systematic Reviews 

 

 
 

1.1.  Reviewer. 

 

1.2.  Study ID number (number only). 

 

1.3. Year of publication (YYYY). 

 

1.4.  Authors' last name (Examples: 1. For two authors Abram and Albuja; 2. For more than 2 authors Di et 

al.). 

 

1.5.  SR title. 

 

 

 

2.1.  a)  Did the authors specify (criteria) 

1= Types of studies 

2= Participants/ settings/ population 

3= Intervention(s) 

4= Outcome(s) 

 

2.1. b)  Were the criteria used for deciding which studies to include in the review reported?  

1= Yes (All four should be yes) 

2= No (All four should be no) 

3= Partially (Any other) 

 

2.2. a) Were the following done: 

1= Language bias avoided (no restriction of inclusion based on language) 

2= No restriction of inclusion based on publication status 

3= Relevant databases searched (Minimum criteria: All reviews should search at least one source of grey 

literature such as Google; for health: Medline/ Pubmed + Cochrane Library; for social sociences: IDEAS 

+ at least one database of general social science literature and one subject specific database) 

4= Reference lists in included articles checked 

5= Authors/experts contacted 

 

 Section 1 of 6.  

Identification.  

 

 

 

Section 2 of 4 

Methods used to identify, include, and critically appraise studies. 
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2.2.  b) Was the search for evidence reasonably comprehensive? 

 

1= Yes (All five should be yes) 

2= Partially (Relevant databases and reference lists are both reported) 

3= No (Any other) 

4= Can't tell 

 

2.3.  Does the review cover an appropriate time 

period?  

 

1= Yes  

2= No 

3= Can't tell ( (only use if no information about time period for search) 

4= Unsure 

 

2.4.  a) Did the authors specify 

 

1= Independent screening of full text by at least 2 reviewers  

2= List of included studies provided 

3= List of excluded studies provided 

 

2.4.b) Was bias in the selection of articles avoided?  

 

1= Yes (All three should be yes, although reviews published in journals are unlikely to have a list of 

excluded studies (due to limits on word count) and the review should not be penalized for this.) 

2= No (All other) 

3= Partially (Independent screening and list of included studies provided are both reported.) 

 

2.5.  a) What criteria were used for the quality assessment 

 

1= The criteria used for assessing the quality/ risk of bias were reported 

2= A table or summary of the assessment of each included study for each criterion was reported 

3= Sensible criteria were used that focus on the quality/ risk of bias (and not other qualities of the studies, 

such as precision or applicability/external validity). “Sensible” is defined as a recognized quality appraisal 

tool/ checklist, or similar tool which assesses bias in included studies. 

 

2.5.b) Did the authors use appropriate criteria to assess the quality and risk of bias in analysing the studies 

that are included?  

 

1= Yes  

2= No 

3= Partially  

 

2.6. Comments  
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3.1. a) Was there 

 

1= Independent data extraction by at least 2 reviewers 

2= A table or summary of the characteristics of the participants, interventions and outcomes for the 

included studies 

3= A table or summary of the results of all the included studies 

 

3.1. b) Were the characteristics and results of the included studies reliably reported?  

 

1= Yes (All three should be yes) 

2= No (None of these are reported. If the review does not report whether data was independently 

extracted by 2 reviewers (possibly a reporting error), we downgrade to NO) 

3= Partially (Criteria one and three are yes, but some information is lacking on second criteria.) 

4= Not applicable (e.g. no included studies) 

 

3.2.  Are the methods used by the review authors to analyze the findings of the included studies clear, 

including methods for calculating effect sizes if applicable?  

 

1= Yes (Methods used clearly reported. If it is clear that the authors use narrative synthesis, they don't 

need to say this explicitly) 

2= No (Nothing reported on methods) 

3= Partially (Some reporting on methods but lack of clarity) 

4= Not applicable (if no studies/no data) 

 

3.3. a) Did the review considers any of the following questions? 

 

1= Did the review ensure that included studies were similar enough that it made sense to combine them, 

sensibly divide the included studies into homogeneous groups, or sensibly conclude that it did not make 

sense to combine or group the included studies? 

2= Did the review discuss the extent to which there were important differences in the results of the 

included studies? 

3= If a meta-analysis was done, was the I2, chi square test for heterogeneity or other appropriate statistic 

reported? If no statistical test was reported, is a qualitative justification made for the use of random 

effects? 

 

3.3.b) Did the review describe the extent of heterogeneity?  

1= Yes (First two should be yes, and third category should be yes if applicable should be yes) 

2= No (Any other) 

3= Partially (The first category is yes) 
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4= Not applicable (e.g. no studies or no data) 

 

3.4.  How was the data analysis done?  

 

1= Descriptive only  

2= Vote counting based on direction of effect 

3= Vote counting based on statistical significance 

4= Description of range of effect sizes 

5= Meta-analysis 

6= Meta-regression 

7= Not applicable (e.g. no studies or no data) 

 

3.5.  How were the studies weighted in the analysis? 

 

1= Equal weights (this is what is done when vote counting is used) 

2= By quality or study design (this is rarely done) 

3= Inverse variance (this is what is typically done in a meta-analysis) 

4= Number of participants (sample size) 

5= Not clear 

6= Not applicable (e.g. no studies or no data) 

 

3.6.  Did the review address unit of analysis errors? 

 

1= Yes - took clustering into account in the analysis (e.g. used intra-cluster correlation coefficient) 

2= No, but acknowledged problem of unit of analysis errors 

3= No mention of issue 

4= Not applicable - no clustered trials or studies included 

 

3.7.  Were the findings of the relevant studies combined (or not combined) appropriately relative to the 

primary question the review addresses and the available data?  

 

1= Yes (if appropriate table, graph or meta analysis and appropriate weights and unit of analysis errors 

addressed (if appropriate) 

2= No (if narrative or vote counting, where quantitative analyses would have been possible, or 

inappropriate reporting of table, graph, or meta-analyses) 

3= Partially (if appropriate table, graph or meta-analysis and appropriate weights and unit of analysis 

errors not addressed, but and should have been) 

4= Not applicable (e.g. no studies or no data) 

5= Can't tell (if unsure) 

 

3.8. a) Does the review report evidence appropriately?  

 

1= The review makes clear which evidence is subject to low risk of bias in assessing causality (attribution 

of outcomes to intervention), and which is likely to be biased, and does so appropriately 

 2= Where studies of differing risk of bias are included, results are reported and analyzed separately by 

risk of bias status 



 

 
 

158 

 

3.8.b) Does the review report evidence appropriately? 

 

1= Yes (Both criteria should be fulfilled (where applicable)) 

2= No (Criteria not fulfilled) 

3= Partially (Only one criterion fulfilled, or when there is limited reporting of quality appraisal (the latter 

applies only when inclusion criteria for study design are appropriate)) 

4= Not applicable (No included studies) 

 

3.9.     Were factors that the review authors considered as likely explanatory factors clearly described?  

 

1= Yes  

2= No  

 

3.10. Was a sensible method used to explore the extent to which key factors explained heterogeneity?  

 

1= Descriptive/textual 

2= Graphical 

3= Meta-analysis by sub-groups 

4= Meta-regression 

5= Other 

 

3.11. Did the review examine the extent to which specific factors might explain differences in the 

results of the included studies? 

 

1= Yes (Explanatory factors clearly described and appropriate methods used to explore heterogeneity) 

2= Partially (Explanatory factors described but for meta-analyses, sub-group analysis or meta-regression 

not reported, when they should have been) 

3= No (No description or analysis of likely explanatory factors) 

4= Not applicable (e.g., too few studies, no important differences in the results of the included studies, or 

the included studies were so dissimilar that it would not make sense to explore heterogeneity of the 

results) 

 

3.12. Comments 

 

 
 

4.1.  Are there any other aspects of the review not mentioned before which lead you to question the results?  

 

1= Additional methodological concerns - only one person reviewing 

2= Robustness 
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3= Interpretation 

4= Conflicts of interest (of the review authors or for included studies) 

5= Other  

6= No other quality issues identified 

 

4.2. Are there any mitigating factors which should be taken into account in determining the reviews 

reliability? 

 

1= Limitation acknowledged 

2= No strong policy conclusions drawn (including in abstract/ summary) 

3= Any other factors 

 

4.3. Comments to specify if relevant, to flag uncertainty or need for discussion  

 

4.4.  Based on the above assessments of the methods please provide a summary of the quality of the 

review.  Strengths and limitations should be summarized above, based on what was noted in Sections 2, 3, 

and 4.  

 

 


	ABSTRACT
	ACKNOWLEDGEMENTS
	CONTRIBUTORS AND FUNDING SOURCES
	LIST OF TABLES
	INTRODUCTION
	GRADE INFLATION OR GRADE INCREASE
	Introduction
	Literature Review
	Grade inflation and distributional changes
	Institutional factors
	Student-specific factors

	Data and empirical model
	Data
	Variable descriptions and summary statistics

	Estimation methodology
	Results and discussions
	Trend variables
	Institutional variables
	Instructor-specific variables
	Student characteristics variables
	Excluding early years

	Conclusions and Discussions

	ARE WE THAT SIMILAR? DIFFERENCES IN GRADING PATTERNS WITHIN THE SAME COLLEGE
	Introduction
	Literature Review
	Data Description and Summary Statistics
	Departmental GPAs
	Institutional characteristics
	Instructor characteristics
	Student characteristics

	Model
	Results
	Potential grade inflation
	Institution characteristics
	Instructors’ characteristics
	Students’ characteristics

	Conclusions and Discussions

	POLICIES ENHANCING AGRICULTURAL VALUE CHAINS IN DEVELOPING COUNTRIES: AN EVIDENCE GAP MAP
	Introduction
	Scope
	Conceptual framework
	Description of interventions
	Description of outcomes
	Studies of interest

	Methods
	Search strategy
	Study screening and data extraction
	Quality Assessment of Systematic Reviews
	Evidence base

	Findings
	Map of Studies
	Impact Evaluations
	Evidence on collaboration models
	Systematic Reviews
	Gaps in AVC policy

	Conclusions and Discussion
	Implications for Researchers and Policymakers


	CONCLUSIONS AND LIMITATIONS
	Policies in Agricultural Education
	Policies in Agricultural Value Chains
	Limitations and Suggestions for Future Research

	REFERENCES
	APPENDIX A - TABLES
	Table A1.  Variable Description and Summary Statistics for COALS Model

	APPENDIX B – SUPPLEMENTARY MATERIALS
	Appendix B1. Eligibility or Inclusion/Exclusion Criteria for Evidence Gap Map Studies.
	Appendix B2.  List of Selected Studies.
	Appendix B3. Questionnaire for Inclusion of Studies
	Appendix B4. Questionnaire for Inclusion of Systematic Reviews
	Appendix B5. Questionnaire for Quality Assessment of Systematic Reviews


