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ABSTRACT

Electric power grids are critical infrastructure that enhance the security, economy, and produc-

tivity of nations. In modern societies, power grids are continually evolving into smarter grids which

incorporate automation to improve reliability using information and communication technologies,

forming the cyber layer. The cyber layer interacts with the physical power grid by acquiring mea-

surements from, and sending control commands, to field devices, forming an interconnection be-

tween the cyber and physical layers, referred to as the cyber-physical power grid.

Although these layers are essential to grid operation, they are vulnerable to a myriad of threats

which can evolve to high impact disruptive events, resulting in catastrophic failures and losses

such as widespread blackouts, loss of critical services enabled by electricity, and loss of lives and

property. These events often cripple economic operations, disrupt societies, and threaten national

security. Hence, strengthening the power grid against these threats has easily become a top priority,

achieved by improving the resilience of the power grid.

This dissertation presents risk reduction against cyber and physical threats via a resilience-

oriented perspective, intended to build into the vision of next generation energy management. The

work presented in this dissertation focuses on common threats that have begun to more frequently

affect the reliability and resilient operations of power systems, some leading to bankruptcy and

strained customer relations for several utilities. Hence, this dissertation answers the question:

How Can We Proactively Reduce Critical Power Infrastructure Risk to High Impact Cyber and

Physical Threats, Automating the Risk Reduction Process, with Resilience at the Forefront?

Toward this objective, this dissertation first presents an approach based on the axiomatic design

process to enable the standardization of power system resilience, an issue that has been elusive to

the power system resilience community in the past decade, which elucidates the studies herein.

Then, the threats which highly impact the resilience of the power grid as a cyber-physical sys-

tem are introduced, since the power grid is threatened by adversaries from both the cyber and

physical domains. In the cyber layer, the dissertation presents risk reduction to threats of adver-
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sary intrusion and ensuing false data injection attacks using different techniques centered around

graph-based modeling, where we propose a proactive framework to reduce the impact of adver-

sary intrusion on the system, and develop a detector for stealth attacks which evades conventional

power system detectors, respectively. Further on the cyber layer, the dissertation proposes tech-

niques and implements modeling via emulation which achieve automation in the crucial provision

of sandbox environments for the risk evaluations of critical infrastructure. These aid to improve

system resilience via use cases such as cyber deception where redundancy against adversaries is

provided to power system networks. In the physical layer, the dissertation focuses on the frequent

and high impact threat of wildfires. The risk minimization builds on accurately modeling wildfire

threats in a proposed novel technique that is designed to be efficient for the bulk power grid as

opposed to conventional methods in which power systems adapt techniques better suited for wild-

lands. The proposed technique uses spatio-temporal and data-driven deep learning methods, which

can effectively reduce power system risk from endogenous wildfires caused by the power grid, and

exogenous wildfire from external sources. Beyond risk assessment and minimization, the disser-

tation proceeds to present the first-of-its-kind resilience-comprehensive design and development

of a self-sufficient low-cost wildfire mitigation model which automates the risk reduction process

towards mitigating wildfires in grid operation through all phases in which the power system lies

before, during, and after a wildfire threat or event.
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1. INTRODUCTION

The electric power grid is a complex and essential infrastructure that facilitates all facets of

modern societies. In the United States, there are 16 critical infrastructures including food, water,

medical care, communications, finance, and more which heavily depend on the electric grid [1].

The goal of the power grid is to maintain reliable provision of electricity to end users. As tech-

nologies advance and civilizations expand, the demand for electricity grows and the power grid

constantly evolves to meet modern needs by adopting new technologies, architectures, operational

and planning approaches, while integrating security and affordability. If the electric power grid

goes down, the United States arguably gets moved back, past the pre-Web 1980s, into the pre-

electric grid 1880s [2]. In hostile environments such as those influenced by malicious attacks and

hazards that threaten the grid, this goal of providing reliable power and trustworthy operations is

met by improving grid resilience.

Resilience was first introduced as a measure to determine the system’s ability to absorb changes

to its state and driving variables [3]. Resilience has quickly become paramount in power systems

operations and planning, with substantial federal infrastructure investments catering to High Im-

pact Low Frequency (HILF) events like natural disasters and cyber threats [4]. However, since

power systems keep evolving, the definition of power system resilience has yet to be consolidated.

The following sections are dedicated to understanding power system resilience, to facilitate the

science and perspective of resilience-oriented risk reduction.

1.1 Power System Resilience

Resilience is typically characterized by: (a) the magnitude of shock the system can absorb and

remain within a given state, (b) the degree to which the system is capable of self-organization,

(c) the degree to which the system can build capacity for learning and adaptation [5]. In power

systems, resilience is defined as the grid’s ability to prepare for and adapt to changing operating

conditions, as well as withstand and recover rapidly from major disruptions caused by naturally
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occurring threats or deliberate cyber-physical attacks [4, 6, 7].

1.1.1 The Resilience Trapezoid

The resilience trapezoid provides a visual illustration of resilience, showing the different phases

in which the system lies in the course of HILF events. As illustrated Fig. 1.1, in the pre-event phase,

system operates at normal conditions, and as the disruptive event strikes, the system absorbs some

shock and goes into the alert state. Further degradation sends the system into an emergency state,

then to the outage phase which is an abnormal state. In this state, corrective and emergency

resources are applied towards critical load restoration, also known as the self-recovery when the

emergency resources are pre-integrated into system operations. After prioritized restoration of

critical loads, recovery efforts continue with repair and restoration of damaged infrastructure.
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1.1.2 Resilience Capabilities and Dimensions

Resilience phases can be associated with different capabilities including the withstanding, ab-

sorptive, adaptive and restorative capabilities. These capabilities can also be associated with the

resilience dimensions namely robustness, redundancy, resourcefulness, and rapidity, also known

as the 4Rs of resilience [8]. Robustness, associated with the withstanding capability, is the ability

of the system to withstand disruption up to a given level without loss of functionality. Redundancy

is the extent to which components and subsystems can be substituted to satisfy the suffered loss of

functionality. It is associated with the absorptive capability at the disruption transition and outage

phases. Resourcefulness is the ability of the system to identify system failures, prioritize and mo-

bilize resources when conditions threaten the system, or towards meeting target recovery. It can be

assessed between the disruption and restorative transition phases. Rapidity is the ability to meet

recovery priorities in a timely manner in order to contain losses and maintain functionality. Further

details can be found in our work [7].

1.1.3 Towards Resilience Unification and Standardization

A major issue in power system resilience is a lack of standardization. Our work in [7] pioneers

a solution via an approach based on the Axiomatic Design Process (ADP). The ADP is the logical

process towards an objective through a series of domains [9,10], including the (1) Service Domain,

(2) Functional Domain, (3) Physical Domain, and (4) Process Domain. In this work, the resilience

capabilities are adapted as the power system resilience objectives towards meeting customer needs

in the service domain during a HILF event. These objectives are then transformed into functional

requirements (FRs) in the Functional Domain, and Design Parameters (DPs) are defined in the

Physical Domain to specify the recognized FRs. The interaction between FRs and DPs, in Table

1.1, is the major design process [11]. Hence, for the power system to be considered resilient, it

should meet the functional requirements, which can be achieved using the outlined DPs.
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Table 1.1: 1) Defining FRs and DPs for Power System Resilience, 2) Decoupled Design Matrix.
Reprinted from [7].

Service 
Requirements

Functional
Requirements

Design
Parameters

Process
Variables

Service Domain Functional
Domain

Physical Domain Process Domain

MethodologyObjective

Major resilience 
attributes

Requirements for
resilience measure

Parameters for
resilience measure

System-specific 
resilience variables

Functional Requirements (FRs) Design Parameters (DPs)
FR1 Evaluate system performance before/after disruptions

FR2 Evaluate potential impacts from disruptions

FR11  Estimate system performance during/after disruptions 
FR12  Compare with target system performance 

FR21  Define minimum impact  threshold to be functional 
FR22  Estimate impact of disruption on system components 
FR23  Estimate impact of disruption on entire system
FR24  Estimate impact of disruptions on interconnected systems

FR3 Evaluate system performance to uncertainty in disruptions
FR31  Handling uncertainty of disruptions
FR32  Evaluate system resilience in long-term period
FR33  Evaluate redundant capacity for uncertainty adaptation 
FR34  Evaluate system functionality against multiple disruptions

FR4 Evaluate rapidity of system recovery from disrupted state

FR5 Evaluate effects of planning
FR51  Evaluate effects of stakeholder decision

DP1 System performance
DP11  Real performance
DP12  Standardization to target performance

DP2 Potential impact on system
DP21  Functionality threshold/Deviation from threshold 
DP22  System component damage
DP23  Entire System Damage 
DP24  Cascade damages

DP3 Adaptive capacity to uncertainties
DP31  system resourcefulness
DP32  Time-variation in system/component resilience 
DP33  System redundancy
DP34  System robustness

DP4 Speed of System recovery

DP5 Effects of Strategies
DP51 Stakeholder decision

FR11

FR12

FR21

FR22

FR23

FR24

FR31

FR32

FR33

FR34

FR41

FR42

FR43

FR51

FR52

DP11 DP12 DP21 DP22 DP23 DP24 DP31 DP32 DP33 DP34 DP41 DP42 DP43 DP51 DP52

FR41  Estimate rapidity of failure identification 
FR42  Estimate rapidity of initial system stabilization 
FR43  Estimate rapidity of final system recovery

DP41  Elapsed time to failure detection
DP42  Elapsed time to initial system stabilization 
DP43  Elapsed time to final system recovery

Service 
Requirements

Functional
Requirements

Design
Parameters

Process
Variables

Service Domain Functional
Domain

Physical Domain Process Domain

MethodologyObjective

Major resilience 
attributes

Requirements for
resilience measure

Parameters for
resilience measure

System-specific 
resilience variables

Functional Requirements (FRs) Design Parameters (DPs)

FR1 Evaluate system performance before/after disruptions
FR11  Estimate system performance during/after disruptions

FR2 Evaluate potential impacts from disruptions

FR12  Compare with target system performance

FR21  Define minimum impact  threshold to be functional

FR22  Estimate impact of disruption on system components

FR23  Estimate impact of disruptionon the entire system

FR24  Estimate impact of disruptions on interconnected systems

FR3 Evaluate system performance to uncertainty in disruptions
FR31  Handling uncertainty of disruptions

FR32  Evaluate system resilience in long-term period

FR33  Evaluate redundant capacity for uncertainty adaptation

FR34  Evaluate system functionality against multiple disruptions

FR4 Evaluate rapidity of system recovery from disrupted state
FR41  Estimate rapidity of failure identification

FR42  Estimate rapidity of initial system stabilization

FR5 Evaluate effects of planning
FR51  Evaluate system resourcefulness in the face of disruptions

FR52  Evaluate effects of stakeholder decision

DP1 System performance
DP11  Real performance
DP12  Standardization to target performance

DP2 Potential impact on system
DP21  Functionality threshold/Deviation from threshold

DP22  System component damage

DP23  Entire System Damage 

DP24  Cascade damages

DP3 Adaptive capacity to uncertainties
DP31  Resource availability

DP32  Time-variation in system/component resilience

DP33  System redundancy

DP34  System robustness

DP4 Speed of System recovery
DP41  Elapsed time to failure detection

DP42  Elapsed time to initial system stabilization

DP5 Effects of Srategies
DP51  System resourcefulness

DP52  Stakeholder decision

FR11

FR12

FR21

FR22

FR23

FR24

FR31

FR32

FR33

FR34

FR41

FR42

FR43

FR51

DP11 DP12 DP21 DP22   DP23     DP24 DP31 DP32 DP33 DP34 DP41 DP42  DP43 DP51

FR43  Estimate rapidity of final system recovery DP43  Elapsed time to final system recovery

1.2 Risk and Resilience

Risk is a common term encountered with power system resilience, and had earlier been used

interchangeably [12]. However as in (1.1), risk is a function of threat, which could be adversarial

and intentional or otherwise, that leverages vulnerability. Since threat occurrence can be assumed

certain and beyond the control of the system operator, the operator would aim to take actions that

minimize adversary impact or minimize system vulnerabilities to threats, in order to reduce risk.

These actions function to strengthen the system and herein tie back to system resilience.

Risk = Likelihood× Impact

Likelihood = Threat× V ulnerability

Threat = Capability × Intent

(1.1)

The relationship between risk and resilience can be envisaged as color coded in Fig.1.2. The

impact can be seen as the “dip” in the resilience trapezoid, and hence reducing this “dip” minimizes

risk and improves resilience.

1.2.1 Risk and Situational Awareness

A goal of risk assessment is to aid situational awareness, which is defined as the perception

of the elements in an environment within a volume of time and space, the comprehension of their
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Figure 1.2: Relating Resilience and Risk. As the power system carries out its functionalities,
several inherent vulnerabilities exist (in the yellow area), and can be leveraged by an adversary via
threat capabilities (purple event), to impact the system (the red area).

meaning and a projection of their status in the near future [13]. Hence, situational awareness im-

plies spatio-temporal observation and forecast/ prediction/ estimation of a system’s state. In power

systems, this can be near real-time as in power systems operations or longer, towards planning.

Hence, situational awareness involves the recognition of system elements that inform the system

state and enable effective power system response. For instance, perception of system states would

include: generation, transmission, distribution data, schedules for load and market, device (e.g.,

switch, breaker, bus, relay) status, environmental and atmospheric conditions.

Therefore, the comprehension of these perceptions would include: analyzing and understand-

ing the resulting deviation between the expected (estimated) vs. current state of the system, system

capabilities and vulnerabilities, possible actions and operator responses. The implication here is

that within this comprehension of the perceived state lies risk assessment. The projection of this

understanding is the inference of future system state and the time criticality of operator response.

These characteristics of SA can be seen as a cycle in power systems where projecting the fu-

ture system states would lead to further perception of that future “projected” state as illustrated in

Fig. 1.3. Similarly, to aid decision making in risk situations, SA models like the Observe, Orient,
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Figure 1.3: The Situational Awareness Cycle

Decide, Act (OODA) loop were developed [14]. However, for resilience, the SAAL—Sensing,

Anticipating, Adapting, and Learning model expands on the OODA to emphasize the nuance that

resilience additionally requires the ability to anticipate and learn [15].

1.2.1.1 State Estimation in Power Systems

Power System State Estimation (PSSE) is a technique that informs situational awareness by

collecting data from the bulk power grid, in a process to estimate the electrical state of a network

by eliminating inaccuracies and errors from measurement data, and analysing the data to minimize

risk. The PSSE’s objective is to estimate system state x by minimizing the following function:

x̂ = min
x

(z − h(x))TR−1(z − h(x)), (1.2)
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where x is the state vector which will have the form xτ = [θ2, θ3, · · ·, θN , V1, V2, · · ·, VN .] when bus

1 is the slack bus, z represents measurements/observations from field devices consisting of active

and reactive power injections at buses (Pi, Qi) and active and reactive power flows on branches

(Pij, Qij) [16]. Pi and Qi at bus i is given as:

Pi =
∑
j∈Ωi

ViVj(Gij cos θij +Bij sin θij) = PGi − PLi

Qi =
∑
j∈Ωi

ViVj(Gij sin θij −Bij cos θij) = QGi −QLi

(1.3)

The Pij and Qij from busi to busj is:

Pij = V 2
i (gsi + gij)− ViVj(gij cos θij + bij sin θij)

Qij = −V 2
i (bsi + bij)− ViVj(gij sin θij − bij cos θij).

(1.4)

Therefore, if the estimated state of the system derived from system status measurements deviates

from expectations, the power system utilizes bad data detection (BDD) to identify bad (erroneous)

measurements, which could have sourced from power grid threats.

1.3 Threats to the Power Grid

A crucial type of threat to characterize and defend in the critical power grid is the type of

threat that presents operational impact and threat to reliability. Specifically, for state estimation

attacks, this could appear as false data that drives the deviation of grid operating points, as much

as possible, from normal. The power grid is vulnerable to threats from a myriad of sources. The

vulnerability of the grid can arise from aging infrastructure, which when combined with increasing

power demand, makes the grid susceptible to faults and failures e.g., cascading failures, as has been

witnessed during periods of harsh weather. Hence, modernizing the grid has become a high priority

for the U.S. Congress and industry [17].

Modernization, however, incorporates the integration of a continually growing network of hard-

ware and software which redefine and increase the attack surface, favoring grid adversaries. This
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creates a new reality which is that most grid components operate in internet-accessible digital

environments. Operation in digital environments has shifted operational technology towards in-

creasingly allowing external connections and remote access to business networks, which could

lead to threat actors accessing the systems to disrupt operations. For instance, the distribution grid

operation using Internet of Things (IoT) could be compromised by adversaries where devices can

be manipulated and used to launch coordinated demand-side attacks. Furthermore, the modern

grid integrates widely available devices, which use traditional networking protocols for controlling

grid components. This can further increase the threat surface for the grid, e.g., Phasor Measure-

ment Units (PMUs) which are dependent on GPS timing to monitor grid state towards control of

generation, transmission, and distribution functions, can be attacked and desynchronized.

Reported cyber events have increased, and suspicious activity with unidentified causes which

can be physical or cyber attacks, have increased as well. In April 2021, the Colonial pipeline

attacks affected roughly 45% of the East Coast’s supply of energy resources [18]. The University

of Cambridge posits that cyber-related incidents to the grid has cost the United States an upwards

of $243 - $1000 billion [19]. According to [20], the purpose of a cyber attack on a SCADA system

could range from a hacker trying to access and scale through system defenses, to an adversary

possibly generating “false” information to the SCADA system for espionage. In this dissertation,

we focus our studies on risk reduction to the cyber threats of adversary intrusion and false data

injection attacks.

Threats to the grid can also be physical. These can be due to vandalism or attacks from local

nation state adversaries to power plants and substations. This, according to The North American

Electric Reliability Corporation (NERC), calls for a risk-based approach [22]. Physical threats can

also include existential threats from weather-based events such as hurricanes, tornados, wildfires,

and floods, that have devastating impacts on the power grid. The response to these events have been

led by the Department of Homeland Security’s (DHS’s) emergency response organization, Federal

Emergency Management Agency (FEMA). As shown in Fig. 1.4, the top threats that have affected

the U.S. grid which have generally increased over the past couple of years. Severe weather can be

8



Figure 1.4: Top threats to the U.S. power grid based on data from [21].

seen to be the most frequent and also the most impactful [21]. Extreme weather conditions are the

most common cause of energy disruptions in the U.S. where major power outages from weather

related events in the U.S. increased by approximately 67% since 2000 [23]. In June 2021, unusual

high summer temperatures caused record-high demands to the Texas grid putting the grid under

enormous pressure. On a similar note, February 2021 saw extreme cold weather conditions lead to

a winter storm which destabilized the Texas power grid, causing millions of people to lose power

for multiple days in the freezing temperatures thus leading to 702 deaths [23]. Wildfire threats,

as shown in Fig. 1.5, cause increasing widespread impact to the power grid. The impact ranges

from increasing acres burnt, to loss of lives and property, bankruptcy of utilities, law suits against

utilities, lost opportunity costs, and significant costs on the federal, state, local, and territory levels.

1.3.1 Cyber Threats of Adversary Intrusion

The modernization and hence, digitization of utility networks which has also expanded to com-

mercial services and external-facing websites, such as corporate and vendor websites, exposes the

power network to threats of adversary intrusion from these internet-facing hosts. According to an

9



Figure 1.5: Wildfire threat in the United States: frequency, severity and impact, based on data
from [24]

independent study carried out by Fortinet, a major problem in SCADA is the complete access of-

ten granted to third party organizations, such as vendors, to internal systems [25]. As illustrated in

Fig. 1.6, 64% of organizations grant third-party vendors either complete access with no restrictions

or high-level access with very few restrictions, to their SCADA/ICS systems. This level of trust

and access granted to these third party organizations, business partners, and government organi-

zations, can expose the system to threats of adversary intrusion from these external-facing access

points. Hence, from a risk-based perspective, it is highly crucial for critical systems to analyze and

access their risk to adversary intrusion that can arise from these sources.

In the cyber space, risk assessment to adversarial threats can be aided by information and

frameworks provided by several organizations and agencies. Such agencies include the National

Institute of Standards and Technology (NIST) which provides voluntary guides and practices aimed

at cultivating trust in Information Technology (IT), and the transition between IT and Operational

Technology (OT). The MITRE Corporation is a non-profit and independent adviser that aims to ad-

vance national security by providing globally accessible knowledge base of adversary tactics and
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techniques from real-world observations [26]. Additionally, the National Vulnerability Database

(NVD) is the U.S. government repository of standards based vulnerability management data [27],

enabling automation of vulnerability management, security measurement, and compliance. The

Common Vulnerability Scoring System (CVSS) scores for the Common Vulnerabilities and Ex-

posures (CVE) obtained from the NVD, which is part of NISTS’s Security Content Automation

Protocol, is formally adopted as an international standard for scoring vulnerabilities. For in-

stance, an attack source vertex may leverage knowledge of required username and password to

remotely access another sink vertex with hard-coded SSH credentials by exploiting vulnerability

CVE-xxxx-xxxx with a score computed using the impact and exploitability subscores [28]. The

impact subscore is calculated based on the impact of Confidentiality, Integrity, and Availability,

where Confidentiality is the limitation of information access to authorized users and preventing

disclosure to unauthorized users, Integrity is the veracity of information, while Availability is the

accessibility of information resources or node functionality. The exploitability subscore is cal-

culated based on the attack vector, the attack complexity, the privilege required to execute such

attack, and the user interaction as well. Hence, this knowledge base is useful for risk assessment

Figure 1.6: Percentage of organizations: access level granted third parties to SCADA/ICS based
on data from [25].
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to known vulnerabilities giving the ease of exploitation of such vulnerability and it’s impact to the

system as discussed.

1.3.2 Threats of False Data Injection to SCADA

When an adversary completes a successful intrusion, there are several threats that the adver-

sary poses to the power system operation. To impact power systems operation, the adversary aims

to move the system state as much as possible from normal. To achieve this, the adversary can

compromise the communication between sensory/measurement and control devices to inject false

information. The false information could be false data from the field measurement devices/sensors,

or false command to the control devices, and is referred to as False Data Injection Attacks (FDIA).

FDIA will then misinform the system operator, and lead to operational actions which can be detri-

mental to the power grid.

The objective of the adversary in an FDIA is to create a new measurement vector of sensor

readings from field devices in a stealth way such that undetectable errors, that can bypass the BDD,

are introduced into the calculations of variables and values used in power system state estimation

as in section 1.2.1.1. Mathematically, the FDIA can be represented as in equation (1.5).

zo = h(x̂),

za = a+ zo = h(x̌),

(1.5)

where x̂ and x̌ denote the estimated (original) state vector and false data injected state vector, and

zo and za stand for the original and attacked measurements, respectively, and a represents the

attack vector which can be any of the following: 1.) Deletion of data from zo, 2.) Change of data

in zo, 3.) Addition of fake data to zo.

1.3.3 Power Grid Resilience to Wildfire Threats

Wildfires are natural- or power equipment-caused HILF events that threaten power grid re-

silience. This realization not only leads to increasing severe economic impact via direct/indirect

costs from firefighting [24] as shown in Fig.1.7, infrastructure damage (critical infrastructure such
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Figure 1.7: Federal economic impact of wildfire suppression costs.

as healthcare, water, gas, power generation dams), lost opportunity costs from public safety power

shutoffs, business interruption costs etc., but as well leads to severe social impact including loss of

lives and property, manslaughter lawsuits from customers against utilities, and lack of trust from

customers to service area utilities. The California Department of Forestry and Fire Protection esti-

mates the dollar cost of wildfires to property owners, taxpayers, and critical utilities, increased by

up to 300% over the past decade [29]. In the United States, the annualized economic burden from

wildfires is estimated up to $347.8 billion [30]. In 2018 alone, California’s wildfires cost the US

economy about $148.5 billion which is approximately 1% of the entire United States annual GDP.

The wildfire-power system interaction can be visualized as shown in Fig.1.8, from the power

generation level to the transmission and distribution levels. Several studies have captured differ-

ent aspects of the wildfire power operational strategies and impact of wildfires on transmission

and distribution grids [31–34]. The resilience of power systems to wildfires has also been stud-

ied [35–37]. In our work, we propose and hence introduce the wildfire resilience trapezoid as
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Figure 1.8: Illustrating the power system-wildfire interaction.

illustrated in Fig. 1.9, to comprehensively capture the different phases in which the power system

lies before, during, and after wildfire threats/events. It also defines power system preventive, cor-

rective, restorative, and adaptive actions utilized in each of these phases comprising the planning

phase in which stakeholder take decisions on the structural attributes, such as grid hardening ac-

tions, that boost robustness of the grid and hence improve wildfire resilience. The wildfire analysis

phase comprises of the preventive actions, such as vegetation management, that are preparatory

and taken towards mitigating wildfire threats. When a wildfire threat is active, certain more strin-

gent measures, e.g., public safety power shutoff, are taken in order to ensure that power equipment

do not serve as ignition sources, nor aid to exacerbate the potential fire. When the threat of wild-

fires is realized, the stakeholders make further decisions towards firefighting which could include

“Let-burn” strategies where power systems let a wildfire burn and rebuild infrastructure as opposed

to more expensive fire fighting efforts. From when the wildfire threat is active to when the wild-

fire is suppressed is referred to as the wildfire progression phase. After suppression, post wildfire

restoration and adaptation towards better system planning for improved wildfire resilience, follows.
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Figure 1.9: The power system’s wildfire resilience trapezoid. Performance P (t) at different time
phases, where the system is in normal performance until there is a wildfire threat (time 1) and the
performance degrades to P(2) with preventive actions such as public safety power shutoff. With a
wildfire ignition, there is further degradation in performance to P(4), where the system remains in
a degraded state until wildfire is contained and restoration towards normal performance begins.

1.4 Contributions

This work proposes techniques to reduce the risk that accrues to the critical cyber-physical

power system resulting from top cyber and physical threats. On the cyber side, the work presented

in this dissertation follows the adversary process as a complete loop from adversary intrusion into

the power system network to the realization of the adversary objective of injecting false data to

deviate the system from normal operation. Hence, the techniques proposed reduce the system

risk from adversary intrusion to attack realization. Furthermore, the work contributes a novel

method for power systems towards automating the risk assessment process through the design

and development of an emulation tool that automatically rebuilds the utility network in a virtual

environment, allowing for several use cases that improve system resilience. On the physical threats,

the work focuses on the high impact threat of wildfires which have plagued critical infrastructure on

the territory, local, state, and federal levels. It proposes a spatio-temporal data-driven technique in

modeling wildfire threats, better suited for risk reduction for the bulk power grid. Furthermore, the
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work presented in the dissertation designs and develops an important tool that comprehensively

meets resilience needs in the (pre-event, event progression, and post event) pipeline of critical

infrastructure response to the severe threat of wildfires.

1.5 Dissertation Outline

1.5.1 Cyber-Physical Component Ranking for Risk Sensitivity Analysis using Betweenness

Centrality

Given the threat of adversary intrusion, this chapter proposes a framework for critical compo-

nent ranking in power system risk analysis, which generates graphs of potential attack paths and

traverses generated attack graphs to rank components according to their importance in reducing

adversary impact on the power system. The framework proposes a metric which extends upon

betweenness centrality and integrates into risk analysis, the services and security cost of commu-

nications between power system components, and the likelihood of component exploitation as an

adversary medium to the target relays. The publication outcomes of this chapter are given below:

J1. Umunnakwe A, Sahu A, Narimani MR, Davis K, Zonouz S. Cyber-physical component

ranking for risk sensitivity analysis using betweenness centrality. IET Cyber-Physical Sys-

tems: Theory & Applications. 2021 Sep;6(3):139-50.

C1. Umunnakwe A, Sahu A, Davis K. Multi-Component Risk Assessment Using Cyber-Physical

Betweenness Centrality. In 2021 IEEE Madrid PowerTech 2021 Jun 28 (pp. 1-6). IEEE.

1.5.2 Graph Neural Networks Based Detection of Stealth False Data Injection Attacks in

Smart Grids

Given that adversary has completed intrusion and thus poses a false data injection threat, we

propose a Graph Neural Network (GNN) based FDIA detection model for smart power grids. We

automatically represent the underlying graph topology and spatially correlate the smart grid mea-

surement data to detect and hence, mitigate the risk associated with stealth cyber attacks, by raising

alarms to the power system operator. Hence, the proposed GNN-based detection model is scalable
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and detects FDIAs in real-time by efficiently combining model-driven and data-driven approaches

that incorporate the inherent physical connections of modern AC power grids and exploiting the

spatial correlations of the grid measurements.

The publication outcome of this chapter is given below:

J1. Boyaci O, Umunnakwe A, Sahu A, Narimani MR, Ismail M, Davis KR, Serpedin E. Graph

neural networks based detection of stealth false data injection attacks in smart grids. IEEE

Systems Journal. 2021 Oct 20;16(2):2946-57.

1.5.3 OpenConduit: A Tool for Recreating Power System Communication Networks Auto-

matically

The daily operations of critical infrastructures have long relied on computer networks, and

often incorporate legacy devices and protocols with limited security functions. To study the risk

associated with these systems, their architectures have to be replicated in a safe test environment.

This chapter introduces the implementation of OpenConduit, a tool that automatically rebuilds and

realistically replicates electric power system networks in an emulation environment in order to

accurately and scalably automate risk studies. The objective targets the creation of the critical in-

frastructure’s digital twin that enable use cases which improve resilience and enable risk reduction.

Potential use cases enabling the tool’s utility are also presented.

The publication outcome of this chapter is given below:

C1. Umunnakwe A, Wlazlo P, Sahu A, Velasquez J, Davis K, Goulart A, Zonouz S. OpenCon-

duit: A Tool for Recreating Power System Communication Networks Automatically. In2022

IEEE International Conference on Communications, Control, and Computing Technologies

for Smart Grids (SmartGridComm) 2022 Oct 25 (pp. 141-147). IEEE.

1.5.4 Data-Driven Spatio-Temporal Analysis of Wildfire Risk to Power Systems Operation

This chapter presents the resilience-oriented risk reduction to physical wildfire threats. Here,

we propose a two-stage framework for assessing power system-wildfire risk using a data-driven
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model to predict wildfires which threaten portions of the transmission and distribution grid. The

first stage of the framework estimates the spatio-temporal probability of potential wildfire ignition

and propagation using a deep neural network (DNN) in combination with the wildfire physical

spread model. The second stage assesses the wildfire risk in the power grid operation in terms of

potential loss of load by de-energization, through combining geospatial information system data

of the power grid topology and the stochastic spatio-temporal wildfire model developed in the first

stage.

The publication outcomes of this chapter are given below:

J1. Umunnakwe A, Parvania M, Nguyen H, Horel JD, Davis KR. Data-driven spatio-temporal

analysis of wildfire risk to power systems operation. IET Generation, Transmission & Dis-

tribution. 2022 Jul;16(13):2531-46.

C1. Umunnakwe A, Davis K. A Modeling Approach to Quantify Wildfire Risk in Power Systems

Operations Using Data Availability and Deep Learning Techniques. In2022 IEEE Power &

Energy Society General Meeting (PESGM) 2022 Jul 17 (pp. 1-5). IEEE.

1.5.5 A Self-Sufficient Low-Cost Mitigation Model to Improve Resilience in Power Utility

Wildfire Response

This chapter builds on the previous one to present a coordinated risk management and com-

prehensive approach to improve resilience and economics in power utilities’ wildfire response

before, during, and after wildfires. The proposed self-sufficient low-cost wildfire mitigation model

(SL-PWR) also detects and localizes wildfire occurrence, spread, and other wildfire-related using

optimized artificial intelligence techniques. The SL-PWR’s comprehensive nature informs power

system resilience at the different phases of the resilience trapezoid, utilizing spatio-temporal wild-

fire potential probability maps, equipment layer information (e.g., equipment aging), vegetation

layer information (e.g., vegetation-fuel correlation), and optimized UAV monitoring trees to ob-

tain input images for training. The SL-PWR wildfire mitigation tool is the first of its kind that

achieves effective response strategies, and rapidity via automation, in the complete pipeline from
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pre-wildfire, to wildfire progression, to restoration/recovery and adaptation. Results show that

SL-PWR improves situational awareness and resilience during extreme threats to several critical

infrastructure, primarily power grids.

The outcomes of this chapter are given below:

J1. Umunnakwe A, Davis K. A Data-Driven Automated Mitigation Approach for Resilient

Wildfire Response in Power Systems. Submitted to the IEEE Open Access Journal of Power

and Energy.

J2. Umunnakwe A, Davis K. An Optimization of UAV-Based Remote Monitoring for Improving

Wildfire Response in Power Systems. Submitted to the IEEE Open Access Journal of Power

and Energy.

1.5.6 Economic Analysis and Return on Investment: A Self-Sufficient Low-Cost Mitigation

Model to Improve Resilience in Power Utility Wildfire Response

This chapter presents the detailed analysis of the economic viability, diverse functionality and

utility of the proposed SL-PWR, and it’s deployment advantages with respect to utility methods and

existing wildfire mitigation tools. We conduct return on investment (ROI) of the SL-PWR model

as opposed to conventional utility methods based on some economic benefits provided by the SL-

PWR amongst many such as social benefits, environmental sustainability, operational/technical

benefits, etc.
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2. CYBER-PHYSICAL COMPONENT RANKING FOR RISK SENSITIVITY ANALYSIS

USING BETWEENNESS CENTRALITY *

This chapter focuses on reducing the risk of the power system to the threat of adversary intru-

sion. According to Joy Ditto, president and CEO of Utilities Technologies Council, “In the face

of imperfect protections, ... it comes back to how much situational awareness you have around

your network, and if you know that you are going to have vulnerabilities but you can limit them

or you can at least be aware when those vulnerabilities are being exploited, that is a good place to

be” [39]. This chapter employs this strategy and enables risk reduction via a protection strategy by

system topology and vulnerability impact awareness.

2.1 Introduction

Cyber threats can lead to data breaches, asset damage and power outages by exploiting control

assets in the physical grid. As interactions between cyber and physical layers increase, the po-

tential paths which a system adversary can exploit to reach critical devices also increase, making

comprehensive monitoring more intractable for the system operator; this can have the unintended

consequence of the grid becoming a target for cyber attacks [40]. In order to be prepared for these

anomalies, the system operator usually performs contingency analysis as a risk monitoring tool

to provide situational awareness of the power grid [41]. Different methods have been proposed to

analyze power system risk to adversarial attacks. Researchers in [42,43] initially presented the con-

cept of cyber-physical contingency analysis to identify high-risk elements using techniques based

on Markov Decision Processes as well as reachability analysis of attack paths [44] and quantifying

physical impact in power systems. Graph theory based analysis can be utilized to improve this

cyber-physical contingency analysis by analyzing the system as a weighted graph, where priority

can be assigned to edges/vertices with the most connection paths passing through [45]. Using the

*©[2021] IET. Reprinted, with permission from, Sahu A, Davis K, Huang H, Umunnakwe A, Zonouz S, Goulart
A., “Cyber-physical component ranking for risk sensitivity analysis using betweenness centrality,” in IET Cyber-
Physical Systems: Theory & Applications, vol. 6, pp. 139-50, Sep 2021, doi:https://doi.org/10.1049/cps2.12010 [38].
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graph theory approach, [46] estimates the impact of the cyber layer on the physical system through

cost-effect analysis. In [47], graph multi-centrality features are utilized to detect attacks on the

network. These measures can also be adapted to power system networks, using graph topology

to detect anomalies in electric power grids [45, 48]. In [49], centrality and electrical characteris-

tics are utilized to identify critical vertices. In [50], effective graph resistance is used as a metric

to assess the robustness of power grids against cascading failure by identifying the best pair of

connectivity vertices, while in [51], the authors rank the importance of the grid vertices and lines

based on centrality measures and other characteristics.

In most of these power system risk studies, physical/electrical characteristics are investigated,

while cyber vulnerabilities are not integrated. Communication networks can be penetrated through

external connections, internal internet hosts, virus penetration, and more. Specifically, although

the OT network is isolated from the IT by firewalls and DMZs, a collection of vulnerable web and

remote access services can still be exploited to plant malware or worms [52].

Given the successful modeling of the cyber-physical power system in previous chapters, this

chapter develops a cyber-physical risk assessment model that ranks cyber and physical components

in the power system in order of importance towards minimizing adversary impact. This work is

motivated by the nature of attacks [53, 54], which compromise control assets to create havoc.

Thus, the work focuses on the adversarial process from the operators’ host computers (e.g. via

phishing emails) to the control network (relays). Rather than ranking discovered vulnerability by

severity [55], the proposed model considers that the operator wants to rank the system components

by importance toward reducing total system vulnerability. Furthermore, the model integrates the

likelihood and cost of adversary exploitation [56] into cyber-physical risk analysis. As shown in

Fig. 2.1, the proposed risk model utilizes the system connectivity, topology information, and user

defined adversary and target component lists to generate attack graphs. Given the attack graphs,

component ranking follows with detailed vulnerability scores (cost) of network communication

links and the betweenness centrality of components (vertices), thus demonstrating the relative ease

of compromising a communication link and the ease of reaching target assets from unique vertices.
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Figure 2.1: The proposed Component Ranking and Risk Sensitivity Analysis Model (CRSA).

The proposed model makes use of information flow, such as services and processes among system

components, where the information flow and connectivity of the network are traced at a time

when the system is in normal operation. Points of adversary intrusion are then modeled as hosts

through which target relays may be reached after a series of vulnerability exploitation. Based

on the results of the proposed approach, we demonstrate component protection to reduce overall

system vulnerability.

The main contributions of this chapter are as follows.

• We propose a component ranking and risk sensitivity analysis model which integrates the

cyber-physical network topology and standard industry vulnerabilities to model attack and

defense from adversary and system operator perspectives simultaneously.

• We propose a cyber-physical betweenness centrality (CPBC) metric, that enables security-

oriented risk awareness by ranking system assets according to their security tiers. We com-

pare the proposed CPBC with the existing Betweenness Centrality (BC) metric to further

illustrate attainable CRSA improvements.

• We develop an algorithm to protect critical components, while scalability is also illustrated
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using the Cyber-physical Situational Awareness (CyPSA) test systems.

2.2 Cyber Vulnerability Modeling

It is unlikely that an adversary will have access to all information required to carry out an

attack on the power system, however, as with all high impact low probability events, the event

probability approaches 0 until the event occurs and the probability is 1. Hence, in this model

we expect that the adversary will inevitably gain system access while the system operator takes

contingency measures to minimize adversary impact. We assume that the adversary will prioritize

easily accessible paths which pose high impact on the system (e.g., access to more critical relays).

Therefore, the adversary has access to the power grid topology information [57] and can carry out

an attack based on component vulnerability and graph theory [58].

2.2.1 Attack Graph Generation

The goal of the attack graph is to provide details about the cyber-physical power network

through dependencies among system components. The attack graph informs the current state of the

system as well as the potential paths an adversary could take to reach target components given the

possible points of intrusion, as adapted from Algorithms 2 and 3 detailed in [59], and is generated

from the system connectivity and topology information.

2.2.1.1 The Connectivity Matrix

Attack graphs are generated using system connectivity matrix (CM) with pre-defined intrusion

and target vertices. For realistic analysis, this work develops the CM from physical and cyber

network interconnections of the synthetic CyPSA 8-substation model [60], which capture normal

operation and communications, e.g., remote or secured shell (SSH) access.

2.2.1.2 Cyber Topology and Host Connectivity Generation

To generate the system topology and host connectivity, NMap generates a network mapping

report which is spawned from control network hosts and provides host service details. The report

is parsed using the NP-View application [61]. Based on the firewall’s interface and object group
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configuration, NP-View generates the cyber topology as a JSON file having 2 primary features;

Device and Network which have a list of all devices (hosts, relays, gateways with their IP

address and unique ID), and a collection of the model’s networks for the UCC, internet, vendor

access and peer utility, respectively. The connectivity file is generated based on the access control

list configured in each firewall [59].

2.2.2 System Vulnerability

The goal of this section is to explain the system security state. We assume that the adversary

gains network access and will take a relative path of least resistance to reach relays in order to

operate breakers. Ethernet connected relays may be discovered using port scanning tools such as

NMap, and discovered relays can be identified using their IPs.

Connectivity characterization is stored in: 1) a source object; 2) a sink object; and 3) their se-

curity cyber cost (CC). A source and sink are vertices and may have more than one communication

link (connectivity edge). For instance, an attack source vertex may leverage knowledge of required

username and password to remotely access another sink vertex with hard-coded SSH credentials

by exploiting the vulnerability CVE-xxxx-xxxx with a score, hence the path between the two

vertices will be weighted on the cyber costs (CC) which are computed based on the Common

Vulnerability Scoring System (CVSS) scores obtained from the National Vulnerability Database

(NVD). Given these exploitable paths, the component ranking algorithm seeks to identify relatively

easy access paths that the adversary can take to get to target assets. Once the paths are ascertained,

vertices most common in these paths have high graph centrality and with consideration of their

associated vulnerability types and scores, these vertices are noted as relatively critical for the ad-

versary mission. The critical vertices (important components) are then sent to the system operator

to be protected, as a collection of attacks can be prevented by patching system vulnerabilities. For

instance, a Distributed Denial of Services (DDoS) can be avoided if vulnerable services or software

are patched, uninstalled or filtered. Similarly, a Man-in-The-Middle (MiTM) attack targeting false

command or data injection can be avoided, if an intruder is prevented from planting malware or

creating botnets. We assume that once the critical component is protected, the service it provides
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is deterministically secure and available i.e. it becomes 100% secure.

2.3 Component Ranking Assessment

The cyber-physical network is a set of components that connect to one another for communi-

cation and/or control, and hence can be mathematically represented as a graph [62]. The ranking

model is formulated given the cyber-physical attack graph G. The graph vertices represent system

components such as hosts, routers, and relays. The edges represent links between the vertices e.g.,

service (ssh, tcp) running between two vertices. In particular, if data flows from object vi to vj ,

then object vj becomes dependent on vi and the dependency is represented by the network edge

eij = vi −→ vj . To capture this, we represent G as a pair of vertex and edge sets (V, E), with ver-

tices, V = {v1, v2, v3, ..., vn}, and edges, E = {e1, e2, e3, ..., em} with individual weights CC(e)

→ R+.

2.3.1 Cyber-physical Interdependencies

Given the nature of historical attacks e.g., compromising operator computers to access con-

trol devices, our focus is on similar adversarial analysis. The cyber-physical interdependencies

considered in this paper as follows:

• From one cyber vertex to another e.g., host-host, host-router link. This interdependency is

the data flow or service between cyber vertices.

• From a cyber vertex to a physical vertex (relays), sending information/commands to relay.

2.3.2 Vertex Betweenness Centrality

Vertex betweenness centrality assigns ranking coefficients to vertices through which important

components can be identified as those vertices with high coefficient values [63]. It gives insight

to the influence of a vertex over the data flow between other vertices. Given the graph G(V,E),

the betweenness of a vertex v is the count of shortest paths between pairs of other vertices that run
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through v as below:

BC(v) =
∑

s ̸=v ̸=t∈V

σst(v)

σst

. (2.1)

Equation (2.1) relies on the use of shortest path distance between the vertices which is computed

using Dijkstra shortest path algorithm, where σst is the number of shortest paths from source vertex

s to target vertex t, σst(v) is the total number from the mentioned paths that pass through vertex v,

and n is the number of vertices. Hence, vertices that occur on many shortest paths have relatively

higher betweenness [51]. Different studies on cyber-physical vulnerability analysis using graph-

theoretic algorithms including betweenness centrality, have been proposed towards contingency

analysis [64]. However, utilizing just the BC metric for critical asset ranking in cyber-physical

systems only takes into consideration the centrality positioning of a component in the network

graph towards component importance, and hence less accurate results are often obtained.

To enhance accuracy in component ranking, we propose the CPBC for ranking system com-

ponents towards risk assessment in the cyber-physical network. Specifically, the proposed metric

incorporates the impending likelihood of components being compromised, directly or indirectly,

in the attack graph as discussed in Section II. For instance, a vertex A, .e.g., an internet host, is

affected directly by an adversary if he/she can successfully access that vertex via e.g., malicious

emails. Alternatively, vertex B, e.g., a router, is indirectly compromised if it gets accessed by the

adversary through A. In addition, the CPBC metric incorporates security vulnerability scores (CC)

calculated as follows, using the lowest cost vulnerability to reach a particular vertex even though

the attack graph retains all vulnerability IDs.

CC(e) = minVe ∀e (2.2)

We obtain vulnerability scores Ve from the NVD where the cost metric associated with realiz-

ing an attack edge is obtained from the CVSS with a script that extracts the exploitability sub-

score using access complexity and authentication scores. The CC represents severity(operator-
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side)/vulnerability(adversary-side) of compromising a service between vertices.

2.4 Cyber-physical Betweenness Centrality Index

The objective of the CPBC index is to rank the cyber-physical power system components in

order of protection importance to the power system operator. This importance stems from the

potential adversary system impact through the compromise of a component given cyber-originated

intrusions that target the introduction of malicious commands to relays through host computers

in order to cause a physical-layer security event. In particular, the CPBC metric integrates the

fact that important vertices have a greater chance to lie on multiple vulnerability-weighted shortest

paths to the target relays, as illustrated in Fig. 2.2, while vertices with fewer services and lower CC

will have relatively less importance. In Algorithm 1, the relative importance of a vertex due to its

position in the network is obtained by defining internet and relay vertices as inputs. Then shortest

paths from the possible adversary sources (internet) to targets (relay) are calculated. When these

paths are obtained, the number of times a vertex occurs in these paths, σst(v), can be determined.

For the BC metric, this suffices for calculations as in equation (2.1), while the obtained σst(v) is a

Figure 2.2: Visual aid for the cyber-physical betweenness centrality. The adversary at the red
source vertices (with CC=1) will pass through v1 and v2 to get to their targets t1 and t2. As we
observe, v1 provides about double the number of access paths from which the adversary can take
the least cost path to t1. In addition, the cost of services associated with v1 is higher than v2
(29>17.9), hence it will cost more to the system operator if v1 is compromised. Thus, v1 will rank
higher than v2, assuming they have same centrality in G.
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Algorithm 1 Deriving Node Importance Given Betweenness Centrality in Attack Graph
1: Select IP of targeted relays, Physical_vertices
2: Select IP of Internet vertices, Cyber_vertices
3: function node_importance(vertices)
4: for relay in Physical_vertices do
5: for host in Cyber_vertices do
6: weighted shortest paths
7: for short_path S in SPL do
8: for node in vertices do
9: if vertex in short_path then

10: unique_node_importance += 1
11: end if
12: end for
13: end for
14: end for
15: end for
16: return node_importance, σst(v),
17: end function

function of the proposed CPBC index, adequately capturing critical vertices:

CPBC(v) =
∑

s ̸=v ̸=t∈V

σst(v) +


ε× 1 1

ev∑
CC(e)




, (2.3)

where σst(v) is the number of shortest paths from source vertex s to target vertex t that pass through

the vertex v with edges weighted on the communication link cyber costs, and ev is the set of all

edges to/from v, with cardinality of ε.

The key point is that this index performs risk analysis, allowing for models in which a vertex

can be compromised without adversary having complete access to services being provided by that

vertex since CC is summed for each compromised ev. For instance, for the ranking of v2 in Fig.

2.2, the service represented by the edge with CC of 5 could be compromised with expected higher

probability than that of CC 9.9, the CPBC index is formulated in such a way that this information
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Algorithm 2 Asset Protection Using the Derived Cyber-Physical Node Importance
1: function Generate_Attack_Graph,H(G, L, sel_t)
2: create empty attackGraph,H
3: Get CC(e) (vuln_list) of x ranked vertices
4: for vertex in x do
5: v_list = Get(vuln_list - y% of vuln_list)
6: new_path = get_path(G, v_list)
7: for adversary a in L do
8: d,p = djikstra_shortest_path(a,G)
9: for target t in d do

10: if t in L then
11: path = G(t)
12: Add path to attackGraph,H
13: end if
14: end for
15: end for
16: end for
17: return new_attackGraph,H
18: end function

can be incorporated if so desired (e.g., if the model considered edges above a certain probability

threshold to be compromised). In this case, if granular analysis of compromised vertex services

is required, the CPBC index can also be utilized effectively. Another important advantage of this

setup is that it allows for the grouping of vertices in security tiers with similar importance, and

hence impact, on the overall system vulnerability. This will be further illustrated and discussed in

our result analysis.

2.5 Model Evaluation: Risk Sensitivity Analysis

Risk sensitivity analysis proceeds with prioritized protection of ranked components while the

impact of protection towards reducing the system’s vulnerability is measured. The objective is to

give the system operator enough information about the combination of components she chooses

to protect in order to have a tractable number of possible adversary accessible paths in the case

of an attack. As illustrated in Algorithm 2, the protection of the critical vertices follows with the

removal of y% of the unique vertex’s associated edges in the attack graph G. This generates a

new attack graph, H , which is a sub graph of G, with number of attack paths less than or equal to
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G. In particular, if a vertex is critical, it’s protection should reduce the number of attack paths P

accessible to the adversary.

The formulation of the protection algorithm is as follows. Let e1 be the set of edges with links

to a unique vertex v1 in the attack graph G, and ev1c be the set of edges with links to critical vertex

v1c in the attack graph H . Then, the list of edges ev1c , associated with critical vertex v1c, is defined

as unique row entries with all but y% of the edges of the original set e1, where ev1c ∈ e1 ∈ E.

Hence, within a row e∗ (e.g., e1, e2,...) of E, the set of edges ey∗, from vertex v∗ (e.g., v1, v2,...),

not in ev∗c is defined as:

ey∗ =
y

100
of e∗. (2.4)

This means that ev1c is a subset of e1, where y% of the edges in e1 are removed. So for v1,

ev1c = e1 − ey1. (2.5)

Analysis for the new generated attack graph advances by calculating the impact of increased

protection of important components on overall system attack paths as follows:

PTotal =
∑

P (ev∗c). (2.6)

Figure 2.3: 8 substation cyber-physical test case [65].
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Hence, equation (2.6) measures the improvement, i.e., reduction in paths accessible to adversary,

of increased protection of critical vertices. This implies that protection of more critical vertices

should relatively provide a higher improvement in overall system vulnerability with a reduced

number of attack paths accessible to the adversary.

2.6 Simulation and Numerical Results

The CRSA model is implemented on the 8-substation test case, as shown in Fig. 2.3, and

the extended cyber-physical IEEE 300 bus test cases with 78582 and 267762attack paths in G,

respectively. These test cases are developed in our work [60] and publicly released with datasets

for download [66]. The 300 bus test case is utilized to illustrate the computational complexity

of the proposed model, as the case consists 4500 IP addressable devices with 1301 operational

devices i.e., relays, and 2384 non-operational devices e.g., fault recorder, alarm systems, batteries.

To illustrate the effectiveness of the proposed model, we consider the improvements offered by

using the CPBC index in the risk sensitivity analysis compared to BC. The results are computed

using a computer with an i7 1.80 GHz processor and 16 GB of RAM.

Table 2.1: Component ranking: 8 substation test case

Rank BC Vertex ID Component Type CPBC Vertex ID Component Type

1 0.1393 1896 Host PC 0.0652 1896 Host PC

2 0.0837 2010 Distance relay (SEL_421_*) 0.0583 [2018,2020,2004,2006]
[Overcurrent relay x2, Distance 

relay x2]

3 0.0686 1894 Host PC 0.0528
[2014,2016,1998,2000,

2002,2008,1996]
[Overcurrent relay x2, Distance 

relay x4, Host PC]
4 0.0490 1930 Overcurrent relay 0.0476 2012 Overcurrent relay
5 0.0460 [1875,1892,2026] [Router/Switch,Host PC x2] 0.0304 1930 Overcurrent relay

6 0.0301 1881  Router/Switch 0.0282
[1920,1922,1924,1926,

1928]
[Overcurrent relay x5]

7 0.0213
[1882,1898,1900,1902,

2030]
[Local machine gateway,Host 

PC x3, Router/Switch]
0.0175 2024 Distance relay

8 0.0210 2029  Router/Switch 0.0105
[1938,1940,1942,1934,

1936,1932]
[Overcurrent relay x3, Distance 

relay x2, Host PC]

9 0.0178
[1920,1922,1924,1926,

1928]
[Overcurrent relay x5] 0.0067 2022 Host PC

10 0.0156
[1916,1918,1910,1912,

1914]
[Overcurrent relay x2, Distance 

relay x3]
0.0061 [2010,1877] [Distance relay, Router/Switch]

11 0.0142
[2012,2014,2016,2018,
2020,1998,2000,2002,

2004,2006,2008]

[Overcurrent relay 
(SEL_451_*) x5, Distance relay 

x6]
0.0015

[1916,1918,1910,1912,
1914,1870]

[Overcurrent relay x2, Distance 
relay x3, Router/Switch]

12 0.0070 1996 Host PC 0.0013 1871 [Router/Switch]

13 0.0054
[1938,1940,1942,1934,

1936]
[Overcurrent relay x3, Distance 

relay x2]
0.0007 1878 [ Router/Switch]

14 0.0049 2024 Distance relay 0.0005 1894 Host PC
15 0.0015 2022 Host PC 0.0003 [1898,1900,1902,2030] [Host PC x3, Router/Switch]
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Table 2.2: Component ranking: 300 Bus test case

Rank BC Vertex ID Component Type CPBC Vertex ID Component Type
1 0.2196 79377 Host PC 0.9356 79373 Host PC
2 0.2191 79373 Host PC 0.0164 86051 Branch breaker

3 0.0439
[80961,80963, 
88795,79115]

[Host PC x2, 
Router/Switch x2] 0.0138 85751

Communications 
processor

4 0.0025
[87565,87567, 
87569,87671]

[Bus differential relay, 
Terminal relay x3] 0.0005 79377 Host PC

5 0.0024
[81639,82137, 
82635,83133, .

..]
[Host PC x4, …] 0.0001

[86053,86055, 
86057,86059,

…]

[Branch breaker, 
Terminal relay x3, 

…]

2.6.1 Cyber-physical Component Ranking

We implemented CRSA on the test cases with results as illustrated in Table 2.1 and Table 2.2,

showing calculated and normalized values for the CPBC and BC indices. The first column in

the table shows the rank of the vertices until such a rank where the decrease in overall system

vulnerability is negligible. The second and fifth columns furnish the calculated and normalized

values for the BC and CPBC indices respectively. The third and sixth columns furnish the unique

identification (ID) for the vertices as ranked by the BC and CPBC respectively, while, the fourth

and seventh columns presents the component type. For instance, Host PC with ID 1896, ranked 1

(most critical) by both the BC and CPBC,when protected, host 1896 drastically reduces adversary

system impact by 12.95% as observed from Table 2.3.

2.6.2 Cyber-physical Risk Sensitivity Analysis

After component ranking, the vertices are protected as in Algorithm 2, by reducing the vulner-

abilities associated with that vertex by 100%, hence deterministically patching the vulnerabilities.

We choose 100% for the purpose of this evaluation in order to eliminate bias that can occur in

the results due to randomly choosing different vulnerability types to remove. This leads to a new

system attack graph H with total adversary-accessible attack paths less than or equal to that of the

original attack graph G. Table 2.3 and Table 2.4 furnish the decrease in attack paths that compo-

nent protection provides. The second column represents the total number of attack paths present

in H . The third column furnishes the total percentage decrease in attack paths present in H , from
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Figure 2.4: 8 Substation and 300 bus test cases: Visualizing the decrease in attack paths illustrated
in Table 2.1 and Table 2.2, where the proposed cyber-physical risk framework demonstrates a
steady decrease in risk (exploitable paths) with protection of components, from higher to lower
ranked by the CPBC as opposed to the BC index.

that of G. In Fig. 2.4, the accuracy of the CRSA model is observed in the decreasing slope of

the percentage adversary-accessible attack paths as the component ranks progress from 1-15 and

1-5, for the 8 substation and 300 bus test cases respectively. This sustained reduction, as opposed

to the random decrease in ranking attained by using the BC metric, is preferable since component

importance is proportional to percentage decrease in attack paths. Hence the decrease in attack

paths attained by protecting a component of Rank 1 > Rank 2 > Rank 3 > ... as illustrated in

Fig. 2.4. Furthermore, we observe that the proposed CPBC ranking, as shown in Tables 2.1 and

2.2, calculates the same rank for vertices with equal decrease in number of attack paths accessible

Table 2.3: Actual component rank: 8 Substation case results. The protected vertex ID is associated
with the components as mapped in Table 2.1

Protected vertex ID
Final_no_of_attack_

paths
Decrease_attack_

paths(%)

1896 68398 12.960
[2018,2020,2004,2006] 70469 10.324

[2014,2016,1998,2000,2002,
2008,1996] 70860 9.827

2012 71256 9.323
2024 74991 4.570

[1920,1922,1924,1926,1928] 75063 4.478

1930 75097 4.435
[1938,1940,1942,1934,1936,

1932] 75267 4.219
2022 76080 3.184

[2010,1894,1875,1892,1877,
1870,1871,1916, 1910, ...] 78582 0.000
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Table 2.4: Actual component rank: 300 Bus case results. The protected vertex ID is associated
with the components as mapped in Table 2.2

Protected vertex ID
Final_no_of_
attack_paths

Decrease_attack_ 
paths(%)

79373 86322 67.762
86051 262242 2.062
85751 262482 1.972
79377 264462 1.232

[86053,86055,86057,86059, 
88343,80961,82365,…] 267762 0.000

to adversary. Hence, this additional component grouping functionality, not provided by the tra-

ditional BC metric, aids in simplifying and reducing computational burden during cyber-physical

risk analysis as illustrated in Tables 2.3 and 2.4, where component sets with equal importance are

provided to the system operator.

2.6.3 Complexity and Computational Efficiency

From Algorithm 1, we can compute the time complexity of the component ranking algorithm

to be of the order of O(I ∗ R ∗ AvgPL ∗ N), where I is the number of internet vertices, R is

the number of relay vertices, AvgPL is the average shortest path length which will depend on the

graph density, and N is the total number of vertices. With approximation, we can consider the

time complexity of the BC algorithm to be O(N4). The number of the internet and relay vertices

as shown in Table 2.5 also influence the computation time, as the CPBC metric traverses, the attack

graph starting from internet hosts and terminating in the relay vertices, hence adding to the time

complexity of the CPBC ranking. Note that the time for the attack graph generation, an input to

the proposed ranking model, increases with larger connected networks (9 minutes for the IEEE

Table 2.5: Computational Complexity

Test Case
Internet
Hosts

Relays
Attack
Paths

CPBC
Time (s)

BC
Time (s)

8 Substation 11 54 78582 7.6697 7.6
300 Bus 5 1300 267762 2024.62 1712
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300 test case) as detailed in our previous work [59], while in this paper, we focus on the time

complexity of the proposed ranking model.

8 Substation Case
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Figure 2.5: Vertex Density Analysis: Showing that the CPBC is more correlated to the graph node
density than the BC in the 8 substation and 300 bus use cases.

2.6.4 Vertex Density Analysis

Vertex density is the relationship between the number of edges associated with a vertex and the

total number of possible edges in the attack graph [67]. Hence, the vertex density holds information

on the importance of a vertex [68]. Here, we show the improvements attained by the proposed

CPBC index as opposed to the traditional BC metric using their correlations with vertex density

as shown in Fig. 2.5 where we observe approximately linear relationships, however, with higher

correlation between the vertex densities and the CBPC as opposed to the traditional BC metric.

2.7 Conclusion

This chapter proposed a model for critically ranking system components, which integrates

cyber-layer industry security vulnerability standards into the risk sensitivity analysis of the cyber-
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physical power system. The proposed model first leverages potential adversary intrusion vertices

and targets to generate an attack graph which estimates potential attack paths. The model integrates

cybersecurity costs and target reachability, via a proposed cyber-physical betweenness centrality

index, to determine component criticality which is passed to the system operator for prioritized

protection, enabling risk reduction to adversary intrusion.

2.8 Use Cases

2.8.1 Integrating CRSA to Dynamic and Online Risk Assessment

CRSA is currently incorporated into CyPSA-Live, a prototype solution of the power system se-

curity defense project, “Deep Cyber Physical Situational Awareness for Energy Systems: A Secure

Figure 2.6: Implementations of this work in the prototype tool for power system defense.

Foundation for Next-Generation Energy Management," with the objective to help energy delivery

stakeholders own and maintain a threat-resilient dataflow pipeline from sensors to actuators. The

CyPSA-Live application, shown in Fig. 2.6, enables situational awareness and risk mitigation to

identify the most critical assets in the network. CRSA enables CyPSA-Live’s critical asset ranking
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which assists users to take corrective measures such as installing software patches against vulner-

abilities in the hosts (shown in bottom left of Fig. 2.6), manually operating the relays, or isolating

the compromised network. The current functionalities of the CyPSA-Live include: 1.) Generat-

ing attack graph model in real-time by interacting with the NP-Live server [61], 2.) Interacting

in real-time with the NVD to obtain cyber vulnerability severity rating, and impact scores, 3.)

Extracting the list of possible CVEs, 4.) Patching the network vulnerabilities towards updating

potential attack paths and ranking critical assets using the CPBC metric.
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3. GRAPH NEURAL NETWORKS BASED DETECTION OF STEALTH FALSE DATA

INJECTION ATTACKS IN SMART GRIDS *

3.1 Introduction

A smart grid consists of physical power system infrastructure and cyber communication net-

work. Measurement data are acquired by physical devices and delivered to the Supervisory Control

and Data Acquisition System (SCADA). The communication network transfers the measurement

data to the application level where are processed and evaluated by the power applications [70].

The resilience of power system depends on the security of this cyber-physical pipeline [71]. Thus,

integrity and trustworthiness of the measurement data play a critical role in ensuring proper oper-

ation of smart grids [72]. By breaking this integrity, cyber-physical attacks target smart metering

devices to harm the underlying physical systems.

False data injection attacks (FDIAs) represent a significant class of cyber threats that modify

power system state estimation (PSSE) by maliciously altering measurement data. In FDIAs, an

attacker changes sensor data in such a way that a valid and misleading operating point converge

in PSSE and the attack becomes unobservable [73]. Being unaware of the malicious data, the

grid operator takes actions according to the false operating point of grid and consequently disrupts

power system operation.

Stealth (unobservable) FDIA can easily bypass the bad data detection (BDD) systems. There-

fore, FDIAs are one of the most critical attacks for today’s smart power systems. FDIAs in power

grids were first introduced a decade ago by [74], which showed that an attacker with enough knowl-

edge of the grid topology can design an unobservable attack that satisfies the power flow equations

and bypasses the BDD module. Influential reference [74] prompted an increased interest in detec-

tion of FDIAs [75–88]. Most of the works that deal with detection of FDIAs assume a linearized

*©[2021] IEEE. Reprinted, with permission from, Boyaci O, Umunnakwe A, Sahu A, Narimani MR, Ismail M,
Davis KR, Serpedin E., “Graph neural networks based detection of stealth false data injection attacks in smart grids,”
in IEEE Systems Journal, vol. 16, pp. 2946-57, Oct 2021, doi: 2946-57 [69].
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DC model [74–77,79,80,82,84,87]. In the DC state estimation model, bus voltage magnitudes are

assumed to be known as 1 p.u. and branch resistances and shunt elements are neglected. Hence,

estimation of bus voltage angles is reduced to linear matrix operations, and in general it helps to

analyze the grid at some extent. Although the linearized DC model is fast and simple, ignoring

voltage magnitudes and reactive power components does not reflect the actual physical operation

of the grid [16]. Therefore, the DC models can not validate that the FDIAs being tested are stealthy

because PSSE and BDD tools employing AC power flow modeling can easily detect these attacks

without using extra detectors. In addition, only a few works exploit grid topology information

into their detection model [78, 89, 90] together with graph signal processing techniques to detect

FDIAs. Although innovative and powerful, these methods manually design spectral filters, an op-

eration which is not scalable since it requires manual and custom filter design steps. Scalability

is an essential feature that has to be considered when designing detectors. Except a few highly

scalable designs [91, 92], the majority of the proposed detectors for FDIAs are designed for small

scale systems such as IEEE 14 [79, 80, 82, 83] or IEEE 30 [85, 87]. Therefore, extensibility issues

may arise when deploying small-scall detectors at large-scale networks.

Survey [93] classifies the FDIA detection algorithms into two categories: model-based methods

[79–83] and data-driven methods [84–88]. In general, model-based algorithms require first to

build a system model and estimate its parameters to detect FDIAs. Since there is no independent

system to be trained, model-based methods do not need historical datasets; nevertheless, threshold

finding, detection delays and scalability aspects restrict applicability of model-based methods [93].

On the contrary, data-driven models do not interfere with the system and its parameters, yet they

necessitate historical data and a training process in order to reduce the detection time and increase

scalability.

Due to the superiority of machine learning (ML) methods along with the increasing volume

of collected historical data samples, ML-based detectors have been proposed to identify FDIAs

in smart grids [84, 85, 87, 88]. Undirected graphs can be used to capture the smart grid topology;

buses and branches of the grid can be represented by nodes and edges of the undirected graph, re-
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spectively. The Graph Neural Network (GNN) architecture, in particular, immensely benefits from

this architectural matching promise [94,95]. Due to GNN’s highly efficient modeling capability in

non-Euclidean data structure, they are adopted in numerous areas such as social networks, physical

systems, and traffic networks [95]. Despite their potential, to the best of our knowledge, no study

has explored GNNs to detect FDIAs. In this chapter, we propose a GNN-based stealth FDIA de-

tection model for smart power grids. To fully model the underlying complex AC power system and

dynamism of the measurements data, we decided to use a hybrid model; while system topology is

integrated into our model by the help of GNN graph adjacency matrix, historical measurement data

are modeled by the GNN spatial layers. These features enable to take advantage of the benefits of

both model-driven and data-driven approaches and hence better detect and mitigate FDIAs.

The contributions of this chapter are summarized as follows:

• We properly model the inherent cyber system: due to topology and distribution of smart

measurement devices, meter readings are correlated in the smart grid measurement space;

hence, ignoring the location of the meter data and assuming independent and identical dis-

tribution of meter readings may not be accurate for a data-driven model. Therefore, we use

GNN to match the cyber and physical layers of the grid.

• We design a stealth FDIA attack methodology to test our detector: the main goal of any FDIA

detector is to be able to detect stealth attacks since observable attacks can be easily detected

by BDD systems. Therefore, we develop a Stochastic Gradient Descent (SGD) based stealth

FDIA detection algorithm to exploit the possible weak points of the grid and assess the

performance in realistic conditions. It is experimentally verified that the designed attacks

can easily bypass classical BDD algorithms; however, they are detected by the proposed

GNN detectors.

• We propose a scalable and real-time FDIA detector as an early warning/prediction system

prior to the PSSE: since PSSE outcome is directly used by various EMS, the integrity of the

measurements should be preserved. In addition, the proposed detector is efficiently extensi-
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ble to larger networks. Moreover, as detection delays can be very critical for power grids,

possible attacks should be detected as quickly as possible. Employing the standard IEEE 14,

118, and 300 bus test cases, we demonstrate that the proposed method is linearly scalable in

parameter size and detection time.

3.2 GNN Based Detection of FDIA

3.2.1 False data injection attack scenario

First, active and reactive power injections Pi, Qi at buses and active and reactive power flows

Pij, Qij on branches are read by RTUs. Next, as a man in the middle, an attacker attempts to inject

false data to the original measurements zo = [Pi, Pij, Qi, Qij] before the grid operator receives

them. Then, using za, the operator estimates the state variables and runs the BDD block to indicate

a possible attack. In parallel, the defender runs the GNN-based detector when it receives the

measurements and hence predicts the probability of attack to warn the operator. In order not to

raise suspicion from the operator, the attacker needs to design a stealth za that can bypass the

BDD mechanism.At the same time, the attack strength should be strong enough to cause intended

consequences or damages to the grid. In this regard, s/he initially estimates the state variables of

grid in the target area , where security of the meters is compromised. Then, s/he searches a set of

measurements za in the measurement space that serves the intended aim.

FDIAs require that an adversary know the parameters and topology of the targeted portion of

the system and is able to tamper the measurement data before the operator uses them in PSSE [70,

74]. Since accessing information and hardware all over the grid is neither easy nor realistic, we use

a realistic ‘local’ attack model to test our system. Due to the lack of open source, AC power flow

based stealth FDIA generation algorithms to fully test the detection system, we propose a generic,

localized AC stealth FDIA generation method using the stochastic gradient descent algorithm.

Herein scenario, the attacker focuses on a target area of the grid where the measurements s/he

wants to inject the false data are located. To specify this area, it is assumed that s/he found an entry

point p in the cyber layer and can manipulate the measurements up to the r−neighbor of p. Since

generation buses and zero-injection buses would be too risky to change, s/he skips those buses
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even if they are in their active target region [96–99]. Moreover, s/he avoids to attack the power

flow measurements if this alternation leads to violate the KCL at the bus that the line is connected

to [100]. To find a stealth attack vector in , the attacker tries to minimize the objective function:

min
x̌

λz||h(x̌)i − h(x̂)i||2 − λx||x̌j − x̂j||,∀i ∈ Tz,∀j ∈x

s.t. h(x̌)k = h(x̂)k, x̌l = x̂l, ∀k ̸∈ Tz, ∀l ̸∈x

τmin
m < ||x̌|| < τmax

m , τmin
a < ̸ (x̌) < τmax

a ,

(3.1)

where x̂ denotes the honest state vector, x̌ stands for false data injected state vector, λz and λx

are weighting factors associated with loss terms, z and x denote the targeted measurements and

state variables, τmin
m and τmax

m denote the minimum and maximum values of the magnitude of x̌,

and τmin
m and τmax

m represent minimum and maximum values of the angle of x̌, respectively. In

essence, s/he searches a vector x̌ in the state space of the grid by only targeting some x ∈x so

that the corresponding measurements za = h(x̌) resemble the original measurements zo in the

measurement space of the grid restricted by z. Note that the objective function in (3.1) consists of

two competing losses. While the first part ||h(x̌)i − h(x̂)i||2 aims to minimize the measurement

differences in z, the second part ||x̌j − x̂j|| maximizes the attack power injected into the state

variables in x. The trade-off between these objectives is directly related to detection risk and attack

power since deviation from the original state variables increases the probability of being detected.

Consequently, an attacker can increase the attack power at the expense of higher risk of being

detected. The attacker aims to maximize the assault power by minimizing the detection risk. To do

that, s/he first defines a free complex variable x̌j ∈ in the vicinity of original estimated values by

probing them with a small Gaussian noise. Using the SGD algorithm, s/he calculates the gradient

of the state variables with respect to the joint loss defined in (3.1) and updates them iteratively at

each step until there is no improvement in the loss. Recall that s/he only updates a state variable if

it is in the active insecure area. Eventually, s/he decides whether to inject this obtained false data

to the related measurements in the cyber layer of the grid, according to the final loss value obtained

during the iterations. In a sense, this individual latent vector search can be interpreted as ‘training’
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in the machine learning terminology [101]; however, it is very specific to the corresponding time

slot and should be repeated for each case in order to minimize the detection risks. Note that this

generic algorithm can be tailored according to the modeled electric grid and capabilities of the

attacker.

3.2.2 Detection of Attacks Using Graph Neural Network

The architecture of the proposed GNN-based detector is depicted in Fig. 3.1. It contains one

input layer to represent bus power injection measurements, L hidden Chebyshev graph convo-

lution layers to extract spatial features and one output dense layer to predict the probability of

the input sample being attacked. In this layered structure, X0 denotes two channel input tensor

[Pi, Qi] ∈n×2, X l represents the output tensor of hidden layer l ∈n×cl , y ∈ designates the scalar

output of the neural network, 1 ≤ l ≤ L, and cl stands for the number of channels in layer l.

Particularly, a GNN hidden layer l takes X l−1 ∈n×cl−1 as input and produces X l ∈n×cl as output.

Different from the hidden graph layers, dense layer outputs y in classical feed-forward neural net-

works by feeding with the inputs XL ∈n×cL . In this multi-layer architecture, each Chebyshev

...

input
GNN GNN GNN Dense

0/1

output

...

...

...

P

Q ŷ

Figure 3.1: Architecture of the proposed GNN based detector [69].

layer l for 1 ≤ l ≤ L transforms its input X l−1 by first applying graph convolution operation, then

adding a bias term and finally employing a nonlinear rectified linear unit function (ReLU) defined
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as ReLU(x) = max(0, x) to generate X l as,

X l = ReLU(θl ∗l−1
X +bl), (3.2)

where θl ∈K×cl−1×cl denotes free Chebyshev coefficients and bl ∈cl represents bias term of the

layer l . The output of the dense layer is computed by y = σ(WLXL + bL), where WL ∈n×cL

denotes the weights of each feature, bL ∈ represents the bias term and σ designates the nonlinear

sigmoid operation: σ(x) = 1/(1 + e−x).

3.3 Experimental Results

3.3.1 Data Generation

It is arduous to find publicly available power grid data due to privacy issues, hence synthetic

data are generated using Pandapower [102] for several test cases including IEEE 14, 118, and 300.

Data generation steps are summarized in Algorithm 3. To make the data as realistic as possible,

we first downloaded ERCOT’s 15 minutes interval backcasted actual load profiles [103]. Next,

Algorithm 3: Data Generation: Scaling ERCOT Data to the IEEE Test Cases
Input : normalized scaler S
Output: Zn,Xn for each test system n

1 N ← [14, 118, 300] T ← [1 to 9600] k, σs ← 0.1, 0.03 σn ← 0.01
2 Function Generate(sg, t):
3 foreach bus ∈ sg.genbus ∪ sg.loadbus do
4 bus.scale← (1 + k × St, σs)

5 zo = sg.PF () zo ← (zo, zo × σn), x̂← sg.PSSE(zo) return zo, x̂

6 Function Main:
7 foreach n ∈ N do
8 Zn, Xn ← [ ], [ ] sg ← SG(n) foreach t ∈ T do
9 z, x← Generate(sg, t)

10 Zn[t], Xn[t]← z, x

11 Zn.save(), Xn.save()
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we arbitrarily selected the ‘BUSHILF_SCENT’ profile which corresponds to south-central Texas

having a high load factor. Then, we normalized the time series data to zero mean and unit variance

‘scaler’ vector S so that it can be easily adapted to each test system. Having obtained S, we run

the Main function of the Algorithm 3 where a smart grid object sg is created for each test system

having n bus and Generate function is called for each timesteps t. In Generate function, the scaling

parameters of generator and load buses are assigned to a sample drawn from a normal distribution

with 1+0.1×St mean and 0.032 variance, where St denotes the value of S at time-step t. Due to

the properties of normal distribution, the scaling operation provides practically more than ±20%

dynamic range on average with respect to the static case. We limit the scaling range between 0.7

and 1.3 for the convergence of power flow solutions. As a next step, AC power flow solutions

are calculated, and the measurements considered to have 1% noise are read. Finally, PSSE is

conducted, and estimated state variables are returned along with original meter values to the Main

function. In Fig. 3.2, the scaling process formulated with line 7 in Algorithm 3 is demonstrated for

one week period (7 × 96 samples). Please note that S is just a normalized version of the south-

central Texas load profile. Next, the load and generation values of buses are multiplied with a value

sampled from a distribution (1+k×St, σs) which has 1+k×St mean and σs standard deviation

at time t. Namely, they follow the patterns in S by deviating around their static values defined in

their test systems.

3.3.2 Attack Generation

After generating honest data samples, we focus on malicious data samples in this subsection,

where the attack generation steps are summarized in Algorithm 4. The algorithm gets original

measurements matrix Zn ∈T×m and estimated state variable matrix Xn ∈T×n and produces their

attacked version as well as corresponding sample vector Yn ∈T , where 0 and 1 in Yn represent

honest and malicious samples, respectively. As can be seen from Algorithm 4, Main function

simply creates the smart grid and attacker objects, fetches the current sample and calls Generate

function for each system having n buses at each time-step t.

Generate function, in contrast, simulates a ‘smart’ intruder capable of entering the cyber layer
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Figure 3.2: An example scaling process for bus 2 in the IEEE-14 bus test system [69].

of the grid, computing an unobservable attack vector and deciding to insert the false data into

the measurement devices according to the ‘quality’ of the attack. In this regard, since it is not

realistic to assume that an attacker can inject false data at every time step due to practical reasons,

Generate function first models the attack frequency by a r.v. f ∼ (0, 1) where f > τfreq means

the attacker has successfully entered the system. To attack roughly 15% of total time-steps on

average, τfreq is selected as 1. Second, it models the target area of the attacker by help of a r.v.

p ∼ U(1, n) and a predefined attack radius r. To this end, it calls a breadth first search (BFS)

method of the attacker object to model the target area defined by a set of measurements captured

by the attacker denoted by z and a set of state variables intended to inject the false data. In fact, all

the measurements and state variables located up to r-distance neighbor of the bus p are assumed to

be in z and x except the generator buses and zero-injection buses. Then, it calls the attack method

of the attacker to compute and insert za if the method returns a loss value smaller than threshold

τloss. The attacker’s assault method solves the nonlinear and non-convex minimization (3.1) in the

Tensorflow [104] library. As a first step, it defines a free trainable vector tuple to represent the new

complex state variables x̌ which constitutes the ‘fake’ operating point at the end of attack: voltage
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Algorithm 4: Generation of Malicious Attack Data Samples
Input : Zn, Xn for each test system n
Output: Zn, Xn, Yn for each test system n

1 N ← [14, 118, 300] T ← [1 to 9600] σn ← 0.005 λz, λx ← 1, 1 η, E ← 0.001, 1000
τfreq, τloss ← 1, 0.1 Rmin ← {14 : 2, 118 : 3, 300 : 6} Rmax ← {14 : 3, 118 : 4, 300 : 8}

2 Function attacker.attack(zo, x̂, z, x):
3 trainable V : 0.9 < V < 1.1
4 trainable θ : −π < θ < +π
5 V , θ ← abs(x̂), angle(x̂)
6 foreach j ∈x do
7 Vj ← Vj + (0, σ2

n)
8 θj ← θj + (0, σ2

n)

9 foreach epoch ∈ E do
10 x̌← V ejθ za ← h(x̌) Lz ←

∑
i ||zai − zoi||2, ∀i ̸∈z

11 Lx ←
∑

j ||x̌j − x̂j ||, ∀j ̸∈x
12 L← λzLz − λxLx

13 foreach j ∈x do
14 Vj ← Vj − η ∂L

∂Vj

15 θj ← θj − η ∂L
∂θj

16 x̌← V ejθ za ← h(x̌) return za, L

17 Function Generate(attacker, zo, x̂):
18 y, z ← 0, zo f ∼ (0, 1) if f > τfreq then
19 p ∼ U(1, n) r ← U(Rmin[n], Rmax[n]) z, x ← attacker.BFS(p, r)

za, loss← attacker.attack(zo, x̂, z, x)
20 if loss < τloss then
21 y, z ← 1, za

22 x̌← sg.PSSE(z)
23 return z, x̌, y

24 Function Main:
25 foreach n ∈ N do
26 Yn ← [ ] sg ← SG(n) attacker ← Attacker(n) foreach t ∈ T do
27 Zn[t], Xn[t], Yn[t]← Generate(attacker, Zn[t], Xn[t])

28 Xn.save(), Zn.save(), Yn.save()

magnitude V is limited to 0.9 < V < 1.1 p.u. and voltage angle θ is limited to −π < θ < π.

Next, it initializes the jth elements of this tuple in the vicinity of their original variables by adding

a small Gaussian white noise (0, σ2
n) if j ∈x to ignite the optimization. This small proximity could

play a vital role because SGD may fail to reduce the objective function if the initial point is not
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balanced [101]. A x̌ too close to x̂ might result to no update at all in optimization variables V

and θ, whereas a x̌ too distant to x̂ might get stuck in a secluded region of and produce a highly

suspicious za. Thus, σn = 0.005 is found to be accurate according to the minimization loss. Then,

for each epoch, it obtains za using h(x) and consequently calculates loss term Lz as a root mean

squared error between za and zo, and Lx as a mean absolute error between x̌ and x̂. Eventually,

it calculates gradients of total loss L = λzLz − λxLx with respect to optimization variables Vj

and θj ∈x and updates corresponding terms in the reverse direction of gradients by scaling the

gradients with learning rate η before starting the next epoch. Lastly, it returns za and final loss L

to Generate function and halts.

3.3.3 Attack Detection

In order to immediately predict the attack probability in our models instead of waiting for

PSSE result, we only use measurement values in our detectors. Moreover, since Pi + jQi =∑
k∈Ωi

Pik + jQik, node values can represent branch values as summation in their corresponding

Ωi and the proposed GNN-based detector accepts features in its nodes, we decide to use only Pi

and Qi as input to our models. PSSE and BDD modules, on the contrary, continue to receive every

available measurement to operate as depicted.

Having decided to input features [Pi, Qi]n ∈9600×n×2 and output labels Yn ∈9600 for n ∈

{14, 118, 300} bus test systems where 0 denotes honest and 1 denotes malicious samples of Yn,

we partition the first 60% of the samples for training the proposed detectors, the next 20% for

validating and tuning the hyper-parameter of the models, and the last 20% for evaluating the per-

formances of the detectors. Then, we standardize each split separately, with a zero mean and a

standard deviation of one, to have a faster and more stable learning process [105].

As a next step, we implement the GNN-based FDIA detector having a multi-layer Chebyshev

graph convolution layer in its hidden layer and one dense layer on top of that as depicted in Fig.

3.1. We add a bias term and ReLU activation functions between graph convolutional layers and

sigmoid activation functions at the last dense layer to increase the detector’s nonlinear modeling

ability [105]. As for weighted adjacency matrix W , we use the magnitude of complex sparse
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Ybus matrix of the corresponding grid, which models the relation between nodes, determine the

graph Laplacian L and scale it to obtain L̃. All free unknown parameters defined in the model are

computed by a supervised training using cross-entropy loss:

L(ŷ,Wθ) =
−1
N

N∑
n=1

yi log(ŷi) + (1− yi) log(1− ŷi), (3.3)

over the training set where N denotes the number of samples in the training set, Wθ represents all

trainable parameters θl and bl for 1 ≤ l ≤ L along with WL and bL in the model, and yi and ŷi stand

for true and predicted class probability for sample i, respectively. Training samples are fed into the

model as mini batches having 64 samples with 128 maximum number of epochs in addition to the

early stopping where 16 epochs are tolerated without any improvement in the cross entropy loss

of validation set. All the implementation was carried out in Python 3.8 using Pandapower [102],

Sklearn [106], and Tensorflow [104] libraries on Intel i9-8950 HK CPU 2.90GHz with NVIDIA

GeForce RTX 2070 GPU.

3.3.4 Comparison with Other Methods

To compare our GNN-based models with the available detectors, we train, validate and test

these models similar to our proposed detector using our dataset [69]. The detection rate (DR), false

alarm rate (FA), and F1 score of each model for each test system are analyzed. The BDD system

falls behind every other model as it simply predicts each sample as malicious, and this results in

100% FA rate for each test system. Non-NN based approaches such as DTC and SVM, in contrast,

enhance the FA and perform better than BDD by an F1 score range between 67.91% - 85.97%

due to their nonlinear modeling capabilities. The NN-based family surpasses the non-NN based

models in general, except the MLP where it achieves comparable results with SVC and DTC. The

RNN-based detector yields 86.33%, 83.87%, and 71.08% F1 score for IEEE 14, 118, and 300 bus

systems, respectively. Only CNN and GNN based detectors reach the 90% F1 range. Nevertheless,

GNN outperforms CNN models by 3.14%, 4.25% and 4.41% in F1 for IEEE test cases with 14,

118, and 300 buses, respectively. Our experiments point out that architectural differences in the NN

49



family play a vital role in terms of detection performance, as graph data requires topology-aware

models such as GNN to better reflect the adjacency relations of the measurement data.

3.4 Conclusion

In this chapter, we address the detection of stealth FDIA in modern AC power grids. To that

end, we first developed a generic, locally applied, and stealth FDIA generation technique by solv-

ing a nonlinear non-convex optimization problem using SGD algorithm and made available the

labeled data to the research community. Second, we proposed a scalable and real-time detection

mechanism for FDIAs by fusing the underlying graph topology of the power grid and spatially cor-

related measurement data in GNN layers. Finally, we tested our algorithms on standard test beds

such as IEEE 14-, 118-, and 300-bus systems and demonstrated that the proposed GNN detector

surpasses the currently available methods in literature by 3.14%, 4.25% and 4.41% in F1 score,

respectively.

3.5 Use Cases

3.5.1 Attack Data Provision for Risk Assessment

Critical infrastructure data is sensitive and thus arduous to obtain, often requiring long legal

procedures and non-disclosure agreements. If permission is granted, the data transfer process may

take several months, as there has to be a very secure hand-off, where third party applications are

avoided and data transfer is preferably in-person. This difficulty translates to attack data which is

even more so a matter of system security since this data exposes system vulnerabilities. Further-

more, since attacks are low frequency events, it is difficult to obtain the required quantity of study

data for learning and training models that reduce risk. Hence, beyond the risk reduction to FDIA

threats discussed in this chapter, the stealth FDIA detector proposed is intended for integration

in the Cyber Physical Resilient Energy Systems (CYPRES) Next Generation Energy Manage-

ment [65] such that the attack datapoints generated from FDIAs can be used for risk assessment

studies in our emulation models for different use cases.
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4. OPENCONDUIT: A TOOL FOR RECREATING POWER SYSTEM COMMUNICATION

NETWORKS AUTOMATICALLY *

This chapter introduces continually improving efforts towards automating the modeling of the

cyber-physical power system for risk assessment in next-generation energy management. The

synthetic model of the test system in Fig. 4.1, is designed and implemented in our work [52, 108]

which introduces the prototype solution of the power system security defense project, “Deep Cyber

Physical Situational Awareness for Energy Systems: A Secure Foundation for Next-Generation

Energy Management," with the objective to help energy delivery stakeholders own and maintain

a threat-resilient dataflow pipeline from sensors to actuators. The work discussed in this chapter

designs and implements a tool [107,109] for next generation risk assessment which provides digital

twins of cyber-physical infrastructure. A digital twin is a virtual model of a physical system which

spans the system’s lifecycle and uses real-time data/traffic from the system’s network of sensors to

simulate behavior and monitor operations [110]. The aim of the OpenConduit tool is to develop

the power system’s digital twin to enable risk assessment and resilience studies by automating

accurate virtual recreation of the power system network and traffic flow.

4.1 Introduction

Electric utilities incorporate legacy devices and protocols with limited security functions as part

of the heterogeneous mix of technologies comprising large-scale cyber-physical power systems.

The daily operations of critical infrastructures have long relied upon computer networks which

attract adversarial actions. Adversaries can leverage vulnerabilities associated with communication

protocols used by physical systems to create anomalies e.g., Ukraine’s power grid attacks [111]

and the Colonial pipeline incident which shut off roughly 45% of the East Coast of United States

supply of fuel [112]. The rise in adversarial attacks on critical infrastructure has heightened global

*©[2022] IEEE. Reprinted, with permission from, Umunnakwe A, Wlazlo P, Sahu A, Velasquez J, Davis K,
Goulart A, Zonouz S., “OpenConduit: A Tool for Recreating Power System Communication Networks Automati-
cally,” in IEEE International Conference on Communications, Control, and Computing Technologies for Smart Grids
(SmartGridComm), pp. 141-147, Oct 2022, doi: 10.1109/SmartGridComm52983.2022.9960996 [107].
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Figure 4.1: Hierarchical model of the synthetic communication network. Reprinted from [52,109].

attention to advance state-of-the-art critical infrastructure defense capabilities by fueling research

to harden device and network security in CPSs.

Substantial research is directed toward developing test environments for critical infrastruc-

ture, to study systems without disrupting operations, ideally to promote detection of adversarial

actions before they morph into attacks [113]. Building, connecting, and evaluating simulators

and emulators [114–116] are important for network security research and experimentation. Vir-

tual testbeds are gaining attention as cost-efficient means for performing scalable and realistic

research [117, 118]. The simulator/emulator testbed environment can be built on machine virtu-
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alization tools such as VMware’s vSphere server virtualization software [119], and Sandia’s min-

imega, a set of open-source tools used to launch and manage VMs [120]. Relevant examples of

emulators include Emulab [121] proven in [122] to uphold performance in scientifically rigorous

experiments, DETER which targets the provision of a national cyber security experimentation re-

source [123, 124], and the National Cyber Range developed by DARPA as a test environment to

assess advanced security threats [125].

However, there is a disconnect between network models used by research groups and the ac-

tual network topologies used in industry. These modeling differences lead to discrepancies be-

tween study results and what is attainable in the field. To address this, OpenConduit is designed to

achieve automated and realistic replication of electric power system networks in an emulation en-

vironment by interpreting industrial networks’ configuration data in CORE. CORE has been used

to develop other testbed tools, such as the SCORE (Smart-Grid CORE) [118] that co-emulates a

smart grid communication and power network. In these works, network topologies are manually

added into the CORE GUI which is limiting and cumbersome for large-scale systems. OpenCon-

duit overcomes these limitations by automating the process of rebuilding the network from just the

system’s configuration files, improving experiment scalability and accessibility for larger systems.

To the best of our knowledge, OpenConduit is unique in its ability to automatically recreate sys-

tem networks, services, and datasets toward a realistic emulation platform from easily obtainable

configuration files. OpenConduit emulates operational networks such that an application/program

in the testbed can be directly mapped with the real system devices, e.g., network nodes can run ser-

vices such as firewalls from the actual system and can route packets, using real or simulated indus-

try network traffic. Scalably recreating these networks in emulation enables researchers to study

many operational use cases and evaluate effects of network changes, anomalous cyber-physical

events, and reconfigurations.

The main chapter contributions are as follows:

1. OpenConduit is introduced, as a tool which reads, parses and converts real system config-

uration files to simulated environments automatically. Hence, eliminating the possibility of
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human errors that occurs in typical manual model designs nowadays. Additionally, it en-

ables the emulation of large systems which otherwise would be a hassle for researchers with

manual implementation.

2. OpenConduit enables fast and automatic emulation which is useful in cases where the un-

derlying real system is reconfigured. In cases like this, the model gets updated in real-time

accurately and in a timely manner.

3. OpenConduit captures, emulates and integrates both the cyber and physical dynamics as a

true cyber-physical platform. This allows OpenConduit to continuously compare the dynam-

ical evolution of the underlying real system with the emulated environment to vet the validity

of its generated models in real-time.

4.2 OpenConduit Architecture

The OpenConduit architecture is illustrated in Fig.4.2, showing the recreation of the virtual

nodes and their services in CORE. The nodes are able to generate and replay traffic from the packet

captures. The applications employed include: NP-View, Wireshark, NetworkX, and CORE. The

NP-View software by Network Perception performs compliance and security audits of firewalls

within a utility network using the Critical Infrastructure Protection North American Energy Re-

liance Corporation (NERC-CIP) standards [61]. The compliant configurations serve as input files

for OpenConduit to generate an emulated version of the communication network. Wireshark is

an open source traffic sniffer that facilitates packet analysis, of captured local area network traffic

(.pcap files) from the network interfaces of real systems, to generate traffic in the emulated net-

work [126]. In this work, we use Scapy Python package [127] to process and modify the fields in

the data packets that are captured from real devices using Wireshark. NetworkX is a Python pack-

age used for creating the structure and dynamics of a communication network in graph form [128]

by applying graph theory principles. The NetworkX library is used in OpenConduit to rebuild

the network in a graph form, with detailed node attributes like device type, IP, location, default

gateway, and links with attributes like dataflow and bandwidth. CORE is a real-time network em-
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Figure 4.2: OpenConduit Architecture [107].

ulator that allows users to create communication devices such as switches, routers, computers, and

custom network devices that run programs either as clients or servers [129].

4.2.1 Interaction with CORE

OpenConduit runs on CORE which runs on Linux OS. Users can execute configurable target

services on the virtual CORE nodes. The virtual nodes are linked using virtual interfaces and

Linux Ethernet bridging. The linking of these nodes forms the network that runs on sessions,

which are managed by the core-daemon with different states: definition using GUI drawing

scripts; service configuration; instantiation to create nodes, links, and interfaces;

run-time to run interactive shells and generate traffic; data collection; and shutdown

to tear down instantiated nodes and links. OpenConduit uses CORE’s gRPC application program

interface (API) to remotely add nodes and links to a session. The session will contain all the nodes

and links connected as specified by the OpenConduit Python script. In the core-daemon, data

packets are sent over links and handled using traffic control in the core-gui, which communi-
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cates with the core-daemon using the TLV API [130].

4.2.2 OpenConduit Workflow

OpenConduit has six steps as shown in Fig. 4.3. First, PARSE takes the files from NP-View

and parses them into graph-readable form with attributes, services, connections, and geo-positional

data. Also, NP-View files contain firewall rules that are parsed and translated into Linux iptable

rules. Then, FILTER obtains details on the nodes and links of the graph, such as IP address and

subnet mask. CREATE then builds the network topology from the attributes, adding the compo-

nents into the CORE session with state set to configuration. Next, ASSIGN assigns different

services to the nodes. For instance, host PCs are assigned default gateways, routers are assigned

default routes, and iptable rules are assigned to edge routers. Then, UPLOAD uploads traffic to

Figure 4.3: The workflow of the OpenConduit architecture [107].
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Figure 4.4: OpenConduit’s NP-View to CORE pipeline. Reprinted from [107, 109]

the network. The traffic can be a real utility traffic or synthetic traffic that is based on real traffic

statistics. Finally, the emulated system can be RUN, and different control commands can be sent to

the nodes.

4.2.3 Network Model Extraction

The software pipeline as in Fig. 4.4 is discussed as follows. Three NP-View output files serve as

configuration input for OpenConduit: Network Topology Map, Asset Inventory, and

Rule Tables. Network Map specifies node/region information used to determine the local

area network (LAN), such as substation or UCC network. The Asset Inventory file has the

IP address of end-nodes, and Rule Tables are translated into Linux iptables to be configured

in CORE’s emulated firewalls.

The node attributes are stored in the NetworkX graph. Fig. 4.5 shows examples of attributes

of a router and a switch. Nodes that belong to different regions are established using Network

Map data. The data is formatted using developed algorithms such as Regional-Subset Algorithm,

Adaptive Subnetting Algorithm, and Node Specific Allocation, discussed in [107].
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Figure 4.5: Attributes of nodes in the network stored as dictionaries in the NetworkX graph [107].

4.3 Evaluation

4.3.1 Conformity

OpenConduit is verified to conform with the power system network when the emulated net-

work is visualized as shown in Fig. 4.6. First, the evaluation is done using the small-scale network,

Fig. 4.1, with a total of 36 nodes including four routers and five firewalls with iptables, intercon-

nected via switches which have the network address information.

4.3.2 Scalability

Next, the scalability of OpenConduit is evaluated using a real utility network of a partner

utility that provided configuration files and traffic details, redacted for sensitivity reasons. The

utility network consists of 166 nodes at a plant location. OpenConduit was able to scale up to

automatically recreate 150 PC nodes, 12 switches, four routers, and a firewall. The custom script

for adding default routes was automatically added to each of the PC nodes, allowing the PC nodes

to communicate with one another, avoiding the need for manual updates before each session. The

execution time and resource usage are also studied using the psutil Python package [131].

OpenConduit and the emulation are run on VMware’s vSphere with Ubuntu Linux (64-bit). While

execution time averages 59 seconds (Fig. 4.7), memory usage can be seen to increase as the storage
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Figure 4.6: The results of OpenConduit in recreating the synthetic network [107].

of node attributes increases.

4.3.3 Functionality

The functionality of the nodes, links, and interfaces added in the re-built network are tested at

runtime. We collected packets running through a node for five minutes, with about 9000 packets

captured via the eth0 interface.

4.3.4 Integrability

Services executing in emulated nodes can be ported to real devices/testbeds on Linux platforms.

Hence, it is possible to integrate processes like IP forwarding for packet routing in the emulated

node into Linux-based devices in a real system.
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Figure 4.7: Execution time and memory usage for the emulated utility network [107].

4.3.5 Information Security

Security in data handling is crucial. OpenConduit protects sensitive industry data while en-

abling more realistic datasets for researchers. Toward this, a custom script extracts attributes from

real traffic data to generate traffic on the emulated nodes. The packet attributes stored are limited

to traffic type based on transport layer protocol, time interval between packets, packet size, and

source and destination addresses, stored in JSON format ensuring that the emulation does not ex-

pose any sensitive information about the industry data. With the extracted packet attributes, the

custom script on the node generates data traffic, which facilitates generation of larger datasets with

more realistic networking constraints.

4.4 Conclusion

In this chapter, we have presented the design and implementation of OpenConduit, a tool to

automatically recreate industry networks from configuration files. Designed for power systems, the

tool is applicable to any network. The main function is to automate, in a scalable implementation,

an organization’s networks within an emulation environment.
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4.4.1 Use cases

4.4.1.1 Power Network Digital Twin

A digital twin is a virtual representation of an object or system that spans its lifecycle, is up-

dated from real-time data, and uses simulation, machine learning and reasoning to help decision-

making. Digital twins are needed in critical infrastructure risk analysis since the operations of such

Figure 4.8: The Digital Twin of the synthetic network recreated by OpenConduit.

systems have catastrophic effects when tampered with. Hence, such systems need a sandbox which

can be used to learn about the system, its vulnerabilities, and the impact of such vulnerabilities.

Hence, the OpenConduit tool meets this need by providing a digital twin for critical infrastructure

network risk analysis by studying different scenarios including attack scenarios. As illustrated in

the results, Fig. 4.8 created by OpenConduit is the digital twin of the small-scale test network. This

usecase demonstrates how OpenConduit improves system resilience as well, by providing “Redun-
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dancy”, achieved through the duplication of the network and it’s services. For instance, the virtual

digital twin can be used for programs that train employees on different attack scenarios and effec-

tive response strategies. Real-time information provided by digital twins enable the optimization

of system processes where arising issues can be tackled in real-time, ensuring peak performance

and reduce downtime. Additionally, this tool can provide to power systems the remote monitoring

capability, hence, fewer trusted personnel could be granted access to the actual system.

4.4.1.2 Cyber Deception

Cyber deception is proactively defending the power network by leading the adversary to less

risky, no-true-damage-impact environment with the aim of learning the adversary’s objective from

the attack tools, methods, and behaviors. According to [132], cyber deception is a set of planned,

deliberate, and controlled actions to conceal the network, create uncertainty and confusion in the

adversary’s mind, delay and manipulate his efforts to establish situational awareness, and to influ-

ence and misdirect perceptions and decision processes, thereby causing them to take or not take

actions that are beneficial to the defender’s security posture. The value of cyber deception lies in:

1.) revealing the power system’s security posture, risks and functionality likely to be attacked, and

2.) leading the adversary intentionally through the network in order to reveal adversary motives,

intentions, and techniques. With these values, the power system can obtain important information

including: OpenConduit enables the cyber deception use case where the rebuilt network can be

setup as a honeypot for the power system network as shown in Fig. 4.9, where the tap interface can

be used to connect the virtual network created by OpenConduit to the real power system network,

allowing the virtual network serve as a honeypot since it is emulated with network-authenticity ca-

pabilities including reflection of active network data such as DNP3 traffic from the SCADA server

to the substation relays, user interaction and network presence.

4.4.1.3 Proactive Intrusion Response and Decision Making

OpenConduit facilitates dynamic risk assessment in real-time emulation, where threat scenarios

of a false data injection attack which may use techniques such as Address Resolution Protocol
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Figure 4.9: Cyber deception usecase: A network automatically built by OpenConduit can serve as
a cyber deception network for power systems. The built network can be connected from CORE
to the power utility network and serve as a honeynet, running similar but false-payload traffic e.g.,
DNP3 traffic used in SCADA.

(ARP) spoof-based Man-in-The-Middle (MiTM) attack, communication loss via Denial of Service

(DoS), etc., can be studied by collecting traffic and sensor data from different nodes in the emulated

network. The patterns in these attacked network can be modeled towards proactive detection, using

adversary indicators, to learn about adversary objectives and motivations.

1. Adversary Information: The emulated honeynet can be used to obtain information such as
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adversary identity, motive, techniques, objectives, knowledge level of the network (which

can guide investigations from internal adversaries), capacity of exploitation.

2. System Information: The emulated honeynet can expose information such as zero-day net-

work vulnerabilities, how different vulnerabilities that can be leveraged by adversary, risk

and impact of adversary intrusion or attack, efficacy of current security controls and compli-

ance.

These information can aid the system stakeholders to implement risk frameworks that enable in-

formed decision making. For instance, OpenConduit provides a digital view of the power system

network, where anomalies and faults can be identified and flagged for operator action proactively,

rather than waiting until the system breaks down.
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5. DATA-DRIVEN SPATIO-TEMPORAL ANALYSIS OF WILDFIRE RISK TO POWER

SYSTEMS OPERATION *

This chapter initiates the studies, designs, and implementations developed towards the resilience-

oriented risk reduction for the critical cyber-physical power system to the physical threat of wild-

fires.

5.1 Introduction

The increasing magnitude and frequency of power outages induced or motivated by wildfires

affects the operation of critical services and leads to lost opportunity costs [134]. The United States

suffers considerable economic loss from wildfire events. In California in 2018 alone, wildfire

events cost the U.S. 0.7% of the country’s GDP, while Butte County where the Campfire occurred

suffered indirect losses of approximately 50% of its GDP [135] on a single wildfire event. This is a

slippery slope given that multiple wildfire events can occur in the same wildfire season (e..g., in the

same day, week, or months). The California Department of Forestry and Fire Protection estimates

damages from the 2018 Woolsey and Camp fires to be about $4 and $11 billion respectively [136]

with Campfire responsible for about 84 deaths [137]. Additionally, wildfire threats in October

2018 and 2019 led Pacific Gas and Electric (PG&E) to shut off power to a sizeable number of

customers in extreme risk areas of northern California leading to lost opportunity costs when no

wildfires occurred [138]. Subsequently, the 2020 Zogg fire saw PG&E facing 31 criminal charges,

including manslaughter, for the utility’s role in the fire that claimed 4 lives and destroyed more than

200 building properties [139]. More recently, the 2021 Dixie fire was caused by the blowing of

two fuses when a Douglas fir fell on a PG&E line [140]. The fire gulped more than $630 million in

suppression efforts and led to tangible losses including damages to approximately 1500 residential

and commercial property, injuries and fatalities [141].

*©[2021] IEEE. Reprinted, with permission from, Umunnakwe A, Parvania M, Nguyen H, Horel JD, Davis KR.,
“Data-driven spatio-temporal analysis of wildfire risk to power systems operation,” in IET Generation, Transmission
& Distribution, vol. 16, no. 13, pp. 2531-46, Jul 2022, doi: https://doi.org/10.1049/gtd2.12463 [133].
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In response to wildfire threats, utilities have significantly invested on wildfire monitoring sys-

tems and analytical tools, which generally rely on observations from remote automated weather

stations to evaluate current weather conditions [142] that are disseminated and retrieved [143]

from many sources such as Synoptic’s Mesonet API. These data are then used to estimate and

strategize for optimal operation in the face of wildfire threats, but with room for improvements. In

fact, the decisions of a utility to shut off power to more than sixty thousand northern California

customers in 2018 and nearly a million in 2019, was controversial [144]. It may be, however,

impossible to assess if this was an overestimation of impact and utility resources (“conservative”),

but the passing of the California Senate Bill 901 required states investor-owned utilities with the

California Public Utilities Commission to file wildfire mitigation plans, increasing research on the

topic [145].

Studies on wildfire prediction and estimation [146–148] have mainly focused on numerical

quantification [149] and fire scale [150], often using techniques such as regression [151], in an

effort to aid mitigation. In [152], wildfire variables are studied to predict spatial patterns of ignition

producing national-level ignition risk maps. To aid pre-wildfire planning, [153] implements fire

danger mapping system based on numerical weather prediction and derived moisture content of

live fuels. Historical data for vegetation, climate and locational features have been utilized in

[154] to predict the risk of wildfire ignition. However, these region-specific wildfire models are

simply aggregated over space or time with approximated/linear and spatially constant effects [155].

Hence, their accuracy can be affected by the limited integration of the non-linear influence of

variables, and similarly, do not fully utilize recent wildfire monitoring investments of grid utilities.

Wildfire risk prediction has also been done where model performance using machine learning

approaches have been evaluated [156]. Artificial intelligence techniques have also been effective

for wildfire analysis and outperform conventional statistical methods [157–159]. Additionally,

interactive maps have been garnering literary and industry application to supply information on

wildfires in real-time. For instance, in [160], a real-time fire prediction system is developed for

visualizing wildfire risk at specific locations based on a machine learning model.
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Although these methods prove effective, they generally have not been designed to integrate

with the power grid operations. The effect of this on the power system side is the assumption of al-

ready progressing wildfires, while geographical uncertainties of spatio-temporal variables are often

assumed [33] and not investigated. For instance in [161], energy dispatch is optimized assuming

an already progressing wildfire. The same progressing wildfire assumption is applied in[162] to

dynamically change thermal ratings of power lines and in [148] to optimize resource preparation.

Conventionally, electric power utilities have often performed fundamental analysis to indicate

wildfire threat alert on coarse resolutions of spatial areas while not utilizing the richness of histori-

cal data, evident in indices such as the Fire Potential Index [163]. This index, for instance, utilizes a

linear summation of present weather variables and fuels to provide threat levels (extreme, elevated,

normal) for predefined regional-scale threat areas. This may arguably lead to over-estimation of

risk, over-allocation of operational resources, and consequently “conservative” risk analysis for

utilities.

This chapter develops a deep learning based framework for analyzing the expected spatio-

temporal impacts of stochastic wildfire threat on the power grid. The proposed framework, as

shown in Fig. 5.1, integrates a detailed spatio-temporal wildfire analysis model to evaluate system

risk. The model incorporates information from real databases towards potential wildfire ignition

maps, as the spatio-temporal wildfire “readiness” of a location does not necessarily imply an igni-

tion until a fire source is applied. Therefore, a model is proposed to estimate the spatio-temporal

probability of a potential wildfire ignition which can be applied to power transmission and distri-

bution systems. The advantage in modeling potential ignitions pre-wildfire is to prepare for critical

scenarios and proceed with optimal strategies to better mitigate risks arising from extreme wildfire

events, thereby reducing the propensity of outages and power shutoff to customers. As wildfires

can be caused by power equipment failure or by exogenous causes (human, natural events), the ap-

plications of the estimation result are twofold. First, it provides spatio-temporal risk for proactive

de-energization against potential power system failure-induced wildfire [33]. Second, it generates a

spatio-temporal spreading model for optimal grid operations against potential exogenous wildfires
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[148]. In summary, the main chapter contributions are as follows:

• We develop a comprehensive spatio-temporal wildfire risk analysis framework using a data-

driven deep learning approach that efficiently incorporates publicly-available historical data

for estimating wildfire ignition risk and its impact on power grid.

• Novel quantitative risk metrics that capture potential effects of fuel, vegetation, and wind

speed, on wildfire propagation are proposed, while the weighted impacts of wildfire predic-

tive variables are furnished to aid utility operations and stakeholder strategy.

• The framework provides information to utilities towards optimizing grid operation, i.e.,

proactive de-energization to prevent endogenous power system failure induced wildfire and

the response strategy e.g., “let-burn”, against exogenous wildfire threats.

5.2 Overview of the Proposed Model

Wildfires are influenced by a number spatial and temporal factors that can be unique in different

geographical locations which can lead to inaccuracies in prespecified mathematical models. Hence,

Power System Risk 
Assessment 

Spatio-Temporal Wildfire Estimation Model 

Required 
Data 

Geographical 
Design 

Power Grid Wildfire Risk Assessment Model 

Grid Component 
Locations 

Temporal Wildfire 
Probability 

Wildfire Spread Estimation 

Generation of Stochastic Grid 
Component Failure Scenarios 

Mapping of GIS Data to 
the Power System 

Spatio-Temporal Wildfire 
Ignition Probability 
Predictor (STWIP) 

    Required 
 Data 

 Geographical 
Design 

Figure 5.1: Structure of spatio-temporal wildfire risk assessment model
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the objective of the proposed framework is to drive operational strategy with data-driven situational

awareness to wildfire. As in Fig. 5.1, the framework consists of two sequential stages. First, the

spatio-temporal wildfire estimation model predicts the probability of potential wildfire ignition,

utilizing the spatio-temporal wildfire ignition probability predictor model (STWIP), and estimates

potential wildfire spread, producing important parameters such as ignition probability maps and

the rate of spread of potential ignitions to critical power components. These parameters are then

passed to the proposed power grid wildfire risk assessment model, which aims to optimize power

system operations and risk assessment such that outage cost is minimized. The risk assessment

model optimizes power system operations by GIS-enabled mapping of these parameters to the

power network and generating wildfire threat scenarios. Part of the risk assessment model also

includes proposed power system-wildfire metrics that enable optimal operational strategies such

as choosing mitigation vs. restoration (“let-burn”).

5.2.1 Geographical Structure of the Model

A spatial location is a point i with geospatial coordinate i.loc defined by a latitude and longi-

tude (lat,lon) at any location in a grid cell. The grid cells here are 3km × 3km polygons which

have uniform past spatio-temporal wildfire characteristics and a centroid. Each grid centroid also

has geospatial coordinates gc.loc. For instance, the past spatio-temporal characteristics of a histor-

ical sample ignition occurred in i is obtained by its association with gc.loc of the grid cell g ∈ G

in which it is situated, since the centroid is processed to bear the characteristics of g. Each grid

has a set of historical wildfire ignition events with geospatial coordinates i.loc. These historical

events, which form sample points in the training data, have a set of variables, x = [x1, x2, ..., xD],

obtained for their unique i.loc and dates of ignition. Here, D denotes the dimensionality. These

wildfire-informative variables are referred to as Wildfire Predictor Variables (WPVs) and are usu-

ally sourced from weather stations geographically situated at locations of interest. Their interac-

tions and correlation can be modeled towards wildfire prediction. They can vary spatially and/or

temporally, are indicative of wildfire occurrence, and are often called explanatory variables [164].
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5.2.2 Data Requirements

The proposed framework proceeds with data pre-processing and integration (solid green ar-

rows), feature extraction and training the predictor (solid black arrows), these precursors are as

illustrated in Fig. 5.2 and discussed as follows.

Figure 5.2: Spatio-temporal wildfire prediction model

5.2.2.1 Data Pre-processing

This stage proceeds with obtaining the grid centroids together with spatial data e.g., land-use

and terrain data, from databases such as the National Oceanic and Atmospheric Administration’s

High Resolution Rapid Refresh (HRRR) model [165]. The temporal probabilities, πj of wildfire

ignition, as shown in Appendix A.4, are also calculated in this stage from the US Geological Survey

historical ignition data and can be used as a feature to improve estimation. This assumption of a

same climate period is enabled by the similarity in the data distribution over the historical period of

analysis as illustrated in Appendix A.2, Fig. A.1. Also in this phase, the python scrapper is coded to

request and clean meteorological data for unique spatial locations on days of interest. These days
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of interest depend on user applications but for this work, meteorological variables on historical

ignition and non-ignition days are duely processed for training/validation of the predictor while

forecasted meteorological variables are requested for days that wildfire potential is to be predicted.

5.2.2.2 Data Integration

The next phase is data integration which proceeds in two levels. The first is the spatial in-

tegration, where i.loc of historical ignitions are associated to gc.loc to obtain the past ignition

characteristics of g. The goal here is to enable spatial locations in the training data inherit wildfire

attributes of the grid cell in which they are located. The second occurs after feature extraction

during integration into python’s pandas dataframes in preparation for training. This dataframe is a

two dimensional data structure with columns of multivariate data. The month in which the training

ignition sample occurred is incorporated as a feature to account for temporal relation of features,

and is also critical to the utilization of only one fundamental deep network.

5.2.2.3 Feature Extraction

5.2.2.3.1 Past Spatio-Temporal Ignition: This feature captures sequential changes in character-

istics of spatial wildfire ignition over time and is crucial in the capability of the predictor to use one

fundamental deep network. It is calculated from the historical wildfire database and is the initial

(historical) ignition probability of a spatial location in the same climate period. To this end, we

compute the past wildfire ignition probability mg,j of a grid cell g in period j of our comprehensive

year. Since this attribute is inherited by all i in grid cell g, we refer to this attribute as mi,j . Specifi-

cally, because the climate pattern of the multiple-year-dataset is assumed constant, the conditional

probability of an ignition occurring in grid cell i given the study area, is used to calculate mi,j

given that grid cells are a subset of the studied geographical area as in (5.1).

mi,j ≈
ng,j

N
, (5.1)

where ng,j is the total number of wildfires occurred in cell g in period j, and N is the total number

of wildfires that occurred in the multiple year period. Assuming constant climate, the multi-year
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period (e.g., 1996-2016) can be modeled as a comprehensive year. As mentioned earlier, in order

to enhance the computation of mi,j considering the scarcity of historical ignitions in some grid

cells, the Monte Carlo population technique is employed in pre-processing the original dataset to

further populate grid cells.

5.2.2.3.2 Temporal Meteorological Features: Wildfire occurrence is influenced by non-linear

and complex meteorological features which are temporally related. Temporal meteorological input

includes temperature, rain, humidity, sunshine hours. The choice of these features are informed by

indices such as the Angstrom, Nesterov, and Canadian Forest Fire Weather Index as well as the US

Fire Danger Rating System [166].

5.2.2.3.3 Spatial (Static) Features: These features characterize spatial locations for same cli-

mate periods and are influential to wildfire occurrence [167]. Spatial data of land-use and terrain

can be obtained from sources such as the HRRR model which have standard grid points that can

serve as grid centroids and enable division of the studied geographical area into grid cells with the

same spatial and spatio-temporal features. Historical ignition events that fall within a grid cell are

used to obtain mi,j of the respective cells which are in turn inherited by the sample points i within

g, during training.

In addition, the past ignition probability and ignition month are also included as spatio-temporal

and temporal features respectively. Additional details can be found in Appendix A.1 and A.3.

5.2.2.4 Data construction

Here, we discuss the logic behind constructing the training data as there is little to none pre-

existing for wildfire analysis. Since training samples are based on historical ignition/non-ignition

days, the dates (dd/mm/yy) and corresponding i.loc are extracted from the historical ignition

database and are utilized to automatically request training sample variables. Once the features

are extracted from obtained variables, this training sample point is assigned with a classification

label 1, meaning the historical status of ignition was active for the sample. Next, the feature data

are requested for the same i.loc and another (dd/mm/yy) prior to the active ignition date, when no
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wildfire ignitions were reported to have occurred and this is labelled a 0, meaning that the historical

status of ignition was inactive for the sample. In particular, the ignition label for a training sample

is defined as:

Ign =


1, if ign(j) recorded

0, if ign(j−n) ¬recorded
(5.2)

where Ign is the historical wildfire ignition status in day j, and n = {1, 2, ..., 30} depending on any

day in the given month and year where an ignition was not recorded. This process constitutes the

dataframe for training the STWIP. For the 0-labelled samples, dates prior to ignition (1-labelled

sample) of an i.loc, are chosen since historical ignition could have significantly tampered with

temperature, fuel and vegetation, rendering later dates deceptive for use as 0-labelled training

samples. It is worth noting that although we assume true absence points, these 0-labelled samples

are pseudo-absence points since it is unknown if ignition could not occur (there was no potential

for ignition) or simply did not occur (there was no source of ignition) in that historical date and

i.loc.

5.3 Spatio-Temporal Wildfire Estimation Model

After data construction, the dataframe is fed into STWIP as input data following some trans-

formations discussed herein. The input data is cleaned, missing values are filled with an average of

their nearest neighbors. A major part of training data processing includes rescaling the features to

have the properties of a standard normal distribution (µ = 0, σ = 1). The need for rescaling arises

as features are multivariate with different units. Also, since feature magnitudes in instance xi play

a role in the updates applied to the weights during gradient descent, rescaling becomes important.

This standardization is implemented using the Z-score as follows:

z =
x− µ

σ
. (5.3)

Then STWIP predicts the expected ignition potential of a spatial location in period j as discussed

further.
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5.3.1 Spatio-Temporal Wildfire Ignition Probability Predictor

The aim is to train a neural network with the problem objective formulated as follows. Given a

collection of sample points i with geospatial coordinates i.loc of (lat,lon) ∈ historical ignition data,

where features of the sample point i are known, we aim to predict the potential of a wildfire ignition

at periodic intervals. We propose a model based on supervised learning of spatial, spatio-temporal

and temporal features to capture complex and non-linear interactions between WPVs using a deep

neural network (DNN). The DNN is the prediction algorithm of the STWIP and unlike traditional

methods of wildfire estimation with simple logistic regression [151, 168], the DNN is capable of

modeling non-linear correlations between the WPVs as illustrated in (5.4), and can update the

network’s basis functions in specific input space directions.

ŷ = σ

(
H∑

h=1

wT
ohh

(
D∑
i=1

wT
hi ∗ xi + wh0

)
+ wo0

)
, (5.4)

where w is the vector of adjustable weight parameters, with input variables xi, σ is a threshold

function, and {i, h, o} represent the input, hidden, and output layers. By adjusting the weight

vector through different training epochs the predicted labels are mapped closer to the target labels,

estimating the probability of potential wildfire ignition, πi,j , as follows:

πi,j = f(x). (5.5)

The STWIP architecture is a three layer fully connected network as shown in Fig. 5.3, utiliz-

ing the Adam optimizer, ReLU activation, and softmax activation at the output layer. The hidden

layers’ (12,3) neurons, respectively, are chosen to avoid over-fitting and enhance prediction accu-

racy.The data input, x, is fed into the input layer. The output layer consists of two neurons that

output probabilities of potential ignition/non-ignition in one hot encoded format. The network is

trained and minimized over the cross-entropy loss. The trained STWIP is illustrated in Algorithm 6

in Appendix A.5.
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Figure 5.3: The STWIP training model. Predicting the probability of ignition πi,j in a location i at
time j using a set of spatio-temporally engineered input features X.

5.3.2 Wildfire Spread Estimation

In modeling wildfire behaviors including spread, software such as Prometheus and Burn-P3

have been developed, but however, may require predefined inputs such as initial ignition grids

from all historical fires, the different ecoregions, percentage of escaped fires and more, which

may not be readily available to the user. In literature, models such as the FLAME [169] have

been developed to rely on observable field assessments to consider areas of high fire spread rates.

In [170, 171], the developed model seeks to attain the fire front using a variation of the Thomas

Equations shown in (5.6) and (5.7).

V f =
k(1 + Vw)

ρb
(5.6)

rfi,j,ω,t = rfi,j,ω,t−1 + V f
ω,t ∆t cos(ϕω

i,j,ω,t) (5.7)

where Vw is wind speed, k is fire-type parameter, ρb is the bulk density, rf is the radius from the

initial ignition point to the fire boundary, and ϕw is wind direction.

However, if a wildfire ignites in a cell i in period j, its spread rate depends on surrounding fuel

75



types and wind speed, which can be captured by the wildfire-fuel spread characteristics. Hence,

we adapt an approximate radial spread rate using the FireLine Assessment MEthod [169], that

can be determined by assessing the fuel type and wind speed at each HRRR grid point nearest to

the potential wildfire ignition location. In this paper, instead of arbitrary values of spread rates,

practical datasets that adapt the considered geographical area to different fuel types is utilized.

Table 5.1: Mapping service area vegetation to fuel type for wildfire spread estimation

Value Label Fuel Study Area Coverage
1 Evergreen Needleleaf forest Litter/Crown 46.139%
2 Evergreen Broadleaf forest Litter/Crown 0.000%
3 Deciduous Needleleaf forest Litter 0.000%
4 Deciduous Broadleaf forest Litter 0.000%
5 Mixed forest Litter/Crown 0.000%
6 Closed shrublands Litter/Crown 0.000%
7 Open shrublands Litter/Crown 0.000%
8 Woody savannas Grass 11.611%
9 Savannas Grass 14.306%

10 Grasslands Grass 9.583%
11 Permanent wetlands Barrier 0.000%
12 Croplands Barrier/Grass 17.028%
13 Urban and built-up Barrier 0.722%
14 Cropland/Natural vegetation mosaic Barrier/Grass 0.000%
15 Snow and ice Barrier 0.000%
16 Barren or sparsely vegetated Barrier 0.028%
17 Water Barrier 0.583%
18 Wooded Tundra Litter/Crown 0.000%
19 Mixed Tundra Grass 0.000%
20 Barren Tundra Barrier 0.000%

The study area is mapped, by a consulted fire expert, Robert Ziel [172], to three common fuel

types namely crown, litter, and grass as illustrated in Table 5.1 which also shows the coverage of

each fuel type in our study area in northern California. Hence, this paper considers three common

vegetation/fuel types (crown, litter, and grass) with spread rates modeled as a function of wind

speed, W , as in (5.8) and as shown in Fig.5.4. Note that in the case of multi-fuel types such as

litter and crown, the fuel type with higher spread rate was chosen. Constant but atypical wind

speed directed towards the power system components is assumed, in order to account for the worst
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case scenarios of wildfire spread in the spatio-temporal assessment.

ωgrass = 14.4(W )1.232,

ωcrown = 4.87(W )1.146,

ωlitter = 1.03(W )1.213. (5.8)

Armed with the potential rate of spread of the wildfire, utilities are able to optimize operations

based on parameters such as expected distance and the time it takes a potential ignition to reach

critical grid components.

Figure 5.4: Rate of Spread as a function of wind speed (1 ch/hr = 0.005588 m/s)

5.4 Power Grid Wildfire Risk Assessment Model

This section presents the proposed model for the power grid risk assessment, utilizing the out-

puts of wildfire estimation model presented in Section 5.3. The wildfire potential ignition map

(ignition probability map), produced by the STWIP, aids in proactive de-energization to prevent

endogenous fires caused by power system failure [33] while the spread estimation aids improve-

ment in adaptive operation of power grid against exogenous wildfires [148]. Specifically, a set

of grid component outage scenarios are first generated by incorporating the output parameters of
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the first stage estimation model with GIS information of the power grid. In particular, given πi,j ,

scenarios are sampled given the distribution of the wildfire potential ignition map and potential ig-

nition locations, generating expected scenarios for the power system risk assessment model. Note

that the granularity of πi,j can be improved to hourly depending on user application. In this paper,

we estimate the hourly probabilities from πi,j as follows:

(1− pi,h)
H = (1− πi,j) (5.9)

where pi,h is the hourly probability of potential wildfire ignition in i, and H is the cardinality

of hours in day j. Based on these scenarios, three risk metrics, namely, critical response time,

scenario based damage cost, and expected damage cost are calculated to assess risk.

5.4.1 Power Grid Outage Scenario Generation

We aim to generate the outage scenario of grid component c at time t of operational day j

of the year. Assume that the wildfire ignition happens at time t∗ = 0, and we aim to assess the

operation of power grid for the subsequent 24 hours after the potential incident. In other words,

the utility operator’s thought process is: “if the potential wildfire occurs given scenario, s, and

I have knowledge of the spread rates given s, I should estimate what component outages can be

induced or motivated by this fire so I can be better prepared for such scenarios”. Let πs denote

the probability of occurrence of scenario s corresponding to a set Isj of potential ignition locations

of day j. The spreading rate ωs
i of the ignition in location i in scenario s is obtained by using

the spread model presented in Section 5.3.B with the corresponding values of forecast wind speed

and fuel types around i. The GIS data of the power grid is mapped into the considered area. The

characterization of a wildfire induced (exogenous) grid outage scenario is illustrated in Fig. 5.5.

In particular, the component (e.g., transmission line) is assumed to be damaged if the potential fire

crosses its safety zone defined by ∆c and the status of power grid component c is characterized by
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a scenario dependent parameter δsc,t as:

δsc,t =


0, if min

i∈Isj
Di

c − ωs
i∆t > ∆c

1, if min
i∈Isj

Di
c − ωs

i∆t < ∆c

(5.10)

where ∆t = t− t∗ = t (t∗ = 0) is the potential duration of the wildfire spread, Di
c is the Euclidean

distance from the potential ignition point i to the grid component c, and ωs
i∆t is the spreading

radius of the wildfire from its ignition point. Note that (5.10) considers potential wildfire ignition

with spread closest to component c, since multiple ignition points can possibly occur in a scenario

s, which was reportedly the case in the infamous Campfire. Also, when a component is on outage

(δst = 1), we assume it continues to be out until the end of the considered operation horizon. The

value of ∆c can be adapted from numerical determination of the Acceptable Safety Distance [173],

which furnishes a detailed thermodynamics of wildfire effect on system components, informed

by flame characteristics and a vulnerability threshold. The safety distance is informed by flame

characteristics and a vulnerability threshold, and is the distance between the transmission line and

the fire at which the thermal radiative flux is less than a given threshold, Φthresh. The threshold

value is set to the vulnerability of transmission lines. The safety adapted distance is determined by

the following correlation:

Dx(opt) = D
(
1− exp

(
−pthresh 2L

lf

))
, (5.11)

where pthresh is a pre-determined empirical parameter for each Φthresh, lf is the flame length, 2L

is the width of fire, and

D =
lf cosγ
√

−4Φ2
thresh+(BT 4

f ετ)
2

2Φthresh
+ Ifsinγ, (5.12)

where τ is the atmospheric transmissivity, ε represents flame emissivity, B is the Boltzmann con-

stant, and Tf is the average temperature of the flame.
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Figure 5.5: Wildfire-induced outage scenario generation. The power component (e.g., transmission
line) is assumed to be damaged if the estimated spread crosses its safety zone defined by ∆c and
the status of power grid component c is characterized by a scenario dependent parameter calculated
based on Di

c and ωs
i∆t.

5.4.2 Metrics for Power Grid Wildfire Risk Assessment

The following metrics are developed to aid utility decision making process and operational

strategies in the wake of a wildfire threat. Note, since the metrics are used for a particular operation

day j of the grid, we omit the notation j from hereon for simplifying the notation.

5.4.2.1 The Critical Response Time (∆t)

This metric furnishes the time period within which utility operators can make operational

changes to minimize economic damages before power shutoff is absolutely necessary. It is a func-

tion of the distance from the potential wildfire ignition point i to power system component c (see

Fig. 5.5), and the wildfire rate of spread ωs
i as follows:

∆t = min
∀i∈Is,s∈S

Di
c −∆c

ωs
i

. (5.13)
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Note the importance of this metric since aspects of vegetation, fuel, and velocity of wildfire spread,

based on the spreading model in (5.8), is incorporated into a time measure for optimizing utility

actions pre-wildfire. The metric inadvertently provides a time estimate before the potential ignition

will pose a risk, and serves in two ways depending on application. First, if ∆t is << threshold

(utility defined, associated with ∆c), then ignitable location is close to the power system compo-

nent, ignition is possible within ∆c and components should be de-energized to avoid being sources

of ignition for endogenous wildfires. Secondly, if ∆t is >> threshold i.e., distance of potential

ignition is far enough from component, the utility can afford to wait pre-wildfire and not cut off

power to customers, say H hours before actual ignition, which is mainly where revenue is lost

during wildfire threats [144]. Also for the latter depending on the critical time, utilities can operate

and strategize before any potential exogenous wildfire fronts induce component outages.

5.4.2.2 The Scenario based Damage Cost

The operational damage cost of a particular scenario s is the result of the optimal response of

the power grid against the realized outage scenario. The operational damage cost includes losses

in revenue accruing to the power utility due to lost opportunity costs arising from load curtailment,

including power shutoff to customers and intended unavailability of power components, e.g., power

lines, from wildfire threats. In the case of the power transmission grid, such scenario based damage

cost can be defined as the optimal value of the following security constrained optimal power flow
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as below:

costs = min
∑
t∈T

∑
b∈B

VOLLb,tLCs
b,t. (5.14)

s.t. P s
l,t =

[
θsb,t − θsb′,t

]
xl

(1− δsl,t), ∀l = bb′ ∈ L (5.15)

P s
g,b,t − Pd,b,t + LCs

b,t =
∑
bb′∈L

P s
bb′,t, (5.16)

0 ≤ LCs
b,t ≤ Pd,b,t, ∀b ∈ B,∀t ∈ T (5.17)

(1− δsg,b,t)P g,b ≤ P s
g,b,t ≤ (1− δsg,b,t)P g,b,

∀g ∈ G,∀b ∈ B,∀t ∈ T (5.18)

−(1− δsl,t)P l ≤ P s
l,t ≤ (1− δsl,t)P l,

∀l ∈ L,∀t ∈ T (5.19)

θb ≤ θsb,t ≤ θb ∀b ∈ B,∀t ∈ T , (5.20)

P s
g,b,t − P s

g,b,t−1 ≤ RUg,b, ∀g ∈ G,∀b ∈ B,∀t ∈ T , (5.21)

P s
g,b,t−1 − Pg,b,t ≤ RDg,b, ∀g ∈ G, ∀b ∈ B,∀t ∈ T . (5.22)

where B, L, G, and T denote the set of transmission buses b, transmission lines l, generators g, and

time slots t. The objective function (5.14) is to minimize the load curtailment cost over all the sets

of buses and the scheduling horizon where LCs
b,t denotes the load curtailment in bus b in time t in

scenario s and VOLLb,t denotes the value of loss load. The optimization is subject to the following

constraints. The DC power flow constraints of the transmission lines l connecting bus b and b′ is

captured in (5.15) where the scenario based outage status of the line l is represented by a binary

parameter δsl,t. In particular, if the line is potentially damaged by the modeled wildfire, i.e., δsl,t = 1,

there is no power flow on the line. Power balance constraint in bus b is captured in (5.16) where the

power P s
g,b,t generated by g in b, minus the bus power demand Pd,b,t, plus load curtailment LCs

b,t,

equals the total power flowing out of b. Additionally, the load curtailment at any bus must remain

within the limitations of the total demand at that bus, which is presented in (5.17). The power

generated by g is constrained by its minimum and maximum capacity as in (5.18). The power flow
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over the line l is constrained by its thermal capacity P l as in (5.19). On a similar note, the upper

and lower limit constraints of the bus phase angle θsb,t are described in (5.20). Furthermore, the

limitations RUg,b, RDg,b of the generators’ ramping up and down rates are furnished in (5.21) and

(5.22) respectively. Note that our framework can also apply to power distribution network where

DC power flow constraints are replaced by the DisTFlow model considering line outage status

[174].

5.4.2.3 The Expected Power System Damage Cost

The expected damage cost of power systems [175] for a given set of wildfire motivated outage

scenarios S is calculated as:

ECOST =
∑
s∈S

πs × costs, (5.23)

where costs is obtained by solving the optimal response of the power grid against the wildfire mo-

tivated outage scenario s, e.g. solving optimization problems (5.14)-(5.22) for the case of trans-

mission networks. Hence, the ECOST metric, in addition to estimated infrastructure damage

costs, can aid utility decisions of wildfire mitigation vs. restoration, i.e., informing the important

question: should the utility use the “let-burn” strategies, since oftentimes the utility is burdened

with the economic decision of either fighting wildfires or employing the “let-burn strategy” where

the wildfire is allowed to burn and damages are rebuilt/restored [176]. If the firefighting costs

are greater than the expected damage costs (operational, infrastructural and otherwise), the utility

could utilize the “let-burn” strategy.

5.5 Numerical Results

5.5.1 Simulation Setup

We consider an area covering approximately 200km2 in northern California and spanning lat-

itudes 38◦49′17.616′′N to 40◦46′7.14′′N , and longitudes 120◦11′52.8′′W to 122◦43′55.2′′W . The

chosen area reflects homogeneous climate yet spatially diverse in fuel and vegetation as illustrated
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in Fig. A.2 detailed in Appendix A.3. The STWIP was trained and validated using a 70% and 30%

split training data of 10,900 samples, and compared to other data-based conventional baselines

[177, 178] including decision tree, boosted decision tree, and linear regression. We first provide

the wildfire estimation results over the studied area to illustrate the effectiveness of the first stage

of the framework, i.e., the STWIP model.

5.5.2 Wildfire Estimation Analysis

The performance analysis in Fig. 5.6 shows the average accuracy for training and validation of

the STWIP was (98.31% and 97.0%), while the boosted decision tree was (93.27% and 92.0%),

both outperforming other baselines. Also, the proposed STWIP achieves the best performance with

an Area Under the Receiver Operating Characteristic curve (AUC) of 0.995. Note that the AUC

describes the model trade-off in terms of sensitivity and specificity. This performance is followed

again by the boosted + tree algorithm with an AUC of 0.965 and the regression with an AUC of

0.903 respectively.

Next, we test STWIP with the 2018 year, comparing results with the actual wildfire occurrence

currently available in [179]. In the test data we use the 15th day of the month as it is representa-

Figure 5.6: Comparison of STWIP performance to that of other machine learning baselines in
terms of accuracy and Area Under the Receiver Operating Characteristic curve (AUC) scores,
trained on 20 years of data till 2016 and tested on the 2018 wildfire year.
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Figure 5.7: Test Year Results: Actual (left) vs. predicted spatial ignition pattern for 2018 wildfire
year around Paradise California.

tive of its wildfire characteristics. Thus, we seek to obtain similar patterns of spatial density and

temporal distribution. Results in Fig. 5.7 show that predicted hotspots are similar to the actual
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Figure 5.8: Test Year Results: Actual(left) vs. predicted temporal ignition pattern 2018 wildfire
year around Paradise California.

historical test year, clustered between latitudes and longitudes (39◦ 30’ 00” N , 122◦ 30’ 00.0000”
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W) and (39◦ 30’ 00.0000” N , 121◦ 30’ 00.0000” W). The central valley area of northern California

has less ignition clusters, which is attributed to limited elevation and fuel. Similarly, the temporal

results are analyzed monthly as furnished in Fig.5.8, showing that the estimated temporal distri-

bution well follows the test year’s actual temporal wildfire distribution (approximately Gaussian).

Hence, by employing the STWIP for analysis as opposed to the conventional utility predefined fire

threat areas and fire threat levels as detailed in Appendix A.6.1, power systems can further improve

wildfire forecast and analysis towards actual expectations.

The percentage weighted impact of WPVs on the wildfire ignition status is presented in Fig 5.9.

In particular, the WPVs are evaluated based on their weighted influence on wildfire occurrence.

Terrain and temperature, and cloud type and historical ignition, have the highest and least influence,

respectively. Also, humidity seemingly influenced daily wildfire ignition maps produced by the

predictor especially in the central valley of northern California. This suggests which measurement

types (sensors in monitoring corridors) that the power utility should invest for enhancing situational

awareness against wildfire. The performance of STWIP is further underlined as linear methods

such as regression do not well capture terrain which is indeed a high impact feature [180].
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Figure 5.9: STWIP furnishes the influence of variables on wildfire occurrence enabling stakeholder
decisions in power system operation and planning.
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5.5.3 Illustrating Wildfire Aware Power Grid Operation Analysis

Conventionally, utility often uses region-scale and deterministic threat level analysis as pre-

viously discussed, and detailed in Appendix A.6.1. In this situation as further illustrated by Fig.
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Figure 5.10: Illustration of spatial granularity risk assessment afforded by the STWIP as opposed
to conventional power system use of wildfire threat areas and zones.

5.10, as seen in the “conservative” utility case, the utility will have an extreme alert in the red

area since there are more wildfire threats as opposed to the elevated threat area (orange highlight).

The customers in the area with extreme alert will have their power shut off for the duration of

the wildfire threat, including customers up north (relatively farther) from the wildfire threat clus-

ter. The magnitude of the shut off can be visualized given the size of the predefined threat areas

in a sample utility wildfire awareness issue as shown in Fig. A.5 in Appendix A.6.1. However,

the potential ignition map and spread parameters provided by the first stage estimation model can

be used to analyze the risk of over de-energization motivated by power component failure-ignited

wildfires and the risk of outages induced by exogenous wildfire. With the granularity in spatial de-

tail of the wildfire potential probability maps, the spread model, and the proposed risk assessment,
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the utility can optimize the time before shut off is necessary in exogenous fires, and also emulate

the distance between a potential ignition location (ignitable location) and the power equipment

in endogenous/equipment-induced wildfires. The analysis is conducted on a 24-bus test system

mapped to span the length and breath of the studied area as detailed in Appendix A.6, however,

this analysis can be done on any transmission or distribution system given complete system de-

tails. We consider two case studies which deviate from the power system normal operation when

there are no wildfire threats. In case 1, the test system is simulated with the current conventional

“conservative” utility approach of threat area and levels detailed in Appendix A.6.1. In this case,

all the power components located in the pre-defined elevated threat area as illustrated in Appendix

A.6.1 are intentionally outaged whether or not they are in the direct vicinity of high wildfire po-

tential. This simulates current utility procedure to prevent endogenous wildfires [144]. In case 2,

the wildfire analysis and test system de-energization is based on the wildfire potential ignition map

produced by STWIP as described in Section 5.4 aiming to improve spatial granularity and optimize

(shorten) the time span of utility de-energization. Simulation data is based on Nov. 10, 2018. The

VOLL is set to 1000 $/MWh. Details of the components that are out of service in the three case

studies are shown in Table 5.2.

5.5.3.1 Assessing risk of outages induced by exogenous wildfire

For exogenous wildfire induced outage risk analysis, the probabilistic ignition map is used

to generate wildfire ignition scenarios and simulated spreading pattern, thus modeling exogenous

wildfire-induced damages on power grid components. The expected damage cost, ECOST, as

illustrated in Fig. 5.11, represents the aggregate analysis for one operational year of the test system

in the studied area. It shows that the power system is highly vulnerable during summer time from

Table 5.2: Wildfire-motivated De-energization: Scenario of public safety power shutoff aided by
STWIP (case 2) vs. conventional utility methods (case 1).

Case Study Transmission Line Outages Generator Outages
Case 1 L1-4, L6-8, L14, L19, L24-33 G1-4, G15-29
Case 2 L4, L8, L19, L23-24, L28, L31-33 None
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June to September, and quite low during winter time from December to March. However, the risk

of wildfire induced outage still exists during non-summer times, which can be explained by the

impacts of the time independent WPVs such as landuse and terrain. Hence, an efficient allocation

of utility wildfire monitoring resources should be based on spatio-temporal analysis of wildfire

occurrence, e.g., monitoring grid and vegetation should be done more frequently during high risk

period.

 

 

Figure 5.11: Enabling power system infrastructure planning using the expected damage cost from
exogenous fires over the period of one year. There is wildfire risk during non-summer months as
well.

5.5.3.2 Enhancing de-energization decision for power component failure-ignited wildfires

Wildfires can be ignited by electric power line faults that cause arcing in a high-heat release of

energy. Such incidents are majorly caused by ignitable vegetation contacting power lines. Indeed,

the correlation between the wildfire ignition probability map and electric power failures motivates

the use of proactive de-energization of equipment as a preventive measure [33]. We aim to il-

lustrate the improvements in de-energization using the proposed STWIP, which is more granular

and stochastic, over conventional utility approach. The proposed framework aids in enhancing

de-energization and estimating the potential cost of wildfire occurrence as detailed further.

The total system energy consumption, total loadshed, and loadshed-bus localization of the three
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Figure 5.12: Demand served and load shedding results for cases 1 and 2. The spatially detailed
STWIP enables more load buses to be served and generally meets more customer demand, as
opposed to conventional utility methods, during wildfire threats.

cases are shown in Fig. 5.12. The total energy demand of the system is 54358.679 MWh, with

case 1 supplying 29449.051 MWh due to large amounts of load shedding, 45.8%, resulting from

the conventional threat area and threat level methods. Relative to case 2, the power grid response

avoids a large amount, 19798 MWh, of unnecessary load shedding. Hence, a more detailed wild-

fire potential ignition map provided by the proposed granular analysis results in less conservative

shutoff, i.e., only components in the high wildfire vicinity are proactively de-energized to prevent

component failure-caused wildfire [33]. Table 5.3 presents load shedding cost, and generation cost

Table 5.3: Costs for cases 1 and 2 ($)

Load Shedding Cost ($) Generation Cost ($)
Case 1 181,591.25 537,969.01
Case 2 37,263.75 537,991.32

for all cases. For the normal system operation, there are no load shed costs and generation costs

are $568,084.40 The total costs for case 1 is high due to the amount of load shed and the increase

in production of expensive online generators.

In addition, the framework aids improve the resilience of the system by spatio-temporally in-
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forming the disaster progression phase of the resilience trapezoid as illustrated in Fig 5.13, hence

reducing the “dip” in the resilience curve [7]. Specifically, in case 1, a large and sudden drop of
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Figure 5.13: Profile of load served during wildfire threats as a resilience performance indicator.
STWIP enhances resilience as de-energization is enabled by a granular spatio-temporal map, as
opposed to conventional utility methods which shut-off power to entire predefined wildfire threat
zones given the threat of a wildfire.

the percentage load served (performance indicator) is observed. This is because without spatio-

temporal analysis, the utility performs conservative forced outages as soon as a wildfire threat is

observed in their pre-defined regional threat areas, which in this simulation is set to the beginning

of the scheduling horizon at t∗ = 0. The percentage load served in case 2 is observed to reduce

over time. This is possible due to the improved granularity provided by spatio-temporal analysis

where expectations of wildfire parameters such as distance, spread rate, and the critical response

time have been pre-estimated as discussed in Section 5.4.2.1. Hence, with a grasp of the expected

critical response times, the utility operations have increased and informed time flexibility in forcing

component outages.

5.6 Conclusion

This chapter proposed a comprehensive spatio-temporal framework for power system wild-

fire risk analysis including two sequential models. The first model estimates the granular and

spatio-temporal potential wildfire probability and spread based on influential parameters such as
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vegetation and fuel, wind speed, geographical and meteorological variables, while the second

model leverages the estimated probabilistic ignition maps in order to analyze system risk from

exogenous wildfire and to enhance power system de-energization in mitigating endogenous fires

induced by power equipment failures. Numerical results show that lower forced electricity out-

ages to customers can be achieved by increased granularity in spatial locations in utility service

areas. Hence, the framework significantly improves utility de-energization decision compared to

the current “conservative” threat area approach In addition, the framework aids to improve system

resilience and utility revenue and prioritize resource allocation given increased localization of high

wildfire potential.

92



6. A SELF-SUFFICIENT LOW-COST AND AUTOMATED MITIGATION MODEL TO

IMPROVE RESILIENCE IN POWER UTILITY WILDFIRE RESPONSE

6.1 Introduction

In the previous chapter, the spatio-temporal wildfire ignition predictor (STWIP) is proposed

to study and produce the wildfire potential map of the study area with the probability for wildfire

threat. The STWIP model is also integrated with the SL-PWR (pronounced ES-EL-POWER) model

proposed in this chapter as illustrated in Fig. 6.1, whereby the output of the STWIP is used by the

SL-PWR to optimize the UAV operation.

This chapter further develops an intelligent and novel self-sufficient and low-cost model (SL-

PWR) to guide and improve resilience in the wildfire response of power utilities. Specifically,

the SL-PWR model consists of 4 major modules including 1.) the vegetation module, 2.) the

power equipment module, 3.) the wildfire module, 4.) the burnt equipment module, which are

active in all the resilience phases of the system including pre-wildfire (wildfire analysis), wildfire

progression, and restoration phases. The modules are also made up of sub-modules which consist

of CNNs that extract spatial details for detection, classification, estimation, and localization. As

shown in Fig. 6.1, the SL-PWR model receives granular mapped spatio-temporal information of

wildfire potential in a given service area which has been divided into grid cells with grid centers

located at gc.loc with a latitude and longitude (Lat, Lon) at which UAVs can be situated to monitor

that particular grid. SL-PWR uses the gc.loc’s with extreme/elevated wildfire ignition probabilities

to optimize the trips of the UAV to these grids to monitor and capture input images for important

analyses in the comprehensive resilience enhancement provided by the proposed mitigation model.

The SL-PWR model performs analysis in real time with computation time that can be easily

integrated into power system operations in order to prevent wildfire occurrence and mitigate im-

pact. This is achieved via automated vegetation management and equipment monitoring or in the

case where wildfires occur, hasten the resilient response of the power utilities’ mitigation resources
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by providing information on the fire type (e.g., fire accompanied by thick smoke will induce addi-

tional precaution in the area during evacuation or firefighting), fire area, fire location and spread.

The proposed model also aids in transparent inventorying during post-wildfire restoration e.g.,

instead of contracting manual road crews to take inventory of damaged equipment which the sys-

tem operator will be blind to, the SL-PWR can aid transparency, in that the system operator will

be able to visualize and estimate damage cost through the images captured and analyzed by the

“Burnt Equipment Detection and Estimation Module” and can hasten and automate the process.

Figure 6.1: The Self-Sufficient Low-Cost Power System Wildfire Resilience (SL-PWR) Model.

6.2 Methodology of the SL-PWR Model

6.2.1 The Structure of the CNN

The CNN is the fundamental network used in obtaining spatial attributes used to train the SL-

PWR model. It is a deep learning algorithm that takes in an input image and assigns learnable
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parameters (weights and biases) to various aspects/elements of the image so as to differentiate one

image from another. It is a multi-layer neural network that consists of convolution layers, pooling

layers and fully connected layer. The convolution layer(s) are made up of N @ F ×F filters which

Figure 6.2: ResNet-18 architecture: Illustrating the modification zone for the classification and
wildfire localization problems

basically translates to a matrix of weights called feature maps. In order to generate these feature

maps, the filters (a pre-defined matrix initialized with height and width parameters) travel left to

right on the input image/map, stepping in strides of predefined width and taking the dot product

of the applied filter/kernel and the image/feature map area overlapped by the filter, after which it

moves downward with step size of a predefined stride height and repeats the step across the image

(i.e., from left to right). The CNN operator at each layer is completes the following function.

Y x̂ŷ
ij = A

bij +
F−1∑
p̂=0

F−1∑
q̂=0

ωp̂q̂
ij X

(x̂+p̂)(ŷ+q̂)
i−1

 (6.1)

where the layer under consideration is i, j is the feature map under consideration in layer i, Y x̂,ŷ
ij

is the output located at position (x̂, ŷ) in feature map j and layer i, A(·) represents the layer’s

activation function, bij is the bias term, ωpq
ij denotes the weights/value of the convolution filter

(F × F ), at position (p, q), associated with layer i and feature map j. In the event where the filter
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size and stride would leave certain parts of the input unattended, padding can be applied. This

creates the output volume from each convolution layer given the filter size, padding, and stride,

according to (6.2),

Out_V ol =
(I − F + P )

S
+ 1 (6.2)

where I is the input volume of the I × I image, F is the kernel size (volume of the filter, [F < I]),

P is the padding and S is the stride. Hence, by convolving the filters with the input image and

carrying out non-linear transformations using activation functions, N feature maps are created. The

activation function adopted in the proposed model is the ReLU (Rectified Linear Unit) function as

in 6.3.

A(x) = max(0, x) (6.3)

The pooling layer(s) performs it pooling operation by obtaining the average or maximum value

of the elements of the feature map where its window slides, given the kernel size (height and width)

of the filter and the strides. Hence, this layer extracts the dominant features, a dimensionality re-

duction of sorts which also helps to improve computational efficiency. Together, the convolutional

layer and the pooling layer form the ith layer of the CNN. The fully connected layer is one that

learns the non-linear combinations of these high-level features as transformed by the convolutional

layer, hence, learning a non-linear function. It takes in the elements of the feature maps feeding

directly into it and then flattens these elements towards the output which could be classification or

regression type. The flattened elements are then fed into a feed-forward neural network, learning

the parameters (ω, b) by minimizing the negative log-likelihood given the training input as in (6.4).

L(ω, b) = −
∑
Ik

ln p(Ik|Ik; (ω,b)) (6.4)

where Ik is the correct (target) class label for the input image under consideration. This objective is
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optimized by applying applying stochastic gradient descent with back propagation using the chain

rule as in (6.5), to training iterations over several epochs.

ωn+1
i = ωn

i − µ
∂L

∂Y n
Ni

· ∂Y n
Ni

∂Y n
(Ni−1)

· · · ∂Y
n
i

∂ωn
i

(6.5)

where µ is the learning rate, Ni is the total number of layers in the network, Y n
i is the output of

layer i during iteration n. With this process, the model is then capable of distinguishing dominant

and less-superior features in the input images, further classifying them using the Softmax function,

an adaptation of the Sigmoid function used for multi-class classification, which takes in the vector

of R real numbers and normalizes them into a probability distribution of N probabilities which are

proportional to the input exponentials as in (6.6),

p(c|Ik; (ω,b)) =
efc(Ik;(ω,b))

N∑
d=1

efd(Ik;(ω,b))

(6.6)

where fc(Ik; (ω,b)) is the scores from each of the multiple classes of interest c ∈ {1, · · ·, N}

transformed into conditional probabilities using the Softmax function which applies the exponen-

tial function to the elements of its input vector and divides the obtained value by the sum of the

exponentials of all elements (normalization) which ensures the output components sum up to 1.

In order to test the CNN model after the training process described above, the output layer then

predicts the label Î of the image input I using the argmax of the Softmax-transformed probabilities

as in (6.7).

Î =c∈{1,···,N} p(c|I; (ω,b)) (6.7)

The proposed SL-PWR consists of sub-modules which are built fundamentally based on the Resid-

ual Neural Network (ResNet18).
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6.2.1.1 The ResNet18 CNN Model

ResNet18 has been widely applied to different image vision and classification problems as it

provides a solution to the issue of vanishing gradients, which occurs as continuous multiplication

during back-propagation makes the gradients infinitesimal as neural networks get deeper [181].

As illustrated in Fig.6.3, the block tries to learn an output, say Gx. The residual block allows the

Figure 6.3: Implementation of the identity shortcut connection via the residual block to avoid the
depreciating performance of having many convolutional layers.

network to directly learn F (x) = G(x)− x, such that the target output is F (x)+ x hence avoiding

depreciating performance that having too many convolutional layers would have introduced. For

instance, in the block in Fig.6.3, the residual mapping function is as in (6.8), while the output of

the block after the second ReLU activation is as furnished in (6.9).

F = ωiσ (ωi−1x) (6.8)

Y = F (x, i) + x (6.9)
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where σ is the ReLU activation function. Given the “identity shortcut connection”, the network

can skip one or more layers in order to avoid performance degradation birthing different variants

including the ResNet18 and ResNet34 proposed in [181]. In this work, we employ the ResNet18

model as its performance is comparable with other networks [182] such as the ResNet34 but with

relatively faster convergence. The architecture of the ResNet18 model employed in this paper is as

shown in Fig.6.2. This architecture is then adapted as required for the different sub-models of the

proposed model.

6.2.1.2 Loss Functions

Since stochastic gradient descent (6.5) is used in training neural networks, a loss function has

to be selected during model design and configuration. In this work, the loss functions are chosen

according to the classification type/output requirements of the specific model.

6.2.1.2.1 L1 Loss: This represents the average of all absolute differences between the true value

y(i) and the predicted value ŷ(i). Also called Mean Absolute Error (MAE), it measures the average

of residuals in the dataset. We use the L1 loss for illustrations because it is not affected by the

outliers as the L2 Loss Function is.

Acc1 =
1

N

N∑
i=1

|y(i) − ŷ(i)| (6.10)

6.2.1.2.2 Mean Square Error: The mean square error (MSE) is the L2 loss used to minimize

error as the average sum of the all the squared differences between the actual/ground truth value

and the predicted value as in (6.11). In this work, the root mean square is used to evaluate how far

away (deviation) the target image’s pixels are from the predicted image’s pixels.

Acc2 =
1

N

N∑
i=1

(y(i) − ŷ(i))2 (6.11)
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6.2.1.2.3 Root Mean Square Error: The root mean square error (RMSE)is the square root of the

MSE and measures the standard deviation of residuals in the dataset.

Acc2 =

√√√√ 1

N

N∑
i=1

(y(i) − ŷ(i))2 (6.12)

6.2.1.2.4 The Cross-Entropy Loss: The cross-entropy loss as formulated in (6.13) is also known

as the logarithmic/log/logistic loss and is one popularly used for classification. This loss is used in

this work for different reasons including: 1.) classifications that use sigmoid or softmax activation

functions, which are more robust with improved performance using the cross-entropy loss [183],

2.) the problems are multi-class classification. The function outputs 1 when the network predicts

the correct image and is 0 otherwise, in a one-hot encoded format.

LCE = −
N∑
i=1

K∑
j=1

y
(i)
j · log ŷ(i)j (6.13)

where y
(i)
j and ŷ

(i)
j are the one-hot encoded actual classification and predicted outputs, j is the

number of classes (for multi-class), and i represents the data points. Hence, the cross-entropy

measures the error between two probability distributions under the maximum likelihood framework

is derived for multi-class classification as:

Pmodel(Y |X, θ) =
N∏
i=1

K∏
j=1

(
ŷ
(i)
j

)y(i)j

(6.14)

logPmodel =
N∑
i=1

K∑
j=1

y
(i)
j · log ŷ(i)j (6.15)
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Let i(l) be the correct class for the lth example e.g., y(l) =


1

0

0

 and the first class i(l) is the correct

class,

logPmodel =
N∑
l=1

log ŷ
(l)

i(l)
(6.16)

Using the softmax model:

logPmodel =
N∑
l=1

log softmax(z)i(l) (6.17)

logPmodel =
N∑
l=1

e
zl
i(l)∑

j

ez
l
j

(6.18)

logPmodel =
N∑
l=1

[
e
zl
i(l) − log

∑
j

ez
l
j

]
(6.19)

logPmodel =
N∑
l=1

[
zli(l) −max

j
zlj

]
(6.20)

which is basically the error distance.

6.2.1.3 Metrics

6.2.1.3.1 Accuracy: The accuracy of the multi-class classification is evaluated as in (6.21) by

using the score function defined as the mean of the sum of correct predictions over the sample

size N . Similarly, the accuracy of the regression problems is evaluated by using the average L1

distance as in (6.22).

Acc1 =
1

N

N∑
i=1

K∑
j=1

y
(i)
j · ŷ(i)j (6.21)

Acc2 =
1

N

N∑
i=1

|y(i) − ŷ(i)| (6.22)

101



6.2.2 UAV Resource Integration to SL-PWR

6.2.2.1 Quantitative Input Data from STWIP

In this section, we discuss the spatial definitions of quantitative input data. The STWIP pro-

duces wildfire threat maps which provides potential ignition locations (i.loc) with their probabil-

ities ([0,1]) of ignition readiness [184]. Hence, a spatial location is a point i with geospatial co-

ordinate i.loc defined by a latitude and longitude (lat,lon) at any location in a grid cell. Grid cells

here are g×g km polygons which have uniform past spatio-temporal wildfire characteristics and a

centroid. Each grid centroid also has geospatial coordinates gc.loc *. The STWIP provides the grid

centroids gc.loc with different levels of wildfire threat according to the potential ignition probabil-

ities (wildfire threat/wildfire risk) of all i.loc located within the grid. For instance, in Fig.6.11, on

the potential ignition map, the grid G1 contains high risk locations while G5 contains moderate

risk locations, hence G1 is an extreme risk grid, G5 is an elevated risk grid and all other grids are

normal with little to no threat. The STWIP then sends this information (gc.loc, risk level) as input

to the UAV navigation for visual inspection. The information can further be used in optimizing the

UAV monitoring routes as proposed in Section 6.4.3. When the trip information gets to the UAVs,

they begin their monitoring travel along the specified paths taking images from gc.loc. We assume

that at the UAVs’ capture location, gc.loc, the entire grid can be monitored.

6.2.2.2 UAV Image Capture

Conventionally, utilities occasionally perform visual inspection using manual field surveys like

foot patrol crew and manned helicopters, for vegetation management and monitoring power equip-

ment [185]. More advanced techniques have also been employed in literature including aerial

images from manned helicopters and fixed-wing platforms, land-based platforms, airborne laser

scanner, synthetic aperture radars, optical satellite, and UAVs [186]. Land-based platforms include

techniques that utilize mobile platforms such as cars, integrating different navigation, locational

and imaging data sensors [186]. Additionally, helicopters and fixed-wing aircraft have been typi-

*The grid centroids are standard spatial grid points obtained from the National Oceanic and Atmospheric Admin-
istration’s High Resolution Rapid Refresh model
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cally used for power line inspection and vegetation monitoring respectively. Airborne laser scan-

ning technique is also basically active remote sensing from an aircraft using Light Detection and

Ranging (LiDAR) [187]. Satellite image data can also be employed e.g., satellites orbiting at lower

(500–2000 km) altitudes can detect wildfires in the early phases due to their finer resolution but

these satellites can take several hours to days to return to the same view. For example, VIIRS has a

12-hour revisit time while the Landsat-8 has a 16 day revisit time hence it is rare that one of these

satellites provides the first wildfire alerts [188, 189]. Using satellites have additional limitations

including:

1. The detected heat signatures are averaged over pixels, making it difficult to pinpoint fire

location and size.

2. Wildfire intensity is indicated by thermal signals which can be smoldered by smoke and

hence radiate relatively less energy, causing data misinterpretation.

3. At lower altitudes (up to 215m) UAVs can capture 5cm resolution imagery, which is much

higher than imagery captured from satellites, 25cm resolution [190].

Also, helicopters and airplanes can also be used as conventionally done by power utilities, how-

ever, [190], discovers that Low-flying airplanes can capture comparable imagery to UAVs, but are

expensive to hire and flying at low altitudes increases the possibility of a crash, thus employing the

UAV technology lowers costs and improves operator safety for such missions.

Hence in this work, we choose to use the UAVs since:

1. UAVs provide more continuous monitoring than satellites, which periodically visit specific

parts of earth.

2. Unlike satellites, the system would rarely be blinded by local weather conditions or smoke/dust

of wildfires.

3. Satellite imagery e.g., from Google Earth can only support so much detail in the image

resolution before images begin to appear blurred or pixelated.
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4. Most UAVs do not need runways, takeoff can be from car-top launcher and recovery with

parachute, if needed.

Additionally, although microwaves from synthetic aperture radars, also obtained from earth obser-

vation satellites, are capable of penetrating clouds, the UAVs are cost efficient for visual inspection

and have widely been employed by power utilities, hence, will be an economic resource choice

for SL-PWR since fewer investments will have to be made in terms of purchase and training the

operating crew.

With the UAV-enabled SL-PWR model, the vehicles fly over the service area using the opti-

mization model proposed in Section 6.4. The geographical layout of the service area is as defined

in Section 6.2.2.1. The image attributes (image, gc.loc (lat, lon)) are then sent as output from the

UAVs and input to the SL-PWR via a communication link e.g., cellular communication or leased

lines from internet service providers (ISPs) since they provide more redundancy (availability of

various ISPs) in a wildfire scenario. As the UAVs fly over, the images (vegetation, endogenous igni-

tion source, fire spread/smoke, burn-damaged equipment) are captured from different scales/angles

and taken at different times of day and weather conditions. To capture these conditions, diverse

images are collected and augmentations/transformations are applied, which also serves to increase

the training data.

6.2.2.3 UAV Control and Routing

UAV control is performed in the mission planning “ground station” software which can eas-

ily run on Windows PCs. The software enables the operator plan and upload missions to UAVs

wirelessly, launch the UAVs, monitor trip progress and issue landing commands. Specifically,

photogrammetry tools in the software can be used for the mission planning and route specifica-

tion after route optimization. In this tool, the aerial image of the service area to be monitored is

highlighted within a rectangle, producing a preview of the proposed flight paths using waypoints

which signify the UAV turning points in the trip. Typically, “no waypoints zones” (e.g., close to

major airports) are also indicated by the software so as to mitigate the UAV flying into restricted

airspace. After confirmation, the trip is uploaded wirelessly to the UAV via it’s datalink which
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creates a communication bridge between the control software PC and UAV. The UAV can then be

launched, its trip monitored through each waypoint, and automatically landed upon trip comple-

tion via the software. Furthermore, the captured image’s geographical coordinates is also recorded

since the GPS receiver avails the UAV positional data along with the images which are sent to

SL-PWR for analysis, detection and estimation.

6.2.3 Image Acquisition and Processing

A few databases [184, 191–193] exist for wildfire detection but these are limited to smoke

dataset [192], NASA’s quantitative forecast data [193], image data of wildfire hotspots detected

by NASA satellites and the Fire Information for Resource Management System [191]. However,

no known database captures SL-PWR input requirements including utility equipment, wildfire

fire-smoke, vegetation type and clearance data. Therefore, image acquisition and processing is a

significant effort in the training of the SL-PWR and thus one of the envisioned contributions of

this work is dataset provision. Search engines were scraped for RGB image data of different pixels

using the SL-PWR python scrapper code for image collection while relevant images were retained.

The input data consists of over 1800 original images including 863 images, 307 vegetation type

images, and 286 images for the burnt equipment detection and estimation module, distributed as

illustrated in Fig. 6.4. Additionally, there are 283 vegetation distance dataset images, 125 images

for fire spread prediction, and 286 images for the burnt equipment detection and estimation module.

6.2.3.1 Resize Images

The images are then resized to the input size requirement of the ResNet-18 network at 224 x

224 pixels which have 3 (RGB) color channels. The resizing unifies the images also. A python

function is developed in this work in order to convert all images to size 224 x 224 x 3 with a

.jpg image extension. Here, other functions are also developed to perform center crop, resize

and normalize with ImageNet dataset statistics with average and standard deviation of mean =

[0.485, 0.456, 0.406] and std = [0.229, 0.224, 0.225] per channel, respectively.
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6.2.3.2 Encode Data labels

The data is labeled to the ground truths as the training is supervised. Qualitative/categorical

labels are transformed to quantitative data points e.g., crown=1, grass=2, litter=3.

6.2.3.3 Import Data

The data is then uploaded to google drive from where it is imported into the google Colabo-

ratory platform which affords the GPU computation required for the model analysis. The data is

then sliced into the different categories of the multiple classes. After importing the data, each data

class/category is shuffled in order to randomly rearrange the data and avoid bias towards particular

classes by utilizing an unbiased data distribution.

(a) Wildfire and
endogenous threat

detection

(b) Vegetation type detection (c) Burnt equipment detection

Figure 6.4: Visualizing input data distributions for the wildfire ignition detection, vegetation (fuel)
type detection, and equipment damage detection modules.
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6.2.3.4 Data Augmentation

In data augmentation, the input data amount for each of the SL-PWR modules are increased

by slightly modifying copies of already existing input images using different techniques such as

horizontal flipping, random cropping, color normalization and jittering. Random cropping can be

applied by first inputting (224+x) x (224+x) pixel images and then cropping at fixed (cropping

by moving towards the four edges and then a center crop) or random locations, to get 224 x 224

images. Also, this can be done by inputting 224 x 224 images and then adding horizontal and

vertical padding to the images and then applying the crop to fixed or random locations on the

image. Specifically, color normalization sets the lowest-highest intensity pixels from values of

0-255 while pixels in all 3 channels are then scaled accordingly. The color jittering changes the

image parameters following a normal distribution with zero mean and different standard deviations

which change the image brightness, contrast, saturation, and hue, respectively. This gives the

image different contrasts which represent images captured by the UAV at different times of the

day, and different diurnal weather conditions respectively. Gaussian blur augmentation was added

to make the model sturdy against weather conditions such as fog, mist, etc. These techniques also

perform as regularizing parameters to reduce model overfitting.

6.2.3.5 Data Split

This function is developed for every module according to the input data in the different cate-

gories in order to randomly split the dataset to avoid predictability in the dataset and hence over-

fitting and ensure that bias is mitigated in cross-validation as well as evaluate the model accuracy

with different random dataset distributions. In this operation, 100% of the data is added to a split

termed “all”, 60% of the data is added to a split termed “train” for the training dataset, 20% of

the data is added to a split termed “val” for the validation dataset, and 20% of the data is added to

a split termed “test” for the testing dataset.
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6.3 The Proposed Model

The proposed SL-PWR include four main modules, 1.) the vegetation module, 2.) the wildfire

module, 3.) the power equipment module, and 4.) burnt equipment detection and estimation

module. These modules also include sub-modules which are used to improve the system resilience

at different phases of the resilience trapezoid as illustrated in Fig. 6.1. These models and their

sub-models are further described as follows.

6.3.1 The Vegetation Module

This module is active in the wildfire analysis stage of the resilience trapezoid. Vegetation is

one of the most abundant biotic elements and refers to the plant life of a region. It is the ground

cover provided by plants and is necessary for shaping the ecosystem. However, given the above

and even enhancing environmental beauty, different types of vegetation (e.g., needleleaf forests,

shrublands, savannas) can also cause issues for the electric power utilities when they grow close

to overhead power lines which are not protected by insulation. When these trees and it’s limbs

(branches, etc) fall, they could also bring down power lines and other electrical equipment leading

to power outages or in a worse case cause arcing and fires on the lines, or become a direct path-

way for electricity, which can in turn engender wildfires. Electric power utilities hence perform

vegetation management on thousands of miles of overhead power lines through careful pruning

of trees, or removal of vegetation that could interfere with power lines. Moreover, the Federal

Energy Regulatory Commission (FERC) has granted the North American Electric Reliability Cor-

poration (NERC) the authority to audit annual vegetation management plans for lines carrying ≥

200kV and levy fines to ensure the plans meet standards [194]. Additionally, there are professional

standards, established by the American National Standards Institute and the International Society

of Arboriculture, to vegetation management which the utilities follow. Hence, typically, utilities

employ the services of certified arborists to provide some level of supervision to the professional

tree-trimming crew who are contracted for vegetation management projects which could be within

intervals of 4-5 years, or less for vegetation that is fast growing [195].
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6.3.1.1 Vegetation Type Detection Sub-Module

The vegetation type model distinguishes between different vegetation types which can serve

as fuels for wildfires. In order to simplify analysis, we have grouped the vegetation types to three

types, crown, grass, and litter, aided by a consulted fire expert [172,184]. This logic is also efficient

because of the types of wildland fires: 1.) Crown fires, 2.) Surface fires, 3.) Ground fires, which

can be associated with these categorical vegetation types. Additionally, this classification can help

the fire crew easily recognize vegetation types, recognize the fuel characteristics of the vegetation,

and also the rate of spread characteristics. Hence, the vegetation type model not only helps with

the vegetation management plan drawn by the arborists but also helps with mapping the spread

rate of the different vegetation that is attainable in different areas.

6.3.1.2 Vegetation Clearance Detection Sub-Module

Vegetation clearance is done to (1.) prevent line sags and sways that can cause direct contact

or flashovers that happen when electricity arcs from an energized line to nearby vegetation, (2.)

allow distance between vegetation and power equipment since natural storms can fell trees or tree

limbs onto lines, poles, and other electric equipment, (3.) allow growth of vegetation such that

they do not form a direct path for electricity to travel to the ground. For scheduled maintenance

trimming, the vegetation is trimmed along, below, and above power lines, thus removing tree

limbs that are within 8 feet along the sides, 10 feet below, and 15 feet above the power lines [195].

Clearance distances are mandated by Occupational Safety and Health Administration (OSHA) and

vary with the voltage carried by the line [194]. However, the process of vegetation management is

usually manual , using land and air machines, and manual tools which is very time-consuming and

expensive, up to billions of dollars annually [194]. For the SL-PWR input data, depending on the

level of threat posed by the distance between vegetation and equipment, the input data is labelled as

0.1 for normal distance and hence no threat, 0.5 for elevated threat level, i.e., the vegetation of the

area should be managed as soon as the utility can, and 0.8 for extreme threat, where vegetation is

in contact with power equipment whether vegetation-to-power equipment or vice versa in the case
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of sagging or downed lines and equipment, or according to the distance to the ground vegetation.

6.3.2 The Power Equipment Module

This module is active in the “Wildfire Analysis” and “Wildfire Progression” phase of the re-

silience trapezoid as illustrated in Fig.6.1. During wildfire analysis phase, the UAVs inspect the

transmission lines in high threat grids, along the travel path, for arcing/flashovers due to electrical

faults. Lines can ignite/arc and remain in place after the actions of protective equipment, or can

dissociate from the overhead poles and contact vegetation or ground to become an ignition source

for a location with a high ignition potential. In the wildfire progression phase, we suppose the

equipment fire/flashovers come in contact with vegetation or the line ejects combustible hot-metal

particles to ground and starts ignitions in different locations, or the arcing remains continuous and

provides a sustained source of ignition for a tangible amount of time. For example, high impedance

(HiZ) faults occur in a sizeable number of faults when a single energized line conductor breaks and

falls to earth but the resulting fault draws electrical current that is too small to blow a fuse or trip a

circuit breaker due to surface contact resistance. Specifically, a line with HiZ fault can remain en-

ergized while it is on the ground for long periods of time which could be tens of minutes producing

high-energy, high-temperature arcing. Conventionally, utilities rely on customer calls to detect this

condition all while the line could still remain energized on the ground [196]. Hence, the module

would alert the operator on fault reclosing recommendations and as well inform the operator when

the equipment risk has become a wildfire ignition.

For this reason, we integrate and co-train this module with the wildfire module and modify

the training network to output 6 classes which include “wildfire-fire", “wildfire-smoke", “wildfire-

normal", “equipment-fire", “equipment-arc", “equipment-normal". The module should be able to

differentiate between an equipment fire and an actual wildfire ignition as this is very important

information for utilities to be able to route appropriate resources accordingly. Additionally, the

module is trained to distinguish between equipment fire and arcing in order to adequately enable

the operator take corrective actions to mitigate the fault. For instance, power line arcing can be

caused by short-circuits which can result from damage/collapse of the poles/insulators/line struc-
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tures, high winds which may cause conductor slap, an external conductive object (e.g., birds, wet

objects) resting across live lines. On another note, equipment/power line fire can be caused by

component contamination or failure in the equipment especially during prolonged dry periods.

Component contamination can be as a result of a build-up of debris mixing with moisture to create

conducting paths within components, which may lead to arcing and eventually equipment fires.

Hence, distinguishing between these event types can aid in faster failure and fault forensics for the

utility. Given the above, this module can, thus, also be applied in maintenance of power system

equipment.

6.3.3 The Wildfire Module

The wildfire module of the SL-PWR consists of 1.) the fire and smoke detection sub-module,

2.) the fire localization and spread estimation sub-module. It aids to i.) detect ignitions/wildfires/under-

surface fires, ii.) prepare utility crew routing to affected areas e.g., extra gear requirements due to

heavy smoke. Additionally, this module informs the spread of the fire once ignited and burning,

and is active in the wildfire progression phase of the resilience trapezoid as illustrated in Fig. 6.1.

6.3.3.1 Wildfire Fire-Smoke Detection Sub-Module

This sub-module detects the ignition/occurrence of a wildfire. The grid being monitored could

be in normal, smoke, or wildfire conditions, hence a multi-class approach is used by adapting the

ResNet-18 as in Fig. 6.2. It is co-trained with the power equipment fire-arc detection to improve

robustness in distinguishing actual wildfire ignitions from fires/arcs captured on power equipment

but have not yet caused an ignition.

6.3.3.2 Wildfire Localization and Spread Estimation Sub-Module

This predicts the wildfire boundaries using bounding boxes and then calculates the radial spread

using the box coordinates. Hence, it performs two main functions: 1.) localizes the wildfire in the

grid and 2.) calculates wildfire spread area. It also enables a third function, which is 3.) calculating

the rate of spread of the wildfire in real-time. The network architecture for this sub-module is

illustrated in Table 6.1. where the fully connected layer is modified to an input of 512 neurons
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Table 6.1: The CNN training parameters of the localization and spread estimation sub-module.

with an output of 4 neurons which represent the wildfire bounding box coordinates to be detected.

The 4 neurons indicate fire height hf , fire width wf , fire boundary positions on the x and y axis,

xf and yf respectively, in a 2-dimensional grid, where the UAV captures the wildfire image from

above the grid.

Importantly, this calculation takes into account the scale of the UAV image to the actual size

of the grid at any height level at which the UAV captures the image, since this height influences

the wildfire localization and spread calculation, as illustrated in Fig. 6.5. Hereon, the localization

model is developed assuming radial spread and hence an ellipse, as represented in (6.23), inside or

outside the predicted bounding boxes, as illustrated in Fig.6.6.

Figure 6.5: Illustrating the UAV-height-informed scaling for radial spread calculation. In the figure,
a signifies the area of the fire spread given that a short UAV height/distance from ground-level, x
signifies that, as the UAV’s distance from the ground increases, the spread area localized by the
bounding boxes reduces and this can be applied to any distance-from-ground of the UAV using nx.
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(y
b

)2
+
(x
a

)2
= 1 (6.23)

Areabox = 4xy = 4ab · cos θ sin θ (6.24)

4ab · cos θ sin θ = 2ab sin 2θ (6.25)

where x = a cos θ and y = b sin θ and the considered ellipse is centered at (x + w
2
, y + h

2
) where

w and h are the height and width of the box, respectively. The ellipse external to the locus of

Figure 6.6: Illustrating the wildfire spread calculation assuming radial spread.

the bounding box (i.e., the ellipse circumscribing the localization box) should be used when the

bounding boxes are predicted conservatively, i.e., bounding box does not quite enclose fire area,

then the area of the spread/ellipse should be assumed largest when sin 2θ = 1. However in this

work, the box coordinates adequately enclose the wildfire location and hence the inscribed ellipse

technique is utilized for fire spread as detailed below.

Let a− 0 = A and b− 0 = B in Fig. 6.6, then the area of the ellipse is:

Aellipse = πAB = π × hbox

2
× wbox

2
=

π × hbox × wbox

4
(6.26)

Now assume that the box is the wildfire bounding box located in a captured grid which is a scaled
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version of the original grid, i.e., the UAV distance to ground level decreased during the capture of

the image hence the captured image is magnified in comparison to the original image, as in Fig.

6.7. Then, the area of the wildfire spread can be calculated as follows. In order to find the scale of

the wildfire bounding boxes, with height and width hf and wf respectively, to the original image,

the following relationship is defined mathematically as:

Areab_box =

(
wf×hf

h2

)
( original_image_length
captured_image_length)

2 (6.27)

where Areab_box is the scaled area of the wildfire bounding box with height and width wf and hf

as illustrated in Fig. 6.7.

Areab_box =

(
wf×hf

h2

)
(h+2a

h )
2 (6.28)

Then assuming radial spread as illustrated in Fig. 6.6, the spread area SArea is calculated as in

(6.29).

SArea =
(

πhfwf
4
h2

)

(h+2a
h

)2
(6.29)

Furthermore, the fire localization and spread detection model can also inform the grid opera-

tor on the spread rate of the wildfire. In literature, mathematical models are developed in order

Figure 6.7: Calculating real-time wildfire spread: Scaling to grid area when UAV distance to
ground level varies by the parameter “a” as illustrated in Fig. 6.5
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to calculate wildfire spread rate, however, to improve situational awareness in utility operations,

real-time monitoring is indispensable as spread rates are dynamic parameters which could be ex-

acerbated or otherwise by weather conditions. These parameters such as spread rate can also be

unique to certain geographical attributes not represented in the pre-defined mathematical models

(e.g., spread rate according to topology/slope/landuse of an area) hence making preexisting mod-

els inaccurate for real-time spread rate inference. Hence, the SL-PWR’s wildfire localization and

spread detection model in the wildfire module can aid to estimate the spread rate of the wildfires

in real-time without any dependence on mathematical models, vegetation models, or quantitative

data.

The spread rate can be obtained by getting the spread area of the fire at every time stamp that

the UAV captures. The spread rate is then calculated by (6.30).

Srate =
S ′
Area

t − S ′
Area

(t−1)

tt − t(t−1)
(6.30)

where S ′
Area

t and S ′
Area

(t−1) are the farthest point towards the direction of wildfire spread at time t

and t− 1, respectively.

6.3.4 The Burnt Equipment Detection and Estimation Module

This module is active in the restoration phase of the resilience trapezoid post wildfire occur-

rence. After the wildfire is suppressed, the power grid equipment in the area will most likely suffer

Figure 6.8: The CNN architecture and parameters of the Burned Equipment Detection/Estimation
training module.
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some damages and burns depending on the amount of time the fire-fighting crew spent to curtail the

fire. Conventionally, power utilities would route supervisory crews to different areas of the burnt

grids to inspect the level of equipment damage towards an estimation of restoration costs [197].

This technique would increase not just the cost of damage estimation but also time to infrastructural

restoration of the system. With the Burn Equipment Detection and Estimation Module, the UAVs

can monitor the status of equipment providing the type and level of burn damage towards a more

economic and transparent approach to cost estimation. A major advantage of this module is that it

comes with actual equipment images and provides a high level of transparency in cost estimation.

The architecture of this sub-module consists the detection and estimation parts. The detection part

is a classification model that aims to differentiate between the main types of damages to the power

equipment after wildfires occur which are 1.) The burning/damage of the top/cross arm area of

the power pole 2.) The burning of the base of the power pole 3.) The leaning of the power pole

structure from the axis of the normal as illustrated in Fig. 6.9. In this case, the detection network is

basically as in Table 6.1, however, with the fully-connected and softmax layers having 3 neurons

respectively.

The estimation network for each of these types of damage then consists of a series of convolu-

tional layers which take as input, positively classified images and culminate towards predicting a

scalar that informs the extent of burn damage. The architecture of this sub-module is as illustrated

in Fig. 6.8, where the layer 5 of the convolution is modified from 512 channels to 1 channel, and

then the 14 x 14 average pooling is performed which then yields the scalar value representing the

burn damage estimation of the input image. The labelling of the input image ground truth takes

certain logic for different burn damage scenarios as illustrated in Fig. 6.9.

6.3.4.1 Calculating the parameters of poles affected by burning

Here, we discuss the calculation technique for obtaining accurate electric equipment parame-

ters after a wildfire/burning/arcing incident. After the incident occurs, the UAV arrives and takes

images of the power system equipment. However, there is need to map the height parameters of the

captured image with the real equipment parameters, as in Fig.6.10. In order to do this, we employ
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Figure 6.9: Scenario types for system restoration in the Burn Damage Detection and Estimation
module.

the use of reference heights in electric poles, where references will be any object/mark of a known

height. For instance, the reference could be the pole tags which are already widely employed by

power utilities. The pole height can be calculated as:

HT =

(
Hp

T

Hp
R

)
HR (6.31)

where HT is the actual height of the electric equipment, Hp
T is the measured height of the electric

equipment in the captured image/picture, HR is the actual height of the reference, and Hp
R is the

measured height of the reference object in the captured image/picture. The normal image of the

equipment for which HT is calculated can be used as a permanent documentation of the height

measurement of the equipment in question and or similar equipment. As illustrated in Fig.6.9, for

the three common scenarios being considered, estimation are as follows.

6.3.4.1.1 Scenario 1/Bolted-on base:

Hbolted =

[(
Hp

T

Hp
R

)
HR −

(
Hp

Tburnt

Hp
R

)
HR

]
+ L (6.32)

117



where Hbolted is the estimated height of the burnt base to be bolted-on, Hp
Tburnt

is the measured

height of the remaining top part of the equipment from the captured image, and L is the total of the

margin of error + the part of the pole that goes underground for the foundation of the equipment.

6.3.4.1.2 Scenario 2/Leaning pole:

HD = HT −HTL =

[(
Hp

T

Hp
R

)
HR −

(
Hp

Tleaning

Hp
R

)
HR

]
(6.33)

where HT p
leaning

is the measured height of the leaning power equipment in the captured image.

Furthermore, the angle of lean/angle of tilt φ can either be estimated directly from the image

or can be calculated more accurately albeit more rigorous, as follows.

φ = σ (6.34)

where σ is the angle made by the line parallel to the leaning part of the pole at the baseline with

length b and perpendicular to the slope with distance s, θ is the angle of view of the camera mounted

Figure 6.10: Restoration estimation for damaged poles.
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on the UAV and is calculated as follows.

θ = 2× arctan

(
SW

2× FL

)
(180/pi) (6.35)

where SW is the sensor width also known as the width of the camera film (these are standard

for different camera types), FL is the focal length of the camera lenses, and (180/pi) aids the

conversion between degrees and radians. In practice, it may become problematic to position the

UAV in such a way as to obtain the line which is parallel to the leaning part and perpendicular to

the slope in order to calculate the angle σ as
[
90◦ −

(
90◦ − θ

2

)]
, hence close approximations can

be made by “eye-balling” the images.

6.3.4.1.3 Scenario 3/Attached cross-arm extension:

Hcross−arm =

[(
Hp

T

Hp
R

)
HR −

(
Hp

Tbase

Hp
R

)
HR

]
+ e (6.36)

where Hp
Tbase

is the measured height of the remaining unburnt part of the power equipment. Here,

the parameter L is eliminated since the margin of error can easily be compensated for using e and

there is no need for estimating the height of the equipment to be buried towards the equipment

foundation.

6.4 Optimization of system UAV resources

It is important to mitigate both endogenous and exogenous wildfires before they occur, or

manage these fires in real-time, if they occur. Toward this end, the SL-PWR model utilizes potential

ignitions pre-wildfire in order to prepare for critical scenarios and proceed with optimal strategies

to better respond to and mitigate risks arising from extreme wildfire events including the propensity

of outages caused by exogenous wildfires and power shutoff to customers as a result of wildfire

threat (de-energization to prevent endogenous/power equipment-caused wildfire).

Hence, the UAV system of the SL-PWR is tasked with obtaining images of geographical loca-

tions of interest in terms of power equipment, vegetation, and potential ignition locations towards
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preventing both endogenous and exogenous wildfires. In order to obtain the input images, the

UAV flies over the geographical area under consideration taking in GPS navigation enabled by the

potential ignition probability maps produced by the STWIP model [184]. First the STWIP sends

in all the i.loc with normal-elevated-extreme levels of wildfire threat, where normal threat level

locations (i.loc) has probability ≤ 0.5, elevated threat level i.loc have 0.5 ≤ probability ≥ 0.8 and

extreme threat level i.loc have probability ≥ 0.8. Note that since the forecasted threat locations in

the potential ignition probability map have a “cluster-like” attribute, i.e., if an i.loc is of extreme

threat level then there is a high probability that surrounding grid points have the same threat level,

the UAVs can be stationed in the center (gc.loc) of the grid with the cluster under consideration.

Assume the resource information collection is as illustrated in Fig.6.11, and the potential ignition

map from STWIP is as furnished where grids G1 and G5 have the extreme and elevated threat

levels respectively, and V gi is the vegetation type (crown V g1, grass V g2, litter V g3) associated

with the grids. Furthermore, PEi is the amount of power equipment associated with the grids, for

instance, PE1 has a higher criticality (weight) in terms of power equipment since it has more 4

lines, a generator and 3 buses, than PE2 with 4 lines and 2 buses, and PE3 with 2 lines and 2 buses,

Figure 6.11: Illustrating the UAV resource optimization problem.
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assuming the loads served in each area are equal i.e., L1 = L2 + L3 = L4 + L5. Additionally,

PEi factors in the “Power Equipment Age” and “Fault Frequency” of the equipment in the said

grids.

The goal is to route UAV 1 to grid G1 to monitor the extreme threat for the length of time the

threat is viable. However, in order to get to G1, the UAV 1 gets to travel along a path, and since

the UAVs are limited resources, the operator wants to maximize the monitoring of critical grids

without compromising with the risk posed by G1. Towards this aim, a weighting/criticality factor

is also assigned to the grids (G1−G9) depending on the threat level in the potential ignition maps

i.e., criticality of G1 ≥ criticality of G5 ≥ criticality of (G2 − G4, G6 − G9). A sample optimal

route would be {G8−G5−G1} because in G8 there exists crown vegetation and higher amount

of power equipment, increasing the likelihood of there being tall encroaching vegetation towards

power lines. In G5 there are also 4 power lines with grass vegetation making the rate of spread of

fires rapid if power lines sag or fall to the ground. Thus the SL-PWR will obtain more crucial and

targeted information via this path as opposed to {G3 − G2 − G1} which has a lower number of

power lines and with litter vegetation which does not pose as much threat in a wildfire scenario.

Note that the grid centers are assumed equidistant since the UAVs are airborne and can fly

directly to grid centers as opposed to land mobiles that have to go through a road network. Hence,

the optimization proposed in this section is to capture the routing of UAV resources since these

resources can be limited in availability due to cost of purchase (dollar cost) or cost of operation

(computational and dollar cost of training and transport). The UAV routing problem is a bi-level

one illustrated in Fig.6.12 and formulated as follows:

6.4.1 Upper Level

This determines the UAV path by maximizing the criticality across the PE, V g, and G layers of

the geographical area as illustrated in Fig.6.11. In (6.37), the objective is to maximize the criticality
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Figure 6.12: Illustrating the UAV resource optimization problem. The maximum probability grids
are picked from the potential ignition probability map from STWIP and these become the moni-
toring destination of the UAVs. However, the path of the UAV to the destination grid is optimized
in order to utilize limited UAV resources more efficiently.

of the grids towards optimizing the travel path of the UAV as it moves along to its destination grid.

max
∑
i∈path

PEi · V gi · Cri ·∆ti (6.37)

The equation is maximized path = {p1, p2, · · ·, pN}, ∀ UAV ={1, 2, · · ·, J} where PEi is the

information of power lines (amount/density, age, fault frequency) in the grid i, V gi is the growth

rate of vegetation predominant in i, Cri is the criticality of potential ignition in i (normal, elevated

and extreme probability grids), and ∆ti is the amount of time since the grid was last visited by a

UAV. Hence, the objective of (6.37) is to choose the optimal UAV paths given that high vegetation

growth areas are quickly able to encroach power lines and need to be visited often. As well,

grids with high power equipment density are more likely to cause endogenous wildfires than lower

density grids. The criticality of the grids ensures that even elevated wildfire threat grids can also be

visited even if not as oven as the extreme grids. This is because, occasionally wildfires can occur

outside the predicted extreme area as was the case with the famous Campfire. Lastly, ∆ti ensures

that grids of sufficient criticality are not overlooked for too long and are visited occasionally.
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6.4.1.1 UAV-Resource Constraints:

N∑
i=1

pdi ≤ sUAV · tchargeUAV ∀ UAV (6.38)

where N is the number of grids in the chosen path, sUAV is the travel speed of the UAV, tchargeUAV is

the time the UAV charge will last, and pdi is the distance it takes to get to grid i from the preceding

grid i − 1 in the path assuming equidistant grid centers, since the UAVs fly and there is a straight

line of flight between the gc.loc of adjacent grids i − 1 and i in the path. This constraint ensures

that the UAV path is feasible in terms of the time of travel afforded by the UAV’s charge state.

Further weeding out of infeasible paths can be done with high-fog/high storm grids. The output of

this level is a set of selected paths PUAV = {p1, p2, · · ·, pN} for every UAV.

6.4.2 Lower Level

The lower level problem is a maximum UAV monitoring coverage one taking in the output

of the upper level, PUAV = {p1, p2, · · ·, pN}. In each path pi, there are grids from i = {1, · ·

·, I} The UAV optimization has to ensure that the UAV does not spend undue and valuable time

monitoring/flying through the paths (I − 1) leading to the assigned destination grid I . Hence, this

level ensures that the UAV-assigned extreme threat grid gets maximum monitoring coverage in and

within the appropriate time.

max
∑

pi∈PUAV

yj · τ Ij · Crpisum ∀ UAV (6.39)

PUAV∑
yj ≤ 1 (6.40)

τ I−1
j ≤ T I

s (6.41)
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τ Ij ≥ T I
e − T I

s (6.42)

In (6.39), the goal is to ensure that within the selected paths, the paths with higher criticality is

maximized while ensuring that the most time within the UAV travel time is spent monitoring the

assigned destination grid I which is the last grid in the selected path, where yj is a binary variable

that indicates if a path is selected (yj = 1) for UAV j or not, τ Ij is the amount of time spent at I by

UAV j, and Crpisum is the criticality of the path i.e., weight of all grid nodes in the path. In (6.40),

the aim is to ensure that for each UAV, no more than a path is selected for travel to its destination

node I , however, once the UAV arrives at that destination it can still add another route to its trip if

the feasibility constraints allow, (6.41) ensures that the travel time through the path just before the

UAV arrives at I is less than the predicted start time of the wildfire threat T I
s , and (6.42) ensures

that the UAV keeps monitoring I for the duration of the wildfire threat, where T I
e is the end time

of the wildfire threat i.e., the time until which the wildfire threat is viable.

6.4.3 UAV Optimization Process

A graph-theoretic algorithm is proposed for the UAV optimization procedure presented. A

three-step procedure is proposed to determine the optimal UAV monitoring strategy: 1.) build the

UAV monitoring trees forming UAV paths based on grid criticality 2.) path selection and 3.) solve

for maximum monitoring coverage at I . In the first step, the paths from the UAVs to the extreme

wildfire threat grids are identified. Hence, each UAV could have more than one monitoring path

forming a monitoring tree with all paths starting from that UAV as the root node. In the second step

the path selection is carried out limiting the set of paths to feasible paths through which the UAV

could travel and considering the UAV charge capacity. The third step takes care of the maximum

monitoring coverage of the UAV over the assigned high wildfire risk grid. In this step, it is ensured

that the UAV flies through the most critical path while not spending crucial time on the path of

travel and spends the optimal time monitoring it’s assigned grid. This is achieved by ensuring the

UAV time spent at it’s assigned grid is maximized while making sure the time spent in the travel

path does not exceed the start time of the wildfire risk forecast and that the UAV monitors the high
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risk grid till the end of the high risk forecast.

6.4.3.1 Building the Monitoring Trees

The geographical area is modeled as an undirected graph G = (V, E) with different layers in-

cluding the potential ignition map, the vegetation layer and the power equipment layer. The set of

nodes V represent the grid centers that carry the grid attributes through these different layers. The

set of edges E represent the inter-grid UAV flight path which is assumed to be an equidistant and

direct line of flight. Additionally, a source node is the node from which a UAV takes off while a

destination node is the critical high risk node to which a UAV has been assigned to monitor. Each

node has a weight w whose value is set to the combined criticality of the grid across all its layers,

and each path has a weight Crpisum which is the sum of criticality of the nodes on the path. The

UAV-monitoring path is the path with the highest criticality/weight that gets to the destination node

within the critical time. A modified Dijkstra’s algorithm is used to obtain the paths from the UAV

source node to the assigned destination node to form the monitoring tree and via pruning the tree,

infeasible paths are eliminated. The pseudo code for the building the UAV monitoring tree is as

illustrated in Algorithm 5. From the algorithm, the UAV monitoring paths are returned as a tree

whose root node is sourced from s. Furthermore, for a node v ∈ V, v.dist is the distance from s to

v which is the weight/criticality Crpvsum of the nodes in the monitoring path from s to v, and v.dist

will be updated to equal the weight of the monitoring path when a monitoring path is found. The

criticality of each grid is adjusted to M-Crtot∗i in order to maintain the shortest path attribute of

the algorithm since our objective is to maximize the weight of the chosen path and the Dijkstra’s

algorithm does not work well with negative weights, where M is a fixed number bigger than Crtot∗i

across all UAVs. Additionally, v.path is the set that will contain the predecessors of v forming

individual paths which are then appended to v.trip. A priority sequence S is used to store nodes

that have not been explored by the algorithm and also to manage the nodes which form key-value

pairs with the node’s distance. The nodes are explored by extracting from S, the node with the

minimum distance and adding such a node to the v.path for that UAV which should run from its

source node to the assigned destination if a path exists.
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Algorithm 5 Building the UAV Monitoring Tree
1: ▷ Initialization of parameters
2: for node v ∈ V do
3: v.dist←∞
4: v.path← {}
5: v.trip← {}
6: v.trips← {}
7: D*← {}
8: M← big number
9: end for

10: s.dist← 0
11: S← V
12: D← Set of UAV destination nodes
13: T← Set of wildfire threat start time of elements of D
14: ▷ Obtain UAV monitoring paths
15: while D ̸= ∅ do
16: q← EXTRACT-MIN-DIST(S)
17: for node v ∈ adjacent to q do
18: ▷ Modified Dijkstra relaxation operation
19: Crtot∗i = PEi · V gi · Cri ·∆ti
20: Crtoti = M-Crtot∗i

21: if v.dist ≥ q.dist + Crtoti then
22: v.dist← q.dist + Crtoti

23: v.path← q
24: end if
25: end for
26: if q ∈ D then
27: D← D - {q}
28: v.trip← v.path
29: v.path← ∅
30: end if
31: if S = ∅ then
32: D*← q
33: v.trips← v.trip
34: v.trip← ∅
35: S← V
36: end if
37: end while
38: ▷ Build the UAV monitoring tree
39: Vtree ← {s}
40: Etree← ∅
41: for destination node v ∈ D* do
42: Check the monitoring trip feasibility from s to v
43: Feasibility based on the UAV flight range, weather conditions, and travel time.
44: Travel time is before threat start time forecast in T
45: if monitoring path is feasible from s to v then
46: ▷ Add nodes to monitoring path, v to Vtree, and add edges to Etree.
47: ▷ Drop extra paths if any, leaving one feasible path in v.paths
48: while v /∈Vtree do
49: Vtree←Vtree ∪ {v}
50: Etree← Etree ∪ {v.trips[v], v}
51: v← v.trips[v]
52: end while
53: end if
54: end for
55: ▷ Return
56: Tree← (Vtree, Etree) =0
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Hence, Lines 2-10 initializes the parameters for the nodes towards implementing the modified

Dijkstra’s relaxation operation where distance value (dist) of all nodes are set to infinity while the

source node’s is set to 0 (Line 10). For each v, the v.path is a null set where the predecessors q of v

are appended. In Line 8, a fixed number, M, bigger than Crtot∗i across all UAVs is defined in order

to maintain the minimum distance attribute of the Dijkstra’s shortest path. In Line 11, all nodes

(grid centers) are inserted into the sequence S, the set of destination nodes D is defined in Line 10,

while the set of predicted potential wildfire risk start time in each of the grids T is defined in Line

13. Since the distance from adjacent grid centers are equidistant, the time taken to travel a path

can be easily obtained given the speed of the UAV. In the while loop of Lines 15-37, a modified

Dijkstra’s algorithm is utilized to find the UAV monitoring paths to the destination node. Here,

for each destination node, the node q, with the minimum distance (in the first iteration, this is the

source node with s.dist=0), is extracted from S and explored. After extracting q, the relaxation

operation is applied to the nodes adjacent to q as seen in Lines 17-25, and it is removed from S.

This is modified in this paper, since we seek the path with the maximum criticality for the UAV,

hence the fixed number M is introduced for which Crtoti must be positive across all UAVs. If q

is a destination node, then a monitoring path is found for that destination node and q is removed

from the set of destination nodes (Lines 26-27), v.path is appended to v.trip (Lines 28) while the

UAV moves along to another destination node in the same trip if feasible. This ensures that in a

UAV trip it could be able to get to more than one destination node if possible. This is enabled by

Lines 31-36, the node set in G is appended back to S if the sequence becomes empty before D

becomes empty (signifying the end of a trip). This ensures that each destination node is explored

and reached once if a path exists, and while all destination nodes have not been explored but S is

empty, the UAV monitoring path is renewed from s to form several other paths (and possibly trips)

to explore the destination nodes that have not been explored. In Line 32, the elements of set D∗

are the leaf nodes of each UAV tree. This is further demonstrated in Fig.6.13.

The search for the monitoring path ends when either of the all destination nodes have been

explored if path found (D = ∅) or otherwise e.g., when there is an obstacle such as storm that
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Figure 6.13: Illustrating the UAV trip with destination nodes {D1, D2, D3, D4, D5, D6}, the first
total travel path (a trip) for the UAV may contain the paths to {D1, D2, D3} before the set S goes
empty, then the set S is replenished with V to make another trip which may contain {D4, D5}
before the set S goes empty, then again S is replenished with V to make a trip to {D6}. This is
more efficient as the UAV trip covers more destination nodes in one trip, as opposed to returning
to the source after reaching one destination.

prevents the UAV from traveling through a grid. Lines 38-53 build the UAV monitoring tree,

where a feasible trip is chosen for each UAV from source node s to destination node ∈ D∗. The

graph Tree which is made up of (Vtree, Etree) represents the UAV monitoring tree where Vtree

is the set of nodes of the tree, and Etree is the tree’s edge set, not including infeasible paths or

dropped trips.

6.5 Simulation and Results

We evaluate all modules of the SL-PWR model using well performing hyper-parameters, for

instance, learning rates are tested in powers of 10 as optimizing the hyper-parameters are better in

log space. Moreover, since there are no existing image databases towards the different modules

of the proposed model, the work in this chapter significantly focuses tangible effort on data col-

lection and processing, using search engines to gather relevant images which serve as substitute to

the UAV captured images. Input data post screening consisted of > 1800 images including 863

images of which 307 vegetation type images consisting of 55.43% of crown vegetation, 28.80%

of grass vegetation, and 15.75% of litter vegetation types. Additionally, there are 283 vegetation

distance dataset images and 125 images for fire spread prediction, and 286 images for the burnt

detection and estimation module with Leaning: 27.33%, Bolted_base: 36.63%, Extended_cross-
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Figure 6.14: Using random search hyper-parameter optimization ensures that more of the hyper-
parameter space is visited while training the CNNs.

arm: 36.05%. The images are resized to 224 x 224 with RGB color channels to rhyme with the

input requirements of the base ResNet model, and are color normalized. This color normalization

aids the emulation of different times of day in which the UAV will supposedly capture images for

the SL-PWR model, using contrast from 0-255 for minimum to maximum intensity pixels. For all

modules, we split it’s database to a training, validation and test dataset which have three major data

augmentations including five-crop, random flipping and color jittering. Prior to the five-crop, the

images are padded and resized to 235 x 235 and the images are cropped at the four image edges

and at the image center to a final 224 x 224 size. The hyper-parameters such as the learning rate are

set after cross-validation where, using the random layout technique [198], such that distinct val-

ues of the function are visited during the hyper-parameter optimization as illustrated in Fig. 6.14.

Different learning rates are trained over epochs and validated, where the hyper-parameter with the

Table 6.2: Parameters of the SL-PWR model.

Module Sub-modules Learnable params. Train. And 
Eval. Samples Epochs Train&Eval. 

time (sec.)
Image prediction time 

(sec./image)
Type Detector 11178051 245 25 222.18 0.139188909

Clearance Estimator 2783041 227 100 188.05 0.181152294
Power Equipment Type Detector

Fire-Smoke Detector
Spread Estimator 2783041 100 100 170.07 0.027984476

Localization Estimator 11178564 100 200 391.07 0.035381708
Damage Type Detector 11178051 230 150 778.13 0.16672171

Damage Estimator 2783041 230 100 492.25 0.028728008

Vegetation

Wildfire

Burnt-Equipment

608.75 0.0674707262569011179590
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best validation result is chosen. The training hyper-parameters are then fixed while a batch size

of 64 images are mostly used, with Adam optimizer and 25 training epochs using the TensorFlow

framework and Google Colaboratory using designated GPU runtime. The modules are trained and

validated individually except for the wildfire module and the power equipment module which is

intentionally trained together so that the SL-PWR model could be sensitive to an equipment fire

vs. an ignited and flaming wildfire. The model, summarized in Table 6.2, which shows “Very

Early Detection” of less than 40 milliseconds once the UAV images are captured. This “Very Early

Detection” is crucial in fire fighting as every second matters. For all the modules, the dataset is

split into 6
10

for training data, 2
10

for validation data, and 2
10

for test data.

6.5.1 The Vegetation Module

This module consists of the base CNNs which are trained towards detecting the vegetation

types and the vegetation clearance distance towards the utility vegetation management. The input

dataset of the first CNN consists of all images from the 3 different classes for vegetation types

namely: grass, crown and litter, while the output consisted of the classification of the input image

into one of these 3 umbrellas. In training this network, the Adam optimizer is used with a learning

rate of 5×10−5, while a batch of 64 images is trained over 25 epochs. The sub-module performance

can be seen in Fig.6.15, where the validation accuracy is up to 93.4% and the test accuracy against

Figure 6.15: Training and validation performance of the Vegetation Type module. The validation
accuracy improves over training epochs while the loss is minimized.
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Figure 6.16: Independent prediction accuracy results for the Vegetation Type module.

the unseen part of the dataset is 91.8%. The Fig.6.15 also shows the variation of the cross entropy

loss function over different epochs in the training and validation of the network, showing great

improvement as the training epochs progressed.

The second network in this module estimates the vegetation clearance distance, hence taking

an input of images and outputting a scalar value of the level of clearance of vegetation from the

power equipment. The level of clearance is on a scale of (extreme = 0.1, elevated = 0.5, normal

= 0.8) depending on the closeness of the vegetation to the power lines. The parameters such as

the optimizer used is similar to the previous network, however, the learning rate is 2× 10−5, with

Figure 6.17: Vegetation clearance estimator results.
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the batch size reduced to 32 while the number of epochs is increased to 100 in order to further

facilitate learning.

6.5.2 The Power Equipment Module

As discussed earlier, the power equipment module is co-trained with the wildfire fire-smoke

detection in order to further learn the different fire types (“equipment fire”, “wildfire fire”) and

also the similar incidents such as equipment arcing. The Adam optimizer is also used with a

learning rate of 5 × 10−5 and a batch size of 64 images trained over 25 epochs. The performance

Figure 6.18: The accuracy and loss results of the Power Equipment module combined with the
Wildfire and Smoke Detection module.

of the module is as visualized in Fig. 6.18, with the performance of the module on unseen images

i.e., the test data prediction accuracy as 89.60%.

Next, we illustrate the mispredictions of the module in order to understand how to better im-

prove the network. It can be seen that the network generally performs relatively worse when the

data augmentation is darker i.e., simulating night time. For instance, according to Fig. 6.19,

at night time, the module is quite stumped on the difference between an equipment arcing and an

equipment fire since both are bright reddish at night time. On a similar note, with the data augmen-

tation emulating sunrise in the third image, the brightness of the sun angle is seemingly confused

for an arcing incident down the line of sight of the poles. In the fourth image, there is both fire
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and smoke in the image and since the night time shadows the smoke, the equipment fire is more

visible. This highlights the need for using night vision cameras with the UAVs. It also highlights

the need for the system operator to take a look at the reason the SL-PWR is raising an incident

alarm by looking at the captured image in particular. These mispredictions can be improved or

even mitigated with more training data samples of these incident types.

6.5.3 The Wildfire Module

The wildfire module consists of the 1.) wildfire fire-smoke detector, 2.) the spread estimation

3.) the fire localization model. The wildfire fire-smoke detector is co-trained with the power

equipment module as discussed earlier. The spread estimation evaluates the spread of the fire in

the “gxg” km grid cell that the UAV is monitoring according to (6.29), while the localization model

tells the location of the fire in the monitored grid cell. These sub-modules are further discussed as

follows.

Figure 6.19: The mispredictions of the equipment type module .
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Figure 6.20: Independent accuracy of the Wildfire-Equipment classification.

6.5.3.1 Wildfire Fire-Smoke Detection Model

Since this module is co-trained with the equipment module, the same parameters apply with

the training of the network. The mispredictions of the network relative to the wildfire fire-smoke

detection can be seen to be challenging during the night time also, where the darkness masks the

smoke and hence the network is only able to detect the fire.

Moreover, we can see the prediction accuracy for individual classes predicted by the wildfire-

equipment type network as in Fig. 6.20. The network is 100% able to detect the normal conditions

hence leaving little to no chance of a false positive. With the wildfire fire and smoke, the network’s

performance is > 90%, while the equipment fire is a little short of 90% prediction accuracy. The

least prediction accuracy is the equipment arcing with performance at about 75%. This perfor-

mance can be improved by increasing the number of input samples fed into the network which as

can be seen in Fig. 6.4, the equipment arcing examples is barely 7% of the input data.

6.5.3.2 Wildfire Localization and Spread Estimation Model

First, we discuss the spread estimation sub-module. The wildfire spread is calculated and

labeled as discussed in (6.29). The network is trained with the Adam optimizer, with a learning

rate of 2× 10−5 and a batch size of 32, over 100 epochs. The performance of the spread estimator

is as shown in Fig. 6.21 which shows the MAE and MSE reduction with the training epochs, while
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the average MSE for the test data is 0.01166.

Secondly we discuss the localization estimator which locates the fire on the grid cell being

monitored. In order to do this, we need the fire position in the x and y axis and the height and

width of the fire around its boundaries. The localization estimator then needs to predict these 4

parameters in order to locate the fire on the monitored grid. The network is trained with Adam

optimizer, minimizing over the MSE loss (regression model), with a learning rate of 1 × 10−3

and a batch size of 64, over 200 epochs. The performance of the model with respect to the loss

minimization (MAE and MSE) is recorded in Fig. 6.22, while the average pixel deviation recorded

by the MSE on the test data is 42.09. Furthermore, we visualize the predictions of the localization

estimator to see sample deviations between the GT (orange square) and the predicted location

(green square) in Fig. 6.23.

6.5.4 The Burnt Equipment Detection and Estimation Module

With knowledge of the equations (6.31, 6.32, 6.33, 6.35, 6.36), the inputs to this model can

easily be calculated. However, because there is no available database of actual utility pole images

(with reference heights HR, H
p
R etc.) and the SL-PWR images are mostly sought from search

engines, we make some realistic assumptions based on current utility practices in the United States

in image labelling as follows.

In order to label the image data input, we assume that all pole heights are 12 m long as in the

United States †, the standard electric power utility pole is on average 12 m long and buried often
†The National Electrical Safety Code, published by the Institute of Electrical and Electronics Engineers (IEEE),

Figure 6.21: Performance of the wildfire spread estimator sub-module.
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Figure 6.22: Performance of the wildfire localization estimator sub-module.

2 m in the ground. Hence, we use this information in this work in order to label the image data.

We assume that the length of all poles is 12 m, however, for scenario 1 (bolted-on base), the 2 m

pole-burying height is also considered.

Lestimate =
n× (12m/14m)

h
(6.43)

where Lestimate is the length of the burnt off part of the pole, n is the length of the burnt off part

of the pole in the image with respect to the ground, h is the height of the entire pole in the image

with respect to the ground, and 14 m is used for estimating in scenario 1 (bolted-on base) as the

the 2 m pole-burying height is also considered, as opposed to the scenario 3 (attached cross-arm

sets the standards for construction and maintenance of utility poles.

Figure 6.23: Visualizing the wildfire localization estimator output. The orange square is the ground
truth while the green square is the localization estimator’s prediction
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extension). The angle of tilt/lean of the electric poles are also measured in the input image labeling

as the images obtained from search engines do not have any standard position/height/angle of

capture. While training the model, the risk of overfitting was quite high due to the dearth of training

image data (burnt and leaning power poles with missing base and cross-arms). In order to reduce

the overfitting, we integrate additional data augmentation including Image flipping, gray scaling

on all 3 channels, and color jittering with brightness=0.2, contrast=0.2, saturation=0.2, hue=0.2.

The Random Affine transformation is also used in order to preserve points, straight lines, and

planes where parallel lines remain parallel after an affine transformation, hence aiding to correct for

geometric distortions or deformations that occur with non-ideal camera angles. However, obtaining

Figure 6.24: Accuracy and loss performance results of the burnt equipment module.

more image input for training the module will improve it’s performance substantially.

6.5.5 UAV optimization

A gridded area which consists of 16-grid cells superimposed on the standard IEEE 33-bus test

system is used to test the UAV optimization process and monitoring trees in order to validate the

effectiveness of the proposed method. The one-line diagram of the test system is shown in Fig.

6.25. The layer 1, layer 2, and layer 3 weights are chosen off a random distribution [0,1] for the

different grids, ∆ti is assumed to be 1 ((t1i − t0i ) = (1− 0)) since the first optimization timestep is
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illustrated, while M is chosen to be 1. The same graph structure is used for the modified Dijkstra’s

Figure 6.25: The UAV monitoring system of the SL-PWR spatially and temporally optimizes
routing to high wildfire threat grids.

relaxation to get the UAV tree, and then the graph attributes are modified to inter-grid travel time,

to select feasible UAV trips. For adjacent grids, the travel time is 1, while for diagonal grids, the

travel time is 1.41. The trip feasibility based on the travel time of the paths which make up the trip,

is informed by: 1.) Forecasted threat start time: that STWIP or any utility prediction technique

indicates a wildfire threat. From this time, if that grid is exposed to an ignition source, a wildfire

can be sustained. Hence, the UAV must arrive at the grid on/before this time. 2.) Monitoring time:

that the wildfire threat in a grid is viable and hence the UAV must monitor this grid for this threat

duration before routing to another destination if feasible in the same trip.

We consider two scenarios which inform the mission planning software as in Tables 6.4 and

6.5, a) The Lax case: where monitoring time is an estimate, e.g., extreme threat expected from

noon to within 5-7pm when temperature, a wildfire contributing variable, goes down. b) The Strict

case: where utility’s confidence in the wildfire threat forecast model is high, and UAVs are routed

strictly to that forecast. The difference being that in the strict case, the UAV must monitor till the

end of the threat period while in the lax case, the UAV can leave the grid before estimated threat

end time since, if a wildfire did not occur within about 90% of the threat duration, chances are that

138



it would not occur in that grid. Hence, the UAV saves some time and routes to the next destination.

Table 6.3: Different UAV classes. These classes can be enhanced such that their attributes are
improved e.g., medium class UAVs can be enhanced to a flight time of > 20 hours.

In these scenarios, we have chosen the high risk cells to be [G7, G14, G15, G8, G9, G12] ar-

ranged in the order of the forecasted start times (T I
s ) of the wildfire risk, while the UAVs all route

from the source grid [G1]. In Table 6.4, the first destination grid is G7 with TG7
s = 3, the earliest

time of UAV arrival is at T = 2.41 < TG7
s = 3, so that the UAV can positioned to monitor before

the wildfire risk begins. After the UAV arrival, the time the UAV should remain in the grid for

monitoring τG7
1 = 3, which means this is the estimated duration of the wildfire threat. The UAV

leaves G7 at T = 2.41 + 3 = 5.41 and checks the grid cells that are reachable from the current G7

given the T I
s . G8 is the next feasible destination from G7 as by the time the UAV gets to G8, the

time would be 5.41 + 1 (adjacent grids) = 6.41, and TG8
s is 6.5, hence the UAV can make it in time

to its second destination, the UAV then spends τG8
1 = 3 and leaves G8 at 9.41. At that time, the
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Table 6.4: The UAV Monitoring Tree. The Lax case is proposed such that the service area can be
fully monitored where the SL-PWR UAVs are limited.

UAV cannot reach any other destination grids in its current trip, making UAV 1 have 2 paths in its

trip.

Next, UAV 2 picks up from “G1 - G14" with earliest arrival time at 3.41 (1.41 + 1 + 1) it then

Table 6.5: The UAV Monitoring Tree. The Strict case is proposed where SL-PWR UAV supply is
not limited and the UAV can monitor a grid for the predicted full threat period.
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spends τG14
2 = 5 and leaves “G14" at 8.41 by which time it cannot make it to any other grids before

their T I
s . Another interesting trip to look at will be the trip to G9, the earliest arrival time would be

2.41, however, the start time of the wildfire risk is TG9
s = 7, hence, the UAV operator has to start

out the UAV on the route on/before T = 4.59 and the leave time should be approximately T = 9.

Same applies to “G12". In Table 6.5, the illustration is that the model confidence can change the

route to the UAVs. For instance, if the forecasting model for T I
s and τ Ij is closer to 100%, then the

UAV strictly follows these times and will only leave a grid cell at T = T I
s + τ Ij . In this case, the

UAV 1 routes from G7 to G12, instead of G7 to G8 as in the previous case, and this would be the

best case if there are more UAV supplies that trip time conservation can be overlooked. Runtime

for the UAV optimization code is 0.0182 secs.

Furthermore, the UAV optimization also considers the weather in the grids that UAV takes on

its trip. One way to include the weather would be to not go through the routes with high wind gusts

but in this method, there may be only one efficient route considering the forecast start time, hence

the optimal way would be to schedule medium or large UAVs for the trips with high wind gust

grids during the times the UAV is flying through. On the same hand, the total trip time would also

influence the UAV type (large, medium or small as shown in Table6.3) which will be scheduled on

a trip. This parameter can be easily be manually selected by the operator during trip planning given

the available UAV types. If the trip is long, e.g., 10 hour-trip, a medium UAV can be scheduled

for monitoring since these UAVs can get up to 20 hours of round-trip time. Table 6.3 shows the

minimum attributes, as these UAVs can still be improved, for instance, medium UAVs like the

Penguin B has an optional 7.5 L capacity fuel tank, and in addition, an 80W on-board generator

system to improve on its flight time from 6 hours to above 20 hours, and does not need a runway

as it can take off from a car-top launcher and could be recovered by a large parachute if the need

arises.

Therefore, these UAV types can also be used as the initial firefighting efforts. Once a fire is

detected, the UAV operator gets an alarm, and depending on the UAV type (and hence payload

capacity for carrying firefighting fluids) nearest to the burning grid cell, the operator can use the
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ground station software to circumvent the early-detected-fire with firefighting fluids, hence bound-

ing the wildfire while routing more firefighting resources to the burning grid cell. The advantage of

this method is that the utility does not have to route a ground fire fighting crew as the first response

since road networks are longer and traffic could be a delaying factor e.g., the PG&E 10 hour re-

sponse delay to Dixie Fire. On the same hand, the fluid-carrying UAVs can easily be re-routed to

aid contain the fire pending the arrival of the ground crew in order to give the firefighting crew

headstart.

6.6 Conclusion

This chapter proposes a self-sufficient low-cost wildfire mitigation (SL-PWR) model that is

resilience-oriented in its approach to spatio-temporally predict wildfire threat, detect and localize

wildfire occurrence, spread, and other wildfire-related incidents e.g., power equipment as ignition

sources. The SL-PWR model is self-sufficient as it’s comprehensive nature informs power system

resilience at each stage of the resilience trapezoid. The SL-PWR’s vegetation module improves

vegetation management in the pre-wildfire phase, the power equipment module aids in mitigating

endogenous wildfires, the wildfire module aids containment of already progressing wildfires, and

the burnt equipment module sees to the restoration of the power grid after wildfire damages. In

order to enable these functionalities, the SL-PWR uses already-owned utility UAV resources to

obtain input data used in training the SL-PWR modules to comprehensively inform power sys-

tem resilience against wildfires using spatio-temporally optimized UAV monitoring trees, hence,

achieving transparency. Results show effective performance of the SL-PWR in improving power

system-wildfire resilience, hence reducing risk. The optimization model developed in SL-PWR for

the UAV resources using predicted wildfire threat parameters from STWIP wildfire potential map

outputs improves situational awareness with limited availability of UAV resources. This improves

resilience by reducing response time, extremely important in wildfire mitigation. Additionally,

with this optimization, more monitoring trips can be completed within threat time, encouraging

wildfire risk integration with power system operation. Most importantly, the proposed SL-PWR

model will aid to save lives of utility crew, avoiding disastrous events such as the 2020 fire siege
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regrettably cost the lives of pilot, Michael Fornier, fire captain, Diana Jones, and firefighter Charles

Morton.
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7. ECONOMIC ANALYSIS AND RETURN ON INVESTMENT: A SELF-SUFFICIENT

LOW-COST MITIGATION MODEL TO IMPROVE RESILIENCE IN POWER UTILITY

WILDFIRE RESPONSE

7.1 Introduction

This chapter presents the economic incentive for adopting the SL-PWR model as opposed to

the current utility wildfire mitigation practices. The chapter provides a detailed budget analysis,

of the SL-PWR vs. conventional utility methods, which integrates the dollar cost of technologies.

Herein, we further expand on discussions and recommendations on the use of the proposed SL-

PWR model towards visualizing the return on investment (ROI).

The rest of this chapter is dedicated to the investment potential aspect of SL-PWR for power

utilities. The chapter provides a detailed Cost Benefit Analysis showing the return on investment of

the SL-PWR model relative to the conventional utility wildfire mitigation techniques. Discussions

and recommendation comes in Section 7.3 including state-of-the-art wildfire designs that can as

well complement the SL-PWR model, if desired by the utilities. Furthermore, the chapter discusses

the benefits of employing the SL-PWR model as compared to similar models currently offered by

existing wildfire mitigation companies to power utilities.

7.2 Cost Benefit Analysis for the SL-PWR

Conventionally, power utilities detect wildfires by obtaining reports from:

1. The general public: Many wildfires are detected and reported by the general public who

provide information including fire location, lives and property at risk, fire size, vegetation

type e.g., is the fire burning trees, spreading rate and the color of the smoke.

2. Air patrols: Air patrols consist of a pilot and trained aerial observers who fly predetermined

routes over remote areas during periods of high wildfire risk.

3. Infrared technology: This is used by ground personnel and aircraft with thermal imaging
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technology to assist in fire operations.

4. Computer technology: This is used to obtain current weather, predict the probability and

location of wildfires, predict rate of spread and moisture content of fuels.

5. Lookout observers: These are observers situated in strategic lookout stations with extensive

visibility whose primary purpose is to spot and report wildfires early as well as continued

observation of the fire behavior pending the arrival of fire fighting crew.

These methods are insightful, however, are not cost efficient leading to unrecoverable expenses as

illustrated in Fig.1.7. Additionally, these methods are not efficient when it comes to saving time,

which is critical during wildfire occurrence and spread. In fact, with these reporting methods, it

could take longer hours before wildfires are reported and hence even a longer time to respond to

the wildfires, this makes the wildfires even more intransigent and difficult to subdue. For instance,

it took PG&E more than 10 hours to get to the location of the Dixie fire after ignition. Conven-

tional utility methods, such as monitoring crew on helicopters need to go through safety checks

and take off only once clearance is granted, and hence are less advantageous. Moreover, these

conventional methods of manned-monitoring for wildfires [199] puts the monitoring crew at risk

(e.g., crashing manned-aircraft due to high temperatures or smoke fog, or even trapped lookout

observers), exposing the utility to even more liability. For instance, the 2020 fire siege regrettably

cost the lives of pilot, Michael Fornier, fire captain, Diana Jones, and firefighter Charles Morton,

in memoriam [139], among many others. With the UAV-enabled SL-PWR, these liabilities are

avoided to a highly tangible extent. In fact, most kinds of UAVs can be taken to the site, eas-

ily assembled, launched, and within minutes the UAV can be airborne taking aerial photographs,

reaching humanly inaccessible areas or areas that pose a high risk to humans if accessed. The SL-

PWR affords the utility more benefits including optimized routing paths which can be socially and

economically quantified e.g., faster wildfire is detected, the less likely it is to cause loss of lives and

properties and hence improves the customers faith in their service area utility efforts. If these are

comprehensively integrated in the cost benefit analysis, will also improve the ROI of the SL-PWR
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considerably. However, our goal in this chapter is to highlight the trajectory of improvement that

can be harnessed by investing in the SL-PWR technology and how rapidly the utility will begin to

recoup on their investment.

Hence, in this section, we do a cost-benefit analysis on the SL-PWR model vs. the conventional

utility methods in order to estimate the ROI that these models afford the power utility. Here, we

try to limit the dollar price on the benefits associated with the SL-PWR model to mitigate bias e.g.,

addressing power system resilience on all 4 phases of the trapezoid is allocated a meagre cost of

$1000/phase in the entire year, while allocating up to $6 million/month for the costs of unforeseen

contingencies in the first year of setting up the SL-PWR model. The following details were used

in this analysis.

7.2.1 Conventional Utility Methods

For this case, the benefits include: system resilience, which with this conventional method, is

active in 2 phases of the resilience trapezoid, namely, the pre-wildfire phase during wildfire mon-

itoring and in the disruptive phase during firefighting using firefighting helicopters. The benefits

also include: the improvement of situational awareness using manned-aircraft, the time saved by

detection using lookout stations, monitoring aircrafts, and random observers, social welfare and

community relations, life and property saved by detection, and bankruptcy avoidance. Similarly,

the costs included one-time costs of purchasing utility helicopters, aircraft and pilot commission-

ing, and recurring costs of flight cost per hour, contractor-manned aircraft, flight planning, heli-

copter pilot salary, insurance, cost of false reports, firefighting crew costs, helicopter storage and

maintenance. Helicopter insurance cost consists of 2 separate coverages, the Liability coverage

(up to $4000) which covers Bodily Injury, Property Damage and provides Legal Defense, and Hull

Coverage (up to 10% of helicopter cost) which covers covers damage to the helicopter itself. The

helicopter is assumed to be powered by a turbine engine with fuel consumption of 180 gallons/h

at $6/gallon. Here, we take the detection time of wildfires for the conventional power utility to be

5 hours which is the time it takes for the satellite imagery to become available during active fires

e.g., NASA’s Fire Information for Resource Management System (FIRMS), which uses MODIS
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and VIIRS data to provide updates on active fires throughout the world, including a rough location

of a detected hotspot [200]. The detection time could be up to or more than 10-to-24 hours or more

depending on the technique employed e.g., random observer reports from phone calls may occur

> 10 hours after fire ignition.

7.2.2 SL-PWR model

The benefits of the SL-PWR model include: improving system resilience at every phase of the

trapezoid as illustrated in Fig.6.1, sequential monitoring of vegetation, vegetation clearance, and

equipment, early detection, improving community relations, detection of equipment failure type,

database acquisition from captured images, mitigating traffic delays in routing monitoring crews,

situational awareness enhanced by spatio-temporal imaging and resource optimization. On the

other hand, the costs include one-time costs of UAV purchases, cost of photographic equipment

and ground station software. Ongoing costs then consisted of UAV image processing, insurance,

firefighting crew, computation & storage cost of images, UAV flight cost/hour, alternative fuel,

UAV storage, UAV labor/operation, UAV maintenance and miscellaneous costs.

For UAVs, the Hull coverage generally costs 8-12% of the hull value. The approximate image

processing costs for SL-PWR will include license costs = (license cost for RAM per GB per hour)

+ (license cost for vCPU per hour) + (license cost for GPU per hour). For instance, for a 64

GB RAM, 16 vCPUs, 4 GPUs: License cost/Virtual Machine (Monthly) = [(0.000127 * 64) +

(0.018063) + (0.120)] * 24hrs * 31 days, while local storage costs a monthly rate of 8 cents/GB.

The fuel consumption of the UAV depends on different factors such as wind speed and direction,

the UAV speed, the UAV weight and payload, air density, temperature, etc. For the cost analysis,

this is assumed to be at an average value of 672.2kg/h [201], and at $5/kg [202] for the large UAVs,

with an average operator rate of $23/h [202]. Additionally, the Li-Po battery pack is considered

as alternative fuel for the UAVs for either stand-alone use or hybrid, at $2600 per unit of 200 h

lifetime [202]. We assume an average of 1200 wildfire threat monitoring hours per year. The UAV

maintenance costs are the costs associated with the repair of any failed units or parts of the UAvs

and calculated at 5-10% of the UAV initial cost [203].
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Figure 7.1: Return on Investment (ROI) over a period of 5 years for SL-PWR model and the
conventional utility techniques.

In this analysis, we assume that the average wildfire response in a year is 16, inspired by the

number of endogenous wildfires linked to PG&E electric power utility in 2021 [204]. Addition-

ally, we calculate the benefits of lives and property saved based on a maximum of 6 lives and

400 properties based on 2019 Kincade fire, as well as, Sonoma County’s district attorney charge

of PG&E with five felonies and 28 misdemeanors [205]. In the calculation, we extrapolate the

firefighting crew count per fire from the type of firefighters in each crew that respond to wildfires

[206]. These are the 1.) 20-person Handcrews team who mop up or control the wildfires by con-

structing surrounding firelines, 2.) 10-person Hotshots team of highly skilled personnel fighting
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the toughest parts of the wildfires, 3.) 10-person Engine crew that carry fire fighting fluids 4.)

5-person Smokejumper team that parachute from airplanes to quickly contain the wildfires, 5.) 2-5

person Helitack crew that are transported on helicopters to fight nearby fires. Typically, utilities

employ the services of certified arborists to provide some level of supervision to the professional

tree-trimming crew who are contracted for vegetation management projects which could be within

intervals of 4-5 years, or less for vegetation that is fast growing [195]. Hence, we assume that one

person is a paid arborists. With early detection afforded by the SL-PWR model, less Firefighters

are required and hence the analysis considers 10-person-less team of firefighters in the SL-PWR

model. We also assume that it takes an average of 6 hours to put out detected wildfires [207].

The results as illustrated in Fig.7.1, considering an inflation rate of 7.9% (as in the year 2022),

indicate that the conventional models have the costs of fire-fighting heavily superseding the bene-

fits and hence causing a negative return on investment for the power utilities leading to bankruptcy

and liabilities which cannot be recouped in any foreseeable future. However, even with under-

valuing the benefits of the SL-PWR and addition of unforeseen contingency set-up costs of $6

million/month for the first year and $1 million/month for subsequent years, the SL-PWR is able to

recoup its costs within it’s first year.

7.3 Discussions and Recommendations

Here, we discuss different technologies, some in the pioneer stages that electric power utilities

have starte adopting for wildfire detection. We recommend ways in which these technologies can

be integrated with the SL-PWR model to further drive accuracy in wildfire detection and hence

improve the resilience-enhancing-capacity of the SL-PWR model.

7.3.1 Integrating state-of-the-art designs with SL-PWR

Utilities have begun adopting pioneer technologies towards wildfire response and mitigation [208].

Among these technologies, the Unmanned Aerial Systems which have been begun to be integrated

to wildfire inspections programs from 2019 in PG&E. This makes the SL-PWR even lower cost in

terms of cost of UAV purchase and training the UAV operator since the base technology is already
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integrated to some level in power utilities operations either for wildfire monitoring or transmis-

sion infrastructure inspection. Other designs that could be integrated into the SL-PWR design for

wildfire mitigation are discussed as follows.

1. While travelling on their optimized monitoring routes, the SL-PWR UAVs can be fitted with

fire extinguishing agent like dry powder. A medium drone with a maximum load of 15 kg

payload capacity and maximum flight time of 45 minutes, can carry fire extinguishers and

other rescue equipment including ip65 protection. This way when a fire is detected, the SL-

PWR powered UAVs can serve as first responders and be utilized to extinguish or contain

the fire ignition to avoid spread until the firefighting crew arrive. This can as well supply

protective equipment, e.g., masks to protect the crew or people affected by wildfires against

pollutants, rather than wait for the utility/fire crew to route resources to the affected areas.

2. Furthermore, PG&E has also adopted the Distribution Fault Anticipation tool (DFA). The

DFA consists of a system of hardware and software that detect circuit anomalies and notify

the utility operators before these anomalies spark fires. Accordingly, these anomalous con-

ditions can build up over weeks and can impact minute details in the electric currents before

actual failure, hence the DFA applies algorithms to detect and report these anomalies [208].

In the SL-PWR model, the DFA tool can be integrated into the calculation of PEi in the UAV

optimization objective function as in (6.37) which factors in the power equipment layer in

the routing of the UAVs for power equipment monitoring. Hence, as illustrated in Fig. 6.1,

the DFA technology can aid the SL-PWR model to narrow down the equipment monitoring

in the wildfire progression phase of the wildfire resilience trapezoid.

3. Additionally, increased emphasis has been placed on wildfire detection leading to several

competitions including the United States Environmental Protection Agency’s “Wildland Fire

Sensors Challenge” whose winner developed air quality monitoring system prototype to

improve smoke monitoring towards protecting public health from smoke generated during

wildfires. On the same hand, SCITI labs’ wildfire sensor research focuses on real-time and
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continuous detection of heat and smoke in order to locate and track fire perimeters including

the fire characteristics. These sensors are placed in several locations in the service area e.g.,

within several feet radius of one another. If already adopted by power utilities, these sensors

can also improve geographically targeted warnings. The sensors can be integrated into the

SL-PWR model to further enhance monitoring and improve the wildfire spread rate calcula-

tion as detailed in Section 6.3.3.2, where the distance from on sensor to another and the time

between the sensor alarms can also be used to improve spread rate estimation.

7.3.2 SL-PWR-Improved Power Grid Resilience

As illustrated in Fig. 6.1, the SL-PWR model aids to improve the wildfire resilience of the

power system comprehensively, which means that the system resilience is improved on all phases

of the wildfire resilience trapezoid.

1. In the pre-wildfire/“wildfire analysis” phase of the resilience trapezoid, the vegetation man-

agement afforded by the vegetation module of the SL-PWR aids to sustain system perfor-

mance until such a time that the wildfire threat occurs. Wildfire threat leads to precaution-

ary/preventive measures such as adjusting protective equipment settings. Currently, utilities

employ public safety power shutoff (PSPS) as a response to wildfire threats. With the SL-

PWR, the utilities can be more confident in supplying power until there is wildfire ignition.

2. The SL-PWR’s equipment failure module then kicks in during the “wildfire progression”

phase, which begins with when there is threat of wildfire to actual ignition and spread. This

module monitors for ignition sources from power equipment using the optimization parame-

ters discussed prior. Conventionally, utilities will de-energize huge zones of their service ar-

eas in or surrounding high fire risk zones given the threat of a wildfire occurring [184]. With

the STWIP-produced wildfire maps and other maps as illustrated in Fig. 6.11, the spatio-

temporal granularity of the SL-PWR is improved and then routing the UAVs optimally to

monitor the grids with high wildfire potential. By so doing, it tangibly reduces the risk i.e.,

the dip (section 1 of the trapezoid in Fig. 6.1) after the wildfire threat, because instead of

151



the utility de-energizing large portions of the grid in anticipation of a wildfire i.e., PSPS, the

utility can keep supplying power cautiously until actual ignition is detected.

3. If a wildfire occurs, still in the “wildfire progression phase”, the system performance is

further diminished and can get to the minimal functionality as the wildfire gets contained.

The SL-PWR monitoring, optimized using the potential wildfire ignition maps of the service

area, detects and localizes the fires while stationed at the high threat grids. The UAV-powered

SL-PWR can hence aid rapid wildfire containment as it can carry initial firefighting efforts

(e.g., firefighting fluids) when the fire has just been detected (i.e., early detection = minimal

spread). Given that the SL-PWR can also localize the wildfire, the UAVs can be used to apply

the firefighting fluids at the bounding boxes (fire boundary) detected by the SL-PWR. Hence,

aiding contain the fire pending the arrival of bigger firefighting UAVs or the firefighting crew.

4. After containment, “the restoration phase” of the system resilience sets in. The burnt equip-

ment detection and estimation module aids to minimize the time taken to restore the system

hence providing a desirable steeper positive restoration slope i.e., rapidity in restoration.

This is aided by the ability of the SL-PWR to automate the conventionally manual repair

crew inspection and estimate the required repair type and amount of material needed for the

repair e.g., length of cross-arm extension to be replaced as shown in Fig. 6.9

7.4 Solutions to Power System Problems Provided by the SL-PWR

Wildfires have become a huge threat to not only power utilities and communities but to the

country’s economy at large. Hence, a comprehensive model like the SL-PWR is essential to aid

in wildfire mitigation. The SL-PWR, a self-sufficient and low-cost model, further provides unmet

needs such as:

1. Rapid, granular, and spatio-temporal wildfire detection, within the timeline of milliseconds

(Very Early Detection) that can be integrated into power systems operations.

2. The SL-PWR mitigates both endogenous (caused by power equipment) and exogenous (caused

by natural and human sources other than power equipment) wildfires. Other existing tools
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tackle either endogenous (e.g., FIREBird) or exogenous (e.g., the smoke detectors) but not

both simultaneously, and not comprehensively like the SL-PWR.

3. In addition to wildfire detection, the SL-PWR performs wildfire localization. This means that

the SL-PWR is able to "box in" and report where exactly a wildfire is (latitude, longitude,

height and width of wildfire location), and can also report in real-time the wildfire spread,

and rate of spread.

4. The SL-PWR’s early detection and localization ability means that it can also act as the first

point of firefighting, where medium/larger UAVs can carry firefighting fluids on their op-

timized routes. This SL-PWR ability to serve as first responders prevents issues like the

situation during the Dixie fire which took the PG&E the firefighting crew more than 10

hours to get to the fire location, hence leading to a wildfire that had spread more than can be

relatively easily controlled.

5. Enabling the concept of the Digital Twin: The SL-PWR tool enables the concept of digital

twins in asset management where the tool provides itself as a resource that enables the critical

infrastructure to mirror itself in normal operation using real and accurate data towards aiding

recovery back to functional system state after a high impact event.

6. The SL-PWR operates in a spatio-temporal technique which works in a gridded and granular

manner that is effective for the topology of the bulk power grid. Hence, the spatio-temporally

granular modeling that the SL-PWR provides is efficient for power utilities in wildfire miti-

gation, unlike other existing solutions.

7. To the best of our knowledge, ALL existing wildfire mitigation solutions are used for wildfire

detection ONLY and no comprehensive solution has been proposed that caters to utility needs

such as automatic vegetation management. The SL-PWR aids in other wildfire mitigation-

related processes like vegetation management, power equipment monitoring/maintenance,

and equipment restoration post-wildfire,in an “All-In-One” technique that prevents both en-
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dogenous and exogenous wildfires using already-owned utility UAV resources.

8. In this multi-tasking and efficient way, the SL-PWR further provides the “Low-Cost” since

it can be employed in improving multiple fundamental power utility processes with utility-

owned resources which will not require further cost of installation or training of operating

personnel. Hence, the SL-PWR provides a comprehensive culminating solution for utility

wildfire needs, making investment in the technology extremely economically rewarding as

well.

9. The SL-PWR provides automation in the detection and localization of small, undersurface,

and large wildfires, vegetation management, and equipment monitoring/restorations. It,

hence, eliminates the need for full-time monitoring personnel as well as minimizes manned

operations.

10. The Self- Sufficient SL-PWR model which can be employed wholly on its own as it does

not need supporting application that would require any integration pipeline.

11. The SL-PWR comprehensively integrates and enhances resilience in power utility wildfire

response. The SL-PWR achieves this by improving the power utility wildfire response at the

different resilience phases which the power system lies during wildfire threats and events.

12. Provides transparency (via dynamically captured images) in power utility analysis which

otherwise would not be a provision of conventional utility techniques e.g., foot inspection

crew, monitoring and repair crew.

13. The SL-PWR can detect wildfires dynamically at any location in the service area, unlike

other tools like the FIREBird, air sensors, FireALERT MK I by Vigilys, etc. discussed in

Section7.4.2, that are statically installed and relatively have extremely limited coverage in

service areas which span large expanses of wildland. This means that, with other tools,

utilities are burdened with solving the problem of environmental pollution from installing a

lot of these tools in a service area, and as well the problem of optimal installation locations
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which then limits situational awareness in the service area and negatively affects system

resilience. E.g., the FIREBird tool can only be installed in locations where there are electric

poles, and only functions to detect wildfires that start at road boundaries (i.e., along right-of-

way easements) in their immediate installation location with limited line of sight range.

14. The SL-PWR enables transparency in it’s functionalities by providing visual situational

awareness via the UAV captured input images sent to the system operator at the power utility

base station.

7.4.1 Unique Features of the SL-PWR that enable these Solutions

1. The SL-PWR which functions for comprehensive resilient detection, classification, estima-

tion, and localization of wildfires, wildfire related events, and utility processes, consists of

4 major modules including 1.) the vegetation module, 2.) the power equipment module, 3.)

the wildfire module, and 4.) the burnt equipment module, which are active in all the wildfire

resilience phases of the power system.

2. The input of the SL-PWR integrates efficient spatio-temporal wildfire potential maps to gen-

erate the optimal monitoring routes for the SL-PWR UAVs. This map, an output of the

STWIP model, was validated with up to 93% accuracy and it’s predictions were tested over

the 2018 wildfire year. The predicted results of the STWIP model were compared with the

actual wildfire occurrence in that year and results, as in Fig.5.7, show that predicted hotspots

are similar to the actual historical test year and the wildfire hotspots were clustered between

the same latitudes and longitudes, verifying the accuracy of the predicted maps. No other

wildfire detection tools employ this crucial step in optimizing the wildfire detection.

3. The SL-PWR model performs analysis in real time with computation time that can be easily

integrated into power system operations under wildfire threats. Existing wildfire detection

solutions such as the FIREBird tool detects wildfires in 2 mins, while the FireALERT MK

I tool by Vigilys functions with 4 mins detection time. The SL-PWR detects a wildfire in

less than 40 msecs after the UAV captures the wildfire image. This is the most time the
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SL-PWR takes to detect a wildfire since it’s UAV resources are optimally routed to situate in

the extreme wildfire threat grids as enabled by the STWIP wildfire input map.

4. The SL-PWR, as opposed to the other solutions, has the ability to differentiate between fire

ignition source (power equipment fire/arcing) and actual wildfire ignition. This information

is highly crucial for the utility to route the appropriate crew e.g., power equipment repair

crew vs. firefighting crew. The results of this module were validated and tested with real-data

and the performance was outstanding with: The wildfire fire and smoke detector achieving

more than 90% accuracy with real test data, the spread estimator attaining minimization of

estimation losses over epochs with 0.01166 average test data MSE, while the localization

performs well with average pixel deviation recorded by the MSE on the test data as 42.09.

5. The proposed SL-PWR model also aids in transparent inventorying during post-wildfire

restoration with its “Burnt Equipment Detection and Estimation Module". For instance,

instead of contracting manual road crews to take inventory of damaged equipment which the

system operator will be blind to, the SL-PWR can aid transparency, helping stakeholders to

visualize and estimate damage cost, while improving rapidity and automating the restoration

process.

7.4.2 Comparing the Functionalities of the SL-PWR to Similar Existing Models

7.4.2.1 Monitoring and Detection Tools such as The FIREBird and The FireALERT MK I.

The FireALERT MK I by Vigilys is a self-contained, early warning, wildfire detection sensor

system that detects, analyses and wirelessly communicates the occurrence and position of a fire

in real time [209]. It is a wildfire detection device that should be installed in every square mile

in order to detect a fire signature. Its horizontal sensing rotates 360 degrees in about 4 minutes.

However, these imply that:

• It takes even more time to begin to differentiate the fire signatures and since it cannot detect

wildfires unless the fire is within a mile,
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• The device itself risks being engulfed by the wildfire before detection can be made as wild-

fires can spread over miles in those 4 minutes of detection.

• This solution is additionally limited in the same ways as the other installed solutions such as

the FIREBird wildfire detection tool detailed as follows.

The FIREBird wildfire detection tool is deployed along high fire risk rights-of-way, such as

utility power lines, or wildland urban interface boundaries, and can support continuous wildfire

detection along these high fire risk boundaries when installed at regular intervals [210]. The FIRE-

Bird is capable of detecting wildfires as small as 5× 5 feet as far away as 900 feet [210]. However,

compared to the SL-PWR, the FIREBird is limited in the following ways:

• The FIREBird performs a sub-function (wildfire detection) of one of the four modules of the

SL-PWR. The wildfire module of the SL-PWR has 2 sub-modules which perform “wildfire

and smoke” detection and “localizes and estimates” the spread of the wildfire.

• The FIREBird is stationary, installed on utility electric poles, hence can have a limited view

of the area, only as vertically allowed by the height of the utility pole. However, the SL-

PWR is dynamic, flying above ground with a great span of sight for the service area being

monitored. The SL-PWR functionalities, during calculations, also take into account the

zooming of the captured images in the case of small wildfires.

• The line of sight of the FIREBird cannot be blocked. Otherwise, it assumes that the tool will

be mounted on a pole taller than the vegetation of the area or that the land is flat.

• This limited view means that the wildfire has to get closer to the device in order to be de-

tected. With the high rate of spread of wildfires, the device can risk getting burnt during

detection, which typically 2 minutes for this device. The SL-PWR can fly at any feasible

height above ground and capture the wildfire event without risk of burning with a detection

time of approximately 40 milliseconds, compared to the other solutions, SL-PWR provides

much important time efficiency “Very Early Detection”.
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• The cost of a basic FIREBird monitoring is [($60k/device + cost of installation) × number

of devices needed to continuously monitor the service area]. With the device risk of getting

burnt during detection, the cost to the utility after every wildfire event will include frequent

replacement + re-installation costs. This can run into billions in recurring costs/year. This

recurring annual cost is averted in the dynamic SL-PWR.

• This proximity of the wildfire to the device also implies that the wildfire will most likely

burn the device(s) before the first responders arrive. This is averted in SL-PWR since the

optimized SL-PWR can serve as the first response in a wildfire ignition where UAVs that

carry firefighting fluids can be used to contain a fire.

• The FIRBird considers only one phase of system resilience "Wildfire Progression" during

wildfire i.e., The FIREBird dooes not function "Pre-Wildfire" or "Post-Wildfire" like the SL-

PWR, not sustainable (one has to be mounted on every line in the service area $60k/unit, and

with the variability in weather and climate, wildfire threat areas are highly likely to change

more frequently.

• The FIREBird will not detect wildfires unless they come closer to the road boundary where

the evices are installed on the power lines. Hence for exogenous fires that are not started

by power lines, the FIREBird is not effective. Also, by the time an exogenous fire gets to a

road, it is highly spread in the wildland leading to increased firefighting time. The SL-PWR

is designed both for endogenous and exogenous wildfires.

• The FIREBird requires personnel to move out and replace batteries every about twice or

thrice a week [210], hence with one installed for every mile, this becomes burdensome and

costly to undertake. Also, this means that personnel have to be out in the field replacing

batteries during high wildfire threat days, and this defeats the unmanned process. With the

cost-efficient and truly unmanned SL-PWR, the optimized routing of its UAVs considers

fueling automatically in such a way that monitoring during high wildfire risk is not disrupted
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and personnel do not have to go into the field to retrieve the SL-PWR as it is optimized to

route back to refuel.

7.4.2.2 Sensory Tools such as Air Quality Sensors, Fire and Smoke Detection Tools.

There are many wildfire solutions centered on fire/smoke detectors that monitor air quality.

These solutions are commendable however, with perceived limitations since:

1. The cost of installation which also includes the cost of optimizing the locations of installation

is high.

2. These solutions have limited sensory range and hence have to be installed all over the service

area. In other words, the tools are statically installed and hence can only detect in their

immediate surroundings.

3. In order to efficiently cover the service area, installing these devices could not only be un-

economical and tasking, but create an environmental pollution crises in the area.

4. Most detection solutions follow the wildfire thermal detection signature with functionalities

same as sample cases discussed below.

7.4.2.3 Conventional Solutions used by Power Utilities

Conventional solutions used by utilities also include: Satellite Images, Utility Inspection Heli-

copters, and Lookout Observers.

7.4.2.3.1 Satellite Data: Satellite image data can also be employed e.g., satellites orbiting at

lower (500–2000 km) altitudes can detect wildfires in the early phases due to their finer resolution,

however:

1. Some satellites can take several hours to return to the same view. For example, VIIRS has a

12-hour revisit time while the Landsat-8 has a 16 day revisit time hence it is rare that one of

these satellites provides the first wildfire alerts.
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2. Additional limitations could arise including that the detected heat signatures are averaged

over pixels, making it difficult to pinpoint fire location and size.

3. Wildfire intensity is indicated by thermal signals which can be smoldered by smoke and

hence radiate relatively less energy, causing data misinterpretation.

The SL-PWR improves upon this satellite method since:

1. The SL-PWR UAVs provide more continuous monitoring than satellites which periodically

visit specific parts of earth.

2. Unlike satellites, the SL-PWR system would rarely be blinded by local weather conditions or

smoke/dust of wildfires because of its height of flight and choice of camera (e.g.,enhanced-

vision cameras).

3. Unlike the SL-PWR, the Satellite imagery e.g., from Google Earth can only support so much

detail in the image resolution before images begin to appear blurred or pixelated.

Although with improvements in the continuity of modern satellites, satellite imagery can be pro-

cessed by the SL-PWR as well, providing the same real-time information to appropriate response

teams.

7.4.2.3.2 Manned Helicopters and Airplanes: Manned helicopters can also be used as conven-

tionally done by power utilities, low-flying airplanes can capture comparable imagery to UAVs, but

are expensive to hire continuously especially for the range of services that the SL-PWR provides.

Additionally, with this method, flying at low altitudes increases the possibility of a crash, thus

employing the SL-PWR technology lowers costs and improves operator safety for such missions.

Hence the SL-PWR avoid these additional limitations posed by conventional utility methods:

1. At lower altitudes (up to 215m) SL-PWR can capture 5cm resolution imagery, which is much

higher than imagery captured from satellites, 25cm resolution.

2. It captures images hence, heat signatures cannot be smothered and cause misinterpretation

of data.
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3. Most of the SL-PWR UAVs do not need runways, takeoff can be from car-top launcher and

recovery with parachute, if needed.

4. The SL-PWR UAVs are unmanned hence reducing the liability of the power utility for loss

of lives of the crew.

7.4.2.3.3 Lookout Observers: These are observers situated in strategic lookout stations with

extensive visibility whose primary purpose is to spot and report wildfires early as well as continued

observation of the fire behavior pending the arrival of fire fighting crew. The SL-PWR totally

avoids the need for a monitoring person as all monitoring is automated by the UAV system and can

be manually controlled by the operator from a safe office space, hence further reducing the liability

of the power utility for loss of lives of the crew.

The SL-PWR improves upon lookout observers and firefighting crew since:

1. It employs already-owned utility UAV resources and hence the cost of sustainability is rela-

tively low.

2. It is not delayed by road networks and can serve as adequate first responders.

3. It has a "birds eye" view that can spot endogenous as well as exogenous wildfires.

4. It can avoid direct burns/heat damages by flying increased distances above and away from

direct impact from the wildfire.

7.4.3 Comparison In Wildfire Detection

All existing wildfire solutions so far focus on detection alone. Hence the SL-PWR has so

much more utility for resilient power systems response against wildfire threats for which wildfire

detection is just a sub-module.

1. Existing solutions like the FIREBird, FireALERT MK I, and other smoke/fire detectors,

function only in the “Wildfire Progression” phase of the system’s resilience during wildfire

threats. Comparatively, the SL-PWR functions comprehensively in all resilience phases of

161



the system during a wildfire threat. These automated functionalities range from the "pre-

wildfire –> wildfire progression –> post-wildfire" phases. In the pre-wildfire phase, the

modules of the SL-PWR that are active include the vegetation module and the power equip-

ment module. The next resilience phase that the power system lies during wildfire threat is

the “Wildfire Progression” phase. This phase becomes active IF all efforts of the SL-PWR

fail in the previous phase discussed, and a wildfire is ignited. In this phase, the SL-PWR

has five functionalities enumerated below, which not only detect and pin-point the exact

wildfire location/boundary but aid firefighting efforts as a first-responder, given SL-PWR’s

information on the wildfire progress.

(a) To detect wildfires including undersurface fires or fires that come with smoke

(b) Locate and localize the wildfire (by detecting the wildfire boundaries)

(c) Estimate the spread of the wildfire (size of the wildfire)

(d) Detect the rate of spread of the wildfire

(e) Monitor the wildfire in real-time.

The next phase is the Post-Wildfire/Restoration phase, where the SL-PWR’s "Burnt Equip-

ment Detection and Estimation Module" is active. This module detects, classifies, and es-

timates the equipment damage after the wildfire. This enhances the utility process which

conventionally is the manual inspection crew taking inventory of damaged equipment and

damage extent. The SL-PWR’s "Burnt Equipment Detection and Estimation Module" func-

tions to make this process more efficient by enabling automation, rapidity, and transparency

in restoration efforts.

7.5 Deployability of the SL-PWR

The SL-PWR is designed so it can be deployed in different ways including Energy Management

System (EMS)/ Outage Management System (OMS)/ SCADA room, or deployed as a packaged

hardware.
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7.5.1 Energy/Outage Management System-Controlled SL-PWR

Depending on utility preferences, the SL-PWR can be designed and deployed as in Fig.6.1,

where the processing software GUI is managed from the EMS/ OMS/ SCADA operation room.

Already existing utility monitoring methods such as service area cameras and satellite imagery can

be processed by the SL-PWR to provide real-time qualitative information to appropriate wildfire

response teams. This deployment method may add additional time to the processing of the input

images depending on the time it takes the internet service provider (ISP) communication service

to transfer the captured images to the SL-PWR software at the operator’s base. Some utilities have

also begun integrating private communication networks to mitigate dependence on third party ser-

vice providers. With the UAV-enabled SL-PWR model, the UAVs fly over the service area using

the SL-PWR’s spatio-temporal optimization model. The image attributes [image,UAV geographi-

cal location (lat, lon)] are then sent as output from the UAVs and input to the SL-PWR operations

via a communication link e.g., cellular communication or leased lines from ISPs since they provide

more redundancy (availability of various ISPs) in a wildfire scenario. As the UAVs fly over, the

images (vegetation, endogenous ignition source, fire spread/smoke, burn-damaged equipment) are

captured from different scales/angles and taken at different times of day and weather conditions.

UAV control is performed in the mission planning “ground station” software which can easily run

on Windows PCs. The software enables the operator plan and upload missions to UAVs wirelessly,

launch the UAVs, monitor trip progress and issue landing commands. Specifically, photogramme-

try tools in the software can be used for the mission planning and route specification after route

optimization. In this tool, the aerial image of the service area to be monitored is highlighted within

a rectangle, producing a preview of the proposed flight paths using waypoints which signify the

UAV turning points in the trip. Typically, “no waypoints zones” (e.g., close to major airports)

are also indicated by the software so as to mitigate the UAV flying into restricted airspace. After

confirmation, the trip is uploaded wirelessly to the UAV via it’s datalink which creates a com-

munication bridge between the control software PC and UAV. The UAV can then be launched,

its trip monitored through each waypoint, and automatically landed upon trip completion via the
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software. Furthermore, the captured image’s geographical coordinates is also recorded since the

GPS receiver avails the UAV positional data along with the images which are sent to SL-PWR for

analysis, detection and estimation.

7.5.2 Deployed in Compact Hardware

The SL-PWR could also be designed to be compressed to function all in a device that would

be mounted on the UAVs as in Fig. 7.2, depending on the commercialization requirements of the

utilities. This mode of deployment will retain the < 40msecs time of detection, while the system

operator deals with verification of alerts sent in by the SL-PWR by looking at the images associated

with the alerts and following protocol thereafter. In this mode, the operator can still control and

Figure 7.2: The SL-PWR Prototype Deployment. 1.) Controller and Software BrainBox, 2.) Main
View Camera, 3.) Lateral View Cameras 4.) SL-PWR Fluid Holder, 5.) Thermal sensor, 6.) UAV,
7.) Communication module
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manage the ground station software of the UAVs if the utility requires. The following illustration

visualizes the compact mode of deployment.

7.6 Conclusion

This chapter discusses in great detail the advantages of utilities employing, as compared to

existing solutions, the self-sufficient low-cost wildfire mitigation (SL-PWR) model that spatio-

temporally predicts wildfire threat and also detects and localizes wildfire occurrence, spread, and

other wildfire-related incidents e.g., power equipment as ignition sources. Results show effective

performance in improving and optimizing power system resilience in the wildfire response of utili-

ties, and as well, shows that the return on investment supersedes the conventional utility techniques

of wildfire response. Most importantly, the proposed model will aid to save lives of utility crew,

avoiding disastrous events such as the 2020 fire siege regrettably cost the lives of pilot, Michael

Fornier, fire captain, Diana Jones, and firefighter Charles Morton.

165



8. CONCLUSION AND FUTURE DIRECTIONS

8.1 Conclusion

This work, inspired by the catastrophic effects of high impact low probability events on the

cyberphysical power grid, addresses risk reduction of critical power system infrastructure to top

cyber and physical threats, with the aim of improving critical infrastructure resilience, building

into enabling the next generation energy management.

On the cyber side, the work begins by proposing the component ranking and risk sensitivity

analysis model (CRSA), that improves system robustness to adversary intrusion by reducing the

adversary exploitable paths from the point of intrusion to the target control devices. Given that

adversary intrusion has occurred, the work proposes techniques to proactively detect the actions of

stealth adversaries seeking to disrupt system operations via the threat of false data injection. The

proposed graph neural network (GNN) based detector captures the spatial correlations of field mea-

surements, and functions against the adversary objectives which are to maximize system impact

(deviation from normal system state) while remaining stealth enough to evade the conventional

power system detectors. Given a major aspect of resilience-oriented risk reduction, which lies in

timeliness i.e., the rapidity of defense actions, this work proposes the OpenConduit tool which

automates the creation of a digital twin of the power system network which enables discussed use

cases that aim to improve defense-side actions.

On the physical side, the work proposes resilience-oriented risk minimization approaches against

the threat of wildfires. First is the development modeling approaches better suited for wildfire risk

reduction in the bulk power grid, as opposed to conventional approaches that use methods better

suited for wildlands. The proposed Spatio-temporal wildfire ignition predictor (STWIP) model

integrates data-driven, mathematical, and physics-based approaches to better model the spatio-

temporal potential for wildfires, and then uses the results of this model to optimize risk-based op-

erations of the power system to endogenous and exogenous wildfires based on potential scenarios
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from real wildfire events. Beyond the STWIP, the work discusses the design and implementation of

the self-sufficient low-cost model (SL-PWR) which addresses wildfire risk mitigation comprehen-

sively in the resilience pipeline and improves the response of power systems to wildfires. Results

presented in this work illustrate the effectiveness of the proposed methods towards improving re-

silience and reducing risk in critical infrastructure operations. The techniques proposed in this

work can generalized to other critical infrastructure but for the purposes of specificity have been

demonstrated for the power grid.

8.2 Future Directions: Vision Board for Next Generation Energy Management

Beyond the use cases discussed in the body of the work, the vision is for the approaches devel-

oped and implemented in this work be used to improve risk analysis and situational awareness in

the cyber physical power system via visualization in the next generation energy management.
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APPENDIX A

FIRST APPENDIX *

A.1 Spatial Features Details

We assume that land-use data contains information on fuel type, fuel load, fuel continuity as

illustrated in Table 5.1 while terrain informs the topography of the ecoregion. The land-use and

terrain are examples of spatial features and usually do not change significantly over the short-term,

hence the name static. Land-use refers to the natural vegetation and the various ways in which

humans make use of and manage the land and its resources. The terrain represents the topography

of the geographical area. Hence, input features employed are not exhaustive but motivated from

wildfire studies.

A.2 Same Climate Assumption

In this work, we assume same climate distribution over the period which we collect historical

data for analysis. This assumption is enabled by similar distribution in spatial and temporal data.

In the said period, the later is approximately Gaussian, while the former is as furnished in Fig. A.1.

A.3 Spatio-Temporal Wildfire Estimation Model: Setup

Landuse was obtained from the NOAA’s HRRR model and ranges from evergreen needleleaf

forest to barren tundra, assigned values [1, 20], while Terrain input gives insight into the topog-

raphy and elevation of the area with values in the range [6, 2603] meters as shown in Fig. A.2.

Temporal variables were obtained from the Open Weather Map database by building an applica-

tion programming interface scrapper in python, to make data requests to the open weather map

online weather database using the http protocol. Requested meteorological data includes tem-

*©[2021] IEEE. Reprinted, with permission from, Umunnakwe A, Parvania M, Nguyen H, Horel JD, Davis KR.,
“Data-driven spatio-temporal analysis of wildfire risk to power systems operation,” in IET Generation, Transmission
& Distribution, vol. 16, no. 13, pp. 2531-46, Jul 2022, doi: https://doi.org/10.1049/gtd2.12463 [133].
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Figure A.1: Same Climate Assumption: Similar distribution of Historical data-points Latitude and
Longitude.
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Figure A.2: The spatial features of studied geographical area: terrain (left) and land-use (right)

perature levels, rain, humidity, cloud, atmospheric pressure, visibility, month and sunshine hours,

where numerical values are assigned to qualitative features, for instance, the daily weather types

(clear, cloudy, hazy, drizzly, rainy) are assigned real values in the ratio [0.1, 0.3, 0.5, 0.7, 0.8] re-

spectively. Historical wildfire ignition records were obtained for the multi-year period of analysis
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(1996-2016,2018) from the U.S. Geographical Survey database and provides the samples of the

training and test data, respectively.

A.4 Temporal Probability Details

The temporal probabilities of wildfire ignition is also calculated from historical data with the

assumption of a same climate period as shown in Fig.A.3.
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Figure A.3: Weekly Temporal Distribution of Historical Wildfire Occurrence

A.5 The STWIP Algorithm

The trained STWIP, as presented in Algorithm 6, is then validated and utilized in the prediction

for unlabelled test samples for a future period j. When the algorithm ends, the probability map of

potential ignitions, πi,j , is returned.

A.6 Mapping Bulk Power Grid to the Wildfire Potential Map

The IEEE 24-bus reliability test system [211] that includes 24 buses, 38 lines and 33 generating

units is aligned to the ignition probability map as shown in Fig. A.4. Also, to illustrate conventional

power utility wildfire practices, the grid is divided into fire threat areas with extreme, elevated,

and normal threat levels, while spatio-temporal analysis employs the most probable generated

scenarios.
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Algorithm 6 Batch Learning Based STWIP
1: Given a training set (x1, y1), ..., (xn, yn) with features in instances xi ∈ Rn, with label yi ∈ {0, 1}
2: Input(X,Y): A set of labeled input features [temp, ..., month], of training samples θ, batch size b
3: Output: The spatio-temporal ignition probability maps.
4: Hyper-parameter selection
5: function Predictor_Training(X, Y)
6: Shuffle←enabled
7: count_max← θ

b
8: count← 0
9: while count < count_max do

10: for batch b in θ do
11: STWIP← DNN learns (b×[temp, ..., month])
12: count ++
13: end for
14: end while
15: Compute accuracies
16: Compute the ROC AUC metrics
17: Apply STWIP to test samples
18: return Wildfire potential ignition maps of πi,j

19: end function

A.6.1 Utility-Employed Predefined Fire Threat Areas and Levels

Electric power utilities have carried out ground breaking work in modeling wildfire occurrence,

including developing analytical tools such as the Fire Potential Index (FPI) and more [212]. These

indices, for instance the FPI, calculated at district level corresponding to three levels of wildfire

threat alert, are efficient for planning decisions, however, they start to fall short in the day to day

operational decisions for utilities as spatio-temporal granularity is lost in these methods i.e., the

use of pre-defined wide threat areas and few (extreme, elevated, normal) threat levels.

In particular, the challenges posed by current utility techniques include the use of Fire Threat

Areas (FTAs), Fire Threat Levels (FTLs), the independent analysis of the Wildfire Predictor Vari-

ables (WPVs), and the exclusion of adequate past wildfire characteristics in analysis. As stated by

Brian D’Agostino, SDGE’s director of fire science and climate adaptation: “We need to understand

what the weather is doing in every canyon, every ridgetop all across the backcountry to really bring

that level of customer safety and customer service”. Thus, the use of FTAs and FTLs can intro-

duce ambiguity in utility analysis, such as the over allocation of resources, excess load shedding

195



L
a
ti

tu
d
e

Longitude

R
el

at
iv

e 
d
en

si
ty

R
el

at
iv

e 
d
en

si
ty

Month Month

L
a
ti

tu
d
e

Longitude

Figure A.4: IEEE 24-bus mapping into three wildfire threat areas

in risk assessment, and lengthened forced outages to customers, since the pre-defined area may

not be granular enough for operational wildfire analysis. Furthermore, the independent analysis of

wildfire predictor variables introduces errors in estimation due to the exclusion of the effects of the

interactions between these variables. For instance, for utility operations, when certain conditions

(e.g., relative humidity ≤ 15%, sustained winds and gusts ≥ 25mph and 35 mph respectively, for
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Figure A.5: A sample SDG&E wildfire awareness issue

a duration ≥ 6 hours) are met, operational decisions e.g., all reclosers being turned off, sensitive

relay settings being enabled [213], are taken. However, these assessments of environmental con-

ditions are made independently, leaving little room for evaluating how the interactions between

variables drive wildfire potential. Moreover, data obtained from historic events provide increased

information on spatial wildfire characteristics as demonstrated in this work.
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