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ABSTRACT

In this research, we propose a new method of applying the XOR and XNOR gates on expo-

nentially large superpositions in Instantaneous Noise-Based Logic. These new gates are repeat-

able, and they can achieve an exponential speed up in computation with a polynomial requirement

in hardware complexity. Applying these basic operations is pivotal for using the Instantaneous

Noise Based Logic in different applications. We will be using mathematical proofs to show how

these gates work and their generality when applied on any superposition. We will show that every

XOR/XNOR gate requires 4 multiplications to do an O(2N ) number of parallel logic operations.

Finally, we will show examples about how to cascade and to apply different logic gates on any

superposition.
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1. INTRODUCTION AND LITERATURE REVIEW

1.1 Classic Logic VS Noise-Based Logic

Recently, the increasing use of electronics in high-performance applications has led to a grow-

ing demand for energy-efficient devices that can handle large amounts of computation. As the

electronic devices continue to reach their minimum possible size, the computation demand has

been increasing at a rapid pace. To address this issue, researchers have been developing new ma-

terials, designs and technologies to create devices with a low power cost and a high computation

capability. In this thesis, Noise Based Logic (NBL) is introduced as an alternate method of com-

putation. The main motivation behind NBL is to surpass the limitations of modern computation

devices and to tackle challenging computation problems in an efficient manner.

In Classic logic schemes, binary values are assigned based on voltage levels. Two voltage

thresholds are used to decide the binary value; a high voltage value (Uhigh) and a low voltage value

(Ulow). Figure 1.1 illustrates this idea. If the voltage level is above Uhigh, then that indicates logic

1, and if the voltage is less than Ulow, then that indicates logic 0.

Figure 1.1: This is a classic logic scheme. The voltage axis is normalized such that the supply
voltage equals 1. The lower level of power dissipation is scaled with the voltage supply. The time
axis is measured in clock cycles.
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NBL [1] was inspired by the stochastic nature of neuron signals, since the brain is incredibly

efficient at processing large amounts of data. Therefore, bits in Noise-Based Logic (NBL) are

stochastic functions of time and can be processed simultaneously. In NBL, each bit requires two

independent orthogonal noise sources, a noise source that represents the high value of a bit, and

another noise source that represents the low value of a bit. A reference system generates the

independent orthogonal noises required for operations. Figure 1.2 shows part of a typical NBL

processor. The reference system needs to be supplied to all gates.

Figure 1.2: Part of a NBL processor.

Power dissipation comparison: In conventional logic, clock distribution is one of the most

significant sources of dynamic power loss, because it is supplied everywhere in chips and it requires

the highest switching frequency. It also requires relatively high voltage so that it can switch fast

enough, as there is a trade off between switching frequency and voltage amplitude. In NBL, the

reference wires need to be supplied throughout the whole system, but it requires significantly

less voltage amplitude. Low voltage requirement makes NBL more efficient because the power

dissipation is proportional to the squared value of the voltage. Leakage currents are also reduced

in NBL because the voltage amplitude is less.

Computation capability comparison: NBL inherently posses the capability to apply operations

2



in a parallel fashion (this shall be discussed later in detail), unlike conventional logic, where the

bits need to be processed separately.

1.2 Instantaneous Noise-based Logic

Since NBL utilizes independent orthogonal stochastic processes, it requires time averaging

to produce the logic information which is inefficient. To eliminate the need for time averaging,

Instantaneous Noise-based Logic (INBL) [2–9] was proposed. INBL is a class of NBL, where

computations only require basic mathematical operations to produce the output. INBL has a higher

computation speed and less hardware complexity than NBL.

Types of INBL include Random Telegraph Waves (RTW) and Random spike train based logic.

This thesis will focus on RTW as it is relevant to the main work. The usual set up for INBL will be

explained using RTWs. In the following sections, all relevant literature will be reviewed in detail.

1.2.1 Random Telegraph Waves

Random Telegraph Waves (RTW) are driven by a periodic clock, such that their values only

change when a new clock cycle begins. Each RTW has only two values, positive and negative.

These two values are also equal in magnitude. At the beginning of each clock cycle, RTWs change

their values randomly with a probability of 0.5. Figure 1.3 illustrates the simplest type of RTWs

where the wave oscillates between 1 and -1 randomly and with equal probabilities. These values

for the RTW will used throughout the rest of this thesis.

1.2.2 Classical set up of Instantaneous Noise-based Logic

Since RTWs are relevant to this work, they will be used as an example to illustrate a typical

INBL scheme. Each bit has two values (high and low), thus, each bit requires two independent

RTWs to represent each of these values. The independent RTWs are generated by a Reference

Noise System (RNS), so that they can be used throughout the whole system and not just in the

generation phase. If a system has a resolution of N noise bits, then 2N independent RTWs are

needed to represent such a system. Each RTW reference is denoted by Ri,j(t), where [i] is the bit

significance number and the [j] is the bit value (j ∈ {1, 0}).

3



Figure 1.3: RTW example. The dashed line represents that beginning of a new clock cycle. At the
beginning of a clock cycle, the RTW has a 50% chance to change its value, and 50% chance to stay
the same.

For example, to represent a 2-bit system, Four independent RTWs need to be supplied by the

RNS. The following RTWs are needed for such a system:

R1,0(t) → Bit significance 1 with binary value 0,

R1,1(t) → Bit significance 1 with binary value 1,

R2,0(t) → Bit significance 2 with binary value 0,

R2,1(t) → Bit significance 2 with binary value 1

1.2.2.1 The Probabilistic definitions of Random Telegraph Waves

Each RTW must have an average of zero:

〈Ri,j(t)〉 = 0 (1.1)

Where the 〈〉 operator is used to indicate the average of a time varying signal.

The amplitude of all RTWs are assumed to be one, and by extension the multiplication of a

RTW with itself will give a one:

R2
i,j(t) = 1 (1.2)

4



All the RTWs must be independent and they must be orthogonal to each other, meaning that

the cross correlation between the RTWs must be zero:

〈Ri,j(t)Rn,m(t)〉 = 0 (1.3)

such that i 6= n or j 6= m.

The product of any number of RTWs is a new RTW that is orthogonal to all other RTWs,

including the RTWs that contribute to the product. The following equations prove and illustrate

this idea:

Ri,j(t)Rn,m(t) = Rk,l(t) (1.4)

such that such that i 6= n or j 6= m.

Rk,l(t) is orthogonal to Ri,j(t) and Rn,m(t):

〈Ri,j(t)Rk,l(t)〉 = 〈R2
i,j(t)Rn,m(t)〉 = 〈Rn,m(t)〉 = 0 (1.5)

〈Rn,m(t)Rk,l(t)〉 = 〈R2
n,m(t)Ri,j(t)〉 = 〈Ri,j(t)〉 = 0 (1.6)

The product Rk,l(t) is also orthogonal to any other RTW Wa,b(t), where a /∈ {i, n}:

〈Ra,b(t)Rk,l(t)〉 = 〈Ra,b(t)Ri,j(t)Rn,m(t)〉 = 0 (1.7)

1.2.3 Strings and the Representation of Numbers

Suppose that the a RNS produces 2N of RTWs, then any binary number {B} in the range of

[0,2N ] can be represented. To represent a binary number, the RTWs corresponding to the binary

value need to be multiplied together:
N∏
i=1

Ri,j(i,B)(t) (1.8)

Where i is the bit significance, and j is the bit value and it is a function of B and i.

5



For example to represent the number (1010)2, then 4 RTWs need to be supplied by the RNS

and their product will be:

B(1010)2 → R1,0(t)R2,1(t)R3,0(t)R4,1(t) (1.9)

The product in equation 1.8 shall be called a string and denoted by SB(t). It is important to note

that each string must be the product of N number of independent RTWs, where N is the number of

the bits.

1.2.4 Superpositions

A superposition Y (t) is the summation of strings:

Y (t) =
U∑

u=1

SBu(t) (1.10)

Where Bu is the binary number corresponding to the index u, and U is the number of strings

that contribute to the overall superposition. The following observations should be noted about

superpositions:

• 1 ≤ U ≤ 2N

• 1 ≤ Bu ≤ 2N

• The number of all possible sub-spaces of a superposition STotal:

STotal =
2N∑
k=1

(
2N

k

)
= 22

N − 1 (1.11)

This means that a superposition can represent more than one string at the same time. This

property is what gives NBL its potential in parallel computing; i.e. exponential parallel operations

can be potentially realized. For example, the superposition that represents the set of binary numbers

6



{(010)2, (110)2, (111)2} will be:

Y (t) = R1,0(t)R2,1(t)R3,0(t) +R1,0(t)R2,1(t)R3,1(t) +R1,1(t)R2,1(t)R3,1(t) (1.12)

Note: From here on, the time notation will be omitted for convenience, as all the signals

included should be functions of time.

Another example is the Achilles Heel algorithm which is an efficient algorithm that can be used

to realize a superposition that includes all possible states, such a superposition is called a Universe

and shall be denoted by U :

U = (R10 +R11)(R20 +R21)(R30 +R31)....(RN0 +RN1) (1.13)

1.2.5 Circuit Realizations of Random Telegraph Waves

As a consequence of the previous discussion, four simple circuit elements can be used to realize

the hardware synthesis of RTWs: Addition, Subtraction, Multiplication and Division (Subtraction

and Division will not be used in this thesis). This means that the implementation of RTWs is fairly

simple. Figure 1.4 shows the implementation of a Universe of a three bit system.

Figure 1.4: Implementation of a Universe using RTWs

7



1.3 NOT and CNOT gates in Instantaneous Noise Based Logic

Previously, the NOT and the CNOT gates were created by applying operations on the reference

wires. Before discussing these methods, it will be beneficial to discuss what a general system

should look like. Figure 1.5 illustrates a typical system, where the "Hyperspace Synthesizer" unit

produces the output superposition Y.

Figure 1.5: A typical system in INBL that uses reference wires

Let us suppose that we have the following arbitrary superposition:

Y = Y0Ri0 + Y1Ri1 (1.14)

Where Y0 and Y1 are arbitrary superpositions that do not contain Ri0 or Ri1. Furthermore, Y0 and

Y1 can not be zero at the same time. Equation 1.14 shows that any arbitrary superposition can be

represented in terms of any bit i. This general superposition can represent a Universe or any subset

of it, and it will used to prove the generality of the gates.

1.3.1 The NOT Gate

To conduct a NOT operation [10] in INBL for a certain bit i, the high value (Ri1) and low value

(Ri0) reference wires of that bit need to be multiplied by the multiplication of the high and low

values (Ri1Ri0) of that bit. Figure 1.6 shows the implementation of the NOT gate.

8



Figure 1.6: Implementation of a NOT Gate

If the NOT operation is applied on the superposition in equation 1.14, then the superposition

becomes:

Y = Y0Ri0Ri0Ri1 + Y1Ri1Ri0Ri1 (1.15)

By using equation 1.2, equation 1.15 becomes:

Y = Y0Ri1 + Y1Ri0 (1.16)

By comparing equation 1.14 and equation 1.16, it is noticed that the NOT gate have been applied

to all strings in the superposition.

1.3.2 The CNOT Gate

The Controlled NOT operation [10] requires a control bit and a target bit. When the control

bit is high value, a NOT operation will be applied to the target bit, and when the control bit is low

value, no operation will be applied to the target bit. Suppose that a system yields the following

superposition:

9



Y = Y0Ri0Rf0 + Y1Ri0Rf1 + Y2Ri1Rf0 + Y3Ri1Rf1 (1.17)

Where Y0, Y1, Y2 and Y3 are arbitrary superposition that do not contain bits i or f. This operation

shall be denoted by CNOTif . Figure 1.7 shows such a system.

Figure 1.7: General System before applying a CNOT Gate

Suppose that in the previous superposition it is required to apply the CNOT gate such that bit i

is the control bit and bit f is the target bit. This operation shall be denoted by CNOTif . To apply

the gate, all that is needed is to multiply the reference wire of the high value of the control bit (Ri1)

by the multiplication of the high value and the low value of the target bit (Rf1Rf0). By substituting

this operation in equation 1.17, the following superposition is produced:

Y = Y0Ri0Rf0 + Y1Ri0Rf1 + Y2Ri1(Rf0Rf1)Rf0 + Y3Ri1(Rf0Rf1)Rf1 (1.18)

Using equation 1.2, equation 1.18 becomes:

Y = Y0Ri0Rf0 + Y1Ri0Rf1 + Y2Ri1Rf1 + Y3Ri1Rf0 (1.19)

10



Figure 1.9 illustrates CNOTif and its output.

Figure 1.8: CNOT Gate

Cascaded CNOT operations shall be investigated next. Suppose that two CNOT gates need

to be applied one after the other, then the sequence of operation must be considered and must be

accounted for. There are two situations that arise from cascading CNOT gates:

• Situation1: The CNOT gates are non-interacting, and that means that the CNOT can be

applied normally just as a single CNOT operation.Non-interacting CNOT gates will occur

when the target bit of the CNOT operation that is being applied first, is not the control bit of

the second CNOT operation.

• Situation2: The CNOT gates are interacting, and that means that the original method needs

modification since the first CNOT will interfere with the second CNOT. Interacting CNOT

gates will occur when the target bit of the CNOT operation that is being applied first is the

control bit of the second CNOT operation.

It is best to explain such situations with examples.Assuming that a system generates the fol-

lowing superposition:
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Y = Y0Ri0Rf0Rh0 + Y1Ri0Rf1Rh0 + Y2Ri1Rf0Rh0 + Y3Ri1Rf1Rh0+

Y4Ri0Rf0Rh1 + Y5Ri0Rf1Rh1 + Y6Ri1Rf0Rh1 + Y7Ri1Rf1Rh1

(1.20)

Example of Situation1: Let us assume that CNOTfh will be applied first then CNOTif will be

applied next. In this case, the CNOT gates are non-interacting and the gates can applied directly

with no modification, because the control bit i of CNOTif has not changed. To apply CNOTfh,

the reference wire of the high value of the control bit (Rf1) is multiplied by the multiplication of

the high value and the low value of the target bit (Rh1Rh0). To apply CNOTif , the reference wire

of the high value of the control bit (Ri1) is multiplied by the multiplication of the high value and

the low value of the target bit (Rf1Rf0). According to these operations, equation 1.20 becomes:

Y = Y0Ri0Rf0Rh0 + Y1Ri0Rf1(Rh1Rh0)Rh0 + Y2Ri1(Rf1Rf0)Rf0Rh0

+ Y3Ri1(Rf1Rf0)Rf1(Rh1Rh0)Rh0 + Y4Ri0Rf0Rh1 + Y5Ri0Rf1(Rh1Rh0)Rh1

+Y6Ri1(Rf1Rf0)Rf0Rh1 + Y7Ri1(Rf1Rf0)Rf1(Rh1Rh0)Rh1

(1.21)

Using equation 1.2, equation 1.21 becomes:

Y = Y0Ri0Rf0Rh0 + Y1Ri0Rf1Rh1Y2Ri1Rf1Rh0 + Y3Ri1Rf0Rh1+

Y4Ri0Rf0Rh1 + Y5Ri0Rf1Rh0 + Y6Ri1Rf1Rh1 + Y7Ri1Rf0Rh0

(1.22)

Figure 1.9 illustrates the non-interacting CNOTs.

Example of Situation2: Let us assume that CNOTif will be applied first then CNOTfh will

be applied next. In this case, the CNOT gates are interacting because the target bit f in the first

CNOT is the control bit in the second CNOT. A modification is needed to get the correct results. In

this setup, there is an indirect relationship between between bits i and h. Three special interactions

appear here:

12



Figure 1.9: Cascaded CNOTs: applying CNOTfh then CNOTif

• When i is high and f is low, bit h gets complemented.

• When i is high and f is high, bit h doesn’t get complemented.

• When i is low and f is high, bit h gets complemented.

In order to apply the gates successfully, the same operations will be applied as if they were

non-interacting, but to account for the three special cases, the high value of i (Ri1) needs to be

multiplied by the low and high value of h (Rh1Rh0). Equation 1.20 becomes:

Y = Y0Ri0Rf0Rh0 + Y1Ri0Rf1(Rh1Rh0)Rh0 + Y2Ri1(Rf1Rf0)(Rh1Rh0)Rf0Rh0

+ Y3Ri1(Rf1Rf0)(Rh1Rh0)Rf1(Rh1Rh0)Rh0 + Y4Ri0Rf0Rh1 + Y5Ri0Rf1(Rh1Rh0)Rh1

+Y6Ri1(Rf1Rf0)(Rh1Rh0)Rf0Rh1 + Y7Ri1(Rf1Rf0)(Rh1Rh0)Rf1(Rh1Rh0)Rh1

(1.23)
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Using equation 1.2, equation 1.23 becomes:

Y = Y0Ri0Rf0Rh0 + Y1Ri0Rf1Rh1 + Y2Ri1Rf1Rh1 + Y3Ri1Rf0Rh0+

Y4Ri0Rf0Rh1 + Y5Ri0Rf1Rh0 + Y6Ri1Rf1Rh0 + Y7Ri1Rf0Rh1

(1.24)

Figure 1.10 illustrates such a case.

Figure 1.10: Cascaded CNOTs: applying CNOTif then CNOTfh
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2. CREATING THE XOR AND THE XNOR GATES IN INBL

2.1 Problem definition

Suppose that an INBL system generates the following superpostion:

Yinitial = Y0Ri0Rf0Rhx0 + Y1Ri0Rf1Rhx1 + Y2Ri1Rf0Rhx2 + Y3Ri1Rf1Rhx3 (2.1)

Where Ri0 represents the zero value of the ith bit,Rf0 represents the zero value of the f th bit, Ri1

represents the one value of the ith bit, Rf1 represents the one value of the f th bit. { Rhx0 , Rhx1 , Rhx2 , Rhx3

} represent the hth bit that have arbitrary initial values of { x0, x1, x2, x3 }. { Y0,Y1,Y2,Y3 } are arbi-

trary superpositions that do not contain RTWs of bits i,f or h. Figure 2.1 illustrates such a system.

Figure 2.1: A general system before applying XOR Gate

Assume that bits { i,f } are the inputs to the XOR gate and the output appears on bit { h }. All

strings in a superposition must be considered when constructing a gate in INBL; this means that

all the combinations of input bits in each string should give the correct result on the output bit.
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Since there are 3 bits involved in this operation, one would expect that 8 possibilities would arise

in equation 2.1, but this does not happen. Since the XOR gate is only applied on inputs, the output

bit value is not part of the computation and its previous value should not affect the result or the

method. This causes the possibilities to collapse to only 4.

Given the previous discussion, it is concluded that all strings in a superposition need to be

independent of the output bit to successfully apply the XOR gate. This means that the value of the

output bit should not depend on the string in the superposition. Another challenge that arises in

INBL is that there is a way to invert a bit, but there is no way to set it to a certain value with a single

operation. In the following subsections, we will explain how to solve these problems together and

get our desired output.

2.2 Solving the Dependency of the output bit

In order to solve the output dependency on the strings in a superposition, the strings need to be

manipulated such that all output bits in any string will have the same output value. For example,

all the values { x0, x1, x2, x3 } in equation 2.1 need to be the same value. Zero is chosen arbitrarily,

but one would work as well. This can be done by multiplying the reference wire of Rh1 by Rh0Rh1.

If a string contains a Rh1, it will be inverted to a Rh0 and if it contains a Rh0, it will stay the same,

thus, all the strings will contain Rh0. This operation transforms the superposition in equation 2.1

to the following:

YIndependent = Y0Ri0Rf0Rh0 + Y1Ri0Rf1Rh0 + Y2Ri1Rf0Rh0 + Y3Ri1Rf1Rh0 (2.2)

Figure 2.2 illustrates this operation.
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Figure 2.2: Producing an independent output bit in a superposition

2.3 Applying the XOR gate

An XOR operation yields one when the inputs are the same and yields a zero otherwise. In

equation 2.2, the output bit starts at zero, this means that applying the XOR gate is equivalent

to inverting the output bit when the inputs are different. As discussed previously, inverting Rh0

means multiplying it by Rh0Rh1 and inverting a bit twice yields the original value. In the previous

statement lies the key to the XOR gate, if the high value of the inputs (Ri1 and Rf1) are multiplied

by the inverting operator (Rh0Rh1), the following cases occur:

• Bit i is high and bit f is high: the output is inverted twice and it retains its zero value.

• Bit i is low and bit f is high: the output is inverted to one.

• Bit i is high and bit f is low: the output is inverted to one.

• Bit i is low and bit f is low: no operation happens because the low reference wires of the

inputs have not been multiplied by anything. The output bit retains its zero value.
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Equation 2.2 becomes:

YXOR = Y0Ri0Rf0Rh0 + Y1Ri0Rf1(Rh0Rh1)Rh0

+ Y2Ri1(Rh0Rh1)Rf0Rh0 + Y3Ri1(Rh0Rh1)Rf1(Rh0Rh1)Rh0

= Y0Ri0Rf0Rh0 + Y1Ri0Rf1NOT (Rh0)

+ Y2Ri1Rf0NOT (Rh0) + Y3Ri1Rf1NOT (NOT (Rh0))

= Y0Ri0Rf0Rh0 + Y1Ri0Rf1Rh1 + Y2Ri1Rf0Rh1 + Y3Ri1Rf1Rh0

(2.3)

The XOR gate is illustrated in Figure 2.3. It is worth noting that there were multiple ways to apply

the XOR, but they all have the same principle. For example, the low value reference wires Ri0 and

Rf0 could have been multiplied by Rh0Rh1 to get the XOR gate.

Figure 2.3: The XOR gate

2.4 Applying the XNOR gate

Since we implemented the XOR gate, we can simply use the result from the XOR gate and the

NOT gate to get the XNOR gate. Figure 2.4 illustrates such an idea. If the NOT gate is applied to

bit h in equation 2.3, then we get the XNOR gate:
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YXNOR = Y0Ri0Rf0Rh1 + Y1Ri0Rf1Rh0 + Y2Ri1Rf0Rh0 + Y3Ri1Rf1Rh1 (2.4)

Figure 2.4: The XNOR gate using the NOT operation on the XOR gate

Alternatively, the XNOR gate can be derived using the same method as the XOR gate. Starting

from equation 2.2, the high value of an input Ri1 and the low value of the other input Rf0 need to

be multiplied by Rh0Rh1 to get equation 2.4. This is illustrated by Figure 2.5.
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Figure 2.5: An alternate implementation of the XNOR gate

2.5 Cascading XOR gates

In this section, the cost of cascading XOR gates will be discussed. Suppose that it is needed to

cascade two XOR gates as in Figure 2.6. The following superposition represents such a situation:

Yinitial =Y0Ri0Rf0Rd0Rhx0 + Y1Ri1Rf0Rd0Rhx1 + Y2Ri0Rf1Rd0Rhx2 + Y3Ri1Rf1Rd0Rhx3+

Y4Ri0Rf0Rd1Rhx4 + Y5Ri1Rf0Rd1Rhx4 + Y6Ri0Rf1Rd1Rhx6 + Y7Ri1Rf1Rd1Rhx7

(2.5)

Where superpositions { Y0, Y1, Y2, Y3, Y4, Y5, Y6, Y7} are arbitrary. Bits i,f and d are the inputs and

the output is bit h. Only one output bit is needed for such an operation since the gates will be

applied in a single step rather than multiple steps.
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Figure 2.6: Cascaded XOR gates circuit. The inputs and outputs can be of any value. This is
just an illustration to show the intended operation and does not mean that inputs or outputs have a
singular value.

To apply the cascaded XOR gates, the output needs to be independent and all the high values

of the input reference wires need to be multiplied by Rh0Rh1. Figure 2.7 illustrates this idea. The

following superposition will be generated:

YCascadedXOR =Y0Ri0Rf0Rd0Rh0 + Y1Ri1Rf0Rd0Rh1 + Y2Ri0Rf1Rd0Rh1 + Y3Ri1Rf1Rd0Rh0+

Y4Ri0Rf0Rd1Rh1 + Y5Ri1Rf0Rd1Rh0 + Y6Ri0Rf1Rd1Rh0 + Y7Ri1Rf1Rd1Rh1

(2.6)

Cascading two XOR gates only requires an extra multiplication operation and requires no extra

bits. This can be extended to any XOR operations that are acting on N number of bits. After the

first XOR gate, any extra XOR gate will require only one multiplication operation.
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Figure 2.7: Implementation of cascaded XOR gates

2.6 Cascading an XOR gate with a CNOT gate

Assume that the circuit in Figure 2.8 needs to be implemented in INBL. The initial superposi-

tion will be the same as the one in equation 2.5.

Figure 2.8: Cascading CNOT gate with an XOR gate

First, the CNOT gate will be applied, where d is the control bit and i is the target bit. The

following superposition will be generated after the CNOT gate:
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YCNOTdi
=Y0Ri0Rf0Rd0Rhx0 + Y1Ri1Rf0Rd0Rhx1 + Y2Ri0Rf1Rd0Rhx2 + Y3Ri1Rf1Rd0Rhx3+

Y4Ri1Rf0Rd1Rhx4 + Y5Ri0Rf0Rd1Rhx4 + Y6Ri1Rf1Rd1Rhx6 + Y7Ri0Rf1Rd1Rhx7

(2.7)

Figure 2.9 illustrates this operation.

Figure 2.9: Applying CNOTdi

The tricky part is applying the XOR gate. Two cases arise here:

• Bit d is zero: XOR gate is applied normally as bit i did not change.

• Bit d is one: i gets inverted and the XOR gate will be inverted .

These two cases can be realized by multiplying Rd1 by Rh0Rh1, then the regular XOR gate will be

applied. Figure 2.10 demonstrates this.
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Figure 2.10: Final implementation of cascaded CNOT and XOR gates

The resulting superposition will be:

YCascadedXOR =Y0Ri0Rf0Rd0Rh0 + Y1Ri1Rf0Rd0Rh1 + Y2Ri0Rf1Rd0Rh1 + Y3Ri1Rf1Rd0Rh0+

Y4Ri1Rf0Rd1Rh1 + Y5Ri0Rf0Rd1Rh0 + Y6Ri1Rf1Rd1Rh0 + Y7Ri0Rf1Rd1Rh1

(2.8)
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3. CONCLUSIONS AND FUTURE WORK

3.1 Conclusions

The XOR and XNOR gates [11] have been successfully implemented in INBL. It was proven

that only 4 multiplications were needed in the implementation:

• A single multiplication for the inverting operator.

• Three multiplications for the input and output bits.

Since the gates in INBL act on all the strings in a superposition, the yield of a single XOR operation

will be exponentially large. It was also shown that the XOR operation is commutative as the

XOR operation was repeatable with low cost. It can also be integrated efficiently with previous

gates. These gates have potential applications in challenging the supremacy of quantum computing

schemes, as they perform the same functions with simpler implementation and higher accuracy.

3.2 Future work

Our future work will focus on implementing other gates in INBL, so that we can eventually

implement quantum algorithms. The commutativity of the cascaded CNOT gate with the XOR

gate shall be explored later. We are also investigating new ways to implement a search algorithm

that is both efficient and repeatable. We are also exploring new NBL schemes that might have

better potential than the current system. Finally, we are investigating schemes that can be applied

directly on the superposition and do not act on the reference wires.
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