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ABSTRACT

Type Ia Supernovae (SNe Ia) are the most precise distance indicators available for cos-

mological studies. Utilizing this characteristic in analysis led to the discovery of dark energy

and the accelerated expansion of the Universe, and SNe Ia continue to be crucial for un-

derstanding modern cosmology. However, there are systematic uncertainties associated with

SNe Ia that prevent use of these powerful tools to their full potential. The scatter observed

in their standardized magnitudes is larger than can be explained by current knowledge. For

example, it is difficult to separate the reddening effects of dust from SN Ia intrinsic color.

Upcoming surveys like LSST and Roman will discover an unprecedented number of SNe Ia,

shrinking the statistical contribution such that systematic error vastly outweighs statistics.

In order to be prepared for these data, it is crucial that sources of systematic error in SN Ia

standardization are better understood.

This dissertation concerns the variability among SNe Ia. This includes observational

variability, the physical implications of these variations, and their effects on SN Ia cosmology.

We find that the “bump” feature of the color-magnitude diagram (CMAGIC) diagram of

SNe Ia is strongly correlated with the slope of the subsequent linear region. In addition,

the slope and bump feature are correlated with both photometric and spectral parameters

that are associated with decline rate. This result may be associated with chemical mixing

due to large-scale Rayleigh-Taylor instabilities at the Si/Ni boundary. A preliminary Hubble

residual analysis is described, which shows that these features may need to be considered in

order to ensure a uniform sample for cosmological studies.

Chapter 2 describes the data used in this work, namely, the Nearby Supernova Factory

(SNfactory) spectrophotometric dataset. Chapter 3 describes the analytical procedures used

in this work. This includes both photometric and spectroscopic techniques. We focus on

color-magnitude intercept calibration (CMAGIC) methods, introduced in Section 1.3, to

quantify some aspects of SN Ia diversity. Chapter 4 discusses the results of the analyses
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described in Chapter 3. CMAGIC-based diversity is discussed in terms of supernova physics,

as well as cosmology. Finally, Chapter 5 summarizes the key results of this work, and

recommendations for future work are detailed.
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NOMENCLATURE

ΛCDM Lambda-cold dark matter

BL Broad line (Branch classification [1])

CMAGIC Color-Magnitude Intercept Calibration

CL Cool (Branch classification [1])

CN Core normal (Branch classification [1])

DD Double degenerate

DDT Delayed-detonation

FLRW Friedmann-Lemaître-Robertson-Walker

fPCA Functional principal component analysis

IFS Integral field spectrograph

IME Intermediate mass element

LSST Legacy Survey of Space and Time

MCMC Markov chain Monte Carlo

MLE Maximum likelihood estimation

PC Principal component

pEW Pseudo-equivalent width

RMS Root mean square

SD Single degenerate

SALT Spectral Adaptive Light-curve Template

SED Spectral energy distribution

SN, SNe Supernova (singular), supernovae (plural)

SN(e) Ia Type Ia Supernova(e)
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SNIFS SuperNova Integral Field Spectrograph

SNfactory Nearby Supernova Factory

SS Shallow silicon (Branch classification [1])

SUGAR SUpernova Generator And Reconstructor

WD White Dwarf

WRMS Weighted root mean square
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1. INTRODUCTION

A supernova (SN, pluralized as “supernovae”, or SNe) is the explosion of a star at the

end of its lifetime. They are among the most energetic events in the known Universe, and

can be brighter than the total brightness of the host galaxy in which they reside. As a

SN explodes and material propagates outward, its innermost material becomes visible to

observers, providing a window into stellar interiors. They are a star’s final contribution

to the elemental content of the Universe—as the explosion’s shockwave travels through the

ejected material, it kickstarts nucleosynthesis and produces elements heavier than Fe, which

could not otherwise be produced by nucleosynthesis in the interior of a main sequence star. It

is impossible to understand the elemental abundances in the Universe without understanding

SNe.

There are two ways a supernova can occur: via a thermonuclear explosion or core-collapse.

Core-collapse SNe are the result of insufficient nuclear burning in the cores of massive stars.

Once elements have been fused to Fe, there is insufficient energy to continue fusion. Thus,

there is also insufficient energy support the star’s mass against gravity. The star collapses

and the material bounces off itself once it cannot collapse any further, causing a core-collapse

supernova.

Type Ia Supernovae (SNe Ia) are thermonuclear runaway explosions that originate in a

stellar binary system in which at least one of the members of the system is a white dwarf

(WD). A WD gains mass from either a degenerate or non-degenerate companion star, and

becomes too massive for electron degeneracy pressure to support it against gravity [15].

The material is compressed and heats rapidly, re-igniting thermonuclear reactions in the

previously-inert WD.

SNe Ia are of interest to astronomical studies due to their brightness and standardizability

[16, 17, 11, 18, 19]. Except for superluminous SNe, they are the brightest type of SN; this

allows them to be seen at further distances than their dimmer relatives. The combination of
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these two attributes makes them excellent distance indicators. Utilizing these characteristics

in analysis led to the discovery of dark energy and the accelerated expansion of the Universe

[20, 21], and SNe Ia remain the most precise distance indicator to date.

Broadly, this dissertation concerns the variability among SNe Ia. This includes obser-

vational variability, the physical implications of these variations, and their effects on SN

Ia cosmology. This work uses color-magnitude intercept calibration (CMAGIC) methods,

introduced in Section 1.3, to quantify some aspects of SN Ia diversity. This CMAGIC-

based diversity is discussed in terms of supernova physics, as well as cosmology. Finally,

recommendations for future work are detailed.

1.1 Type Ia Supernovae

1.1.1 Progenitors and Explosion Mechanisms

SNe Ia are the result of a thermonuclear explosion of a carbon-oxygen (CO) white dwarf

(WD) in a binary system. SN Ia light curves tend to be similar because of the limited

composition of their progenitors, as well as the rigid mass value at which electron degeneracy

pressure fails (Chandrasekhar mass).

However, there is some observed variation among SNe Ia. Its companion may be another

WD (degenerate), or any star that isn’t a WD (nondegenerate). If the companion star is not

degenerate, it is said that the SN has a “single degenerate progenitor” (SD). If the companion

star is a WD, it has a “double degenerate progenitor” (DD). The rates of SNe Ia as a result

of each of these progenitor scenarios is currently an open question.

1.1.2 Light Curves and Photometric Analysis of Type Ia Supernovae

1.1.2.1 Theory

Bolometric light curves of SNe Ia are primarily driven by radioactive decay of 56Ni [22,

23, 24]. As the initial shock propagates outward, 56Ni is synthesized and decays following
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the channels

56Ni + e− →56 Co + γ + νe (1.1)

56Co + e− →56 Fe + γ + νe (1.2)

56Co →56 Fe + e+ + γ + νe, (1.3)

where Equation 1.2 occurs for 81% of 56Co decays and Equation 1.3 represents the remainder

of 56Co decay [25]. Energy from these decays heats the expanding material, resulting in

thermal radiation and an observable explosion. Further, because the rate of energy released

from the decay of 56Ni at peak brightness is equal to the luminosity at that time, the

quantity of 56Ni in a given SN Ia can be estimated given a bolometric luminosity at maximum

brightness [22, 23, 24, 25].

1.1.2.2 Light curve width and decline rate

Light curve width, which is approximately synonymous with “decline rate”, is a crucial

parameter for classification of SNe Ia. The decline rate in magnitudes was first defined as

β, described the rate of brightness decrease between B−band maximum brightness and the

change in the slope of the light curve that occurs approximately 30 days after this time

[17]. This work paved the way for the parameter ∆m15 [11]. ∆m15 describes the change

in magnitude between maximum brightness in the B−band and 15 days later, rather than

a rate of dimming. There is also a relationship between ∆m15 and the peak luminosity of

the supernova—as ∆m15 increases, the maximum brightness of the supernova decreases [11].

This relationship has been successfully reproduced with models, showing that 56Ni mass is

the primary contributor to the width-luminosity correlation [26].

Other parameters have been developed to quantify the light curve width, including the

SALT stretch x1 [27, 28, 3], color-stretch sBV [10], and other statistically-developed quantities

[9].

3



1.1.3 Reddening and Extinction

Reddening and extinction both describe the observable effect of light scattering off dust.

Extinction describes the dimming that results, and reddening describes the preferential scat-

tering of bluer light (i.e., shorter wavelengths). In optical wavelengths, the intensity of

scattering Iscattering ∝ λ−1, reflecting this preferential scattering of shorter wavelengths.

Extinction is described by the equation:

AV = −2.5 log
FV

FV,0

, (1.4)

where the subscript V indicates the V -band photometric bandpass, FV is observed flux

in the V -band, and FV,0 is the intrinsic flux in the V -band.

Reddening is described by:

E(B − V ) = (B − V )observed − (B − V )intrinsic, (1.5)

where (B − V )observed is the observed B − V photometric color, and (B − V )intrinsic is

the intrinsic photometric color. E(B−V ) may also be called the “color excess” of an object.

Extinction and reddening can be linked via an equation, as well:

E(B − V ) = AB − AV , (1.6)

where AB is photometric extinction in the B-band and AV is photometric extinction in

the V -band. They can also be related to each other as:

AV = RVE(B − V ), (1.7)

where RV is a constant called the “total-to-selective extinction ratio”. RV is correlated

with the average size of dust grains—dust grains tend to scatter light with a wavelength
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similar to their own size. In terms of photometric observations, RV roughly quantifies the

amount of expected light loss in a particular photometric band.

1.1.3.1 Quantifying Host Galaxy Reddening

Because SN Ia cosmology relies on standardizing a diverse population, it is crucial that

the effects of dust on observable quantities are understood. This becomes more crucial as

more SNe are discovered and their diversity becomes more apparent. For example, it has

been shown that the mass and metallicity of the progenitor WD can affect the intrinsic color

in (B−V ) by approximately 0.1 magnitudes [8]. Thus, reddening must be quantified robustly

in order to access their intrinsic colors. Galactic dust reddening is generally well-measured

[29], however, it is more difficult to quantify the effects of dust from other galaxies.

An early method of calculating the color excess used the (B−V ) color curves during the

time period from ∼ 30 − 90 days after maximum brightness [30]. During this time region,

the color curves are extremely similar, but have a vertical offset. Because reddening can

only make objects redder, it can be assumed that there is a “blue floor” where observed color

reflects the intrinsic color of a given supernova. Thus, the vertical offset between the “blue

floor” and a color curve is the calculated color excess. This method was expanded upon by

including a calibration to the decline rate ∆m15 [31] (Section 1.1.2.2).

Spectral features (Section 1.1.4) are useful because they can be used to break degeneracies

between intrinsic properties and dust effects. For example, it has been shown that the pEW

of the Si II λ4131Å feature is highly correlated with light curve width [32, 33], and thus can

be used to derive extinction laws [34].

1.1.4 Spectroscopic Analysis of Type Ia Supernovae

SN spectra consist of both emission and absorption lines. The emission lines appear at

the rest-frame wavelength of the transition in the SN’s frame of reference. The absorption

lines are blueshifted because the expanding ejecta material moves toward the observer along

the line-of-sight. Due to the plethora of emission and absorption lines coupled with different
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blueshifts, in addition to Doppler broadening of all features, it is difficult, if not impossible,

to determine the location of the continuum in a SN spectrum.

In general, SNe are classified spectroscopically. SNe that show Hydrogen lines in their

spectra at times near maximum brightness are Type I SNe, while SNe that do not have H in

their spectra are Type II. All SN types are core collapse SNe, except for SNe Ia, which are

thermonuclear explosions of a white dwarf (WD). SNe Ia show strong Si absorption features

at 6355 Å and 5972 Å. It is important to note that these features do not appear in the

spectra at these rest wavelengths; they appear near 6100 Å and 5750 Å, respectively. This

is due to Doppler shifting of the light from the ejecta velocity traveling toward the observer.

As the explosion expands, the photosphere recedes and the observer is able to peer deeper

into the ejecta, providing the observer with a view of the elemental content of the different

layers of the SN. Fe-group elements are important to understand due to the fact that the

luminosity of SNe Ia is primarily driven by radioactive 56Ni decay [22, 23, 24]. Intermediate

mass elements (IMEs), such as S and Si, are also of interest because they are in the reaction

chain that leads to the synthesis of 56Ni.

1.1.4.1 Absorption line strength and pseudo-equivalent width

The strength of SN absorption lines is usually quantified by measuring their pseudo-

equivalent width (pEW). Unlike other objects, which have a clearly-distinguishable contin-

uum in their spectra, there is currently no defined spectral energy distribution (SED) that

describes the continuum component of a SN spectrum. Therefore, the equivalent width can-

not be measured directly. Instead, a local “pseudo-continuum” is defined—for a small region

surrounding an absorption line, a line segment can be taken to be an approximation to the

local continuum. The absorption line is normalized to the chosen pseudo-continuum, and

the area inside the normalized absorption feature is measured, resulting in a quantification

of line strength (pEW) for that spectral line [35]. Sometimes, instead of integrating over

the line, the center of the absorption feature (its minimum) is located and the distance be-

tween the pseudo-continuum and the minimum serves as a quantification of the spectral line
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strength [4, 5]. A ratio of line strengths may also be defined as the ratio of the flux value at

a peak or minimum to the flux at another peak or minimum [4, 36].

The strengths of the Si II λ6355 and λ5972 absorption features at maximum brightness

have been used to describe the “Branch subtypes”, which consist of “core-normal” (CN),

“shallow silicon” (SS), “broad line” (BL), and “cool” (CL) classifications [1]. When these line

strengths are plotted against each other, SNe tend to group into these four subtypes. These

groups tend to have similar spectral features outside of the aforementioned Si II lines.

The strengths of the Si II absorption features are correlated with light curve decline

rate [4, 5, 6]. In general, as Si II features weaken, the light curve decline rate ∆m15,B also

decreases. These bright, slowly-declining SNe tend to have weaker lines partially due to the

effects of their higher temperature on spectral features. In particular, the pEW of Si II λ5972

and the ratio of the strengths of the two discussed Si II features at maximum brightness,

R(Si II)max, increase as ∆m15,B increases [4, 5, 6]. The Si II λ6355 line strength is similarly

correlated with ∆m15,B, however, the relationship is not as strong [6]. The blended Si II/Ni II

feature at 4000Å has also been found to be associated with ∆m15,B, 56Ni mass, as well as

the SALT stretch parameter x1 [32, 33, 36].

1.1.4.2 Line velocity

The ejecta expansion velocity can be measured using the observed central wavelength

of a given absorption feature, the known rest frame wavelength of the feature, and Doppler

shift. Typical expansion velocities of Si II lines measured at maximum brightness are around

11000 km s−1 for normal SNe Ia [7]. Si II λ6355 line velocity can be used to identify SN

Ia subtypes similarly to the Branch subtypes. If the pEW and velocity of this line are

plotted against each other for a sample of SNe Ia, they naturally separate into groups, with

a notable ≳ 12000 km s−1 cutoff for fast-declining SNe (91bg-like) [7]. Additionally, these

fast-declining SNe with high ejecta velocity measured from the Si II λ6355 absorption feature

tend to be redder than normal SNe Ia, and excluding them from cosmology samples reduces

the scatter of the Hubble residual [7, 37, 38].
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1.2 Cosmology

1.2.1 Overview

Cosmology is the study of the nature of the Universe on large scales. The goal of cos-

mological studies are to understand the origin of the Universe, how it changes through time,

why it has the properties it has, and how it might end. The current popular model describ-

ing the Universe is the Lambda-cold dark matter (ΛCDM) model. In addition to normal

baryonic matter, this model states that the Universe contains cold dark matter (CDM) and

dark energy. The dark energy is described by a “cosmological constant”, denoted by Λ.

ΛCDM assumes the Universe is both homogeneous (everywhere is the same) and isotropic

(it is the same in every direction). In other words, no matter where an observer is positioned

in the Universe, the observer will always deduce the same information about the Universe.

Mathematically, the Friedmann-Lemaître-Robertson-Walker (FLRW) metric describes this

as

ds2 = c2dt2 − a(t)2
( dr2

1− kr2
+ r2(dθ2 + sin2 θdϕ2)

)
, (1.8)

where c is the speed of light, t is time, a(t) is the cosmological scale factor, and (r, θ, ϕ)

represent comoving spherical coordinates. k indicates curvature; k < 0 means negative

curvature, k = 0 means zero curvature, and k > 0 means positive curvature. Currently, the

Universe is believed to be flat (i.e., k = 0).

Λ enters the picture because the FLRW metric, expressed as a diagonal matrix, can be

used to solve Einstein’s field equations with a cosmological constant:

Gµν + Λgµν =
8πG

c4
Tµν , (1.9)

where Gµν is the Einstein tensor, gµν is the metric tensor (in this case, the FLRW metric

expressed as a matrix), Tµν is the stress-energy tensor, and G is the Newtonian gravitational
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constant. The solutions are the Friedmann equations,

H(t)2 ≡
( ȧ
a

)2

=
8πGρ

3
− kc2

a2
+

Λc2

3
(1.10)

ä

a
= −4πG

3

(
ρ+

3p

c2

)
+

Λc2

3
, (1.11)

where H(t) is the Hubble parameter, p is pressure, and ρ is mass density of the Universe. ρ

and p are related to each other by the equation of state of a perfect fluid,

p = wρc2, (1.12)

where w is dimensionless. Dots above characters indicate time derivatives.

Assuming a flat Universe (k = 0), equations 1.10 and 1.11 can be combined and rewritten

as

ρ̇+ 3H(t)
(
ρ+

p

c2

)
= 0. (1.13)

Using Equation 1.12, this can be rewritten as

dρ

ρ
= −3

da

a
(1 + w), (1.14)

which, if integrated assuming a constant w, implies that

ρ ∝ a−3(1+w). (1.15)

The “fluid” in the Universe that these equations describe can be either matter, radiation, or

the cosmological constant. To make this expression constant, w = −1. Therefore, if dark

energy is described by a cosmological constant, experimental evidence must show w = −11.

For matter, w = 0 and ρm ∝ a−3; for radiation, w = 1/3 and ρr ∝ a−4. Therefore, a solution
1For accelerated expansion, but not necessarily a cosmological constant, w < −1/3.
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for ρ(a) is

ρ(a) = ρma
−3 + ρra

−4 + ρΛ, (1.16)

where ρi are constants with density units.

We can also derive a critical density ρc, which is the current density of the Universe.

This value will be used to change the density units of the ρi in Equation 1.16 so they are

dimensionless. Using Equation 1.10 with k = 0 and Λ = 0,

ρc =
3H2

0

8πG
, (1.17)

where H0 is the Hubble constant, or the value of H(t) today. Equation 1.16 is divided by ρc

such that Ωi = ρi/ρc, and the result is

H(t) = H0

√
Ωma−3 + Ωra−4 + ΩΛ. (1.18)

However, it is difficult to make practical measurements in terms of the scale factor a(t).

Starting with the FLRW metric (Equation 1.8) and setting θ = ϕ = 0, in combination with

Doppler shift, the cosmological redshift z can be derived:

1 + z =
a0
a(t)

, (1.19)

where a0 = 1 is the scale factor at the current time. Then, Equation 1.18 can be rewritten

in terms of z:

H(z) = H0

√
Ωm(1 + z)−3 + Ωr(1 + z)−4 + ΩΛ. (1.20)

This is still not immediately useful for application to observations without more deriva-

tions. Ultimately, what we are able to observe directly is the flux coming from an astronom-

ical object,

F =
L

4πd2L
, (1.21)
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where L is luminosity and dL is luminosity distance. However, in order to calculate the

luminosity distance, we need the comoving distance, which is the distance between two

objects with the expansion of the Universe removed.

Starting with the fact that distance = rate × time, we can take the “rate” to be the

speed of light c, and the time to be the reciprocal of Equation 1.20. Then, we integrate over

redshift z:

dC =
c

H0

∫ z

0

dz√
Ωm(1 + z)−3 + Ωr(1 + z)−4 + ΩΛ

. (1.22)

However, luminosity distance dL is the distance as derived from observation, which includes

z. Then, accounting for the expansion of a flat universe,

dL = (1 + z)dC . (1.23)

Finally, we define the distance modulus µ and relate these quantities to “observers’ units”

in magnitudes:

µ ≡ 5 log
( dL
10pc

)
= m−M − k, (1.24)

where m is the apparent magnitude of an object, M is the absolute magnitude, and k is the

k−correction term. This term accounts for the fact that redshift affects the observer-frame

brightness of an object due to its spectral features shifting in or out of a photometric filter.

1.2.2 Type Ia Supernova Cosmology

SNe Ia are the most precise experimental cosmological distance indicator available. Al-

though they are not all identical, and cannot be called “standard” candles, they are highly

“standardizable” due to the luminosity-decline rate relationship discussed in Section 1.1.2.2.

Very precise Hubble diagrams have been made using only color and decline rate corrections

[20, 39, 21, 40, 41, 42]. Typically, these use the Tripp distance modulus relationship [12, 13],
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or a modified version of it,

µTripp = mB − (−19.48 + b(∆m15 − 1.05) +RB(B − V )). (1.25)

Current distance modulus models usually allow the parameter M to vary as a fit parameter

rather than fixing it at -19.48, and 1.1 has replaced 1.05 as the accepted average value of

∆m15. A commonly-used variation on this model is the SALT distance modulus formalism,

which modifies the two-parameter Tripp model to replace ∆m15 and (B−V ) with the SALT

parameters x1 and c, respectively:

µSALT = mB −M + αx1 − βc. (1.26)

However, these models can be improved if spectral information is considered as well

[7, 43, 37, 33, 44]. Spectral features are useful because they can be used to break degeneracies

between intrinsic properties and dust effects. For example, it has been shown that the pEW

of the Si II λ4131Å feature is highly correlated with light curve width [32, 33], and thus can

be used to derive extinction laws [34]. The Hubble residual can also be reduced if peculiar

velocity is accounted for [45, 46].

Efforts have been made to use unusual SNe for standardization. For example, if it can

be shown that 1991T/1999aa-like objects can be used for standardization as successfully as

“normal” SNe Ia, then these objects that will be over-represented in higher-z samples due to

their brightness allow extension of the cosmological distance ladder [47, 48]. However, the

results do not currently meet the accepted standards established by the use of normal SNe

Ia.

1.3 Color-Magnitude Intercept Calibration

The color-magnitude intercept calibration (CMAGIC) method standardizes magnitudes

at a constant color rather than at maximum brightness [49]. About one week after maximum
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brightness in the B−band, the color-magnitude diagram (CMAGIC diagram) for normal-

bright SNe Ia (i.e., neither subluminous nor overluminous) displays a remarkably linear

relationship in the rest-frame B magnitude versus B − V , B − R, and B − I colors. This

lasts for approximately two weeks. The slope of this region, BXY , is independent from

other measurable quantities. Thus, we can use this property to accurately calibrate SNe Ia

independently of other methods with sensitivity to different systematic sources of error. It

has been shown that CMAGIC curves may be useful in breaking the degeneracies between

intrinsic color and reddening. Specifically, the location of its distinguishing features are

affected by the central density of the progenitors and explosion mechanism [8].

The slope of the linear region is defined as

B = BBX + βBX(B −X), (1.27)

where βBX is the slope of the linear region, BBX is the intercept of the fit line, and

X represents an arbitrary photometric filter (V , R, or I) [49]. Additionally, BBX is the

magnitude to be standardized for cosmological application, rather than maximum brightness.

Special attention must be paid to BBX because it is not simply the intercept found by a

direct linear fit to the CMAGIC diagram. As an error-reducing measure, before fitting the

linear region, the CMAGIC diagram is shifted by 0.6 mag to the left (0.6 is approximately

the mean B−V color in the linear region) before being shifted back to its “correct” location.

This results in a fit value for an intercept at B−X = 0.6, called BBX0.6. Thus, the intercept

values are originally defined as:

BBX ≡ BBX0.6 − ⟨βBX⟩ × 0.6 mag, (1.28)

where the angled brackets represent the average over the entire sample [49].

There is also a second linear region, which occurs between 30-60 days after maximum

B−band brightness. This is visible in the left panel of Figure 3.1, where the SN can be seen
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dimming and becoming bluer after the data point at 34.2 days.

The extinction corrections for the BV RI filter set are

ABV = (RB − βBV )E(B − V ) (1.29a)

ABR = RBE(B − V )− βBRE(B −R) (1.29b)

ABI = RBE(B − V )− βBIE(B − I) (1.29c)

where RB is the total-to-selective extinction ratio for the B-band [49].

It is worth noting that if RB ≈ βBV , then BBV is an extinction-free quantity. Further,

we can derive a correction to Bmax using the quantities defined by the CMAGIC linear fit in

order to circumvent the use of E(B − V ) or ABV entirely. If an extinction-free magnitude,

BEF , is given by

BEF = BBV − ABV (1.30)

We replace ABV using Equation 1.29a:

BEF = BBV − (RB − βBV )E(B − V ) (1.31)

Then, we assume that

βBV =
∆B

∆(B − V )
≈ Bmax −BBV

βBV

, (1.32)

and can then express the extinction-free magnitude BEF in terms of measurable quantities

as

BEF = BBV − (RB − βBV )(Bmax −BBV )

βBV

. (1.33)

1.3.1 CMAGIC diagram variability

The CMAGIC diagram reveals features and relationships that are not visible on light

curves or color curves. For example, some SNe show a “bump” feature near the time of

maximum brightness, i.e., they show a small luminosity excess with respect to the line fit
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to the linear region. Others do not have this feature, and all data and corresponding curve

fits to the CMAGIC diagram appear underneath the fit line [49]. Early CMAGIC literature

suggested that the bump feature, along with a possible observed bifurcation in the slope

distribution, may be indicative of two progenitor channels. It had been found that the

probability of a bump occurring increases as the B−band stretch increases, and that the

difference value Bmax − BBV is directly tied to the presence of a bump feature [50, 51]. For

instance, SNe with ∆m15 ≳ 1.1 tend to have |Bmax − BBV | ≈ 0, and SNe with ∆m15 ≲ 1.1

have |Bmax − BBV | ≲ 0 [51]. It has also been suggested that variations in slope may be

indicative of underlying supernova physics [8].

1.3.2 Cosmological results from CMAGIC

Cosmological results from CMAGIC are consistent with the current picture of cosmology,

i.e., an accelerating flat Universe with a cosmological constant [50]. The Hubble residual from

CMAGIC standardization has root mean square (RMS) dispersion of approximately 0.14

mag, which is comparable to other methods that use the magnitude at maximum brightness

for standardization [51]. However, it is not currently known if the bump feature affects these

results. For low-redshift SNe, it is straightforward to circumvent this potential issue: a bump

is easily detectable with data that are sufficiently high-quality. It would be more difficult to

detect a bump for a high-z sample [50].

Previous work has used the extinction-free magnitude BEF (Equation 1.33) as a quantity

in the distance modulus model [9]:

µ =BBV −M − δ(∆m15 − ⟨∆m15⟩)

− (RB − βBV )
(Bmax −BBV

βBV

+ 0.6 + 1.2
( 1

βBV

−
〈 1

βBV

〉)) (1.34)

In this model, the free fit parameters are M , δ, and RB. Angled brackets represent the

average of the quantity inside the brackets over the entire sample. This model makes some

assumptions and simplifications; the 0.6 + 1.2
(

1
βBV

−
〈

1
βBV

〉)
term represents the average

of Bmax−BBV

βBV
. The factor of 1.2 comes from 2 × 0.6; i.e., an assumed average slope of 2
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has been adopted in order to calculate only the average Bmax − BBV . In the work that fit

this model, the weighted root mean square (WRMS) of the Hubble residual ranged from

0.119 < WRMS < 0.137, depending on the strictness of a color cut applied to the sample.
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2. DATA

2.1 Spectrophotometry

Integral field spectrographs (IFS) combine imaging techniques with spectroscopic tech-

niques [52, 53]. An image passes through the telescope, and is then split into many spatial

samples with a microlens array. Each of these samples is fed into a spectrograph, and the

result is many spectra for a single telescope pointing. The product is a “data cube” with

coordinates (α, δ, λ), representing 2D sky coordinates and wavelength, respectively. These

instruments are advantageous for SN searches because they allow simultaneous observation

of both the supernova (point source), its host galaxy (extended source), and the sky. This

allows spectral characterization of the object, its host, and contaminants at the same time,

enabling pristine background subtraction.

Spectrophotometric data are spectra such that the flux scale of the spectrum is calibrated

to the flux of a standard star. Standard stars are stars that have well-characterized spectra.

These “actual” flux values can be obtained from databases such as CALSPEC [54], or models.

Spectral observations of the chosen standard stars that are taken at the same time as the data

for the science object are calibrated to the “true” reference spectrum. This is necessary in

order to account for effects like airmass and seeing—the reference and science object spectra

should have as similar conditions as possible. Finally, the science spectrum is calibrated to

the adjusted observed reference spectrum, yielding a science spectrum in physical units (e.g.,

ergs s−1 Å−1 cm2).

A further advantage of using an IFS is that analyses are not restricted to a particular

set of photometric filters. Given a flux-calibrated (i.e., spectrophotometric) data cube, the

full original image can be reconstructed by generating synthetic photometry in any chosen

filters, as long as the filters are within the wavelength range of the spectra.
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2.2 The Nearby Supernova Factory

The Nearby Supernova Factory (SNfactory) is a spectrophotometric dataset consisting

of 275 low-z (0.03 < z < 0.08) SNe Ia [55]. Because each object has observations at

several epochs, there are a total of 3731 flux-calibrated spectra. All SNe are in the smooth

Hubble flow (i.e., their radial velocities are relatively uncontaminated by host galaxy peculiar

velocities), thus, they are ideal for probing the nature of dark energy in the nearby Universe

(z ≲ 0.1). It is especially important to obtain precise knowledge of nearby supernovae for

cosmological purposes because the rest of the cosmic distance ladder relies on the calibration

of these objects. If the low-z rung of the cosmic distance ladder forms a more stable base

for higher-z measurements, a more precise calculation of H0 can be made. In addition to

providing a zero-point for the Hubble diagram, they allow us to better understand SN Ia

physics, including the relationship between brightness and light curve width and intrinsic

color. Accurate k−corrections also pose a challenge for SN cosmology. At higher z, spectral

features redshift out of the observer-frame photometric bandpasses. Because SNfactory SNe

are spectrophotometric, and thus do not require k−corrections, they are an excellent source

for constructing a basis for more accurate k− corrections at higher z. Thus, the error

contribution from systematics can be reduced with such a dataset.

These SNe were discovered using CCD images from JPL’s Near Earth Asteroid Team

(NEAT) and the Palomar-Quest (PQ) survey, and were followed up using the SuperNova

Integral Field Spectrograph (SNIFS) [56] on the University of Hawaii 2.2-m telescope on

Mauna Kea [55]. SNIFS provides wavelength coverage from 3200Å− 10, 000Å, which trans-

lates roughly to the coverage of UBV RI Johnson filters [14]. The spectrograph has two

“arms”—a blue arm (3200Å−5600Å, R ∼ 1000) and a red arm (5200Å−10000Å, R ∼ 1300).

This split design is necessary to accommodate the wide target wavelength range. Once the

spectra from the blue and red arms are merged, there are 225 spectra per pointing from

SNIFS.

The SNfactory data are not flux-calibrated exactly as described in Section 2.1. The
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SNIFS CALibration Apparatus (SCALA) [57] uses a Xenon lamp for the blue arm and a

halogen lamp for the red arm as proxies for astronomical standards. Atmospheric conditions

are monitored for SCALA with observations of CALSPEC [54] standard stars [58].

2.2.1 Spectral models from the Nearby Supernova Factory

Several spectral models have been developed from the SNfactory data. The SuperNova

Empirical MOdels (SNEMO) is a PCA-based time series spectral energy distribution (SED)

model, which aimed to improve upon the SALT2 PCA-like model by identifying additional

components that describe significant SN Ia variation [59, 60]. Three models are developed:

one with two free parameters for the purposes of comparing with SALT2, one with seven,

and one with 15 free parameters. The SUpernova Genreator And Reconstructor (SUGAR)

model is a similar time series SED model developed using SNfactory data with PCA-like

methods [61, 60].

The “Twins embedding” model intends to model spectral variability at maximum light

rather than over the full time series. It expands a previous method [62] to include a spectral

parameterization of SNe Ia [63]. The nonlinear model includes three PCA-like components

that describe ∼ 80% of the variance between SNe Ia. The three components of the model,

represented by ξi, roughly correspond to pEW of Ca II features, pEW of Si II features, and

ejecta velocity [63].

There is also a probabilistic autoencoder (PAE) model [64]. This is a nonlinear method

that uses the probability distribution of the data to generate simulated samples; this is

advantageous because it allows construction of a realistic simulated SN Ia dataset.

2.2.2 Previous SN Ia calibration results from the Nearby Supernova Factory

An early SNfactory cosmological study found that the flux ratio of the spectral features

at 6420Å and 4430Å is highly correlated with SN Ia luminosity [43]. Using a sample size of

58 SNe, and without removing highly extincted or 91T/99aa-like SNe, they fit the single-
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parameter distance modulus model

µ = mB −M − γR, (2.1)

where mB is the B−band magnitude at the time of the observation, R is the flux ratio

of the spectral features at 6420Å and 4430Å, and M and γ are free fit parameters. They

find that the standard deviation from this fit (i.e., Hubble residual) is ∆µ(R) ≈ 0.13. For

comparison, the result from the SALT2 model (i.e., photometry only) for the same data was

∆µ(x1, c) ≈ 0.16. These results are a compelling argument for including spectral information

in SN Ia cosmological analyses, and by design, for using SNfactory to do so.

The SNfactory data also yielded the “twin” method for standardizing SNe Ia. In this

method, SNe with matching spectra in their full time series are assumed to originate from

the same progenitor and explosion mechanism [62]. Because spectroscopic twins’ intrinsic

brightness and colors are the same, any difference in these values can be attributed to

dust effects. “Twinness” is quantified by minimizing a χ2-like quantity, represented by ξ.

This method resulted in a dispersion of ∼ 0.08 [62]. Twinness was revisited later with

the nonlinear “Twins embedding” model [63]. Because its components are nonlinear, the

usual linear methods of standardization cannot be used with these parameters. However,

standardizing using this model as well as twins yields residuals down to ∼ 0.07 [65].

In addition to SN Ia calibration, SNfactory data have been used to examine SN physics

for individual SNe Ia. This is necessary in order to better understand standardization. SN

2011fe has been the subject of several publications; it has become the archetypical “normal”

SN Ia due to the fact that it is extremely nearby and minimally affected by dust [66, 67, 68].

Unusual SNe have received the same treatment, providing a necessary window into the

possible variations of SN Ia physics [69, 70, 71].
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3. METHODS

All analysis in this work is carried out using the Nearby Supernova Factory (SNfactory)

spectrophotometric dataset, described in Section 2.1.

3.1 Synthetic Photometry

Because spectra from SNIFS are spectrophotometric, synthetic photometry can be gen-

erated without concern for color calibration or k−corrections. First, all spectra are corrected

for the effects of Milky Way dust [29]. Then, all spectra are converted to the observer frame

at redshift z = 0.05. Correcting the observed wavelength for the relativistic Doppler effect

is done by:

λrest frame =
λobserved

1 + zhelio
. (3.1)

The full spectrum wavelength correction is

λz=0.05 =
λobserved

1 + zhelio
(1 + 0.05). (3.2)

Bessell filters [14], which are given in the rest frame, were also set to z = 0.05 using λobserved =

λrest frame(1+z). The transmission curves do not need to be adjusted because they are given

in fractional quantities (Appendix A).

Fluxes were normalized to z = 0.05 using

Fref = Factual

(1 + zhelio
1 + zref

)(DL,actual

DL,ref

)2

= Factual

( a(tref )

a(tactual)

)
, (3.3)

where Factual is the original spectrum flux, zhelio is heliocentric redshift, zref is the new

redshift (i.e., z = 0.05), DL,actual and DL,ref are luminosity distances for the object’s original

z and at z = 0.05 assuming a flat ΛCDM cosmology with H0 = 70 km s−1 Mpc−1 and

Ωm,0 = 0.3, and both a(t) are the cosmological scale factors associated with the original z
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and z = 0.05 for the assumed cosmology. Then, the error of the normalized flux is

σFref
= σFactual

∂Fref

∂Factual

= σFactual

(1 + zhelio
1 + zref

)(DL,actual

DL,ref

)2

. (3.4)

See Appendix B.1 for a summary of error propagation procedures. After these corrections

are made, synthetic photometry can be generated. The area under the spectrum, F , in a

given filter X for a photon-counting detector, is calculated by

FX =

∫ λ2

λ1

λf(λ)RX(λ)dλ, (3.5)

where f(λ) is the rest-frame spectrum, and RX(λ) is the photometric filter. The standard

BV RI filters used in this analysis are summarized in Appendix A [14].

However, the continuous version of this function cannot be directly applied to an analysis

carried out via Python. The discrete version is:

FX =

λ2∑
i=λ1

λif(λi)RX(λi)(λi − λi−1), (3.6)

where f(λi) is the energy flux at a particular wavelength λi, and RX(λi) is the response

function for the filter at wavelength λi. (λi − λi−1) corresponds to dλ.

Then, using Equation B.1, the variance of F is:

σ2
F =

( λ2∑
i=λ1

σf(λi)RX(λi)(λi − λi−1)
)2

(3.7)

Individual magnitudes are calculated by

m = −2.5 log10

( F

Fref

)
= −2.5 log10(F ) + 2.5 log10(Fref ) = −2.5 log10(F )−mref , (3.8)

where Fref and mref are flux and magnitude, respectively, from a reference object. For this

work, we use the Vega magnitude system, and the reference object is a spectrum from the
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reference star Vega (Alpha Lyrae). Specifically, we use alpha_lyr_stis_010.fits from the

CALSPEC database [54].

Equation 3.6 is also used on the Vega spectrum to calculate Fref , with the same response

function as is used on the supernova spectrum. For the Vega magnitude system, mref = 0.

For arbitrary photometric color X − Y ,

mX −mY = −2.5 log
( FX

Fref,X

)
+ 2.5 log

( FY

Fref,Y

)
(3.9)

.

To propagate error for color X − Y , we will treat mX−Y as a function of f(λi). Then,

for arbitrary color X − Y , the Jacobian is:

JX−Y =

[
∂mX−Y

∂f(λ0)

∂mX−Y

∂f(λ1)
. . . ∂mX−Y

∂f(λN )

]
(3.10)

where N is the last measured wavelength in the spectrum. The ith entry is:

∂mX−Y

∂f(λi)
= −1.09

FX

RX(λi)(λi − λi−1) +
1.09

FY

RY (λi)(λi − λi−1) (3.11)

The covariance matrix is diagonal, and each entry is the spectrum error provided in the

data:

CX−Y =



σ2
f(λ0)

σ2
f(λ1)

. . .

σ2
f(λN )


. (3.12)

Finally, we use σ2
mX−Y

= JX−YCX−YJ
T
X−Y to calculate the variance of mX−Y .
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3.2 Light curve fitting

3.2.1 fPCA

The synthetic light curves (Section 3.1) are fit using functional principal component anal-

ysis (fPCA) [72, 73] templates [9]. These templates, which are functional paramaterizations

of light curves, are statistically generated from data. Although they are functions, they are

analogous to vectors, where all principal components (PCs) are orthogonal. Each template

represents a different aspect of SN Ia light curve shape, for example, there is one that rep-

resents the mean SN Ia light curve, and another that is closely related to the width of the

light curve. The data are fit to a model that is a linear combination of the PCs. The model

is described by

gsλ(q) = msλ + ϕ0λ(q) +
K∑
k=1

β
(k)
sλ ϕkλ(q), (3.13)

where q is phase, msλ is peak magnitude, s is the corresponding supernova, λ is the

corresponding filter, ϕkλ are the fPCA vectors, and β
(k)
sλ are the outputs of the fPCA analysis

code [9]. Although four PCs are available, only two are used in this analysis. Including

the third and fourth vectors resulted in unphysical fits for some SNe because the data were

insufficient to realistically constrain the fit using this method.

The error for the entire light curve can be calculated with σ2 = JCJT. The covariance

matrix is output from the fPCA analysis code.

The Jacobian is

Jgsλ =

[
∂gsλ
∂q0

∂gsλ
∂msλ

∂gsλ

∂β
(1)
sλ

∂gsλ

∂β
(2)
sλ

∂gsλ

∂β
(3)
sλ

∂gsλ

∂β
(4)
sλ

]
, (3.14)

or, equivalently,

Jgsλ =

[
0 1 ϕ1λ(q) ϕ2λ(q) ϕ3λ(q) ϕ4λ(q)

]
. (3.15)
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The error in ∆m15 is calculated similarly. If

∆m15 = gsλ(q0 + 15)− gsλ(q0) = ϕ0λ(q0 + 15)− ϕ0λ(q0) +
K∑
k=1

β
(k)
sλ

(
ϕkλ(q0 + 15)− ϕkλ(q0)

)
,

(3.16)

then J∆m15 is given by

J∆m15 =

[
∂∆m15

∂q0

∂∆m15

∂msλ

∂∆m15

∂β
(1)
sλ

∂∆m15

∂β
(2)
sλ

∂∆m15

∂β
(3)
sλ

∂∆m15

∂β
(4)
sλ

]
, (3.17)

The first entry is

∂∆m15

∂q0
=

∂ϕ0(q0 + 15)

∂q0
− ∂ϕ0(q0)

∂q0
+

K∑
k=1

β
(k)
sλ

(∂ϕkλ(q0 + 15)

∂q0
− ∂ϕkλ(q0)

∂q0

)
(3.18)

These values can be calculated directly when this formula is discretized because each

vector exists in the form of a discrete grid. The second entry is always 0. The derivatives

with respect to β
(k)
sλ are:

∂∆m15

∂β
(k)
sλ

=
(
ϕkλ(q0 + 15)− ϕkλ(q0)

)
(3.19)

The covariance matrix used is the same one that is output from the fPCA analysis code.

The fPCA templates and a fitting routine can be used by installing snlcpy, a Python package

located at https://github.com/laldoroty/snlcpy [74].

3.2.2 SALT3

The Spectral Adaptive Light-curve Template (SALT) models [27, 28, 3] have been key

to many SN Ia studies, ranging from analyses that focus on SN Ia physics to those that are

cosmological [32, 33, 75, 41, 63, 65]. Following suit, the synthetic light curves in this analysis

are also fit using the SALT3 templates [3], implemented in sncosmo [76]. These models are

spectral energy distribution (SED) templates, which have both wavelength and time axes.

Thus, photometric time series data (light curves) can be fit with any arbitrary photometric
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filter, as long as those filters fall within the wavelength range of the templates. The template

is represented as a linear combination of flux surfaces, multiplied by a color law:

F (p, λ) = x0[M0(p, λ;m0) + x1M1(p, λ;m1)] · exp(−0.4c · CL(λ; cl)), (3.20)

where Mi are components of the flux templates, CL is a polynomial color law, and (x0, x1, c)

are free fit parameters [27, 28, 3].

3.3 CMAGIC analysis

Data and fit light curves were used to construct color-magnitude diagrams (CMAGIC

diagrams) for all SNe in the sample. The linear regions of each SN were determined by eye

in the B − V , B − R, and B − I CMAGIC diagram color combinations. All linear regions

were fit using Levenberg-Marquardt least squares minimization (Appendix B.2) via mpfit

in Python [77, 78, 79]. Errors were scaled such that χ2 was fixed equal to the number of

degrees of freedom for each fit in order to account for unknown sources of error.

3.3.1 Bump feature

The size of the bump feature is defined as

ωXY = (βXY (X − Y )max +XXY 0)−mXmax (3.21)

where mXmax is the magnitude at maximum brightness in the arbitrary X−band, βXY is

the slope of the linear region from the fit (purple line in Figure 3.1), (X −Y )max is the color

at the time of X−band maximum, and XXY 0 is the value of the fit line when (X − Y ) = 0.

If there is a bump, ωXY will be positive; if there is no bump, the value will be negative.

We use σ2 = JCJT to calculate the error in bump size. We construct a covariance matrix
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Figure 3.1: Left : A sample CMAGIC diagram that shows a bump feature, indicated by the
green arrow. The vertical orange arrow shows where the bump size ωBV is measured. Right :
A sample CMAGIC diagram that does not show a bump. In both panels, the filled purple
points are included in the linear fit (purple line), and the empty blue points are excluded.
The light purple filled region is fit error. The lower panels are the residuals between the
linear fits and the data. Figure from [2]. © AAS. Reproduced with permission.
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with rows and columns for mX , X − Y , βXY , and XXY 0:

Cbump =



σ2
mX,max

σ2
mX,max(X−Y )max

0 0

σ2
mX,max(X−Y )max

σ2
(X−Y )max

0 0

0 0 σ2
βXY

σ2
βXY XXY 0

0 0 σ2
βXY XXY 0

σ2
XXY 0


. (3.22)

If it is assumed that the X and Y bands are independent, then σ2
mX,max(X−Y )max

= 0.

Although the bandpasses are not independent in reality, we assume independence in this

work for ease of calculation, as the final results would not be significantly affected by this

complication. The Jacobian is:

Jω =

[
∂ω

∂mX,max

∂ω
∂(X−Y )max

∂ω
∂βXY

∂ω
∂XXY 0

]
(3.23)

=

[
−1 βXY (X − Y )max 1

]
(3.24)

3.3.2 Color-width

We also define a new color-width parameter, ∆X−Y , such that

∆X−Y = (X − Y )intersection − (X − Y )Xmax, (3.25)

where X and Y are arbitrary photometric bands, (X − Y )intersection is the color at the

intersection of the lines fit to the two linear regions, and (X − Y )Xmax is the color at the

time of maximum brightness in the X-band. Because color is an axis on the CMAGIC

diagram, any reddening will not change the shape of the curve; it will shift it along the

x-axis. Therefore, it is unlikely that ∆X−Y is affected by dust.
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Figure 3.2: Left : The slope of the first linear region, β1, compared to the slope of the
second linear region, β2, color-coded by which CMAGIC diagram the measurement belongs
to. Purple, orange, and blue points indicate SNe where the slope of the second linear region
could be measured without fixing β1 = β2. Empty black outlined points indicate SNe fit with
a fixed slope for the second linear region such that β1 = β2. For all points, circles belong to
B−V , triangles belong to B−R, and stars belong to B− I. Right : The same as left except
color-coded by bump or no bump. Circles belong to the bump sample, triangles belong to
the no bump sample, and stars belong to the ambiguous group.
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3.3.3 Data cuts

Data cuts were applied to the SNFactory sample for this analysis. First, only SNe in the

“training” and “validation” samples were considered, reducing the total number of objects

from 275 to 223. All SNe in these samples that did not have observations prior to maximum

brightness in the B− band were excluded. Additionally, SNe with less than three observations

in the first linear region of any of the three CMAGIC diagrams (B − V , B − R, or B − I)

were excluded from this analysis.

In many cases, there were not enough data after 30 days, and it was not possible to

fit the second linear region. In order to proceed, it was necessary to find an appropriate

approximation for β2. In many cases, β1 and β2 approximately mirror each other (Figure

3.2). Thus, if a supernova had insufficient data in the second linear region to fit the line

with β2 as a free parameter, a fixed slope was used such that the magnitude of the fixed

slope “mirrored" the magnitude of the first slope. Because spectra were not available for

all SNe 30 days after maximum brightness, ∆X−Y could not be calculated for the entire

sample because β2 could not be measured. β2 could be measured for 42 SNe, with the slope

allowed to vary as a free parameter for 9, 9, and 10 SNe in the B − V , B − R, and B − I

CMAGIC diagrams, respectively. Therefore, ∆X−Y was calculated for the SNe where β2

could be measured. These quantities include SNe where a fixed β2 was used, which may

affect results.

Peculiar SNe are only removed for the cosmological portion of this analysis. These include

PTF11mkx, which is 91T-like [?]; LSQ12fhe, which is also 91T-like [?]; SNF20070606-006,

a known 99aa-like SN [80]; SNF20070803-005, a super-Chandrasekhar mass SN [81]; and

LSQ12gxj, which is subluminous, may show evidence for absorption along the line-of-sight,

and has previously been excluded from distance modulus parameter calculations [82].
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3.4 Spectral analysis

3.4.1 Pseudo-equivalent widths

Pseudo-equivalent widths (pEW) were calculated by first smoothing the spectrum near-

est to maximum brightness using a moving average filter. This ensures that the pseudo-

continuum is less likely to be affected by anomalous spikes or dips due to noise. Next,

Gaussian profiles were fit to the smoothed λ6355 and λ5972 Si II features using a boot-

strapping method. 20Å regions were specified on either side of each absorption feature,

and endpoints were drawn from this region a total of 225 times [35]. For each draw, the

area under the Gaussian curve was recorded. The final pEW is the mean of all 225 area

measurements, and its error is their standard deviation.

3.4.2 Line velocity

Line velocities were calculated by using a single set of endpoints for each absorption line

used in the pseudo-equivalent width calculations. A Gaussian profile was fit, and the “center”

parameter of the fit was taken to be the center wavelength of the line. Then, the velocity

was calculated using the relativistic Doppler formula,

vSi II = c

(
∆λ
λ0

+ 1
)2

− 1(
∆λ
λ0

+ 1
)2

+ 1
, (3.26)

where λ0 is the rest frame wavelength of the absorption line, ∆λ is the difference between

λ0 and the measured center wavelength, and c is the speed of light [35].

3.4.3 F R(Ni II)

F R(Ni II) is defined as the ratio of the flux of the maximum near 3950Å to the flux

at the minimum near 4000Å, and has previously been found to be a good indicator of 56Ni

mass [36].

We used a previously-developed Long Short-Term Memory (LSTM) neural network called

SNAIL [83] to predict spectra for each SN at maximum brightness. Then, the relevant local
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minima and maxima were measured from these predicted spectra, which are all normalized

to their mean flux, and the flux ratio F R(Ni II) is recorded.

3.5 Cosmological fitting

Before any cosmological analysis could begin, all SNe had to be “moved back” to their

original redshift because they were normalized to z = 0.05 to ensure appropriate treatment

of flux (Section 3.1). Given the definition of the distance modulus, µ = m − M , and an

assumed flat ΛCDM cosmology with H0 = 70 km s−1 Mpc−1 and Ωm,0 = 0.3, this can be

done using the equation

moriginal = µoriginal −M = µoriginal − (mz=0.05 − µz=0.05). (3.27)

Additionally, to take advantage of the information that spectra provide, an absorption

line velocity cut was applied so all SNe have vSi II λ6355 < 12000 km s−1 [7, 84]. It has been

shown that SNe Ia with high velocity Si II features tend to be redder [37, 85] and have more

negative Hubble residuals than normal SNe Ia [86]. Thus, it may result in a more “standard”

sample if these SNe are excluded [84].

We fit four distance modulus models to an assumed ΛCDM cosmology with H0 =

70 km s−1 Mpc−1 and Ωm,0 = 0.3 using maximum likelihood estimation (Appendix B.3)

and Markov chain Monte Carlo methods (Appendix B.4, [87]). Fits are applied to two

groups of SNe: one without a color cut, and one such that (B − V )max < 0.05, as it is

assumed that these SNe are minimally affected by dust.

These models include the standard “Tripp model” [12],

µTripp = mBmax −M − α(C − ⟨C⟩)− δ(∆m15 − ⟨∆m15⟩), (3.28)

where mBmax is the apparent B-band maximum brightness, M is the absolute magnitude,

α is a fitting parameter describing the color correction, C is the B − V color at maximum

32



brightness, ∆m15 is the change in magnitude between B-band maximum brightness and

15 days later, and angle brackets indicate the average of our sample. Additionally, σ2 =

σ2
vpec,i + σ2

Bmax,i + (ασC,i)
2 + (δσ∆m15,i)

2. σvpec is error in peculiar velocity [46]. For SALT3

[3], we use the standard SALT distance modulus model,

µSALT = mBmax −M + αx1 − βc. (3.29)

where M , α, and β are parameters to be fit. Here, σ2 = σ2
vpec,i+σ2

mBmax,i
+(ασx1,i

)2+(βσci)
2.

Finally, we introduce a new spectrum-based distance modulus model:

µF R(Ni II) = mBmax −M + α[F R(Ni II)]− βc, (3.30)

where F R(Ni II) is the ratio of the fluxes described in Section 3.4.3, and c is the SALT color

term. This model is identical to the standard SALT model, except with stretch x1 replaced

with the flux ratio of the Si II/Ni II blended absorption feature [36].

We also fit a previously-introduced CMAGIC model [9]:

µH18 = BBV −M − δ(∆m15 −⟨∆m15⟩)− (b2 − βBV )
(mBmax −BBV

βBV

+1.2
( 1

βBV

−
〈 1

βBV

〉))
(3.31)

We introduce a new distance modulus model based on CMAGIC,

µ = BBV −M − δ(∆m15 − ⟨∆m15⟩)− (b− βBV )
(mBmax −BBV

βBV

−
〈mBmax −BBV

βBV

〉)
.

(3.32)

where M , δ, and b are parameters to be fit. The CMAGIC models are based on the extinction-

free parameter BEF (Equation 1.33). The difference between the two CMAGIC models is

that Equation 3.31 assumes an average slope of 2 in order to calculate only the average

Bmax−BBV , i.e., ⟨mBmax−BBV ⟩ = 1.2. The model introduced in this thesis (Equation 3.32)
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does not make this assumption.

Finally, we examine a CMAGIC-based model where SNe are not corrected for decline

rate. We do this because the CMAGIC magnitude BBV is less correlated with light curve

width than mBmax (Figure 4.18, [49]). If this model performs as well as the other CMAGIC

models that include decline rate, then SNe without pre-maximum observations would be

able to be included in cosmological analyses, vastly increasing the amount of available data.

This model is identical to Equation 3.32, but with the decline rate correction term left out:

µ = BBV −M − (b− βBV )
(mBmax −BBV

βBV

−
〈mBmax −BBV

βBV

〉)
. (3.33)

34



4. RESULTS AND DISCUSSION

4.1 Bump morphology

The most striking result of this analysis is the correlation between the slope of the first

linear region, βXY , and the bump size, ωXY (Figure 4.1, Table 4.1). Two-sample Kolmogorov-

Smirnov (KS) tests and t−tests strongly suggest that the “bump” and “no bump” samples are

likely to be drawn from different parent populations (Table 4.1). Further, the fact that the

“ambiguous” category tends to sit in the center of these two groups indicates that the bump

feature exists on a continuous basis, rather than being discrete. There are some outliers; the

isolated “no bump” point in the top panel of Figure 4.1 is PTF10ygu (SN 2010jn), a known

bright SN Ia with a slow decline rate [88]. Although it has more extreme values for βBV and

ωBV than the rest of the sample, it is still consistent with the trend that SNe with larger ωBV

have smaller βBV . PTF10ops and SNF20070714-007 are the two “no bump” outliers in the

second and third panels. PTF10ops has been shown to be subluminous and does not match

expected explosion models [89]. The “ambiguous” outlier in the second and third panels is

SN 2004ef.

Further bolstering the conclusion that these observational features exist on a continuous

basis is that there is a separation between the “bump” and “no bump” categories, with

“ambiguous” in the middle, when comparing them within other parameters (Figure 4.3,

Table 4.1). These comparisons show that a bump feature is associated with a slower decline

rate, reflecting behavior noted previously [51]. SNe with a bump tend to have a smaller

∆m15, as well as weaker Si II λ6355 and λ5972 absorption features. It has also been noted

that there is a piecewise relation between Bmax − BBV and ∆m15,B where |Bmax − BBV |

decreases until it hits 0 when ∆m15,B ≈ 1.1, where it then stays consistent with 0 [51]. In

the right column and third row of Figure 4.3, there is a steep decrease in the number of SNe

with a bump where ∆m15 ≈ 1.1, reflecting this relationship.
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Figure 4.1: Correlations between the bump size, ωXY , and slope, βXY . Histograms to the top
and right of the scatter plots correspond to distributions of slope and bump size, respectively.
p−values in histogram panels are the result of two-sample Kolmogorov-Smirnov (KS) tests
on the “bump” and “no bump” groups. ρ in the scatter plot panel is the Pearson correlation
coefficient, with its corresponding p−value found below it. See Table 4.1 for a full summary
of statistical test results. Figure from [2]. © AAS. Reproduced with permission.
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Figure 4.2: Top row : Correlations between βXY,1 and βXZ,1 for all possible combinations.
Bottom row : Correlations between ωXY and ωXZ for all possible combinations. For all
figures, ρX,Y is the Pearson correlation coefficient, and p is the corresponding p-value.

Figure 4.3 also shows a strong sepration between the bump and no bump categories in

the ratio of ∆m15,V /∆m15,B. Like the slope, a KS test indicates these are likely to be drawn

from different samples (Figure 4.3). Once again, the fact that the “ambiguous” category lies

in the center of these indicates a continuum of bump size rather than discrete types.

For a given SN, the slopes and bump sizes in different color-magnitude combinations tend

to be correlated with each other (Figure 4.2). The strongest correlations are between the

B−R and B− I CMAGIC diagrams (Figure 4.2, right). The correlation between the B−R

and B−I features being tighter than the comparison plots with B−V may be interpreted as

either effects due to dust, or more variation in spectral features that lie in the V band than

in the R or I bands. Although the Si IIλ5972 and λ6355 lines are the focus of the spectral

analysis portion of this work, they cannot be the origin of this scatter because they fall in the

V and R bands only. If they were the cause of the scatter, we would expect the B − V and

B −R features to be more tightly correlated with a larger scatter for comparisons involving
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Figure 4.3: Histograms showing the distinction between measurements on “bump” and “no
bump” samples. The left column shows overlaid histograms, and the right column shows
stacked histograms. p−values are the result of two-sample Kolmogorov-Smirnov (KS) tests
on the “bump” and “no bump” groups for the histogram it overlays. A smaller p-value means
it is more likely that the samples are drawn from different distributions. Figure from [2].
© AAS. Reproduced with permission.
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Figure 4.4: Correlations between SALT3 parameters [3] and βXY . ρX,Y is the Pearson
correlation coefficient for all data in each panel, and p is the corresponding p-value. Figure
from [2]. © AAS. Reproduced with permission.
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Figure 4.5: Comparison between the slopes of the first and second linear regions (βXY,1 and
βXY,2, respectively) to the color-width parameter ∆X−Y . ρX,Y is the Pearson correlation
coefficient for all data in each panel, and p is the corresponding p-value.

B − I. Because dust affects scattering in longer wavelengths less than shorter wavelengths,

i.e., the V -band extinguished by dust more than the R- and I-bands, it is possible that the

observed scatter in the left and center columns of Figure 4.2 is due to different amounts of

host galaxy extinction.

The slopes of the first linear regions derived in this work are also compared to the SALT3

x1 and c parameters (Figure 4.4). Although there appears to be a weak negative correlation

between βXY and x1, which is reflective of the relationships previously discussed, these

correlations are not conclusive and will require further verification.
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Parameter Dn,m pDn,m t pt

x1 0.47 2.53× 10−3 2.93 4.84× 10−3

∆m15,B 0.54 7.40× 10−5 -3.74 3.89× 10−4

∆m15,V /∆m15,B 0.64 9.56× 10−7 6.30 3.25× 10−8

pEW Si II λ6355 0.55 4.18× 10−5 -3.01 3.70× 10−3

pEW Si II λ5972 0.49 4.07× 10−4 -4.77 1.12× 10−5

F R(Ni II) 0.46 1.13× 10−3 -3.00 3.72× 10−3

βBV 0.75 2.40× 10−9 -6.63 8.94× 10−9

βBR 0.43 2.96× 10−3 -3.62 5.89× 10−4

βBI 0.44 2.60× 10−3 -3.45 2.60× 10−3

ωBV 0.94 1.22× 10−15 11.61 2.69× 10−17

ωBR 0.62 2.03× 10−6 5.13 3.01× 10−6

ωBI 0.57 2.31× 10−5 4.98 5.20× 10−5

Table 4.1: Results for a two-sample Kolmogorov-Smirnov (KS) test (Dn,m) and independent
two-sample t-test for the parameters presented in this work, based on the “bump” vs. “no
bump” samples. We correct for the “look-elsewhere effect” by dividing our significance level
α = 0.05 by the number of parameters in this table. Thus, our significance level is αC =
0.004. The first section shows results for parameters independent of the bump. The second
section shows results for slope βXY of the linear region of the CMAGIC diagram, which we
have shown to be strongly correlated with bump size (Figure 4.1). The third section shows
results for bump size ωXY . The functions ks_2samp() and ttest_ind() from scipy.stats
were used. The first column lists the tested parameter; the second and fourth columns show
the test statistics; the third and fifth columns show the p-values for the test statistics in
the columns to their left. For the KS test, the null hypothesis is that the “bump” and “no
bump” samples are drawn from the same distribution. No assumption is made about the
distributions of the data. The two-sample t-test checks the null hypothesis that the mean
value of the two groups is identical. This test assumes the data are normally distributed. We
do not assume equal variance. We are able to reject the null hypothesis for all parameters,
except the t-test for x1.
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Figure 4.6: Comparison between the decline rate ∆m15,B and the color-width parameters
∆B−V , ∆B−I , and ∆B−I .

4.2 Second linear region

It is difficult to draw conclusions about the color-width parameter ∆X−Y from this anal-

ysis because so many SNe did not have sufficient data in the second linear region to measure

its slope (Figure 3.2). It is reasonable to expect that ∆X−Y is correlated with the slope;

if βXY,1 ≈ −βXY,2, then the CMAGIC curve should get wider with a flatter slope (i.e.,

∆X−Y ∝ 1/βXY,1). The data may reflect this expectation (Figure 4.5), but more data are

necessary to verify or disprove this. There is no discernible relationship between ∆m15,B

and ∆X−Y (Figure 4.6). It does appear that ∆X−Y has a narrow distribution (Figure 4.6).

At this time, it is unclear if this is a result of the method used to make up for the lack of

data in the second linear region (3.3.3) or if this is an inherent property of ∆X−Y . A dataset

constructed specifically to investigate this is needed due to the general lack of observations

in the 30–60 day range (Section 5.2).

4.3 Spectral features

SNe with a bump tend to have a smaller ∆m15,B than SNe without a bump. In addition

to the previously discussed photometrically-derived quantities, the results of this analysis

show that SNe with a bump also have spectral features that reflect a slower decline rate.
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Figure 4.7: The decline rate ∆m15 compared to the pEW of the Si II λ6355 and λ5972.
The purple and orange stars indicate the centroids of the bump and no bump samples,
respectively.
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Figure 4.8: The ratio of the strengths of the Si II λ5972 absorption feature to that of the
λ6355 feature [4, 5, 6]. The purple and orange stars indicate the centroids of the bump and
no bump samples, respectively.
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Figure 4.9: A “Branch diagram” [1] for the SNfactory SNe in this sample. Approximate
outlines of each Branch subtype are drawn, based on the original publication. No conclusions
are drawn based off this plot.
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Figure 4.10: Pseudo-equivalent width of the Si II λ6355 absorption line compared to the
ejecta velocity measured from the same line. Purple and orange stars represent the centroids
of the “bump” and “no bump” groups, respectively. Almost all SNe are within the range of
normal SNe in this plot [7]. Note that the “bump” and “no bump” samples separate along a
diagonal line.

Figure 4.11: Left : The SALT3 stretch x1 [3] compared to the flux ratio F R(Ni II). Right :
The decline rate ∆m15 compared to the flux ratio F R(Ni II). For both panels, ρX,Y is the
Pearson correlation coefficient and p is the associated p−value.
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Figure 4.12: The same as Figure 4.3, but for the flux ratio F R(Ni II) and SALT3 stretch
x1.
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Si II line strength is known to be associated with decline rate. Specifically, SNe Ia that

dim at a slower rate than others tend to have weaker Si II lines [4, 5, 6]. Figure 4.7 shows

that the SNe in this analysis follow the expected trend that SNe with small ∆m15,B tend to

have weaker Si II absorption features. Additionally, Figure 4.8 shows that the ratio of the

strength of the Si II λ5972 to the strength of the absorption feature at λ6355 at maximum

brightness follows the expected trend that larger ∆m15,B has a larger ratio, R(Si II) [4, 5, 6].

We find that the flux ratio F R(Ni II), which is known to be associated with 56Ni mass

[36], is highly correlated with both ∆m15 and the SALT3 stretch x1 [3] (Figure 4.11). This

result is expected, but confirms that this flux ratio can be used as a handle on SN Ia physics,

and has potential to be used in standardization for cosmological studies (Section 4.6). We

also find that larger F R(Ni II) is associated with bump presence (Figure 4.12). This is in

line with previous results; it has been shown that a larger F R(Ni II) is associated with a

lower 56Ni mass [36]. Thus, we can expect that if SNe Ia with a larger F R(Ni II) value have

less 56Ni mass, they should also have a faster decline rate.

Figure 4.9 shows a “Branch diagram” [1] for the SNfactory sample presented in this work.

There are no notable separations between the “bump” and “no bump” groups with respect

to the Branch subtypes. All SNe appear to overlap with the expected range of core-normal

(CN) SNe, with a few passing as shallow silicon (SS).

Figure 4.10 can be used to distinguish “high velocity” (HV) SNe Ia from normal SNe

Ia [7]. Although nearly all SNe in this sample fall in the expected region for normal SNe,

and the bump/no bump distinction is not reflected in terms of HV vs. normal, there is a

sepration in the two groups diagonally across the plot. SNe without a bump tend to be in

the upper-left region of the scatter, and SNe without a bump tend to be in the lower-right

region of the scatter (with some exceptions). In other words, SNe with a bump tend to

have stronger Si II λ6355 absorption feature that shows a slower ejecta velocity, while SNe

without a bump have a weaker absorption feature and faster-moving ejecta. However, this

result does not intuitively make sense, given that a larger ∆m15 is associated with stronger
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Figure 4.13: Model 23 from Hoeflich et al. 2017 [8], modified to include inhomogeneous
mixing. The solid red line is the model with inhomogeneous mixing; the dotted green line
immediately behind the red line is without mixing. The other lines are models without
mixing at assorted transition densities, ρtr, representing a series from bright to transitional
to underluminous SNe Ia with transition densities of 8, 16, and 23× 106 g/cm3. CMAGIC
templates with different brightness shift along a line defined by the peak brightnesses. Figure
from [2]. © AAS. Reproduced with permission.

absorption features [4, 5, 6] and a faster ejecta velocity [7, 37, 38]. One would expect that

Figure 4.10 shows a linear relationship with the “bump” SNe at the lower end of the relation,

rather than a scatter plot with a rough separation through the center. More work is needed

to understand this result.

4.4 Theory

The defining features of CMAGIC diagrams of SNe Ia (the slope of the linear region and

the two “turnaround” locations near (B − V ) ≈ 0 and 1 ≤ (B − V ) ≤ 1.5) depend on the
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type of explosion and its associated physics [8, 49]. Using a 1D delayed-detonation (DDT)

model [90] from Hoeflich et al. 2017 [8] (hereafter H17) for a normal-bright SN Ia, it can

be shown that mixing reproduces the observed “bump” effect. In particular, inhomogeneous

mixing of Si and Ni at their interface produces this result in 1D models.

The H17 model is run via the radiation-hydrodynamical code HYDRA [91]. Three scenarios

are investigated: (a) the original, unmixed model, (b) mixing at the Si/Ni interface with

large-scale inhomogeneous Rayleigh-Taylor instabilities with 50% of the material sinking and

50% of the material rising, and (c) homogeneous mixing of the Si/Ni interface. Scenarios

(a) and (b) are shown in Figure 4.13, where the solid lines represent scenario (b), and the

dotted/dashed lines represent scenario (a). The solid lines show a distinct bump feature

near the time of maximum brightness in the same location as observed in the data. The

dotted/dashed lines confirm that the DDT transition density, ρtr, does not affect the presence

of a bump in this model. However, this was included because it was previously shown that

the brightness shift between CMAGIC diagrams is influenced by ρtr [8].

Scenario (c) is not plotted because homogeneous mixing results in a net opacity increase.

This results in redder colors throughout the CMAGIC curve, and is reflected in the CMAGIC

diagram as a shift of the entire curve to the right rather than a change in the shape of the

curve itself. No bump is produced in this case.

After a SN Ia explodes, large-scale plumes of burned material form in its interior and

burst through the photosphere, while denser, unburned material sinks to the center [92].

These plumes decay to smaller sizes as the deflagration proceeds [93]. At maximum bright-

ness, the photosphere has receded to the interface of Si/Ni [94]. At this time, we may study

the observational consequences of these plumes. Because the plumes without mixing are

transparent and the plumes with mixing are opaque, a patchy effect is created at the pho-

tosphere with respect to transparency. Radiation escapes through the transparent unmixed

regions, causing a small luminosity excess, which corresponds to the “bump” feature observed

in the data. Later, once the photosphere has receded past the mixed region, some energy
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has already escaped through the plumes, causing a slower rate of energy loss corresponding

to the observed shallower slope in the “bump” population.

It is important to note that the large-scale Rayleigh-Taylor instabilities result in an

explosion with asymmetric geometry. Thus, they may lead to observable polarization of the

SN.

It is worth emphasizing again that this model is 1D, and thus, results may not reflect

reality. 3D models are needed to verify these results. It is possible that a 3D model may

reveal asymmetry; for example, it is unknown if a given SN Ia can show a bump at one

viewing angle, but will not show one at another. If the bump is related to asymmetry, it

may also suggest that the light curve decline rate is connected with geometry [95, 96, 97, 98].

Because asymmetry introduces intrinsic color and magnitude dispersion among SNe Ia [96],

it is important to determine the effects, if any, of the bump feature on cosmological analyses.

It is also currently impossible to rule out interaction of the ejecta with circumstellar

material as the physical cause of the bump feature. However, this is unlikely due to the

previously-discussed tendency for SNe with a bump to have a slower decline rate, as well as

their tendency to stay bluer for a longer amount of time after maximum brightness. These

suggest that the bump feature is an intrinsic property of the SN itself, and is not due to

environmental effects.

4.5 Template analysis

It is important to determine if currently-used empirical templates reproduce the features

seen in the data. The fPCA [9], SNooPy [10], and SALT3 [3] templates were manually

manipulated to explore the results of investigating these parameter spaces.

In order to reproduce the bump feature using light curve templates, it is important

to remember that the CMAGIC diagram is time-independent if the time axis is stretched

identically for all light curves. Therefore, the shapes of the light curves must be adjusted

relative to one another. In this case, the width of one band was varied while leaving the

width of the other band fixed (Figure 4.3, bottom row) for the fPCA and SNooPy templates.
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Figure 4.14: CMAGIC diagrams constructed by manually manipulating the fPCA templates
used for light curve fitting in this work [9]. Each panel corresponds to a different amount
of time between Bmax and Vmax, such that a 0 day offset is when Bmax and Vmax occur at
the same time. Consistent with observations, the V -band is shifted to later times relative to
the B-band. The different colors represent the variations of the ratio of the first PC vector
in the V−band, β(1)

V , to the first PC vector in the B−band. β
(1)
B is held fixed at β

(1)
B = 1

and β
(1)
V is allowed to vary. The β(1) parameter in this plot only does not represent the

slope of the linear region in the CMAGIC diagram; this notation was chosen to be consistent
with previously-used notation in literature [9]. Figure from [2]. © AAS. Reproduced with
permission.
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Figure 4.15: CMAGIC diagrams constructed by manually manipulating SNooPy templates
[10]. Each panel corresponds to a different amount of time between Bmax and Vmax, such that
a 0 day offset is when Bmax and Vmax occur at the same time. Consistent with observations,
the V -band is shifted to later times relative to the B-band. The different colors represent
the variations of the ratio of the decline rate in the V−band, ∆m15,V , to the decline rate in
the B−band. ∆m15,B is held fixed at ∆m15,B = 1 and ∆m15,V is allowed to vary. Figure
from [2]. © AAS. Reproduced with permission.
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Figure 4.16: CMAGIC diagrams constructed by manually manipulating SALT3 templates
[3]. Left : Stretch, x1, is varied. The color term is held constant with c = 0. Right : The color
term, c, is varied. Stretch is held constant at x1 = 1. Figure from [2]. © AAS. Reproduced
with permission.

Figure 4.17: Left : Left : Slope βBV measured from linear fits directly to the data compared
to βBV measured from a linear fit to a synthetic SALT3 CMAGIC diagram in the same
phase window. Right : Bump size ωBV measured from SALT3 fits and fPCA fits. fPCA ωBV

is calculated using βBV from the data rather than a linear fit to the synthetic CMAGIC
diagram from the fPCA templates. ρX,Y is the Pearson correlation coefficient for each plot,
and p is the corresponding p-value. Figure from [2]. © AAS. Reproduced with permission.
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The other relative adjustment that can be made is the time offset between B− and V−band

peaks. The curves in Figure 4.14 only include the mean PC component and the first PC

component; by definition, the expectation value of every component is 0. Therefore, for

these purposes, the last three PC components can be excluded.

The SALT3 template is a spectral template from which synthetic photometry is produced,

and thus must be treated differently. For any given parameter, that parameter applies to

all photometric bands. In this case, the stretch, x1, and color, c, parameters can be varied

independently from one another. Additionally, SALT3 templates can be fit to the data,

and these synthetic SALT3-derived CMAGIC diagrams can be compared to the fPCA- and

data-derived quantities.

In the fPCA and SNooPy templates (Figures 4.14, 4.15), a larger time offset results in a

wider bump feature, and a larger ratio results in a “sharper” bump feature. Although they

do reproduce a bump feature and slope that vary in size, they tend to reproduce larger bump

features with steeper slopes. This is the opposite of what is seen in the data, where a larger

bump feature corresponds with a shallower slope.

The manual manipulation of the SALT3 template (Figure 4.16 shows that an increasing

stretch corresponds with the presence of a bump, as well as a shallower slope. In addition

to reflecting the trend seen in the data, this implies that as x1 varies, the width of the

resulting light curves do not scale together. Additionally, βBV and ωBV measured from

synthetic SALT3 CMAGIC diagrams show the same patterns as the data- and fPCA-derived

quantities (Figure 4.17). SALT3 may overpredict bump size for the “no bump” sample and

underpredict bump size for the “bump” sample (Figure 4.17, right), however, these results

are not conclusive and require further investigation.

It is important that future template construction considers the shape of the CMAGIC

diagram while under development. Otherwise, important indicators of SN physics may be

unintentionally excluded.
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4.6 Hubble residuals

The results of the Hubble residual minimization in this analysis match standards set by

previous literature (Table 4.3; Sections 1.2.2, 2.2.2, and references therein). We particularly

note that the overall WRMS for our SALT3 minimization where (B−V )max < ∞ is 0.14; this

result is the same as the scatter reported in other work using an almost identical sample [65].

Further, we show that our fits have successfully removed correlations between the Hubble

residual, ∆µ, and other quantities that are associated with SN Ia standardizable properties

(Figures 4.19, 4.20, 4.21).

In terms of the “bump” and “no bump” CMAGIC categories, we see that when stan-

dardized separately, the “bump” category has a smaller WRMS than the “no bump” category

(Table 4.2, (B−V )max < ∞). When all 75 SNe are standardized together, the “bump” group

still generally has a smaller or equivalent WRMS than the “no bump” group (Table 4.3). This

result is unexpected; if the bump is caused by inhomogeneity in the supernova (Section 4.4),

it should be a less uniform sample. However, we do note that the distribution of ∆m15,B is

narrower for the “bump” group than the “no bump” group (Figure 4.3, which could result in

the “bump” sample being more uniform with respect to standardizability. At this time, we

cannot say if this is generally true or is a property of the particular sample used in this work.

We do not draw any conclusions for the (B − V )max < 0.05 subsample when standardized

separately due to the small sample sizes. These results show that SN Ia physics, even among

“normal” SNe Ia, matter with respect to sample uniformity.

F R(Ni II) is an appropriate substitute for the SALT3 stretch x1 (Table 4.3). In all cases,

the results are nearly identical. Although this work shows that F R(Ni II) is correlated

with both x1 and ∆m15, it a more suitable replacement for x1 because x1 is an SED-derived

quantity [27, 28, 3], whereas ∆m15 is inherently photometric [11]. If an appropriate spectral

feature can be found that correlates with c, then template-free, single-spectrum standard-

ization can be achieved, which eliminates a source of unquantifiable uncertainty and reduces

the amount of data needed to accurately calculate cosmological parameters. We do note that
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Figure 4.18: The luminosity-decline rate relationship [11] for apparent magnitudes for all SNe
in the sample in this work at z = 0.05, using an assumed Flat ΛCDM cosmology such that
H0 = 70 Mpc km−1 s−1 and Ωm,0 = 0.3. Purple, orange, and teal points are the bump, no
bump, and ambiguous samples, respectively. The purple and orange stars are the centroids
of the bump and no bump groups. It is clear from this plot that the CMAGIC magnitudes,
MBBV

, MBBR
, and MBBI

are less correlated with luminosity than MBmax .
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Figure 4.19: Results from the Tripp distance modulus model (Equation 3.28 [12, 13]. Purple
circles represent the “bump” sample, orange triangles represent the “no bump” sample, and
teal stars represent the “ambiguous” sample for (B − V )max < ∞. All SNe have been
standardized together (Table 4.3). The vertical grey smudges behind the points are all
results from the MCMC procedure (Appendix B.4).
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Figure 4.20: The same as Figure 4.19, but for the SALT3 distance modulus model (Equa-
tion 3.29).
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Figure 4.21: The same as Figure 4.19, but for the R (Ni II) distance modulus model (Equa-
tion 3.30).
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Figure 4.22: The same as Figure 4.19, but for the H18 distance modulus model (Equa-
tion 3.31).
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Figure 4.23: The same as Figure 4.19, but for the distance model introduced in this work
(A23, Equation 3.32).

62



Figure 4.24: The same as Figure 4.19, but for the distance model introduced in this work
(A23, Equation 3.33).
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Model Bump WRMS No bump WRMS Overall WRMS
(B − V )max < 0.05, N = 34

Tripp [12] 0.06 0.12 0.12
SALT3 [3] 0.07 0.12 0.10

F R(Ni II) [36] 0.10 0.10 0.09
H18 [9] 0.08 0.12 0.11

A23 (This work) 0.07 0.11 0.10
A23, ∆m15-free 0.10 0.13 0.12

(B − V )max < ∞, N = 75
Tripp [12] 0.17 0.15 0.15
SALT3 [3] 0.15 0.17 0.14

F R(Ni II) [36] 0.12 0.17 0.13
H18 [9] 0.18 0.21 0.19

A23 (This work) 0.15 0.18 0.16
A23, ∆m15-free 0.18 0.18 0.17

Table 4.2: WRMS of the Hubble residual for the three models examined in this work.
N represents the total number of SNe used for each cut. Likelihoods were minimized for
the entire data set, not for the “bump” and “no bump” categories separately. WRMS for
these were calculated after minimization. The samples represent the MCMC likelihood
minimization procedure applied directly to the data described in Section 3.5. Note that for
SALT3 and F R(Ni II), N = 64 for (B − V ) < ∞ and N = 30 for (B − V ) < 0.05 because
not all SNe had valid SALT3 fits.

there is a correlation between α and M (Figure C.5), where there is not a correlation between

α and M for the SALT3 model (Figure C.3). This may suggest that F R(Ni II) encodes

information associated with the fit absolute magnitude M . However, it is more likely that

this correlation is associated with the MCMC algorithm itself; the assumed posterior distri-

bution may be appropriate for x1, but not for F R(Ni II). Then, because each starting value

in the Markov chain depends on the value of the previous one, an inappropriate distribution

assumption may lead to the value of one parameter “following” another.
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Model Bump WRMS No bump WRMS
(B − V )max < 0.05, Nbump = 13, NNo bump = 14

Tripp [12] 0.08 0.11
SALT3 [3] 0.09 0.09

F R(Ni II) [36] 0.11 0.09
H18 [9] 0.12 0.10

A23 (This work) 0.08 0.09
A23, ∆m15-free 0.17 0.10

(B − V )max < ∞, Nbump = 26, NNo bump = 29
Tripp [12] 0.12 0.14
SALT3 [3] 0.10 0.15

F R(Ni II) [36] 0.12 0.15
H18 [9] 0.16 0.19

A23 (This work) 0.13 0.15
A23, ∆m15-free 0.16 0.16

Table 4.3: WRMS of the Hubble residual for the three models examined in this work.
N represents the total number of SNe used for each cut. Likelihoods were minimized for
the “bump” and “no bump” categories separately. WRMS for these were calculated after
minimization. The samples represent the MCMC likelihood minimization procedure applied
directly to the data described in Section 3.5. Note that for SALT3 and F R(Ni II), NBump =
22 and NNo bump = 25 for (B − V ) < ∞. NBump = 12 and NNo bump = 12 for (B − V ) < 0.05
because not all SNe had valid SALT3 fits.
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5. CONCLUSIONS

5.1 Summary

The primary conclusions of this work are:

1. The SNFactory data—which do not require k-corrections—confirm previously-discussed

CMAGIC behavior [49].

2. There is a correlation between the slope of the first linear region, βXY , and the bump

size, ωXY , in the CMAGIC diagram (Figure 4.1).

3. Bump presence tends to be associated with a slower decline rate, as well as other

observational parameters that are associated with slower decline rates (Figure 4.3,

Table 4.1).

4. The bump feature may be caused by Si/Ni mixing from large Rayleigh-Taylor insta-

bilities (Figure 4.13).

5. Current empirical templates are able to reproduce the bump feature in the CMAGIC

diagram, as well as the varying slope (Figures 4.14, 4.15, 4.16, 4.17). Of the templates

examined in this work, the SALT3 template is most reflective of observations because

as the stretch parameter x1 is varied, the slope of the linear region decreases while the

bump size increases (Figure 4.16, 4.17).

6. The flux ratio F R(Ni II) [36] is correlated with ∆m15,B [11] and the SALT3 stretch x1

[3], and is an appropriate substitute for the purposes of cosmological analyses.

7. Conclusions cannot be drawn about the color-width parameter ∆X−Y . However, it

does appear that the distribution of these values is fairly narrow (Figure 4.6), which

may warrant further investigation.

66



8. The “bump” sample, in general, produces a smaller scatter in the Hubble residual

regardless of whether or not the two groups are standardized separately (Tables 4.3

and 4.2).

5.2 Future work

Although this work has been presented in terms of separate “bump” and “no bump” groups

as an illustrative aid, it is important to emphasize that the bump feature does not bifurcate

the sample into two discrete categories. It exists on a continuum (Figures 4.1, 4.3, 4.14,

4.15, 4.16, 4.17), as is apparent from the “ambiguous” category in this work, which includes

SNe that were difficult to categorize by eye, and consistently lies between the “bump” and

“no bump” samples in all tests. From a theoretical perspective, there is no physical reason

that there should not be a continuum of Rayleigh-Taylor instability sizes (Section 4.4). The

physical cause of the bump size should also be viewed through the lens of different SN types—

for example, do 91T- [99] or 91bg-like [100] objects tend to have/not have bumps, and do

these objects exist on a continuum with the normal SNe Ia? Determining this observationally

would be straightforward; given a sample with sufficient normal, 91bg-, and 91T-like SNe

Ia, the analysis in this work could be repeated (Figures 4.1, 4.3, 4.12) and checked for (1) a

continuous distribution in the bump-slope relationship, as in Figure 4.1, and (2) association

of these features with photometric and spectral decline rate parameters such as ∆m15,B, Si II

lines, and x1.

Future work should include investigating the physical cause of the bump feature and

its correlation with the slope using more complete 3D models. Parameters that could be

adjusted include diffusion timescale, amount of mixing (in this work, the amount of upward

material mixing was equal to the amount of downward material mixing), and magnetic

field strength. It is particularly crucial to determine if the bump feature is associated with

asymmetry or viewing angle. If so, SNe with a bump are more likely to be polarized. For

example, there is a strong correlation between polarization and the velocity gradient for the

Si II λ6355 absorption line; future studies can investigate this parameter without the need
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for new observations.

In order to more rigorously check if the “bump” and “no bump” populations produce

different Hubble residual results, a leave-one-out cross-validation (LOOCV) algorithm could

be used. The fitting procedure is repeated N times, where N is the number of SNe in the

sample. In each repetition, one unique SN is excluded from the training sample, and used as

a single-item test set. The resulting test µ and residual ∆µ are recorded. These test µ and

∆µ values would then be used to construct a new Hubble diagram in order to verify that

large variance has not affected the initial results.

This work has shown that the flux ratio F R(Ni II) [36] is a good substitute for x1 and

∆m15. However, there is another spectral quantity that has been shown to correlate well

with x1; the pseudo-equivalent width (pEW) of the absorption line at 4131Å, which is in

the same blended feature, is also highly correlated with the stretch [32, 33]. It would be

interesting to do a comparative study and determine which of these very similar quantities,

if either, provides more accurate standardization.

It would be useful to develop a standardization technique using the second linear region

of the CMAGIC diagram. As a supernova explodes, observations are able to peer deeper

into the ejecta as the photosphere recedes, unveiling spectral features that are emblematic

of different subtypes [100, 99, 1, 101, 102]. Given that supernova diversity is revealed rather

than obscured as time passes, if data at later times are used rather than data near maximum

brightness for these standardizable candles, it may be possible to make more stringent cuts

on the requirements for a “normal” SN Ia, reducing the uncertainty associated with SN Ia

diversity. Standardization at later times would have strategic observational advantages, as

well; once data from LSST and the Vera C. Rubin Observatory and Roman survey become

available, in general, applying CMAGIC as a standardization technique is ideal because the

light curves do not need to be sampled with high cadence. If SNe Ia can be standardized

in not one, but two regions of the CMAGIC diagram, then many sparsely-sampled SNe Ia

become available for use in cosmological analyses. The disadvantage of standardizing at much
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later times is that SNe are around 3 mag dimmer than they are at maximum brightness.

This is not a problem for nearby SNe Ia, but may prevent use of this technique at higher z.

If CMAGIC standardization methods continue to be utilized in the literature, it will be

important to determine if the effect of the choice of the “linear region” contributes significant

error to cosmological analyses. The choice of the linear region affects the measured slope,

βXY , which is used directly in CMAGIC distance modulus models (Equations 3.31, 3.32, and

3.33). A standard procedure for choosing this region does not currently exist. Development

of these methods would be useful for both error reduction and applying CMAGIC to larger

datasets that cannot be manually inspected due to volume.

These results would be improved by using a dataset with more well-sampled SNe Ia

in the window 0–60 days after maximum brightness. It is difficult to find a sample with

appropriate observational cadence after 30 days in particular, hence the need to develop the

proxy ∆X−Y for the slope of the second linear region (Section 3.3.1). Due to the difficulty

measuring the slope in this region, results in this work based on ∆X−Y must be considered

inconclusive. A cosmological study involving the second linear region would certainly require

new observations. This dataset would not only need to have a well-sampled 30–60 day region,

but it would also need a well-sampled -5–30 day region to ensure consistency of results with

previous methods.

Upcoming surveys like Roman and LSST are expected to discover 104 and 105 SNe Ia,

respectively. With data sets of this size, systematic uncertainties in cosmological analyses

will vastly outweigh statistical uncertainty. Thus, it is imperative that SN Ia variations,

such as those described in this work, are understood. Observable indicators of underlying

SN physics can be leveraged to construct a homogeneous sample that is tailored for cosmo-

logical precision. Going forward, the CMAGIC “bump” feature should be included in these

considerations; as shown in this work, it has the potential to be a powerful asset in studying

SN Ia physics, and therefore, deserves attention in preparation for future surveys.
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APPENDIX A

PHOTOMETRIC FILTERS

λB RB(λ) λV RV (λ) λR RR(λ) λI RI(λ)

3600 0.0 4700 0.0 5500 0.0 7000 0.0

3700 0.031 4800 0.033 5600 0.247 7100 0.09

3800 0.137 4900 0.176 5700 0.78 7200 0.356

3900 0.584 5000 0.485 5800 0.942 7300 0.658

4000 0.947 5100 0.811 5900 0.998 7400 0.865

4100 1.0 5200 0.986 6000 1.0 7500 0.96

4200 1.0 5300 1.0 6100 0.974 7600 1.0

4300 0.957 5400 0.955 6200 0.94 7700 0.998

4400 0.895 5500 0.865 6300 0.901 7800 0.985

4500 0.802 5600 0.75 6400 0.859 7900 0.973

4600 0.682 5700 0.656 6500 0.814 8000 0.97

4700 0.577 5800 0.545 6600 0.76 8100 0.958

4800 0.474 5900 0.434 6700 0.713 8200 0.932

4900 0.369 6000 0.334 6800 0.662 8300 0.904

5000 0.278 6100 0.249 6900 0.605 8400 0.86

5100 0.198 6200 0.18 7000 0.551 8500 0.81

5200 0.125 6300 0.124 7100 0.497 8600 0.734

5300 0.078 6400 0.075 7200 0.446 8700 0.59

5400 0.036 6500 0.041 7300 0.399 8800 0.392

5500 0.008 6600 0.022 7400 0.35 8900 0.203

5600 0.0 6700 0.014 7500 0.301 9000 0.07
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6800 0.011 7600 0.257 9100 0.008

6900 0.008 7700 0.215 9200 0.0

7000 0.006 7800 0.177

7100 0.004 7900 0.144

7200 0.002 8000 0.116

7300 0.001 8100 0.089

7400 0.0 8200 0.066

8300 0.051

8400 0.039

8500 0.03

8600 0.021

8700 0.014

8800 0.008

8900 0.006

9000 0.003

9100 0.0

Table A.1: Photometric filters used in this analysis. λX columns indicate wavelength, and
RX(λ) columns indicate the transmission function in photon fractions [14].
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APPENDIX B

STATISTICS

B.1 Error propagation

The most straightforward way to propagate error for a function f(x0, x1, ..., xn) is:

σf =

√√√√ n∑
i=0

( ∂f

∂xi

σxi

)2

, (B.1)

where σxi
is the error for variable xi. Note that this formula assumes the variables are all

independent. If variables cannot be assumed to be independent, then the error propagation

formula for f(x0, x1, ..., xn) is

σ2
f = JCJT, (B.2)

where J is the Jacobian matrix of f(x0, x1, ..., xn) and C is the covariance matrix of the

variables xi. Equation B.1 represents this matrix formula if all off-diagonal entries of C are

0.

B.2 Least squares fitting

In general, when minimizing χ2 to fit a model,

χ2 =
k∑

i=0

(Xi − µi

σi

)2

(B.3)

where Xi is the data, µi is the model, and σi is the error for the data. k is the number of

data points. The fit can be weighted by error in all axes. As an example, if we have a linear

model that we want to fit to our data,

y(x) = mx+ b, (B.4)
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then the χ2 to be minimized is

χ2 =
k∑

i=0

(Xi − (mxi + b))2

σi

. (B.5)

To determine the appropriate weights, follow the procedure in Appendix B.1, taking deriva-

tives with respect to each data measurement. Then,

χ2 =
k∑

i=0

(Xi − (mxi + b))2

σ2
y +m2σ2

x

. (B.6)

B.3 Maximum likelihood estimation

Maximum likelihood estimation (MLE) is a method of estimating parameters of a prior

probability distribution and data by maximizing a likelihood function. The likelihood func-

tion is representative of the probability of the data occurring, given the parameters of the

function (i.e., L(θ|xi), where θ are the fit parameters and xi are realizations of the random

variables associated with the data). It is related to the probability density by:

L(θ|xi) =
∏
i

f(xi|θ). (B.7)

The final parameter estimates θ̂ are set such that

θ̂ = argmaxL(θ|xi). (B.8)

However, it is often difficult to work with functions in this form, so the function that is

maximized is almost always the log likelihood:

logL(θ|xi) = log
(∏

i

f(xi|θ)
)
=

∑
i

f(xi|θ). (B.9)

In this work, the probability distribution is assumed to be Gaussian, such that θ = (µ, σ)
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and has a density function:

f(x;µ, σ) =
1√
2πσ2

exp
(
− 1

2

(x− µ

σ

)2)
. (B.10)

Then, the log likelihood to be maximized is

logL(θ|xi) = −1

2

(∑
i

(yi − Y )2

σ̄2
i

+ log(2πσ̄2
i )
)

(B.11)

where yi are the data, Y is the model, and σ̄2 = σ2
i + f 2Y 2. σ2

i is the variance of the data,

and the “extra” f term is included because we assume the variance has been underestimated.

If the log likelihood of Equation B.10 is taken using σ̄2 = σ2
i + f 2Y 2 as the variance the

entire time, then f becomes e2 log f , but this does not matter because both are constants.

B.4 Markov chain Monte Carlo

Monte Carlo methods are a class of computational algorithms that rely on random draws

from a reasonable domain to initialize the algorithm, does some computation on those draws,

and aggregates the results.

Markov chain Monte Carlo (MCMC) [103] methods are a type of Monte Carlo experiment

that constructs a Markov chain as a part of the computation on the random draws. This

means that each ith draw depends on on the state of the previous i− 1th draw. Samples are

drawn from a probability distribution, and over many iterations, an algorithm “walks” toward

increasingly more probable draws. In its simplest form, the walk does this by calculating

the probability of the draw, comparing that probability to another value, and then either

accepting or rejecting the draw depending on if the probability is higher or lower than the

comparison value. If the step is rejected, the walk repeats that draw until it accepts a new

position.

MCMC methods can be combined with maximum likelihood functions (MLE, Section B.3).

In the case of this work, “proposal” values (fit parameters) are drawn from a uniform dis-
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tribution, and these values are input into a maximum likelihood function associated with a

distance modulus model.
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APPENDIX C

HUBBLE RESIDUAL MCMC DIAGNOSTIC PLOTS

Figure C.1: Corner plot showing correlation between parameters for the MCMC trials for the
Tripp distance modulus model (Figure 4.19,[12, 13]), where all SNe have been standardized
together. Burn-in has been removed.
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Figure C.2: Parameter as a function of step number for the MCMC trials for the Tripp
[12, 13] distance modulus model, where all SNe have been standardized together. Burn-in is
not removed.
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Figure C.3: The same as Figure C.1, but for the SALT3 [3] distance modulus model (Equa-
tion 3.29.
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Figure C.4: The same as Figure C.2, but for the SALT3 [3] distance modulus model (Equa-
tion 3.29).
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Figure C.5: The same as Figure C.1, but for the F R(Ni II) distance modulus model (Equa-
tion 3.30.
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Figure C.6: The same as Figure C.2, but for the F R(Ni II) distance modulus model (Equa-
tion 3.30).
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Figure C.7: The same as Figure C.1, but for the H18 distance modulus model (Equation 3.31.
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Figure C.8: The same as Figure C.2, but for the H18 distance modulus model (Equation 3.31.
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Figure C.9: The same as Figure C.1, but for the A23 distance modulus model (Equation 3.32.
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Figure C.10: The same as Figure C.2, but for the A23 distance modulus model (Equa-
tion 3.32).
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Figure C.11: The same as Figure C.1, but for the decline rate-free CMAGIC distance mod-
ulus model (Equation 3.33).
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Figure C.12: The same as Figure C.2, but for the decline rate-free CMAGIC distance mod-
ulus model (Equation 3.33.
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