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ABSTRACT

The integration of short laser pulses with crystals and photonic crystal structures offers a versa-

tile platform for exploring fundamental light-matter interactions and discovering novel techniques

in ultrashort pulse generation and shaping, as well as spectroscopy. In this thesis, I will first dis-

cuss the coherent generation of a broad spectrum in Raman-active crystals such as lead tungstate

(PbWO4) and single-crystal diamond, which enables us to study the transfer of orbital angular mo-

mentum (OAM) of light in ultrashort shaped pulses through coherent Raman processes as well as

near-single-cycle pulse generation with pulses as short as 4.8 femtoseconds (fs) and ability to be

shaped temporally and spatially. We characterize these pulses through a nonlinear technique called

interferometric cross-correlated frequency-resolved optical gating (ix-FROG). Multi-photon ion-

ization is another reliable technique to characterize our synthesized near-single-cycle pulse. As

proof of principle, we perform mass spectroscopy on xenon ionized by our ultrashort pulses. In

this thesis, we study another nonlinear interaction in Raman media in the form of picosecond (ps)

coherent anti-stokes Raman scattering (CARS) spectroscopy in hollow-core photonic crystal fibers

(HC-PCFs) and hollow-core fibers (HCFs). CARS spectroscopy is a reliable nonlinear technique

that probes the vibrational and rotational modes of a target molecule, enabling chemical-selective

microscopy and spectroscopy. We take advantage of hollow-core optical fibers to enhance the

CARS signal in gaseous media up to two orders of magnitude. We also conduct a similar study on

biological analytes such as Immunoglobulin G (IgG) antibody samples. I will introduce a type of

HCF called anti-resonance HCF (AR-HCF), which provides low-loss broadband light guidance for

relatively large core diameters. AR-HCF also reduces the pulse energies required for strong nonlin-

ear interactions from the millijoule to the microjoule level, thus, allowing scaling from kHz to MHz

repetition rates. I will discuss the results that illustrate the absence of a substantial non-resonant

background (NRB), an unavoidable by-product of the CARS spectroscopy, using an AR-HCF.
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NOMENCLATURE

AS Anti-Stokes

as Attosecond

a.u. Arbitrary Unit

BBO Beta Barium Borate

CARS Coherent anti-Stokes Raman scattering

CCD Charge-coupled device

CEM Channeltron Electron Multiplier

CEP Carrier Envelope Phase

FEM Finite-element Modeling

FFT Fast Fourier Transform
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fs Femtosecond
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cal Gating

kHz Kilo Hertz

LCM Liquid crystal modulator

LCOS Liquid Crystal on Silicon

LMA Large-Mode Area
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LPF Long-Pass Filter

MHz Mega Hertz

MSLD Mass Spectrometer Leak Detector

NA Numerical Aperture

NDF Nutral Density Filter

OAP Off-Axis Parabola

OAM Orbital Angular Momentum

OPA Optical Parametric Amplifier

PbWO4 Lead Tungstate

PCF Photonic Crystal Fiber

PCGP Principal Component Generalized Projections

PS Polystyrene

ps Picosecond

RMS Root Mean Square

SAM Spin Angular Momentum

SEM Scanning Electron Microscope

SFG Sum Frequency Generation

SHG Second Harmonic Generation

SLM Spatial Light Modulator

SNR Signal to Noise Ratio

SPF Short-Pass Filter

St Stokes

TAMU Texas A& M University

TC Topological Charge

TOF Time of Flight
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Xe Xenon

XFROG Cross Correlation Frequency Resolved Optical Gating

ZDW Zero Dispersion Wavelength

viii



TABLE OF CONTENTS

Page

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

CONTRIBUTORS AND FUNDING SOURCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

NOMENCLATURE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

TABLE OF CONTENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii

LIST OF TABLES. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv

1. INTRODUCTION. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2. BASIC CONCEPTS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1 Broadband coherent light generation in Raman media . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Coherent sideband generation in Raman-active crystals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.3 Ultrashort Pulse Measuremnet. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.3.1 Frequency-Resolved Optical Gating (FROG) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3.2 Generalized Projections Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.4 Orbital angular momentum of light . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5 Coherent Anti-Stokes Raman Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.5.1 Wave-guaided CARS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.5.2 Photonic Fiber Modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5.3 Anti-resonant Guidance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3. TOPOLOGICAL CHARGE TRANSFER IN COHERENT RAMAN PROCESSES IN
PbWO4 CRYSTAL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 TC Transfer in Raman Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.3.1 Optical Vortex Production. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3.2 Tilted Bi-Convex Lens Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

ix



3.4 Results and Discussion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.5 Summary and Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4. SYNTHESIS OF ULTRAFAST WAVEFOREMS USING COHERENT RAMAN SIDE-
BANDS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.2 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.3 ix-FROG pulse retrieval. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.5 Conclusions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

5. TOWARDS ULTRASHORT PULSES BY SYNTHESIZING COHERENT RAMAN
SIDEBANDS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.2 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.3 SHG-FROG and x-FROG Traces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.4 Beat Notes Analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.5 conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

6. MULTI-PHOTON IONIZATION IN XENON USING SYNTHESIZED NEAR SINGLE-
CYCLE PLUSES GENERATED IN RAMAN INTERACTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

6.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.2 Vacuum Chamber Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.3 Beams overlap potential solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.4 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

6.4.1 Main Setup Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.4.2 Channeltron Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

6.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.6 Conclusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

7. PRESSURE CONTROLLED PHASE MATCHING IN KAGOMÉ PC FIBER IN PI-
COSECOND CARS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

7.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
7.2 Theoretical Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
7.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

8. BACKGROUND-PENALTY-FREE WAVE-GUIDE ENHANCEMENT OF CARS SIG-
NAL IN AIR-FILLED ANTI-RESONANCE HOLLOW-CORE FIBER . . . . . . . . . . . . . . . . . . . . 80

8.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
8.2 AR-HCF Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
8.3 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
8.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

x



8.5 Conclusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

9. COHERENT ANTI-STOKES RAMAN SPECTROSCOPY IN HOLLOW-CORE PHO-
TONIC CRYSTAL FIBERS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

9.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
9.2 HC-1060 PCF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

9.2.1 Photonic Bandgap Wave-Guiding Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
9.2.2 HC-1060 PCF Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

9.3 AR-HCF (Revolver). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
9.4 Stack and Draw Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
9.5 Gas Cell for Pressure controlled CARS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
9.6 CARS in AR-HCPCF filled with Goat Anti-Human IgG Antibody . . . . . . . . . . . . . . . . . . . 102
9.7 Conclusion and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

10. SUMMARY AND FUTURE WORK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

APPENDIX A. BASIC ALIGNMENT METHODS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

APPENDIX B. USING CARS MICROSCOPE FOR BEAM ALIGNMENT . . . . . . . . . . . . . . . . . . 130

B.1 CARS Microscope Description. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
B.2 Beam alignment method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

xi



LIST OF FIGURES

FIGURE Page

2.1 Generation of Raman sidebands in single-crystal diamond . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2 Schematic of two simple setups for frequency-resolved optical-gating (FROG) and
cross-correlation FROG (XFROG) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.3 Laguerre-Gaussian modes (Lpl). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.4 Energy diagrams for coherent anti-Stokes Raman scattering (CARS) and the asso-
ciated non-resonant background (NRB) generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.5 Several types of micro-structured photonic crystal fibers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.6 AR-HCF SEM image and the anti-resonance mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.1 Optical vortices and their computer-generated phase masks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.2 Experimental setup for the generation of the vortex Raman sidebands in PbWO4

crystal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.3 Tilted bi-convex lens technique to measure the TC of vortex Raman sidebands. . . . . . . 34

3.4 Generation of the first sideband (AS1) in the Raman process using two modulated
beams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.1 Experimental setup to synthesize a sub-5-fs FWHM pulse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.2 Experimental XFROG spectrograms of all beams employed in the Raman side-
bands synthesis setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.3 Ultrafast waveform analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5.1 The experimental setup for the synthesis of a near-single-cycle pulse by adding 7
coherent Raman sidebands collinearly. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.2 Real photograph of the Generation of the coherent Raman sidebands in diamond . . . . 51

5.3 Spectrum of the SFG of the reference and AS2 beams. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5.4 Spectra of all the coherent Raman sidebands . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

xii



5.5 x-FROG spectrograms of each sideband taken after the 10-micron BBO crystal . . . . . . 57

5.6 Retrieved pulse phase and retrieved pulse envelope for all coherent Raman sidebands 58

5.7 Synthesized pulse produced from the linear combination of 7 coherent Raman side-
bands . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5.8 Comparison of the theoretical and experimental interferograms of different combi-
nations of the nonlinear signals (SHGs and SFGs) of the sidebands . . . . . . . . . . . . . . . . . . . 60

5.9 Time resolved interferograms of the nonlinear signals (SHG and SFG) of the 6
sidebands (S1, Ref, AS1-4) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.10 Time-resolved interferograms of 6 beams (S1, Ref, AS1-4). . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

5.11 Four interferograms resulted from different interference between the nonlinear sig-
nals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.12 Interferograms of the SFG of AS1 + AS3 with SHG of AS2 while tuning AS3’s
delay stage and AS1’s delay stage in 1 mm BBO at the same time resolution. . . . . . . . . 64

6.1 Vacuum chamber used for the Xe ionization experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

6.2 Experimental setup used for phase-controlled multi-photon ionization in xenon in
a pressure-controlled (∼ 10−7 mbar) vacuum chamber.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

6.3 Channeltron. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

6.4 First trial of measuring the TOF from the mass spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . 74

6.5 TOF Spectrograms measured by an oscilloscope of the photonized species detected
in Xe gas using the FTL pulse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

6.6 TOF spectra dependence of the photonized Xe gas on the Ref beam’s power . . . . . . . . . 76

7.1 Calculated GVD of air-filled Kagome fiber, comparison of the experimental and
calculated D factor of air-filled Kagome fiber, phase mismatch factor as a func-
tion of Raman shift and pressure for Argon-, Krypton-, Nitrogen-, and air-filled
Kagome fiber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

8.1 Properties of the AR-HCF used in our experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

8.2 Schematic of our experimental wave-guided CARS setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

8.3 The CARS signal of nitrogen at 2331 cm−1 (Q-branch vibrational transition) in a
2.96 cm long air-filled AR-HCF compared to the CARS signal from the ambient
air (no fiber present). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

xiii



9.1 Properties of HC-1060 originally used for this experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

9.2 Spectra of the SC generated in an LMA fiber which is used as the Stokes beam
before (green) and after (red) a 3-cm-long HC-1060 HCPCF. . . . . . . . . . . . . . . . . . . . . . . . . . . 94

9.3 Characterizations of three AR-HCFs by the manufacturer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

9.4 Spectra of the SC generated in an LMA fiber which is used as the Stokes beam
before (red) and after (purple) a 2.96-cm-long AR-HCF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

9.5 Transmission Loss for AR-HCF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

9.6 The Stack-and-draw technique used for manufacturing an AR-HCF. . . . . . . . . . . . . . . . . . . 98

9.7 Coherence length calculated and plotted as a function of wavelength for an air-
filled AR-HCF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

9.8 CARS setup and the 3D-printed gas cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

9.9 Beam profiles of the pump and Stokes beams after the air-filled revolver fiber. . . . . . . . 101

9.10 The schematic of the IgG-filled AR-HCPCF’s interior filled with two different
methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

9.11 Process of filling AR-HCF with goat anti-human IgG antibody . . . . . . . . . . . . . . . . . . . . . . . . 104

9.12 The Raw data from an IgG sample on a glass substrate (blue curve) compared to a
2.96 cm IgG-filled AR-HCPCF (the red curve is scaled to be comparable with the
blue curve) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

A.1 The overlapping procedure of the pump and Stokes in the BBO and the diamond
crystals to generate the multi-color Raman sidebands . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

A.2 The OPA panel allows the generation of pulses with adjustable frequencies . . . . . . . . . . 127

A.3 SFG signal detection for different combinations of the sideband pairs. . . . . . . . . . . . . . . . . 129

B.1 Using the CARS microscope to align the fundamental beams . . . . . . . . . . . . . . . . . . . . . . . . . . 131

xiv



LIST OF TABLES

TABLE Page

2.1 Properties of the single crystal diamond . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

3.1 TC values of output sidebands and the number and the direction of the bright spots
in tilted lens technique for different lStokes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.2 Properties of the specific PbWO4 crystal used in the experiment. . . . . . . . . . . . . . . . . . . . . . . 30

3.3 TC values of output sidebands and the number and the direction of the bright spots
in tilted lens technique for different lStokes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.4 TC values for AS1 as lpump and lStokes vary. The last column shows the number and
the direction of the bright spots after the tilted bi-convex lens verifying the value
and the sign of the TC of AS1 in each case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.1 Part numbers for the dichroic mirrors and translation stages; focal lengths for the
collimation lenses used in this setup. Part numbers starting with “TL” correspond
to Thorlabs part numbers, “NP” - Newport, “EO” - Edmund Optics, and “SR” -
Semrock. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

5.1 Part numbers for the dichroic mirror and translation stage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.2 The power of each sideband after exiting the single-crystal diamond . . . . . . . . . . . . . . . . . . 53

6.1 The measured power and wavelength of each sideband (Ref, Stokes, AS1,2) before
entering the pressure-controlled vacuum chamber. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

6.2 The part numbers and descriptions of the vacuum system. All the vacuum parts
are from Pfeiffer Vacuum systems and all the pump parts are from Kurt J. Lesker.
Manuals are available upon request. OD and ID stand for outer and inner diameters,
respectively. P stands for pressure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

7.1 Experimental values for constants A, B, C, and D for Argon, Krypton, Nitrogen,
and air. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

9.1 Physical properties of HC-1060, NKT Photonics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

9.2 Optical properties of HC-1060, NKT Photonics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

xv



1. INTRODUCTION

Coherent nonlinear processes offer a variety of applications in ultrafast laser physics, chemistry,

and spectroscopy. The interaction of two mutually coherent and narrowband laser fields offset in

frequency with an ensemble of molecules results in Raman transitions. Raman effect is named

after Sir Chandrasekhara Venkata Raman, who discovered the inelastic scattering of photons by

matter in 1928 [1]. Soon after, he received the 1930 Nobel Prize in physics as the first Asian to

receive a Nobel Prize in any field of science. Despite the weakness of Raman scattering compared

to Rayleigh scattering (only 1 in 107 photons get scattered) [2], countless studies have been done

following Raman’s discovery, and more than 2500 chemical compounds were examined by Raman

spectroscopy in the following decades [3].

Although Raman spectroscopy is known for providing valuable information about a sample, its

applicability is limited by long integration time or high pump laser power required, which are

not ideal for biological samples. On the other hand, coherent Raman spectroscopy is capable of

generating much stronger vibrational signals through nonlinear techniques. In coherent Raman

spectroscopy, an ensemble of molecules interacts with light coherently, resulting in the molecules

vibrating in unison and producing more efficient Raman scattering [4]. The coherent Raman effect

has numerous remarkable applications, two of which include broadband coherent Raman produc-

tion enabling sub-fs pulse generation, and coherent anti-Stokes Raman scattering (CARS) spec-

troscopy.

Ultrafast time-resolved spectroscopy approached attosecond resolution by the emergence of

the near single-cycle phase-controlled laser pulses. The future aspiration of the attoscience is to

understand and measure events that occur on the infinitesimal time scale of electron motion. Ul-

trafast pulses in extreme ultraviolet (EUV) and soft X-Ray regions are possible through the high

harmonic generation (HHG) technique; however, this technique cannot produce pulses in the op-

tical region [5]. Ultrafast waveforms in the visible range are essential for sub-cycle field shaping,

direct and precise control of electron trajectories in photoionization, and high-order harmonic gen-
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eration since their duration is shorter than an optical cycle. Several groups have recently developed

advanced techniques to generate single-cycle optical pulses. Some examples of these techniques

are optical parametric chirped pulse amplification with pulses as short as 4.2 femtoseconds (fs) [6],

self-compressed filaments with 30 fs pulses [7], and divided supercontinuum with 380 attosecond

(as) pulses [8]. Molecular modulation is another promising technique that envisions pulses as short

as 500 as [9, 10]. This technique relies on adiabatic preparation of molecular coherence to excite a

single superposition state of a molecule by driving the molecular transition slightly off-resonance.

In turn, molecular motion modulates the frequency of the driving lasers, and a mutually coherent

set of colorful Raman sidebands is generated. By using this technique and recombining these side-

bands that are frequency-shifted copies of the driving laser, we can synthesize pulses as short as 4.8

fs with desired pulse shape where the electric field’s oscillation is not limited to quasi-sinusoidal

[11]. In chapter 3, I discuss the spatial shaping of the coherent Raman sidebands and the transfer

of the orbital angular momentum (OAM) through the Raman processes. I will detail the generation

of near single-cycle pulses with adjustable spectral phase in chapters 4 and 5. Chapter 6 covers our

experimental results from the xenon multi-photon ionization using our synthesized pulses.

Another consequential application of the Raman effect is CARS spectroscopy which is non-

invasive, label-free, high sensitivity, and high speed, with a much higher signal-to-noise ratio, com-

pared to more traditional spectroscopy. CARS produces a coherent signal using several photons to

address the molecular vibrations. As a result, it outperforms spontaneous Raman spectroscopy by

several orders of magnitude. In their 1965 paper, P. D. Maker and R. W. Terhune from the Scientific

Laboratory at the Ford Motor Company reported the CARS phenomena by detecting a blue-shifted

signal from a benzene sample [4]. This signal was produced by two driving laser beams with a

frequency difference corresponding to benzene’s chemical bond vibrational frequency. The formal

name "CAR" was coined a decade later by Begley [12].

The modern form of CARS spectroscopy was not introduced until after the development of

new techniques and more advanced laser technology, especially femtosecond lasers [13–15]. A

critical factor that played a massive role in improving CARS spectroscopy and expanding its ap-
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plications was background suppression [16, 17]. A few examples of many applications of CARS

spectroscopy are high-speed imaging of biomedical samples such as cells and tissues [18–22], fast

3D imaging [13], and gas-phase analysis [23]. A prominent advantage of CARS spectroscopy

is that the signal is blue-shifted relative to the excitation frequencies. Therefore, it can be easily

detected in the presence of the one-photon fluorescence background.

Numerous efforts have been made after the emergence of CARS spectroscopy to improve the

signal resolution and overcome limitations such as non-resonant background [16, 17, 24]. One

great way to enhance the CARS signal is to use hollow-core photonic crystal fibers (HC-PCFs)

and hollow-core fibers (HCFs). The difference between these two classes is the absence of the pe-

riodic structure of the cladding in the latter. These optical fibers can enhance the nonlinear optical

processes by providing high degrees of light confinement in a few-micron scale of their hollow

core for long distances [25, 26]. Moreover, their cladding can be designed with desired dispersion

properties for further enhancements [27, 28]. CARS in HC-PCF and HCF is extendable to various

multi-species gas samples and chemical and biomedical analytes. In chapter 7, I will discuss the

phase matching consideration in Kagome HC-PCF as a possible candidate for a gas-based CARS

signal measurement. Chapters 8 and 9 cover our study of the CARS signal enhancement by using

a type of HCF called anti-resonance (AR) or revolver fiber.
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2. BASIC CONCEPTS

In this chapter, we review and impart a short introduction to several basic but essential phenom-

ena used throughout this thesis. We also offer theoretical treatments for some of these concepts.

2.1 Broadband coherent light generation in Raman media

First femtosecond (fs; 10−15s) laser pulses were generated in 1975 by using dye lasers; the

pulse duration was in the range of 100’s fs [29]. In 1991, using titanium-doped sapphire crystals

and mode-locking techniques, pulses as short as 6.5 fs were produced [30]. Femtosecond laser

pulses have a unique ability to measure short events, such as electron motion in an atom with the

goal of miniaturization of electronic and photonic elements. This modeling is essential in devel-

oping quantum technologies, materials science, and electronics. Generation of subfemtosecond

pulses with a spectrum centered around the visible region is even more desirable since the pulse

duration will be shorter than the optical period and will allow sub-cycle field shaping. As a result,

direct and precise control of electron trajectories in photoionization and high-order harmonic gen-

eration will become possible. One of the methods utilized to generate these pulses and manipulate

their waveforms is through synthesizing a broadband coherent Raman generation [31]. Precise

phase control over this broad coherent spectrum enables ultrashort pulse synthesis and temporal

shaping. The broader the band, the shorter the resultant synthesized pulse. This broadband gener-

ation happens via what is called "molecular modulation" [11].

2.2 Coherent sideband generation in Raman-active crystals

Molecular modulation is a relatively recent technique that has played a critical role in the gen-

eration of ultrashort pulses (femtosecond and attosecond) in the visible range in the past few years.

This technique is based on the preparation of near-maximal molecular coherence adiabatically by

driving the molecular transition slightly off resonance to excite a single molecular superposition
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state. In return, the created molecular vibration modulates the driving laser frequencies, and there-

after, a very broad FM-like spectrum of multi-color sidebands gets produced. These sidebands are

called "coherent Raman sidebands". By exploiting the molecular modulation technique, Sokolov

et al. demonstrated the generation of a near single-cycle pulse through Raman interaction in deu-

terium gas [32]. Concomitantly, Zhavoronkov et al. synthesized pulses as short as 4 fs by using a

hollow-core waveguide filled with a pre-excited Raman-active gas [33]. Along the same direction,

Suzuki et al. produced an octave-spanning Raman comb from single-frequency lasers in gaseous

parahydrogen [34].

In addition to ultrashort pulse synthesis, the Raman sideband generation technique can also be

used in many other ways, such as:

• using each individual generated Raman sideband as a new source of radiation in the regions

that are not easily accessible by other techniques,

• controlling the refractive index in the molecular ensembles, using two Raman sidebands [35]

or the full frequency comb [36, 37],

• studying the transfer of the orbital angular momentum (OAM) of light in nonlinear Raman

processes.

To better understand the process of coherent broadband sideband generation, one can closely

follow Hickman’s method described in [38] and arrive at the same formulation described in [39]

which uses another method. This will give us a 2×2 Hamiltonian and an eigenvalue equation of:

iℏ
∂

∂t

C1

C2

 = −ℏ
2

 ∑
j aj|V 2

j |
∑

j bjVjV
∗
j−1∑

j cjVjV
∗
j+1

∑
j dj|V 2

j | − 2∆ω


C1

C2

 . (2.1)

Here Vjs are the amplitudes of the time dependence interaction potential and equal to Eje
iϕj ,

Cjs are the probability amplitude of the state j. aj , bj , cj , and dj are related to the Raman polariz-

ability matrix and can be found in [39].

The propagation equation for the qth Raman sideband which is separated from the (q+1)th and
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(q-1) sideband by the Raman frequency, and is moving in the time frame with the speed of light c

in the z direction can be described as follows [39]:

∂Eq

∂z
= −iℏηωqN(aqρaaEq + dqρbbEq + b∗qρabEq−1 + bq+1ρ

∗
abEq+1), (2.2)

where η =
√
µ0/ϵ0 is the free space impedance, ωq is the frequency of the qth sideband, N is

the molecular density, and ρijs are the elements of the density matrix. This equation is driven with

the assumption of negligible diffraction, however, it gives us an approximate spectral distribution

over distance.

In this thesis, instead of gaseous media, we focus on the generation of coherent Raman side-

bands in crystals which is more efficient; however, fewer sidebands per train may be generated due

to the use of fs pulses instead of ns or ps pulses as well as reduced interaction length.

Pump
Stokes

νn = νPump + n(νPump − νStokes)
n : number of sideband

Raman 
Shift

PumpStokesS2S3 AS1 AS2 AS3 AS4
v1

v2

Figure 2.1: Generation of Raman sidebands in a single-crystal diamond. An 800 nm pulse out of a
Ti:Sapphire laser is used as pump, and an 890 nm OPA-generated pulse is used as the Stokes beam.
The anti-Stokes beams’ orders are marked as n and their frequencies as νn while the frequencies
of the pump and Stokes beams are labeled as νpump and νStokes, respectively (OPN image of the
week, Jan. 2020). Inset: Energy level diagram for Raman Stokes and anti-Stokes generation.

Similar to gaseous media, collinear interaction is possible in crystals, but is not as efficient due
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to the dispersion of the medium, requiring the geometry of the two driving fields to be adjusted to

cross at a larger angle. This causes a reduced effective interaction length Leff . Hence, the gen-

erated Raman sidebands propagate at different group velocities and exit the crystal with different

angles. This Raman generation has a much broader spectrum spanning the infrared, visible, and

ultraviolet spectral regions. Molecular gases used as Raman media have many advantages. For ex-

ample, they have a much higher optical homogeneity. They also have higher frequency vibrational

modes with small spectral broadening, which leads to much larger Raman frequency shifts and

larger Raman scattering cross sections. On the other hand, one main disadvantage of using them

as a Raman medium is the need for a long gas cell to provide a longer interaction length. This is

due to the lower particle concentration of gaseous media compared to crystals. We can calculate

the interaction length, Leff , for this configuration as follows:

Leff = 2τp | ∆VG |= 2τp

∣∣∣( 1

VG,i

− 1

VG,j

)−1
∣∣∣, (2.3)

where τp is the input pulse duration at FWHM, VG,i and VG,j are the group velocities of the

two interacting waves i and j, ∆VG is the group velocity mismatch (GVM). Equation 2.3 is easily

achieved by knowing that the group velocity VG = dω/dk = c
n−λdn/dλ

. c is the speed of light, n is

the refractive index of the propagating medium, and λ is the wavelength of the propagating field.

Equation 2.3 gives us a thickness of 0.5 mm for the diamond crystal in our experiment to obtain

an optimum phase matching. The properties of this diamond are shown in Table 2.1.

Figure 2.1 shows the configuration that is achieved by crossing the two deriving beams (pump and

Stokes) at a specific angle inside this crystal. As a result, the generated sidebands exit the diamond

at different angles, and, therefore, additional experimental alignments and techniques are required

to recombine these sidebands to synthesize ultrafast waveforms. Chapters 4 and 5 are dedicated to

these techniques, and present promising results on the generation of near single-cycle pulses.
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Table 2.1: Properties of the single crystal diamond (C) used in the experiments throughout this
thesis [40].

Single-crystal Diamond’s Properties
Crystal Type Isotropic
Crystal Density 3.5 g/cm3

Atom Density 1.77×1023 cm−3

Optical Transparency 0.225 µ m (far IR)
Bandgap 5.45 eV
Main Raman Mode 1332 cm −1

2.3 Ultrashort Pulse Measuremnet

As Rick Trebino, the inventor of frequency-resolved optical gating (FROG), stated: "In order

to measure an event in time, you must use a shorter one. But then, to measure the shorter event,

you must use an even shorter one. And so on. So, now, how do you measure the shortest event

ever created [41]?" The shortest events ever observed are ultrashort laser pulses. The only tool to

measure them is themselves. There are several techniques to measure ultrashort laser pulses:

• Spectral interferometry (SI)

• Spectral phase interferometry for direct electric-field reconstruction (SPIDER)

• Multiphoton intrapulse interference phase scan (MIIPS)

• Grating-eliminated no-nonsense observation of ultrafast incident laser light e-fields

(GRENOUILLE)

• Frequency-resolved optical gating (FROG) .

In this thesis, we focus on the last technique which we use in our experiment to measure the

ultrashort near single-cycle pulses that we synthesize by the linear combination of the coherent

Raman sidebands generated in a single-crystal diamond.
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2.3.1 Frequency-Resolved Optical Gating (FROG)

FROG is a non-linear technique for measuring the spectral phase of ultrafast laser pulses, rang-

ing from sub-femtosecond to nanosecond, by generating a spectrogram known as FROG trace of

the measured pulse. The FROG trace on its own can provide useful information about the mea-

sured pulse; however, to obtain quantitative information, an iterative 2D phase retrieval algorithm

is needed. The traditional FROG uses the pulse itself to gate it. Collecting FROG traces experi-

mentally is relatively fast and simple. The data acquisition time can be as short as 33ms using a

CCD camera [42]. Figure 2.2 (a,b) shows the two different types of FROG: auto-correlated and

cross-correlated. In the first one, the original pulse, known as probe, is split into two legs. One leg

then is temporally delayed relative to the other one, and both are focused into a nonlinear medium

in which one leg gates a portion of the other leg, and the power spectrum is recorded. This process

is basically resolving the gated pulse spectrally. The collected spectrogram is called a FROG trace

which can provide qualitative information about the measured pulse. However, to produce quan-

titative data, a 2D phase retrieval is needed. On the other hand, cross-correlation FROG involves

two pulses (the gate and the unknown pulse) that are not necessarily a replica or a function of each

other. A prominent algorithm that can invert all types of these spectrograms [43] is called "the

method of generalized projection" (MGP) or "generalized projection algorithm" (GPA). After the

introduction of the GPA, the measurement rates are no longer algorithm limited. The only factor

that would limit the 2D phase retrieval is the data acquisition rate.

2.3.2 Generalized Projections Algorithm

In 1994 DeLong et al. implemented the GPA for the first time to retrieve the phase and intensity

of an ultrashort laser pulse collected from the experimental trace in FROG by numerically minimiz-

ing the least-square FROG error with respect to E(t) [44]. Despite its complexity, the method of GP

has proven to be the most reliable way to retrieve the phase and the amplitude of an unknown pulse

whose its FROG traces are experimentally collected. Inherently a blind algorithm, GPA can be
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Figure 2.2: Schematic of two simple setups for (a) frequency-resolved optical-gating (FROG)
and (b) cross-correlation FROG (XFROG). In (a), a strong known pulse is used to gate itself by
interacting non-collinearly with a delayed copy of itself. To generate this copy, the original pulse
is divided into two legs by a 50/50 non-polarizing beam splitter at the beginning of its path. One
leg then is delayed temporally, and both are focused in a nonlinear crystal (beta barium borate
(BBO) in this case) using a thin convex lens. The second harmonic generation (SHG) signal is
then generated in the non-linear crystal and detected by a spectrometer. Usually, a bandpass filter
(BPF) is used to separate the strong fundamental from the SHG signal. In (b), however, a strong
known signal is used to measure a weak unknown signal. The setup resembles the FROG setup
with a difference in the input beams. Moreover, the detected signal is sum frequency generation
(SFG). The energy levels of these two nonlinear signal generations (i.e., SHG and SFG) are shown
in (c) and (d).
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adapted to the FROG inversions, where the gate is or is not a function of the measured pulse. The

way that this algorithm works is by assigning two different sets of points in a space that contains

all possible signal electric fields. There is one set of these complex fields (E(t)) that satisfies the

measured FROG trace IFROG(ω, t). The algorithm starts by guessing a signal field generated from

the original pulse electric field, E(ti). The first guess is called Esig(ti, τj). t is the pulse time and τ

is the time delay created between the two legs. i and j are different points on the grid in a 2D FROG

trace. This guess can be a Gaussian or a non-Gaussian noise, depending on the most similar trace

to the collected FROG spectrogram each can generate. In the next step, a “generalized projection"

is made by replacing Esig(ti, τj) with the square root of the magnitude of the intensity of the FROG

trace, E′
sig =

Esig(ω,t)

|Esig(ω,t)|
√
IFROG which enables the access to the waveforms that satisfy the FROG

data constraint of IFROG(ω, t) = |
∫ +∞
−∞ Esig(ti, τj) exp(−iωt)dt|2. After this step is executed, the

algorithm makes another iteration by projecting onto the set of fields that is assumed to consist of

all the fields coming from the nonlinear interactions involved in this specific measurement which

can be expressed as follows:

Esig(t, τ) = E(t)Γ[E(t− τ)]. (2.4)

E(t) is the electric field of the probe pulse and can be written as:

E(t) = Re{
√
I(t) exp[i(ω0t− ϕ(t)]}. (2.5)

E(t-τ ) is the time-delayed version of it; both E(t) and E(t-τ ) are depicted in figure 2.2 (a). Γ is

a function so-called, the gate function which converts the pulse into the gate, and depends on the

nonlinear interaction used. The inverse of the gate function; Γ−1 produces the probe from the gate.

For an auto-correlated SHG FROG, Γ[E(t− τ)] = E(t− τ). A distance function Z can be defined

and minimized between the two consecutive iterations; k and k+1 as:

Z =
n∑

i,j=1

|Ek
sig(ti, τj)− Ek+1

sig (ti, τj)|2. (2.6)
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Now, by replacing Esig(ti, τj) in equation 2.6 with what we had in equation 2.4, and finding

the gradient of Z with respect to Ek+1
sig (ti) and minimizing it we can arrive to Ek+1

sig (ti), and Fourier

transform it into the frequency domain. We then substitute its intensity with the FROG intensity.

We continue this step over and over until we reach a 2% RMS error between the measured FROG

trace obtained experimentally and the reconstructed FROG trace. The process of minimization

in this algorithm can be very time-consuming; therefore, it is not as straightforward to use for

blind retrievals. Hence, a slightly different generalized projections algorithm called principal com-

ponent generalized projections (PCGP) is used for standard FROG geometries (e. g. SHG and

polarization-gated (PG)) and blind retrievals. The minimization step is skipped in this algorithm

causing an increase in the iteration rate by a factor of 2 or higher. PCGP can invert FROG traces

in real time [45].

2.4 Orbital angular momentum of light

Electromagnetic (EM) waves can carry both linear and angular momentum. The angular part

can be divided to spin angular momentum (SAM), which is related to polarization, and orbital

angular momentum (OAM), which is associated with the distribution of the EM field in space. It

is well expected that an EM field can exchange momentum while interacting with matter. The

concept of optical vortices (OVs) was first proposed by Cullet et al. in 1989 [46]. The idea came

from a similar phenomenon in hydrodynamics, superconductivity, and superfluidity. They showed

that laser cavities with large Fresnel numbers exhibit a similar manner which can be studied in the

Maxwell-Bloch model framework. Two years later, Brambilla et al. demonstrated the formation

of the phase singularity around dark points in the cavity where both the real and the imaginary

parts of the electric field vanish, and the field phase changes by a multiple of 2π, corresponding

to the topological charge (TC) of that point [47]. Soon after, Allen et al. showed that laser lights

exhibiting a Laguerre-Gaussian amplitude distribution carry orbital angular momentum (OAM)

[48]. They also demonstrated the generation of higher-order OVs experimentally. Through the

next few years, OVs and their transfer in non-linear processes have been studied by several groups
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in multitudinal areas [49–53]. There are several ways to generate OVs, such as using static spiral

phase plates (SPPs), computer-generated holograms (CGHs), deformable mirrors, mode conver-

sion, spatial light modulators (SLMs), etc. OVs have a variety of crucial applications that are listed

below:

• Increasing the contrast ratio of the extrasolar planets and their parent star for more effective

detection as an OV coronagraph*.

• Trapping and manipulating micron-sized objects as optical tweezers [54, 55].

• Increasing communication bandwidth by using a large number of vortical states [56].

• Quantum computing due to their infinite numbers of states in free space.

• Achieving high spatial resolution in microscopy beyond normal diffraction limits by stimu-

lated emission depletion (STED) microscopy technique [57].

• ...

Unlike Hermite-Gaussian beams with rectangular symmetry, Laguerre-Gaussian beams (OVs)

have rotational symmetry around the axis of propagation and carry a rotational OAM of lℏ per pho-

ton. This indicates that OVs exert torque on a mirror placed in their propagation axis, making them

an excellent tool for optical trapping. Figure 2.3 demonstrates the different Laguerre-Gaussian

modes (Lpl)†. I will detail more on Laguerre-Gaussian beams and their properties in chapter 3.

2.5 Coherent Anti-Stokes Raman Spectroscopy

Coherent anti-Stokes Raman scattering (CARS) was first reported at the Ford Motor Company

in 1965 [4]. Maker and Terhune observed a blue-shifted signal generated in benzene when tuning

the two incident lasers such that their frequency difference matched the benzene Raman mode.

*A coronagraph is an optical instrument used as an accessory on a telescope to block out extremely bright objects
to detect nearby deem objects

†Source code is available at https://opticspy.github.io/lightpipes/LaguerreGaussModes.html
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Figure 2.3: Laguerre-Gaussian modes (Lpl).

CARS is a particular type of four-wave mixing (FWM) process and is a third-order nonlinear

process (χ(3)). There are two main advantages that CARS spectroscopy has over spontaneous

Raman (SR) spectroscopy [58]: first, the CARS signal is up to nine orders of magnitude more

robust than the SR signal. This is because of the molecular vibration due to the difference in

frequency of the two laser pulses that modulate the dielectric constant, changing the polarisation,

intensity, and frequency of the incident beams to produce an enormous coherent Raman signal

amplitude [59]. The second advantage is that the CARS signal is blue-shifted from the pump

and hence, is immune to the fluorescent background, which is especially significant for biological

samples.

Figure 2.4 shows the energy diagrams for the CARS process and the non-resonant background

(NRB) generation. The two laser fields are chosen such that ωpump − ωStokes = ωvib. These

two waves generate a large population density of vibrationally excited molecules. These excited
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molecules act as a nonlinear medium for the generation of AS radiation at ωCARS = ωpump +

ωprobe − ωStokes.

ωpump ωStokes

ωprobe ωanti−Stokes

| i⟩
|g⟩

ωvib {

(a)

|g⟩
| i⟩

ωpump

ωprobe
ωStokes

ωanti−Stokes

(c)

ωvib {

ωpump

ωStokes

ωprobe

ωanti−Stokes

| i⟩
|g⟩

ωvib {

(b)

Figure 2.4: Energy diagrams for (a) coherent anti-Stokes Raman scattering (CARS) and the asso-
ciated (b) non-resonant background (NRB) generation. (c) Electronic contribution enhanced by a
two-photon resonance of the pump beam associated with an excited electronic state. CARS signal
can deteriorate in the presence of the NRB signal, which interferes with the resonant vibrational
signal, distorting the line shapes in the fingerprint area and degrading the chemical information of
the analyte that is being studied.

The NRB originates from four-wave mixing caused by the electronic Kerr effect and is inde-

pendent of Raman scattering as shown in Figure 2.4. The CARS signal is proportional to [60]

ICARS(ω) ∝ |χ(3)(ω)|2

= |χ(3)
R (ω) + χ

(3)
NR(ω)|2

= |χ(3)
R (ω)|2 + χ

(3)
NR(ω)

2 + 2Re(χ
(3)
R (ω))χ

(3)
NR(ω),

(2.7)

where χ(3)
R (ω) is the third-order vibrational susceptibility that contains the chemical informa-

tion of the analyte and can be written as:

χ
(3)
R (ω) =

∑
j

Aj(ω)

Ωj − ω − iΓj

. (2.8)
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Here, Aj represents the amplitude for the ith resonance, and its value is proportional to the

incident cross section and the concentration of the ith scatterer, Ωj is the vibrational frequency,

and Γj is the linewidth. Unless the two-photon absorption presents for a certain analyte, χ(3)
NR(ω)

in equation 2.7 can usually be assumed as a real contribution. Hence, the third-order susceptibility

for the CARS process involving four beams; pump, Stokes, probe, and anti-Stokes can be written

as follows:

χ(3)(ωas;ωp,−ωS, ωpr) =
∑
j

Aj(ωas;ωp,−ωS, ωpr)

Ωj + (ωp − ωS)− iΓj

+ χ
(3)
NR(ωas;ωp,−ωS, ωpr). (2.9)

When the resonance condition; Ωj = (ωp − ωS) is met, we see a significant enhancement in

the CARS signal. The signal intensity as a function of frequency can conveniently be written as

follows [61]:

ICARS(ωas) ∝
∣∣∣∣∣y χ(3)(ωas;ωp,−ωS, ωpr) Ep(ωp) Epr(ωpr) E

∗
S(ωS)

× δ(ωas − ωp,+ωS − ωpr) dωp dωS dωpr

∣∣∣∣∣
2

,

(2.10)

where Ep(ωp), Epr(ωpr), and ES(ωS) are the electric fields of the pump, probe, and Stokes

beams, respectively, and δ(ωas−ωp,+ωS −ωpr) is Kronecker delta function. From equation 2.10,

we can easily calculate the CARS signal level by knowing the excitation fields.

2.5.1 Wave-guaided CARS

A prominent method for enhancing the CARS sensitivity is to embed the target molecule into

a hollow-core (HC) fiber [62]. The primary enhancement comes from the elongated interaction

length provided by the hollow core of the fiber. However, for the ultra-short pulses in such non-

linear processes, temporal walk-off due to dispersion in the medium is unavoidable[63]. Hence, the

dispersion inside the fiber should be manipulated somehow to fulfill the phase-matching condition

[62, 64].
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Figure 2.5: Several types of micro-structured photonic crystal fibers. (a) hollow-core fiber with
negative curvature of the core wall [65], (b) solid core PCF [66], (c) multicore optical fiber [67],
(d) suspended core photonic crystal fibers (SC-PCFs) with triangular-like microcores [68], (e) 7-
cell Kagome fiber [69], (f) PBG fiber, SEM image is commercially available from NKT Photonics
(Denmark), (g) hexagonal pattern and solid-core PCF, SEM image is commercially available from
Cybel Photonics (Bethlehem, PA), (h) a double core PCF fiber with a square lattice [70], (i) AR-
HCPCF [71], and (j) six-hole suspended-core fiber (SH-SCF) [72].

Structured fibers were first introduced to guide the light in materials with a low refractive index,

such as gases. More importantly, they had confinement characteristics not possible in conventional

optical fibers. Regular optical fibers have a solid core of a dielectric material, such as different

kinds of glasses with high refractive indices, surrounded by a lower refractive index material called

cladding. Hence, the light is trapped in the glass core and can travel for hundreds of kilometers

without attenuation. But what if we want to transmit the light in a gaseous material like air or

another type of material that does not have a compatible material to be used for its cladding?

One of the first generations of structured fibers, also known as hollow-core photonic-crystal

fiber (HCPCF), has a hollow core and a holey cladding around it. The cladding is designed so

that every time the light comes in the surface between the material (typically silica) and the air,

some of it gets reflected and some transmitted. In a similar fashion, at the next interface, some get

reflected and some transmitted, and so on. Using the right pattern, we can make all the transmitted

waves destructively cancel each other out, so no light gets transmitted, and hence, the structure is

just a mirror that does not transmit light. If we wrap this design around a hole, the light has no
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choice but to travel in the air inside the core because it is surrounded by a perfect mirror, which is

precisely the mechanism of the photonic bandgap (PBG) fibers. These structured fibers can guide

the light in the air, which would never have been possible before due to the low refractive index

of the air. Another class of fibers has a different waveguiding mechanism, so-called inhibited cou-

pling (IC). In these fibers, the cladding is designed in such a way that although unlike PBG fibers,

the cladding modes are allowed, the coupling between the core modes and the cladding modes is

strongly inhibited due to the exquisite control of the nanometric design features of the cladding.

Kagomé HCPCF is an example that exhibits IC guidance.

Here, we study the coherent anti-Stokes Raman scattering (CARS) in two different types of HCPCFs.

The reason for using these fibers is, first, to elongate the interaction length for the four-wave-

mixing (FWM) process and, second, to adjust factors such as pressure and temperature to improve

the phase-matching for the FWM. The enhancement scales as λ2l2/a4, where λ is the radiation

wavelength, l is the length of the hollow-core fiber, and a is the radius of its core. To improve

this factor, one might make the fiber length very large, but the interaction length l is limited by the

losses in the core [73]. These losses are caused by absorption, scattering, and bending losses and

can be calculated as:

α =
10

l
log

Pi

Po

, (2.11)

with Pi and Po being the powers of the input and output light at the two ends of the fiber,

respectively. These three losses are associated with the amount of light leakage into the cladding:

absorption of the cladding material, radiative leakage due to the finite crystal size, and scattering

from disorder. All these losses can diminish by the increase in the core radius a. It is shown that

they typically decrease asymptotically as 1/a3 [74].
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2.5.2 Photonic Fiber Modes

For photonic crystal fibers which the material is generally dielectric, the electric displacement,

D, and the magnetic fields, B, can be described as follows:

D = ϵ0E +P, (2.12)

B = µ0H, (2.13)

where ϵ0 is the permittivity of vacuum (also called the permittivity of free space), µ0 is the

vacuum permeability, and P is the density of the electric dipole moments in the material known as

electric polarization. In other words, P is the response of a medium to an applied electric field E.

Substituting these equations into the main Maxwell’s equations, we can obtain the general wave

equation as follows:

∇2E− 1

c2
∂2

∂t2
E = µ0

∂2

∂t2
(PL +PNL), (2.14)

where PL and PNL are the linear and nonlinear polarization. This means that PL and PNL have

linear and nonlinear dependence on the electric field E, respectively. While considering mode

formation in photonic fibers, the nonlinear polarization can be neglected in equation 2.14 since its

value is much smaller than the value of the linear polarization PL, which is given as,

PL(r, t) = ϵ0

∫ t

−∞
χ(1)(t− t′) E(r, t′) dt′. (2.15)

Here, χ(1) is the first-order susceptibility. Hence, equation 2.14 in the frequency domain can

be simplified as:

∇2Ê(ω) +
ω2

c2
(1 + χ̂(1)(ω))Ê(ω), (2.16)
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where Ê and χ̂(1) represent the Fourier transform of the propagating field and the electric

susceptibility, respectively. In general, for the optical frequencies Im(χ(1)) ≪ Re(χ(1)). And since

χ̂(1) ≪ 1, with a good approximation (1 + χ̂(1)(ω)) ≈ 1 + 1/2 Re(χ̂(1)) = n, with n being the

refractive index of the propagation medium which we assume does not change based on the spatial

coordinate, meaning that the propagation medium is isotropic. Therefore, we can rewrite equation

2.16 as follows:

∇2Ê(ω) + n2(ω)k20Ê(ω) = 0, (2.17)

where k20 =
ω2

c2
represents the wave number in the free space. To solve equation 2.17, let us use

the separation method and assume a solution in the Cartesian coordinates as:

Ê(x,y, z, ω) + n2(ω) = E(ω)f(x,y) exp(iβz). (2.18)

E(ω) is the modal electric field’s amplitude, f(x,y) is the transverse component of the mode’s

complex distribution, and β is the propagation constant which is the amount of change in the phase

of an electromagnetic field as it propagates in a medium. By substituting this solution into the equa-

tion 2.17 and taking the final results to the cylindrical coordinate (E(ρ, ϕ, z) = F (ρ)Φ(ϕ)Z(z))

for the convenience due to the cylindrical shape of the PCFs, we will obtain the three following

equations:

∂2Z

∂z2
+ β2Z = 0, (2.19)

∂2Φ

∂ϕ2
+m2Φ = 0, (2.20)

and,

∂2F

∂ρ2
+

1

ρ

∂F

∂ρ
+ (n2k20 − β2 − m2

ρ2
)F = 0, (2.21)
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with m being an integer related to the azimuthal period of the fields in cylindrically symmetric

waveguides with a radius of a. ρ, ϕ, and z are the axial distance or radial distance, the azimuthal

angle (or azimuth), and the axial coordinate in cylindrical coordinate, respectively. Equations 2.19

and 2.20 simply lead to Z(z) = exp(iβz) and Φ(ϕ) = exp(imϕ). The last equation (equ.2.21),

however, will lead to F (ρ)s which satisfies the Bessel equation. The solutions for the last equation

are an mth order Bessel functions (Jm) and mth order modified Bessel functions (Km):

Fρ =


Jm(pρ) , for ρ ≤ a

Km(qρ) , for ρ > a

(2.22)

with p =
√
n2
cok

2
0 − β2 and q =

√
β2 − n2

clk
2
0 . nco and nco are the refractive indices of the

fiber core and fiber cladding, respectively. We can have a similar argument for the magnetic field,

therefore, writing the electric field (E) and the magnetic field (H) components as follow:

Ez =


AJm(pρ) e

(imϕ) e(iβz) , for ρ ≤ a

BKm(qρ) e
(imϕ) e(iβz)) , for ρ > a

(2.23)

and,

Eρ =
i

p2
(β
∂Ez

∂ρ
+ µ0

ω

ρ

∂Hz

∂ϕ
) , Eϕ =

i

p2
(
β

ρ

∂Ez

∂ϕ
− µ0ω

∂Hz

∂ρ
) (2.24)

Similarly,

Hz =


CJm(pρ) e

(imϕ) e(iβz) , for ρ ≤ a

DKm(qρ) e
(imϕ) e(iβz)) , for ρ > a

(2.25)

and,

Hρ =
i

p2
(β
∂Hz

∂ρ
− ϵ0n

2ω

ρ

∂Ez

∂ϕ
) , Hϕ =

i

p2
(
β

ρ

∂Hz

∂ϕ
+ ϵ0n

2ω
∂Hz

∂ρ
), (2.26)
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where A,B,C, and D are four constants to be determined, and ϵ0 and µ0 are the vacuum

permittivity and the vacuum permeability, respectively. After applying the boundary condition

at the interface of the core and the cladding which means the continuity of the electric and the

magnetic fields, the four equations for the Hz and Ez can be reduced to the following eigenvalue

equation:

[ J ′
m(pa)

pJm(pa)
+

K ′
m(qa)

aKm(qa)

][ J ′
m(pa)

pJm(pa)
+ (

ncl

nco

)2
K ′

m(qa)

aKm(qa)

]
=

[n2
co − n2

cl

nco

× mβk0
ap2q2

]2
. (2.27)

This is a decent approximation for optical fibers with a relatively simple structure such as

capillary or capillary-like fibers, however, for more complex cladding lattice, it is preferable to use

a finite-element modeling (FEM) method on a scanning electron microscope (SEM) image of the

fiber’s cross-section to obtain the guided modes.

2.5.3 Anti-resonant Guidance

In this section, we elaborate on the guiding mechanism of an anti-resonant hollow-core fiber

(AR-HCF), also known as Revolver fiber, which is used in the experiment described in chapters 8

and 9. AR-HCF has a similar but much simpler design than the well-known Kagomé fiber which is

described in chapter 7. This fiber is also known as single-ring fiber because the cladding consists

of a single ring instead of a complex photonic crystal lattice. AR-HCF has an excellent capability

of guiding light through its air core with low loss over a broad spectral range making it a great

candidate for laser-based spectroscopy of gaseous substances. The anti-resonance waveguiding

mechanism can be explained by the antiresonant reflecting optical waveguiding (ARROW) model,

treating the core boundary area like a Fabry–Perot resonant cavity since it consists of low refractive

index (air) and high refractive index (glass) layers as shown in figure 2.6 (inset).

This cavity transmits only the frequencies that are not in resonance with the capillary walls

of the core, therefore, they reflect back into the fiber core and propagate through it without a
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Figure 2.6: SEM image of an AR-HCF with a core diameter D, and capillary ring diameter d.
Inset: the anti-resonance concept at the air-glass interference. w is the capillary wall thickness,
kt and kl are the transverse and the longitudinal components of the wave vector. Φ0 is the initial
phase of the leaking light whose part of it transmits with no acquired extra phase. Φ1 is the phase
of the part of the leaking light which gets reflected twice at the air-glass interfaces.

significant loss. The resonant frequencies, however, easily leak from the core to the cladding and

could not be transferred through the fiber. Figure 2.6 shows the SEM image of the AR-HCF. The

inset illustrates the light leakage through the glass walls which are perpendicular to the core where

kl and kt are the longitudinal and the transverse components of the wave vector, respectively. As

shown in this figure, some part of the incident light at the wall acquires an extra phase by reflecting

twice at the glass-air interface. The phase difference between the original light which transmits

through the glass with a phase of ϕ0 and the other part that transmits with the phase of Φ1 is:

∆Φ =


2ktw = 2πm , for constructive interference

2ktw = (2π + 1)m , for destructive interference
(2.28)

where w is the wall thickness of the capillaries as shown in figure 2.6 (inset), and m =

0, 1, 2, .... These two light waves will interfere constructively or destructively depending on the

phase difference ∆Φ. The first case, i.e. constructive interference happens at the resonance fre-

quencies and is responsible for high losses. Moreover, since the transverse component of the vector

is:
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kt =
2π

λ

√
n2
cl − n2

co (2.29)

The anti-resonant and resonant wavelengths can be calculated by substituting kt in the equation

2.28 which gives [75]:

λAR =
4w

(1 + 2m)

√
n2
cl − n2

co , (2.30)

and,

λres =
2w

(m)

√
n2
cl − n2

co , (2.31)

In the vicinity of each m value, core modes are coupled into light in the cladding walls. Thus,

high- and low-loss bands in a transmission spectrum are determined by the air-glass refractive

index contrast and the thickness of the high-index layer of the cladding structure according to

equations 2.30 and 2.31, however, Carter et al. showed that both the core diameter and the diame-

ter of the capillary rings play an essential role in the bending properties and single-mode guidance

of ARHCF. They showed that selecting these two dimensions carefully to reach the perfect ratio of

the core to capillary diameter to be around 0.65, enables single-mode transmission within the fiber

low-loss window due to the increased loss ratio between the fundamental mode and the higher-

order modes [76].
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2.6 Summary

In this chapter, we detailed several basic concepts that are used throughout this thesis. We also

briefly reviewed some of the theoretical considerations. These concepts include:

• broadband coherent Raman generation,

• OAM of light and its transfer in Raman processes,

• methods of ultrashort pulse measurements, such as FROG,

• anti-resonant wave-guidance mechanism,

• CARS spectroscopy and in particular CARS in HC-PCFs,

• ... .
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3. TOPOLOGICAL CHARGE TRANSFER IN COHERENT RAMAN PROCESSES IN

PbWO4 CRYSTAL

3.1 Introduction

Structured light has an astonishingly wide range of prospective applications for the non-contact

optical manipulation of matter. Focused laser trapping [77], optical tweezers [54, 55], biological

cell handling [78], nano-fabrication [79], photonics [80, 81], data transmission in optical fibers

[82], and high-order quantum entanglement [83] are only a few of the many applications that struc-

tured light, in particular, optical vortices (OVs) have to offer. Laser vortex beams or OVs can also

be utilized for stimulated emission depletion (STED) microscopy and nanoscopy to achieve super-

resolution [57]. Considering the ubiquitousness of the OVs in multitudinal science, studying these

light waves in the physical systems is extremely important. This chapter focuses on the interaction

of optical vortices, and femtosecond optical vortices in particular with nonlinear Raman-active

crystals An OV beam with a phase singularity at the center exhibits a hollow intensity distribution

(a ring of light) with a helical phase-front. Depending on how many twists the light makes in

one wavelength these OVs are given an integer number called the topological charge (TC) which

sometimes can be the same as the integer amount of orbital angular momentum (OAM) that the

vortex carries. The sign of the TC depends on the direction of the twists. The OAM should not be

confused with the spin angular momentum (SAM); the OAM of a light beam is related to the phase

distribution while the SAM determines the polarization. A vortex beam is essentially a paraxial

light that possesses Hilbert factor exp(ilθ) carrying OAM of lℏ for each photon. l represents the

TC and θ is the azimuthal angle in cylindrical coordinates. The TC of a singularity for a phase

distribution ϕ is defined as:

TC =
1

2π

∮
C

∇rϕ(r).dr, (3.1)

where C is a closed loop around the singularity [84]. For OVs that are radially symmetric

(Laguerre-Gaussian and Bessel-Gaussian beams [85]), TC is defined by OAM normalized to the
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beam’s power and equals l. OVs with different orders can be generated from a Gaussian beam

through a spatial modulation using different experimental methods that will be discussed later in

this chapter.

In this thesis, we are exploring the possibility of adding another aspect to the light-field shaping by

adjusting the transverse input beam profiles in Raman interaction, and hence, generating coherent

multi-color Raman sidebands of different orders of OVs. Generating these OVs and exploring the

transfer of their TCs throughout the non-linear Raman process is the main interest of this chapter.

In general, the phase of the field for a Laguerre–Gaussian beam traveling along the z-axis in cylin-

drical coordinate can be expressed as [86]:

Φ(ρ, θ, z) = kz +
kρ2

2R(z)
+ lθ − ψ(z), (3.2)

where

R(z) =

√
z(1 +

z2R
z2

), (3.3)

and

ψ(z) = (2p+ |l|+ 1)tan−1(z/zR), (3.4)

where k is the wave number, zR =
kω2

0

2
is the Raleigh range, R is the radius of the curvature, θ

is the angular coordinate, p is the radial index which for an OV equals to zero, l (= TC) is the

angular index, and ψ(z) is the Gouy phase [87]. The phase of the beam at z = 0 becomes lθ, which

contains an optical singularity. Hence, we can describe the electric field of an OV in cylindrical

coordinates and as a function of time as follows:

E(ρ, θ, z, t) = E0
ω0ρ

|l|

ω|l|+1
exp(

−ρ2
ω2

) exp[i(Φ(z)− Ωt)], (3.5)

where E0 is the amplitude of the electric field, Ω is the frequency of the field, ω0 is the beam

waist, and ω = ω0R(z) is the transversal beam radius.
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3.2 TC Transfer in Raman Processes

The goal of this section is to explore the process of transferring TC from input femtosecond (fs)

beams into Raman-generated vortex sidebands. The equation that governs TC transfer is derivable

from either OAM conservation for created and annihilated photons in the Raman process or from

considerations of phase-matching conditions between the input and output beams involved in the

Raman interaction [83, 88, 89]. TC or l can be driven for each sideband as follows:

ln = (n+ 1)lpump − nlStokes, (3.6)

where n is the order of the anti-Stokes (AS) sidebands meaning that n = 1, 2, 3, ... correspond to

AS1, AS2, AS3, ... and n = -1, -2, -3, ... correspond to S1, S2, S3, ... (Stokes sidebands). When

lPump = lStokes = l, the TC for all the orders stays the same: ln = l for n = 0, 1, 2,... .

Equation 3.6 in the phase-matching language can be equally written as:

ϕn = (n+ 1)ϕpump − nϕStokes, (3.7)

where ϕn is the relative phase of the nth interacting field, in the transverse plane [90]. This

equation indicates that, for example, the phase of the first anti-Stokes sideband (AS1) is equal to

twice the phase of the pump beam minus the phase of the Stokes beam; ΦAS1 = 2Φpump−ΦStokes.

3.3 Experimental Setup

The schematic of the experimental setup for generating the vortex coherent Raman sidebands

is shown in figure 3.2. In this configuration, we use a reference beam at 800 nm, 1 KHz repetition

rate (RR), and 1 W average power out of a Ti:Sapphire ultrafast laser system and divide it into two

separate legs (named pump and Stokes in coherent anti-Stokes Raman spectroscopy (CARS) ter-

minology) by using a 50/50 non-polarizing beam splitter. The power of each beam is then adjusted

by two separate neutral density (ND) filters to avoid parasitic effects such as self-phase modulation
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Figure 3.1: Four phase masks generated by using computer holography technique (top row) and
corresponding beam profiles (bottom row). From left to right, the masks and beam profiles are for
the Gaussian pump beam (l = 0), AS1 (l = 1), AS2 (l = 2), and AS3 (l = 3) that are exiting the
PbWO4 crystal in our vortex Raman generation setup. Each vortex is readjusted in size to match
the size of the Gaussian beam with l = 0 (adapted from [91]).

(SPM), higher harmonic generation (HHG), and surface-induced scattering in the crystal, resulting

in higher quality sidebands.

The Ti:Sapphire laser system is fully described in chapter 2. The amplifier (Coherent, Legend)

has the ability to chirp the reference pulse from 35 fs up to 2 ps pulses. Chirping both pulses

provides a broader band for the interaction and the possibility of overlapping in the proper range

needed to excite the PbWO4 crystal’s different Raman modes, which are driven by the frequency

difference ∆ω = bτ , where b is the beams’ chirp rate and τ is their relative time delay. Chirping

the original reference pulse is enabled by varying the grating distance inside the compressor unit

of the amplifier. Table 3.1 shows the corresponding chirp rate for each Raman mode of the PbWO4

Crystal. To excite the PbWO4 crystal’s 325 cm−1 Raman mode, We positively chirp the reference

pulse to 200 fs. A second harmonic frequency-resolved optical gating (SH-FROG) setup is used

to retrieve and verify the pulse chirp precisely [92]. Furthermore, we confirm the chirp’s sign by

placing an SH-FROG setup before and after a piece of glass in the beam path. Table 3.1 shows the
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corresponding pulse power, phase matching angle in the PbWO4 crystal, and the chirp rate out of

the amplifier for the different Raman Modes of the crystal. After both beams (we label them as

pump and Stokes) get separated on the polarizing beam splitter, we shape one or both of them into

optical vortices.

Table 3.1: TC values of output sidebands and the number and the direction of the bright spots in
tilted lens technique for different lStokes.

Raman Mode of PbWO4 Pump Power Phase-Matching Angle Chirp Rate

191 cm−1 7.5 mW 1◦ 2100 cm−1/ps

325 cm−1 2.5 mW 2.5◦ 2100 cm−1/ps

903 cm−1 10 mW 4◦ 620 cm−1/ps

Table 3.2: Properties of the specific PbWO4 crystal used in the experiment [93].

PbWO4 Crystal’s Properties
Crystal Type Negative Uniaxial (no > ne)
Optical Transparency 0.33 - 5.5 µ m
Bandgap 4.5 eV
Main Raman Modes 191, 325, and 903 cm−1

3.3.1 Optical Vortex Production

There are several ways to produce OVs in the laboratory. The two well-known methods are

using spiral phase plates (SPP) [94] and computer-controlled spatial light modulators (SLM) [95].

In our experiment, we use an LCOS-SLM (liquid crystal on silicon-based spatial light modulator-
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Hamamatsu 10468-02) which is a reflective spatial modulator that modulates optical phases off a

liquid crystal. OVs can be generated with a spiral phase distribution through computer holography.

Figure 3.1 shows four computer phase maps for the SLM-generated OVs and the correspond-

ing beam profiles that we recorded for each map after the SLM using a beam profiler (Spiricon

SP620U). The darkness of each pixel on these phase maps varies based on the phase that needs to

be added to a Gaussian beam to generate different orders of OVs. For example, the added phase

to a Gaussian to generate a first-order vortex beam is Φ = tan(x/y) where x and y are the two

perpendicular spatial directions in the plane of the beam. If the phase angle continually increases

clockwise along a closed loop from 0 to 2πl and returns to the origin, the angle zero is exactly

equal to 2πl, forming a continuous phase distribution along the closed loop. This is analogous to

the seemingly impossible scenario of the Penrose Stairs: while the stairs are ascending clockwise,

they have a connection to their origin after a round trip.

In our study, we shape pump and Stokes beams into OVs with various integer values of TC and

cross them in a 1 mm thick PbWO4 crystal to generate multiple Stokes and anti-Stokes sidebands

(depending on the type of transition between energy levels in molecules/atoms we call these side-

bands Stokes or anti-Stokes, as shown in figure 2.1). The properties of the PbWO4 crystal used

for this section are shown in table 3.2. Two separate spherical bi-convex lenses with focal lengths

of +50 cm focus pump and Stokes at an angle of 3.16◦ into the crystal. However, the crystal is

placed at a distance slightly before the focus to avoid the parasitic effects as well as burning the

crystal. This distance is set by trial and error until we achieve the highest power and quality for the

sidebands. For the case of one modulated beam (i.e., only Stokes is vortex), the beam diameter for

both pump and Stokes is ∼ 1 mm on the PbWO4. However, when we modulate both beams for the

second part of the experiment, we reduce the size of the beams by 25% so that both beams fit on

the SLM. This reduction is done using a telescope before the polarizing beam splitter. To prevent

spherical aberration, we build the telescope using thin negative meniscus and plano-convex lenses.

After the vortex sidebands are generated, we measure their TCs using a tilted bi-convex lens

technique [96]. Finally, for each sideband, we can verify that the value and the sign of the TC
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Figure 3.2: Schematic of the experimental setup which shows the generation of the vortex Raman
sidebands in PbWO4 crystal. BS stands for a 50/50 beam splitter, SLM stands for spatial light
modulator, S1 and S2 stand for Stokes 1 and Stokes 2, and AS1 and AS2 stand for anti-Stokes
1 and anti-Stokes 2. One leg of the reference beam out of the amplifier is split into two separate
legs by a 50/50 BS. Hence, at the crystal, one input beam is a time-delayed copy of the other.
This delay is controlled by using a manual delay stage in the path of one of the legs. The OVs
and their orders are shown and labeled at the end of the setup after the PbWO4 crystal. The angle
between the two input beams is between 1 to 5 degrees depending on the different Raman modes
of the crystal that are excited each time. Anything between this range results in the appearance
of the sidebands; however, the distance between the sidebands, color, and clarity of the sidebands
changes at every different angle. This is due to the different phase-matching conditions between
the beams at each angle. The angle of the incident and reflection on the SLM are exaggerated for
clarity. Inset: the schematic of the two input chirped pulses and the time delay between them. The
time delay (horizontal distance between the two chirped pulses) is controllable by adjusting the
delay stage.

obey a simple relationship with the TC of the input pump and Stokes beams, resulting from the

conservation of angular momentum for created and annihilated photons, or in other words, from

phase-matching conditions for the interacting beams [83, 89]. Moreover, we observe that the size

of each beam increases by the order of the sideband as r ∝ |l|2, meaning that the vortex with

a larger TC has a larger radius. There are several methods to measure the TC of the resultant

sidebands. One popular technique is to interfere the sideband with a Gaussian beam and analyze
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the interference pattern [97]. A much simpler method which is called the tilted bi-Convex lens

technique, can be applied to achieve the same result. The tilted bi-Convex lens technique was first

proposed by Vaity et al. [96]. We use this technique to measure the value and the sign of our

generated vortex sidebands. I will discuss this method in detail in the next section.

3.3.2 Tilted Bi-Convex Lens Technique

In this part of the experiment, we measure the sign and the magnitude of the TC for each vortex

sideband only by tilting a spherical bi-convex lens in front of it and observing the change in the

intensity distribution of the hot spots created after the lens [96]. The focal length of the lens is

arbitrary, and we were able to obtain the same result using several spherical lenses with various

focal lengths.

Figure 3.3 shows the output sidebands’ beam profiles for three different values for lStokes. This

figure also shows the resultant beam profiles for the hot spots appearing after the tilted lens for each

case. The number of hot spots after the convex lens corresponds to the TC+1 of each sideband.

For example: if there are four bright spots after the lens, the integer value for TC of the vortex

sideband passing through the tilted lens is 3. The direction of the tilt of the spots corresponds to

the sign of the TC.

Table 3.3 summarizes our predicted and measured TC for AS1, AS2, and AS3 where lpump

= 0 and lStokes varies (±1 and ±2). The last column indicates the number of hot spots and their

directions on the focal plane of the convex lens that is located after each vortex. As it is shown in

table 3.3, for the anti-Stokes sidebands, which have a negative value of TC, the direction of the tilt

of the hot spots is from right to left (columns 2 and 6), and for the Stokes sidebands the direction is

opposite (columns 4 and 8). We also repeat the experiment when both input beams are modulated,

meaning that lpump and lStokes both have non-zero values.

In this case, we pass both beams through the two separate desired phase masks on the SLM. To

fit both pump and Stokes on the SLM, we use a telescope before the non-polarizing beam splitter

to reduce the size of the original beams down to 25%. Although, as seen in figure 3.4, the intensity
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Figure 3.3: Tilted bi-convex lens technique to measure the TC of vortex Raman sidebands. lp stands
for lpump, ls stands for lStokes, and ASn stands for the nth anti-Stokes. Four different configurations
are considered: lp = 0 and ls = ±1,±2. In all four cases, a Gaussian beam is used as the pump (lp =
0), but the Stokes beam’s TC varies. The output sidebands’ TCs can be detected by the number of
bright spots and the direction of their tilt at the focal plane of a bi-convex lens. In our experiment,
we find that the optimal angle that this lens was located with respect to the incoming sideband was
∼ 6◦. The last row shows the real footage of the vortex Raman sidebands on the screen inserted
after the PbWO4 crystal. The bottom left shows the anti-Stokes sidebands on the screen when the
ls = -1, and the bottom right is the counterpart but for ls = -2 (adapted from [91]).

distribution of the output sidebands is not as clear as in the former case, we still can verify the

value and sign of their TC easily by observing the hot spots after the tilted bi-convex lens.

3.4 Results and Discussion

In the first part of the experiment, we successfully generate up to 7 high-quality Stokes and

anti-Stokes sidebands while only one input beam is modulated (lpump = 0 and lStokes = ±1).

These sidebands are present without any parasitic backgrounds and noise. Although we are able to
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Table 3.3: TC values of output sidebands and the number and the direction of the bright spots in
tilted lens technique for different lStokes.

Sideband’s order (n) lStokes Measured TC Number and direction of the spots

1 ∓1 ±1 2 spots in the positive (negative) direction

2 ∓1 ±2 3 spots in the positive (negative) direction

3 ∓1 ±3 4 spots in the positive (negative) direction

1 ∓2 ±2 3 spots in the positive (negative) direction

2 ∓2 ±4 5 spots in the positive (negative) direction

3 ∓2 ±6 7 spots in the positive (negative) direction

1 ∓3 ±3 4 spots in the positive (negative) direction

2 ∓3 ±6 7 spots in the positive (negative) direction

3 ∓3 ±9 10 spots in the positive (negative) direction

increase the number of the generated vortex sidebands up to 15 by increasing the power of the input

beams right before reaching the burning point of the PbWO4 crystal, the quality of the sidebands

reduces significantly, and the noise is unavoidable. We also perform the same experiment where

lpump = 0 and lStokes = ±2 and ±3. In all these four cases, the intensity of the generated sideband

is less than for lStokes = ±1 with the same input intensity, limiting our results to only six high-

quality sidebands for lStokes = ±2 and 5 for lStokes = ±3. This fact is due to the increase in the

bright area of the OVs as lStokes increases as shown in and calculable from [98, 99]. So, as we

expect, the intensity of a beam with l = 2 is 75% of that for a beam with l = 1, and the intensity

of a beam with l = 3 is 83% of that for an l = 2 beam.

According to the section 3.3.2, by counting the number of hot spots and checking the direction

of their tilt, we can measure the TC of AS1 and verify that it indeed satisfies equation 3.6. Table

3.4 summarizes the results of the TC measurement for this part of the experiment.

Figure 3.4 summarizes the result for the second part of the experiment where both input beams

are modulated (lpump ̸= 0 and lStokes ̸= 0). We vary the values of the TC for the input pump and

Stokes while keeping the difference constant, meaning that |lStokes − lpump| = 3, and then record
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Figure 3.4: Generation of the first sideband (AS1) in the Raman process using two modulated
beams; lStokes and lpump both have non-zero values. lp stands for lpump and ls stands for lStokes.The
first and the third columns show the AS1 itself, and the second and the last columns show the hot
spots after the tilted bi-convex lens to verify the value and the sign of the TC. The heading shows
the l values for each input beam. The values for the TC of AS1 in each case are shown in table 3.4.

Table 3.4: TC values for AS1 as lpump and lStokes vary. The last column shows the number and the
direction of the bright spots after the tilted bi-convex lens verifying the value and the sign of the
TC of AS1 in each case.

lpump lStokes Measured TC for AS1 Number and direction of the spots

+1 -2 4 5 spots in the positive direction

-1 +2 -4 5 spots in the negative direction

+2 -1 +5 6 spots in the positive direction

-2 +1 -5 6 spots in the negative direction
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the beam profile for the first sideband, i.e., AS1. We then pass AS1 through a tilted lens with

an angle of ∼ 6◦ with respect to the plane that is perpendicular to the direction of the incident

sideband.

3.5 Summary and Conclusion

The importance of OVs in science and technology motivates our study of the TCs and their

transfer during the coherent Raman interaction in solid transparent material such as Raman crys-

tals. we explore the possibility of adding another aspect to the light-field shaping by adjusting

the transverse input beam profiles in coherent Raman interaction in PbWO4 crystal, and hence,

generating coherent multi-color Raman sidebands of different orders of OVs. We initially shape

one or two of the input pulses, called pump and Stokes in CARS terminology, using an LCOS-

SLM which is a reflective spatial light phase modulator. We then generate higher orders of OVs

throughout the coherent Raman interaction in the PbWO4 crystal. We use two positively chirped

pulses whose duration can vary from 200 fs to 2 ps in two separate cases: 1) only one input beam

initially has OAM and the other beam is a Gaussian with l = 0, and 2) both beams have OAM.

Although in the latter case, due to the reduction of the bright area of the vortices, the intensity and

the quality of the vortex sidebands increase compared to the first case, we still are able to measure

the value and the sign of the TC for the sidebands accurately. Our findings verify the magnitude

and the sign of the TC of each sideband generated in the coherent Raman process, measured using

a tilted bi-convex lens technique, confirming that for each sideband, the relation between the TC

of the input and output beams follows a simple equation.
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4. SYNTHESIS OF ULTRAFAST WAVEFOREMS USING COHERENT RAMAN

SIDEBANDS†

4.1 Introduction

The need to understand and control electron motion on faster and faster time scales [100, 101]

has driven ultrashort laser pulse technology towards shorter and shorter pulses. Ultrashort laser

pulses are often generated with mode-locked lasers by passive and active mode-locking followed

by various compressive techniques [102–104]. One of the most popular methods of generating

attosecond pulses is high harmonic generation (HHG) [105, 106]. However, there are several in-

trinsic limitations to this technique, including its fundamental inefficiency, small energy throughput

and the difficulty of controlling and maintaining single-cycle x-ray pulses [107]. Another popu-

lar method utilizes fiber-generated supercontinua split into multiple branches, compressed, and

recombined to generate very short, single or sub-femtosecond pulses [8, 108, 109]. While this

approach has been shown to generate relatively high power (several hundred µJ) and ultrafast (on

the order of a single cycle or less) pulses, the pulse power is fundamentally limited by the power

output of the generating fiber. Another approach utilizes noncollinear optical parametric chirped

pulse amplifiers to produce pulses of several hundred mJ with pulse durations down to the approx-

imately 6-7 fs range [110, 111]. The results reported in this work are, in principle, only limited

in power by what the pump laser can produce and in bandwidth by the total generated bandwidth

of the Raman process (which routinely spans 350-1100 nm). Our work is based on a technique

dubbed “molecular modulation".

In the past few decades, the molecular modulation technique has played an essential role in

producing such short pulses (femtosecond and attosecond) in the optical region [112–114]. This

technique is based on the frequency modulation of a laser pulse propagating through a coherently

vibrating ensemble of molecules, which results in the generation of multi-color sidebands that are
†Reprinted with permission from “Synthesis of ultrafast waveforms using coherent Raman sidebands” by A.

Bahari, A. A. Zhdanova, M. Shutova, and A. V. Sokolov, 2020, Phys. Rev. A, vol. 102, p. 013520. Copyright [2020]
by A. Bahari.
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spaced by the vibration frequency of the molecule. These sidebands, dubbed “Raman sidebands",

are all produced coherently, in phase, potentially generating sub-femtosecond pulses with any de-

sired pulse shape where the electric field is not limited to a quasi-sinusoidal oscillation [11]. Using

this technique, Sokolov et al. demonstrated the synthesis of a pulse train of nearly single-cycle

waveforms in the adiabatic excitation of the D2 molecule [32]. In a similar direction, Zhavoronkov

and Korn generated pulses with duration below 4 fs [33] by utilizing a hollow-core waveguide

filled with an impulsively pre-excited Raman-active gas, while Suzuki et al. generated an octave-

spanning Raman comb from single-frequency lasers in gaseous parahydrogen [34].

The molecular modulation technique is not limited to gaseous media and has been extended

to nonlinear solids such as diamond and PbWO4 crystals [91, 115]. In solid-state media, it is

possible to use femtosecond pulses (instead of picosecond or nanosecond) to produce coherent

Raman sidebands, opening up the possibility for synthesizing single-cycle, isolated, visible pulses.

Similar to gaseous media, collinear interaction is possible in solids, but due to the dispersion of

the medium, result in a situation where sideband generation is optimized at a certain non-zero

crossing angle. This configuration is achieved by crossing the pump and Stokes input beams at a

specific angle inside the crystal [115]. As a result, the generated sidebands are produced at different

output angles, and therefore, additional techniques are required to recombine these sidebands and

synthesize ultrashort pulses [116–118].

In this work, we apply a novel scheme to generate and characterize a few-cycle pulse in a

single polychromatic beam. Our setup uses dichroic mirrors to recombine the spatially separated

sidebands, and the resulting waveform is characterized via a technique we dub interferometric

cross-correlation frequency resolved optical gating (ix-FROG). This technique is a combination of

cross correlation FROG (XFROG) [41] and interferometric FROG [119–122].

The cross-correlation part of the technique allows us to retrieve the waveform of each sideband,

while the interferometry allows us to determine the phase of each beam with respect to the others.

Although several experimental factors limit our current synthesized pulse energy and duration, a

number of adjustments can be applied to the setup to overcome some of these limitations. For
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instance, increasing the pump energy without reaching the damage threshold of the Raman crystal

can significantly increase the energy of the sidebands, and therefore, the energy of the synthesized

ultrashort pulses. Focused on the niche of molecular modulation technique, our Raman source

presents a broad range of applications, for example, in optical coherent tomography, ultrafast spec-

troscopy, and precision metrology. Moreover, our technique can be potentially used in generating

coherent radiations in the UV and IR spectral regions, where laser sources are not readily avail-

able. This work is a step toward expanding the flexibility and applicability of our technique, while

paving the way towards ever-shorter pulses.

4.2 Experimental setup

Fig. 4.1 shows the experimental setup we used to synthesize and characterize our ultrashort

pulse. We split the main laser line at 800 nm with a low-group-delay-dispersion (GDD) beamsplit-

ter. We use one leg (called pump in coherent anti-Stokes Raman scattering (CARS) terminology) in

conjunction with the second-harmonic generation (SHG) of the idler out of the optical parametric

amplifier (OPA) at 870 nm (called Stokes, S1 in CARS terminology) to stimulate the 1332 cm−1

Raman line of a 0.5 mm thick, single-crystal diamond. The OPA (Coherent OPerA) is pumped

directly from the main laser line and is seeded by white light generated from a fraction of pump

in a sapphire plate; hence, S1 has a carrier-envelope-phase which is, in principle, related to the

carrier-envelope-phase of pump.

We combine the two beams at a ∼ 3◦ angle, focusing each individually with a 50 cm lens (S1)

and a 30 cm lens (pump). The S1 beam profile is optimized with an iris prior to focusing. The

average pulse energy in each beam is 18.28 µJ (pump) and 1.86 µJ (Stokes) as measured by a Co-

herent PM10 power meter. This configuration produces many orders of Anti-Stokes (AS) Raman

sidebands. These sidebands are essentially frequency-shifted copies of the original femtosecond

pulses. After exiting the crystal, we collimate each sideband individually. Wherever possible, thin

lenses were used to avoid adding substantial dispersion. However, adding the dispersion of the

lenses has a minimal effect on the final synthesized pulse so long as the relative phase between
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Figure 4.1: Our experimental setup to synthesize a sub-5-fs FWHM pulse. The black bars (ND
1-4) before each DC mirror represent variable neutral density filters which we use to adjust the
intensity of each beam to match the intensity of AS4. Abbreviations for the optical elements: BS,
50/50 beamsplitter, DC 1-5, dichroic mirror 1-5, ACL, achromatic lens, BBO, beta-barium-borate
crystal, BPF, band-pass filter. Inset: recorded average spectrum of our synthesized pulse, spanning
from AS4 to S1 (∼ 300 nm of bandwidth). The bands are not optimized for phase recombination.

each band is properly adjusted as part of the interferometric setup. This is because, despite the

dispersion of the lenses, the phase in the most intense part of each beam remains relatively flat

(smooth, < 2π change across 100 fs), as shown in Fig. 4.2. Moreover, the synthesized pulse

duration is mainly affected by the total frequency span of the sidebands which participate in the

synthesis, and this factor is not affected by the dispersion added from the lenses, neutral density

(ND) filters, etc. used in our setup.

After collimation, each band is aligned to a separate delay line to allow for full control of

phase and flexibility of position. These bands are then recombined with the remains of S1 after the

diamond and the other leg of the split main laser line (dubbed “Reference”).

We used commercially available dichroic mirrors for this recombination, and the recombined

spectrum is shown in the inset of Fig. 4.1. Some sidebands’ spectra have reduced bandwidth due

to the cutoff frequencies of the dichroic mirrors, as is consistent with the retrieved pulse shapes in

Fig. 4.2. Full information on the collimation lenses, dichroic mirrors, and translation stages used

in the setup are available in Table 4.1. We found the power of the least powerful sideband (i.e.

41



Table 4.1: Part numbers for the dichroic mirrors and translation stages; focal lengths for the col-
limation lenses used in this setup. Part numbers starting with “TL” correspond to Thorlabs part
numbers, “NP” - Newport, “EO” - Edmund Optics, and “SR” - Semrock.

Band Delay stage Collimating lens(es) DC mirror
S1 NP 423 series 50 cm N/A

Ref. TL LNR25ZFS N/A EO 69-895
AS1 NP GTS150 40 cm SR FF776-Di01
AS2 NP 443 series/TL PAS005 15 cm & −10 cm SR FF735-Di02
AS3 TL LNR25ZFS 25 cm & −10 cm SR FF685-Di02
AS4 NP 423 series 30 cm & −10 cm SR Di03-R635-t1

AS4) after recombination to be 6.5 nJ (in comparison to AS1’s 200 nJ of power); the power of all

other sidebands was reduced with ND filters to match this power.

After dichroic recombination, we used a single achromatic doublet lens to focus the beams into

a 10 micron beta-barium-borate (BBO) crystal to characterize the resultant pulse. Specifically, sec-

ond harmonic and sum frequency signals of the sidebands are generated in the BBO in the spectral

range 340 − 450 nm, with intensity dependent on phase relation between individual sidebands in

an interferometric configuration. After exiting the crystal, the fundamental sideband frequencies

are filtered depending on which spectral region is under investigation. For signals above 390 nm,

a lone Thorlabs FGB25 UV band-pass filter (BPF) was used; otherwise, an additional Thorlabs

FGUV11 BPF was added.

The resulting UV signal was focused with a 7.5 cm lens into a multi-mode fiber and analyzed

via a spectrometer (Ocean Optics HR4000). Different nonlinear signals result from blocking or

unblocking different bands, as discussed in the following sections.

It is important to note that our setup currently has no active stabilization or noise jitter sup-

pression. While this does preclude the use of the setup presented herein from single-shot measure-

ments, we use the results presented in Fig. 4.3 to show that the setup is stable enough to repeatedly

and reliably measure intensity fluctuations on the sub-single-femtosecond scale. Hence, our setup

allows us to take repeated interferometric measurements which we can then average to reduce the
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noise. Active suppression of the noise would result in more consistent results and can be imple-

mented in future iterations of this setup.

4.3 ix-FROG pulse retrieval

The first step in our ix-FROG technique is to record standard XFROG spectrograms for each

beam. These spectrograms were taken and recorded individually (i.e. by blocking and unblocking

various beams) to ensure no extra noise or background from the interference terms described below.

However, it is also possible to take all spectrograms simultaneously by removing the resultant

sum-frequency generation (SFG) background and filtering out the higher-order interference terms,

as is done in [120]. We used the 800 nm band dubbed Reference as our known pulse; we first

characterized this pulse with a separate homebuilt SHG-FROG setup. This setup utilized a very

small (< 3◦) recombination angle and 10 micron BBO, achieving results consistent with what we

expect from our commercial laser amplifier. This SHG-FROG trace is shown in Fig. 4.2(b).

Collinear XFROGs were then taken with all dichroics and filters in place; we varied the delay

of Reference with respect to all other beams as our gating pulse. We used the standard XFROG

algorithm provided on Dr. Trebino’s website for pulse retrieval [123]. Fig. 4.2 displays the results.

We successfully retrieved the Raman sideband pulse shapes with < 2% RMS difference between

the experimentally obtained spectrograms and FROG-reconstructed spectrograms, indicating very

good retrieval. Severe distortions in the pulse shapes of AS2 and AS3 stem from the variable

group-delay-dispersion (GDD) in their respective dichroic mirrors close to the cut-off frequency

[124].

Once collinear XFROGs were individually taken, a full spectrogram was obtained by unblock-

ing all beams. This full spectrogram shows clear interference on all bands, at a period roughly

equal to 1.2 fs or 1/f , where f is the frequency of the band under question. This is expected by the

interaction and coherence between all nonlinear signals. For example, in Fig. 4.3(a, d), the 350 nm

band represents the interference between the second harmonic of AS3 with the sum-frequency of

AS2 and AS4. Similarly, the 360 nm band represents the interference between the second harmonic
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Figure 4.2: Experimental XFROG spectrograms of all beams employed in our setup, using Refer-
ence as the known pulse to gate (a) S1, (b) itself in an SHG FROG configuration, (c)-(f), AS1-4.
The columns show the measured and reconstructed spectrograms, as well as a plot of the retrieved
temporal pulse shapes (phase and amplitude).

of AS2 with the sum-frequency of AS1 and AS3, as well as the interference between Reference

and AS4. Detailed descriptions of the terms which contribute to the interference are given in [121].

In this setup, we can vary the delay of any of the sidebands to obtain such an interferometric

picture. However, as proof-of-principle, we only examine the results of varying the delay of AS3,

as shown in Fig. 4.3(a,d). To make the details of the interference patterns more visible, when

plotting the spectrograms we subtracted the constant background and interpolated to a 0.17 fs step

size (1/4 of the actual step size) using standard spline interpolation. By adding or removing phase
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from a particular beam, the interference channels shift with respect to each other, as discussed

further in Section 4.4. In essence, the ix-FROG technique measures relative phase between the

sidebands. Combining it with the XFROG pulse measurement technique, we find the shape of the

multi-sideband waveform.

Note that in our proof-of-concept setup we do not use carrier-envelope phase (CEP) stabiliza-

tion of pump or Stokes pulses. It is important to realize that since the OPA is seeded by pump,

the CEP of the Stokes beam is preserved during the white light generation process, however, it is

impossible to be predicted because it changes on a shot-by-shot basis. This means that the relative

phase of the pump and Stokes remains constant, but the CEP changes shot to shot. Since the phase

of each anti-Stokes sideband depends on phases of both pump and Stokes pulses, it is reasonable to

ask if the shape of our synthesized waveform is stable from one shot to another. To see why that is

the case, let us denote the CEP of the pump pulse as ϕp and CEP of the Stokes pulse as [11, 125]:

ϕn = ϕp + n (ϕp − ϕS) (4.1)

while the frequency of n-th order sideband is given by

ωn = ωp + n (ωp − ωS) (4.2)

(where ωp is the frequency of pump and ωS is the frequency of Stokes). Mathematically, the

frequency and phase of pump and Stokes pulses also follow Eqs. (4.1) and (4.2) with n = 0 and

n = −1 respectively, so in the experiment, we combine sidebands with indices n = −1, 0, 1, . . . , 4.

Equations (4.1) and (4.2) show that CEPs of all combined bands are linear in frequency ωn:

ϕ (ωn) = ϕp +
ωn − ωp

ωp − ωs

(ϕp − ϕS) (4.3)

It follows then from Fourier theory that random changes in ϕp and ϕS affect the synthesized wave-

form in two ways: 1) change in CEP of the waveform and 2) random shift in time. In other words,
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Figure 4.3: Comparison of experimentally measured ix-FROG traces for the waveforms formed by
AS2 being in-phase (a–c) and out-of-phase (d–f) with the other sidebands. (a,d) Full spectrograms
(spectrum of the sidebands as a function of AS3 sideband delay). (b,e) Cuts of the spectrogram
at the 350 nm band (red dashed line) and at the 360 nm band (blue dashed line). When AS2 is
in phase with the rest of the sidebands (in-phase waveform, (b)), the maxima of the interference
fringes in the 350 nm and the 360 nm bands of the ix-FROG trace are aligned. When AS2 is out of
phase with the rest of the sidebands (out-of-phase waveform, (e)), the maxima of the interference
fringes in the 350 nm band correspond to the minima in the 360 nm band. (c,f) Reconstructed
temporal profile of the in-phase (c) and out-of-phase (f) waveforms; assuming a carrier-envelope-
phase of 0.

even though both ϕp and ϕS are random, the shape of the envelope of the synthesized pulse does

not change (although its precise arrival time does).

Essentially, the main knob affecting the pulse shape in our waveform synthesis setup is a con-

stant, additional phase between the sidebands, which depends on n, but not on CEP ϕp or ϕS .

This extra phase between sidebands is controlled via adjustment of the optical paths of the bands.

Finally, as discussed in Section 4.2, our Stokes beam is generated from the pump beam. Hence,

in principle, since the carrier-envelope-phase of our setup is only affected from shot to shot by the

CEP of our pump laser, our setup is compatible with standard methods of CEP stabilization [126].

Note that our technique is decoupled from the standard CEP stabilizing methods such that CEP

stabilization does not affect the results of this manuscript.
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4.4 Results

Once all pulses are overlapped in space and time, a waveform is synthesized throughout the

beam by the coherent addition of the individual sidebands. As discussed previously, the shape of

the synthesized waveform is controlled by the phase relationships between sidebands. This is seen

qualitatively in the ix-FROG traces of the waveforms which examine the phase of AS2 with respect

to the other sidebands (Figs. 4.3(a) and 4.3(d)). For the in-phase waveform the interference fringes

in various bands of the ix-FROG spectrogram are aligned, i.e. have maxima at the same AS3 delay

(Fig. 4.3(b)). In Fig. 4.3(c)-(f), we add an extra phase to AS2 by moving its piezoelectric stage

slightly forward.

This results in an out-of-phase waveform where the spectrogram interference fringes are anti-

aligned – maxima at 350 nm and 370 nm bands correspond to minima at 360 nm band and vice

versa (Fig. 4.3(e)).

By putting all pulses in phase (i.e. by stopping on a bright spot in Fig. 4.3(a)) we obtain an

isolated 5 fs pulse, as shown in Fig. 4.3(c). Setting all beams in phase is essential for optimal

synthesis to take place; if AS2 is out of phase with all the other beams, the temporal contrast of

the main pulse with respect to the pre- and post-pulse worsens; technically, a 30 fs FWHM pulse is

obtained (even though the FWHM of the main pulses increases only slightly to 6 fs). This is also

shown in Figs. 4.3(c,f).

A detailed inspection of the ix-FROG traces shows more structure than simply in and out

of phase interference fringes. For instance, periodically, fringe visibility drops dramatically for

about ∼ 4 fs of the AS3 delay. Fringes in the 360 nm band are also tilted, i.e. fringe maxima

at different wavelengths within a band correspond to different AS3 time delays. Our qualitative

model of ix-FROG does not account for any of these effects, and these will be the subject of a

future publication.
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4.5 Conclusions

We have demonstrated that, by using our ix-FROG technique, we can synthesize and measure

an isolated (3:1 signal-to-noise) 5-fs pulse. This setup is only limited in bandwidth and power by

what is produced in the Raman process and can be scaled in both to produce single-cycle isolated

pulses at a much higher power, ideal for studying ionization and other processes on the single-

femtosecond time scale.
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5. TOWARDS ULTRASHORT PULSES BY SYNTHESIZING COHERENT RAMAN

SIDEBANDS†

5.1 Introduction

In this chapter, I will elaborate on our published work in chapter 4. The data in this chapter

includes up to 7 sidebands added to the collinear synthesis. Our initial aim was to add even more

sidebands, however, due to the reduction of the power of the final ultrashort pulse, the last anti-

Stokes sideband (i.e. AS5) was left out of the data and the analysis on the manuscript. The results

in the following sections discuss both cases of synthesis of 6 beams (pump, Stokes, AS1-4) as well

as 7 beams (pump, Stokes, AS1-5). Moreover, time-resolved beats in the interferometric cross-

correlation frequency-resolved optical gating (ix-FROG) spectrograms are shown and discussed

later on in this chapter. At the end of the chapter, I will discuss our preliminary results from Xenon

(Xe) multi-photon ionization experiment using our synthesized pulses.

5.2 Experimental Setup

Figure 5.1 illustrates the experimental setup we built to synthesize an ultrashort pulse by the

collinear combination of 7 sidebands. This is the exact setup that is used in chapter 4 and is fully

explained in section 4.3. The only difference is one more sideband that is added to the configuration

at the end of the collinear path. The inset shows the non-quantified spectra of all the sidebands.

The crystal used in this section is the same 0.5 mm thick single crystal diamond (Element Six

145-500-0385) that is described in table 2.1.

Table 5.1 shows the optical and mechanical parts used in AS5’s path. All the bands are colli-

mated separately by using several concave and convex thin lenses in their paths. The reason for the

collimation is that all the sidebands diverge while leaving the crystal due to the initial focus of the

pump and the Stokes. Finding the right place for these thin lenses was a matter of trial and error

†This chapter further elaborates and presents more data from previous chapter
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Figure 5.1: The experimental setup for the synthesis of a near-single-cycle pulse by adding 7
coherent Raman sidebands collinearly. The temporal delay between all the sidebands is The dark
navy bars (ND 1-5) before each DC mirror represent variable neutral density filters which we use
to adjust the intensity of each beam to match the intensity of AS5. Abbreviations for the optical
elements: BS, 50/50 beamsplitter, DC 1-6, dichroic mirror 1-6, ix-FROG, interferometric cross-
correlation frequency-resolved optical gating. Inset: recorded average spectrum of our synthesized
pulse, spanning from AS5 to S1 (∼ 350 nm of bandwidth). Here, the bands are not optimized for
phase recombination yet.

Table 5.1: Part numbers for the dichroic mirror and translation stage; focal lengths for the colli-
mation lenses used in the path of AS5. AS stands for anti-Stokes and DC stands for the dichroic
mirror. The DC used for this section is purchased from Semrock.

Band Delay stage Collimating lens DC mirror
AS5 Newport 433 series 40 cm & −30 cm FF605-Di02

since the complexity of the setup causes frequent blockage in the path of each individual sideband.

Collimating the beams is necessary to preserve the same focal point for all the sidebands at the end

of the collinear path where the synthesized pulse enters the ix-FROG setup.

However, using this number of lenses to achieve the collimation could be avoided if we use

a custom-made achromatic doublet, but this option is not cost-friendly. We used a single achro-

matic doublet (Thorlabs AC254- 100-B-ML) to focus the beams into the beta-barium-borate (BBO)
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Figure 5.2: Real photograph of the Generation of the coherent Raman sidebands in the diamond.
(a) Two Gaussian laser beams, pump (purple - 800 nm) and Stokes (dark orange - 880 nm) enter
the diamond and generate a broadband spectrum of higher-order anti-Stokes. This photo is taken
by moving a white screen in front of the sidebands in a dark room and increasing the camera
exposure to 30 seconds. The camera used for taking this high-quality image is a Canon EOS 80D.
Later, another mask that is taken in a slightly brighter room is edited on the photo. (photo and
editing credit: Dustin Scriven from Cyclotron Institute at Texas A&M University). (b) Image of
the coherent Raman sidebands on the screen (True color, taken by the author and with a Canon
EOS 90D).

crystals. Two different BBO crystals are used, one for visual detecting purposes (1 mm, Newlight

Photonics, BTC5100-SHG800(I)-P) and a thinner one (10 microns, crystal (Newlight Pho- tonics

BTC5001-SHG800(I)-P) to collect the final and more precise results. They both were mounted on

a rotation mount (Thorlabs RSP1) for proper phase-matching angles (stronger SHG/SFG signals)

for each pair of the sidebands. For example, to find the sum frequency of two different sidebands

we focus them both into the BBO. Then we block one of the beams and rotate the crystal until

we find the beam’s SHG signal which usually is detectable by using a UV filter to filter out the

fundamental beams. Then, we record the angle and repeat the process for the second beam. We
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then, unblock both beams and set the mount to an angle right in the middle of the two recorded

ones. If the beams are aligned well and overlapping both spatially and temporally, we should be

able to see their SFG signal in the middle wavelength. These nonlinear signals are detectable using

credit card-size fluorescent cards (Thorlabs, VRC1) for stronger signals and a spectrometer (Ocean

Optics, HR4000)for the weaker ones. Figure 5.3 shows an example of a detected SFG signal on a

spectrometer. After detecting the SFG signal, we adjust the mirrors and the delay stages to get the

SFG signal as strong as possible. We repeat the whole process for all of the sidebands.

Ref’s SHG

AS2’s SHG

Ref/AS2 SFG

Figure 5.3: Spectrum of the SFG of the reference and AS2 beams. The SFG signal for most of the
sidebands is in the UV range which is hard to detect with the naked eye or a UV detection card due
to the weakness of the higher-order sidebands. The BBO crystal is fixed on a rotating mount. A UV
filter and an AC lens are placed right after the crystal to remove the spectrum of the fundamental
signals and direct the SHG and SFG beams into a spectrometer. By rotating the mount, the angle
for the SHG signals of the reference pulse and each sideband (S1-AS5, separately) are recorded.
Then, the mount is rotated and set on the angle right in between the two recorded numbers for
the SHGs. Afterward, small changes in the time delay between the two pulses are made (keeping
the reference delay stage fixed) until the highest peak for the SFG signal is obtained. This is the
best temporal and spatial overlap for the two pulses. This process is repeated for each individual
sideband in cross-correlation with the reference pulse.

As reported in chapter 4, we were able to produce a ∼ 4.8 fs pulse using 6 Raman sidebands (in-
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cluding the reference and S1) whose bandwidth spans over 300 nm. However, to generate a single

fs pulse, the bandwidth needs to be extended to 435 nm which means the collinear recombination

of 10 sidebands (up to AS8). With our current setup described in figure 5.2, this recombination is

possible, however, there are two factors that currently interfere with adding more sidebands. First,

is the physical limitation: there are many optical and mechanical parts used in the setup, and man-

aging more parts without blocking the path of the other beams is challenging. Second, the intensity

of each sideband decreases, and since we are using a sum frequency generation (SFG) setup to find

the temporal and spatial overlap between the reference beam and each anti-Stokes, the detection

of the UV SFG signals becomes harder and harder for higher order anti-Stokes. To partially filter

the reference and Stokes bands while detecting their SFG, we used a UV bandpass filter (Thorlabs

FGB25) before the spectrometer. The same filter was used to filter out the reference and AS1 bands

while detecting their SFG. For the interference between the rest of the sidebands (AS2-5) with the

reference pulse, another UV bandpass filter was used (Thorlabs FGUV11). More detail and data

are available in Appendix A.

Table 5.2: The power of each sideband after exiting the single-crystal diamond, before entering the
collinear combination path, and after the collinear combination path and right before the ix-FROG
setup. P stands for power; DC stands for dichroic; Ref, reference; AS1-5, anti-Stokes 1-5.

Sideband order P after diamond (mW) P before DC mirror (mW) P after DC6 (mW)
Ref NA 66 62

Stokes 1.58 0.5 0.4
AS1 0.310 0.250 0.2
AS2 0.070 0.050 0.040
AS3 0.035 0.020 0.003
AS4 0.020 0.007 0.007
AS5 0.011 0.004 0.004

To measure the power of each Raman sideband, we use two different power meters based on
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the power range: a Coherent Field Max II power meter with PS10 head for more intense sidebands

(Ref, S1, and AS1 whose powers are higher than 0.5 mW), and an Ophir Vega meter with PD10-

pj-C head for the rest of the sidebands. The powers of the pump and the Stokes before entering

the diamond are 18.28 mW and 1.86 mW, respectively. Since the Stokes beam is the SHG of the

idler out of the OPA (OperA ), its profile needed to be cleaned by inserting an iris in its path before

focusing on the diamond. After entering the diamond, the pump power reduces to 10.78 mW,

meaning a conversion efficiency factor of 0.4. The maximum power of each sideband is described

in table 5.2. The reason that the power of AS3 is decreased significantly after the last DC compared

to the rest of the sidebands is that the DC used for AS4 reflects the wavelength range that partially

covers the wavelength of AS3. In the later iteration of this experiment, this problem is resolved

by substituting DC4 with another mirror. At the end of this chapter, new data is presented that

shows that indeed we can improve the power of all sidebands by using several experimental tricks.

The main factor that improved the power of the sidebands was to change the wavelength of the

Stokes beam from 870 nm to 880 nm. This, indeed, resulted in sidebands with slightly different

wavelengths.

5.3 SHG-FROG and x-FROG Traces

Frequency-resolved optical gating is an excellent technique to measure a weak unknown pulse

using a strong known pulse. FROG exploits an algorithm called "the method of generalized pro-

jection," which is explained in detail in section 2.3.1. We combine the SHG-FROG and cross-

correlation FROG with interferometry techniques to measure and analyze each coherent Raman

sideband alongside the final synthesized near-single-cycle pulse. The FROG traces shown earlier

in section 4.3 are taken while the reference beam was aligned using Edmond Optics DC mirror. The

results presented in this section are obtained using a different DC mirror from Semrock. We were

able to recombine up to 7 sidebands using the latter one; however, due to the significant distortion

in the pulse shapes, the temporal profile of the final synthesized pulse is unavoidably asymmetric.

Although these distortions coincide well with the GDD of the mirror, to obtain better profiles, we
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(a) (b)

Figure 5.4: (a) Spectra of all the coherent Raman sidebands which were included in the collinear
combination to generate a near-single-cycle pulse. These spectra are taken separately, and their
maximum peak is not quantitative at the recombination point. (b) The total spectrum of our sub-5-
fs pulse, combined from 7 coherent Raman sidebands (∼ 350 nm of bandwidth). All the sidebands,
except AS5, are partially reduced in power by dichroic mirrors and neutral density filters to match
the intensity of the weakest sideband (AS5); however, the bands are not optimized yet for phase
recombination. This spectrum is taken at the point of the ix-FROG measurements in figure 5.1.

decided to change the DC mirror by the end of our experiment, which resulted in adding one less

sideband to the collinear combination because the alignment of the setup with the new mirror was

a difficult and tedious process, especially for the weakest sideband, i.e., AS5. This difficulty is

caused by the instability of the source, beams traveling through long distances, collinear recombi-

nation, and the fact that the temporal and spatial overlaps are done by passing each couple of beams

through a BBO crystal at a zero angle which cannot follow the phase matching angle protocols.

The results taken by using the Semrock DC mirror are presented in this section. Figure 5.5 shows

the SHG-FROG and the cross-correlation FROG (x-FROG) traces for the reference pulse and the

rest of the sidebands, respectively.

The retrieved pulse envelope and phase for this data set are shown in figure 5.6, which visibly

shows the distortion compared to the envelope and phase in figure 4.2 where Edmond Optics DC

mirror was used. Results in this section suggest that we can scale our setup to add as many side-

bands to the collinear recombination until the synthesized pulse at FMHM reaches the minimum

duration that we are looking for. However, aligning these many sidebands without running into
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experimental difficulties is almost impossible.

Figure 5.6 shows the retrieved pulse phase and envelope for all the coherent sidebands (Ref,

S1, AS1-5). The noticeable asymmetry in each plot indicates the distortion that was caused by

the DC mirror that was used at the collinear path to align the reference beam. This distortion

was partially avoided by changing the mirror in the results from section 4.3. To fully remove this

added dispersion, one can use chirped mirrors at the end of the path of each sideband; however,

that will not be cost-effective. Moreover, according to our simulations, the second or third-order

dispersion of each pulse does not substantially affect the final synthesized pulse. The synthesized

pulse duration is mainly affected by the total frequency span of the sidebands which participate

in the synthesis, and this factor is not affected by the dispersion added from the lenses, neutral

density (ND) filters, etc. Figure 5.7 shows the pulse envelops and the sub-cycle structure of the

synthesized pulse’s electric field that is calculated by Fourier transforming the spectrum that is

taken by experimental measurement. The pulse length at FWHM changes from ∼ 4.8 fs to ∼ 4.5

fs when AS5 is added to the collinear combination. The full pulse envelope repeats every 120 fs.

By changing the relative phases between the sidebands, the temporal profile and temporal length

are adjustable.

5.4 Beat Notes Analysis

To improve the temporal profile of the final synthesized pulse, we make sure that all the involv-

ing beams in the collinear combination are in phase with each other since Fourier transform theory

(FTT) implies that the narrowest pulse envelope is achievable when ϕn which is the spectral phase

of the nth sideband is constant and it satisfies the linear relation ϕn = ϕCEP + nϕm. Here, ϕCEP

is the carrier-envelope phase, and ϕm = ϕp − ϕSt is the modulation phase, and both only depend

on the initial phase of the pump and the Stokes.

The importance of this in-phase and out-of-phase analysis is shown in figure 4.3 (c,f). By com-

bining all the sidebands in phase, we can change the pre- and post-pulse wing temporal shapes

through constructive and destructive combination and can subside the pre- and post-pulse wings
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Figure 5.5: x-FROG spectrograms of each sideband taken after the 10-micron BBO crystal. The
spectrogram for each beam (Ref, S1, AS1-5) is taken using the reference beam as the strong known
pulse. (a) SHG-FROG trace of the reference pulse, (b-g) x-FROG traces of the S1-AS5 beams. The
spectrogram distortions show a similar dispersion for all the sidebands, which is consistent with
the GDD of the Semrock DC mirror. All the measurements are taken with respect to the time delay
of the reference pulse. The similarity of the traces indicates that each beam is a Raman-shifted
copy of the original beam with a slight difference in the distortion due to the dispersion added up
from each DC mirror (DC 1-4 illustrated in figure 5.1).
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Figure 5.6: (a) Retrieved pulse phase, and (b) retrieved pulse envelope for all coherent Raman
sidebands. Although the asymmetry in these curves is more visible compared to the curves in
section 4.3 (due to the GDD of the Semrock DC mirror), each sideband was retrieved with less
than 2% RMS error.

significantly. Our setup enables both coarse and fine-tuning of the spectral phases between the mu-

tually coherent Raman sidebands by utilizing several manual and electric translation stages. The

fine-tuning of these stages needs to be as precise as ∼ 200 nm for the highest order added ASs

(i.e. AS4, AS5) corresponding to ϕ = π/2 = λ/2. This precise adjustment is extremely important

since, for example, in figure 4.3 (c,f) we can see that the slightest changes in the phase of AS2

result in a drastic change in the group delay of the final synthesized pulse.

The relative phase of the sidebands is adjustable by observing the coherent beating between

the SFG signals of ASn and ASn+2 and the SHG signal of ASn+1. For example, in figure 5.8, we

measure the beating between the SFG signal of the reference pulse (AS0) and AS2 with the SHG

of AS1. Theoretically, I(SHG of AS2) ∝ cos(2ϕ2 − ϕ1 − ϕ3), where ϕn corresponds to the spectral

phase of the ASn.

Figure 5.8 illustrates the theoretical and experimental beating interferograms between the non-

linear signals (SHG and SFG) of several trios of sidebands. These interferograms are taken to

verify that all the sidebands are in phase, meaning that the beams are spatially and collinearly

aligned with high precision but are roughly aligned in the time domain, and the condition for the

synthesis of a near-single-cycle pulse is mathematically met. The electric field of the pulse train
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Figure 5.7: Synthesized pulse produced from the linear combination of 7 coherent Raman side-
bands (A, ref, AS1-5). The pulse duration at the FWHM is around 4.5 fs.

synthesized from the sidebands can be written as [125]:

E(t) =
∑
n

En(t) =
∑
n

An(t) cos(ωnt+ ϕn), (5.1)

where n represents the order of the sidebands; n = -1 is the Stokes beam, n = 0 is the reference

beam, and n = 1, 2, ... represent AS1, AS2, .... An(t), ωn, and ϕn are the time-dependent envelope

function, carrier frequency, and retrieved spectral phase of nth sideband, respectively. ωn = nωm,

where ωm is the modulation frequency. For sidebands generated by molecular modulation, the

phase relationship ϕn = ϕCEP + nϕm is always satisfied; hence, the field can be rewritten as

E(t) =
∑

nAn(t) cos[nωm(t+ ϕn/ωm) + ϕCEP ] which represents the narrowest envelope. Here,

ϕCEP and ϕm are determined only by the initial spectral phases of the two input beams, i.e. pump

and Stokes.

Here, one should note that we are not using any active CEP stabilization techniques, however, since

the OPA is pumped and seeded by the pump laser, in principle it may be possible to CEP stabilize

it when a CEP stable pump laser is used. Moreover, our scheme allows, in principle, f-2f-like CEP
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Figure 5.8: Comparison of the theoretical and experimental interferograms of different combina-
tions of the nonlinear signals (SHGs and SFGs) of the sidebands covering the frequencies from S1
to AS2. Left: simulated interferogram obtained by a linear interference of the SHGs and SFGs of
four chirped Gaussian pulses in the time domain. Right: experimental interferograms of the SHG
and SFGs of the same pulses whose spectra are shown in figure 5.4. While all four experimen-
tal interferograms resemble their theoretical simulated counterparts, there are period differences
between them which get worse by adding more nonlinear pulses (SHGs and SFGs of the main
sidebands) to the combination. The distortion in the beats can be due to the extra dispersion that
the DC mirrors and the BBO crystal bring to the equation, which is not considered in the theo-
retical simulation, but there is no solid explanation for the temporal mismatch, and it is yet to be
explored.

measurement (and hence stabilization) whereby the second harmonic of the Stokes pulse interferes

with one of the anti-Stokes sidebands. One may argue that if the OPA is seeded by the pump, the

CEP should be preserved, however, this is true if the pump itself is CEP stabilized, which is not the

case in our experiment. The OPA being seeded by the pump keeps the relative phase of the pump

and Stokes constant, but the CEP changes shot-to-shot. We have discussed this in length in 4.3 and

explained why our results are decoupled from the CEP stabilization of the original pulses.

Figure 5.9 shows a series of beat note interferograms that are taken after a 10-micron BBO crystal

for several trios of the nonlinear signals of the sidebands. These interferograms were taken while

the reference beam was aligned using Semrock DC. The DC of the last sideband (AS5) was fil-
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tering the fundamental beams from their nonlinear signals, hence, AS5’s nonlinear signals are not

contributing to this series and the trace which includes AS5 appears faded at around 350 nm. The

three first beat note traces from the top (355 nm - 390 nm) are slightly out of phase. We can correct

this problem by first adjusting the phase of AS4, and then adjusting the phases of AS3 and AS2,

respectively. Here, the thinner BBO (1 micron) is used instead of the 1mm BBO to avoid unwanted

phase mismatching problems.
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Figure 5.9: Time resolved interferograms of the nonlinear signals (SHG and SFG) of the 6 side-
bands (S1, Ref, AS1-4). AS5 is excluded from these interferograms since DC5 is used to eliminate
the strong fundamental signals of the other 6 beams. These beat note interferograms are taken after
a 10 µm BBO crystal to avoid unwanted phase mismatching that is present while using the thicker
BBO (1 mm). Here, the three middle interferograms (350 nm-390 nm) are slightly out-of-phase
with each other, which can be corrected by changing the spectral phases of AS4, AS3, and AS2,
respectively. Since this adjustment corresponds to a couple of hundred of nm, fine-tuning is re-
quired.
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For more clear interferograms, unlike figures 5.9 and 5.10 that many sidebands are involved

in each beat note trace, we only interfere trios of sidebands at each time chosen based on their

well-defined relative phases.
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Figure 5.10: (a) Time-resolved interferograms of 6 beams (S1, Ref, AS1-4). Here, instead of using
the DC mirror of AS5 to separate the fundamentals from their nonlinear signals, two UV filters
(Thorlabs FGB25, Thorlabs FGUV11) are used. These beat note interferograms are taken after a
10 µm BBO crystal to avoid unwanted phase mismatching. (b,c) Close-up views of channels A
and B, while AS2 is in-phase and out-of-phase by π/2 with the rest of the sidebands, respectively.
AS2 participates as an SHG in channel A and as an SFG in channel B resulting in the channels
being shifted. Hence, AS 2’s phase is doubled for Channel A in relation to Channel B and results
in the channels being shifted with respect to each other. This demonstrates the importance of fine
phase adjustments in our synthesis setup.
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This relative phase is resulted from the equally separated frequencies between the three side-

bands. All four interferograms are taken in the 1mm BBO for the advantage of more defined traces

due to a larger signal-to-noise ratio compared with the thinner BBO.

From the beat note analysis, we observe 1-2 fs beats corresponding to 16 fs in the group delay

change in the synthesized pulse. However, this result do not constitute a direct measurement of

this 16 fs group delay as reported by Zhi et. al. [121].
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Figure 5.11: Four interferograms resulted from different interference between the nonlinear sig-
nals. (a) Beat notes generated by interference between the SHG signal of AS2 and the SFG signal
of the AS1 and AS3, (b) interference between the SHG signal of AS3 and the SFG signal of the
AS1 and AS5, (c) interference between the SHG signal of AS3 and the SFG signal of the AS2 and
AS4, while fine-tuning the AS2’s delay stage. (d) Beat notes generated by interference between
the SHG signal of Ref and the SFG signal of the AS1 and Stokes beam while fine-tuning the Ref’s
delay stage. These trios are chosen based on their well-defined relative phases, which is resulted
from their equally separated frequencies. All four interferograms are taken in the 1mm BBO for
more defined results. We obtain the same results from the 1-micron BBO; however, the traces are
less clear due to the lower signal-to-noise ratio. In all four cases, the beats follow a very similar
pattern, but the periods of both the fringes and sections of incoherence are different.
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Figure 5.11 shows four different combinations of the trios of sidebands. Our observations show

that in all four cases, the beats are periodically chirped. Moreover, for example in (a), the beats

appear and disappear with a period that roughly equals to T32 = 2ω3 − 2ω2. A key observation

here is that the T32 stays the same no matter which BBO we use.
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Figure 5.12: (a,b) Interferograms of the SFG of AS1 + AS3 with SHG of AS2 while tuning (a)
AS3’s delay stage and (b) AS1’s delay stage in 1 mm BBO at the same time resolution. (c,d)
Interferograms of the SFG of Ref + AS2 with SHG of AS1 while tuning AS1’s and delay stage
and (b) Ref’s delay stage in 1 mm BBO at the same time resolution.

Another important point is that depending on which sideband we are scanning over by tuning

its delay stage, the beats contain different frequency components. Such frequencies that we first

assumed as the noise coming from the translation stage of AS1 with a resolution of 200 nm cor-

responding to 0.667 fs disappear for the AS1+AS3/AS2 measurement. But for the combination of

Ref+AS2/AS1, the disappearing frequency component happens by moving AS1’s stage but does

not happen when moving the Ref’s stage, which is the same model as AS1’s stage (figure 5.12).

We guess this happens due to the cross-phase modulation between ω1 + ω3 and ω2.
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Another valid concern while having all the sidebands’ SHG after BBO in phase is if the fundamen-

tals are in phase as well. In our setup, assuming perfect phase-matching in the BBO crystal, the

SHG of each beam is in phase with its fundamental meaning that by passing through the BBO, the

SHG signals do not gain an extra phase. This has been proven in detail [127] and experimentally

shown by Kress et al. and Cook et al., separately [128, 129].

5.5 conclusion

We have demonstrated the construction of a 4.5 fs pulse using 5 coherent anti-Stokes Ra-

man sidebands generated in single-crystal diamond in conjugation with the original reference and

Stokes pulses. We analyze all the sidebands separately using a combination of XFROG and inter-

ferometric techniques called ix-FROG. Our experiment is scalable by adding more sidebands to

the collinear combination by improving the overall power of the sidebands exiting the crystal. Our

beat note analysis shows the crucial role of fine-tuning the relative phases of the sidebands. The

next step is to characterize the resultant pulse through multiphoton ionization in low-density xenon

gas. The methods and the preliminary results are discussed in the following chapter.
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6. MULTI-PHOTON IONIZATION IN XENON USING SYNTHESIZED NEAR

SINGLE-CYCLE PLUSES GENERATED IN RAMAN INTERACTION

6.1 Introduction

As the continuation of the previous work in chapters 4 and 5, we perform a multi-photon

ionization experiment in low-density xenon (Xe) gas to characterize our synthesized pulses fully

described in previous chapters. We perform this experiment using a collinear combination of a

selected subset of mutually coherent Raman sidebands generated in diamond. It has been shown

that the peak ion signal is reversely proportional to the ionizing pulse length [32]. Our ultimate

goal is to add as many sidebands to the collinear combination in order to have a shorter and shorter

synthesized pulse, and therefore, have a strong ion peak in the time-of-flight (TOF) mass spec-

troscopy spectrum. However, the energy of our Raman sidebands is a significant drawback in this

experiment. Since the construction of a Fourier transform limited (FTL) relies on the fact that

all sidebands have the same energy, the final pulse energy is only scalable to the energy of the

highest-order sideband added to the combination. To have a relatively strong pulse for the ioniza-

tion purpose, the highest-order sideband that we added in the following experiment is AS2. Table

6.1 presents the measured wavelength and the power for each Raman sideband before entering the

Xe-filled pressure-controlled vacuum chamber. Depending on the range of the measurement, two

different power meters are used; the first one is Coherent FieldMax II which measures the power

of the reference beam and the Stokes beam when a PM10 head and a PS 10 head are connected to

it, respectively. For the weaker sidebands (AS1 and AS2), the power is measured using an Ophir

Vega meter connected to a PD10-pj-C head.

To perform this experiment, we had to tackle the two major problems that we were facing:

1. vacuum chamber leakage,

2. sidebands’ temporal/spatial overlap.

The latter was tricky to achieve using the usual BBO-overlap method used in the previous two
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Table 6.1: The measured power and wavelength of each sideband (Ref, Stokes, AS1,2) before
entering the pressure-controlled vacuum chamber.

Sideband order Wavelength (nm) Power before Chamber (mW)
Ref 800 62
Stokes 870 0.35
AS1 750 0.15
AS2 700 0.027

chapters. I will expand on these problems and discuss our solutions to each of them in the two

following sections.

6.2 Vacuum Chamber Preparation

In order to perform the xenon ionization at proper pressure, a reliable vacuum chamber is

needed. The full description of the vacuum chamber parts is presented in table 6.2. We noticed

that the chamber had signs of leakage that we had to address before starting the experiment.

Table 6.2: The part numbers and descriptions of the vacuum system. All the vacuum parts are from
Pfeiffer Vacuum systems and all the pump parts are from Kurt J. Lesker. Manuals are available
upon request. OD and ID stand for outer and inner diameters, respectively. P stands for pressure.

Vacuum Chamber Part Part Number Part Description
Vacuum body C-0275 2 – 3/4" flange, 4-way CF cross
Main turbo pump TMU 071 P 1× 108 mbar minimum pressure
Backing Diaphragm pump MVP 035 1 mbar minimum pressure
Vacuum gauge PKR 251 Pirani (high-P) and cold cathode (low-P)
Angel valve VAT 284 on/off valve connected to the gas chamber
Copper gaskets GA-0275LB 2 – 3/4" flange, 1.895" OD, 1.528" ID
Sapphire windows VPZL-275S 2 – 3/4" flange

There are several ways to examine the leakage from the vacuum body or the windows:

• Methane/acetone detection.
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• Diluted soap detection.

• Helium detection.

For the first two methods, we filled the chamber with dry nitrogen slightly above the atmo-

spheric pressure. The first method exploits the change of the pressure due to methane or acetone

evaporation; we cover all the joints of the vacuum chamber with methane or acetone and instantly

use a hair dryer to dry it. If there is a hole in any of the joints, methane or acetone would get

sucked in that and freeze and we expect to see a drastic change in the pressure read-out. However,

we were not able to detect the leak using this method. Then we went ahead and used a foaming

soap to cover the joints while the vacuum was full of dry nitrogen. We were looking for any bub-

bling to come out of the possible hole. Unfortunately, we did not detect any leakage. The next

step was to try helium detection. A helium leak detector, also known as a Mass Spectrometer Leak

Detector (MSLD), is used to locate and measure the size of leaks into or out of a system or con-

taining device. In this method, the vacuum is pressurized with helium gas or a mixture of helium

gas and air. The potential leakages then are scanned using a sniffer probe connected to the inlet of

the leak detector. This detector was not available to us at the time of the experiment. We needed

to schedule an appointment with an expert at the cyclotron institute at Texas A&M which might

have taken us a week, so we decided to give the soap method another chance by using a different

non-foaming liquid hand soap diluted in water. This time we carefully covered all the joints as

well as the sapphire windows. We finally detected a small leakage on one of the sapphire windows

which we missed the first time (we did not cover the windows the first time). We, finally, resolved

the problem by purchasing a new sapphire window, and we were able to achieve a pressure as low

as 1.1 × 10−8 mbar and maintain the pressure of 1.4 × 10−7 mbar after several hours of stopping

the pump.

Every time that each of these detection methods is used, the whole chamber needs to be

baked down and then cooled down to room temperature. This is done to eliminate the trapped

air molecules and other potential impurities in the microscopic holes of the aluminum of the vac-

uum chamber’s body. Afterward, we run the vacuum pump for several hours to reach the lowest
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possible pressure, and then, we close the valve that is located between the pump and the vacuum

chamber. We wait for about two hours to see how the pressure raises and if the increase in the pres-

sure is too drastic, we conclude that there is a leak in the vacuum system. For baking the vacuum,

we wrap all the metal parts with an electric heating tape (AWH-101-060DC- MP, HTS/Amptek).

We then cover the whole taped area with aluminum foil to act as a heat shield. The baking process

needs to be done very slowly by increasing the voltage connected to the electric heating tape. The

reason is that a large heat gradient can damage the sapphire windows and can cause loosening in

the flange’s bolts and nuts. We increase the voltage from 0 to 60 V by 1 V and wait for about 5

minutes before the next increment. We use a variable transformer (Staco, 3PN 1010) to perform

this task. After we reached our desired temperature which is around 150 ◦C we leave the pump

running for a day or two and bake the vacuum system. After the baking is over, we reduce the

temperature following the exact opposite procedure (lowering the voltage gradually).

Figure 6.1 (a) shows the vacuum chamber we used for this experiment. The electric heating

tape wrapped around it that we used for the baking process can be seen in this photo. Figure 6.1

(b) shows the order of the tightening for the bolts. The order is very important to avoid an uneven

seal which results in leakage. The tightening process is as follows:

1. Using a drive-click torque wrench on a lower setting to go around the flange from bolt

number 1 to bolt number 6 (for example if the proper final torque recommended by the

company is 20 in-lb, we start from 5 in-lb),

2. using a feeler gauge, covered with a lubricant, to go around and examine the gaps and make

sure that the same feeler blade with a specific thickness fills all the gaps equally,

3. if one of the gaps is bigger, we slightly tighten the two bolts next to it and repeat the whole

process from 1, if not, we continue,

4. increasing the setting on the torque wrench by 2-5 in-lb at the time and repeating from 1

until we reach the final setting of the 20 in-lb which is recommended by the company for

this specific flange.
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Figure 6.1: (a) Vacuum chamber used for the Xe ionization experiment. (b) The bolt tightening
technique for the best sealing results. The order of the numbers shows the order of the tightening
at each round. After a full round of tightening is completed, the gap between the two flanges is
examined by a feeler gauge to assure the same size gap all around the flange. This procedure is
continued until one of the thinner feeler gauge blades (depending on the torque) can fit all the gaps,
equally. (c) The pressure inside the chamber as read by the Pfeiffer SingleGauge which goes as
low as 10−7 mbar. (d) The feeler gauge that was used to examine the gaps between the two flanges.
Lubricant is used on the blades for an easier process.

We possibly can do this process using a regular wrench, however, a drive-click torque wrench

eliminates guessing work and the risk of over-tightening the bolts causing the copper gasket de-

formation and uneven seal. We change the vacuum copper gasket every time that we need to open

and close the chamber because after the pump runs, the suction in the seal causes deformation in

the gasket.
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6.3 Beams overlap potential solution

In the previous experiments described in chapters 4 and 5, the sidebands’ temporal and spatial

overlap was achieved by the detection of the SFG signal generated by each couple of the sidebands

in the BBO crystal. However, while performing the xenon ionization experiment, the air is a better

medium compared to a solid crystal such as a BBO to replicate the phase-matching condition in

the low-pressure xenon in the vacuum chamber. Moreover, the previous alignment was disrupted

when we removed the ND filters that were used for the Stokes, AS1, and AS2 beams in the previous

experiment. Therefore, we exploit a method suggested by Peter Zhokhov and Ilya Fedotov called

"plasma overlap". In this method, by observing the diffraction patterns generated by each collinear

beam after interacting with the plasma that is generated from the strong reference beam, we can

indicate whether the beams are temporally and spatially overlapping. If the diffraction patterns

are produced, it means that the beams are spatially overlapping, and the beams are temporally

overlapping at the moment of the plasma formation when is at the peak of the pulse. To ease the

inspection of the diffraction patterns, we used a notch filter (Semrock NF03-808E) after the plasma

to remove the strong reference beam.

6.4 Experimental Setup

6.4.1 Main Setup Description

Figure 6.2 shows the experimental setup used for this study. The first part of the setup until the

collinear recombination is fully described in section 4.2 except for the ND filters that are removed

from the paths of St, AS1, and AS2. After the collinear recombination, the FTL pulse generated

from the four sidebands, Ref, St, AS1, and AS2, spanning over 100 nm, is guided into a vacuum

chamber filled with low-pressure (∼ 1 × 10−6 mbar) xenon gas (Matheson). To reach this exact

pressure, we first filled the vacuum with the Xe gas at atmospheric pressure and then pumped the

vacuum out until we reached ∼ 1× 10−6 mbar. Unfortunately, this method is not very reliable and

repeatable, hence, one would benefit from investing in a leak valve.
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Figure 6.2: Experimental setup used for phase-controlled multi-photon ionization in xenon in a
pressure-controlled (∼ 10−7 mbar) vacuum chamber. A neutral-density mirror is used to decrease
the intensity of the reference pulse. To focus the beams in the chamber, an off-axis paraboloid
is used instead of a lens or an achromatic doublet to minimize dispersion. Abbreviations for the
experimental elements: AS 1 and 2, anti-Stokes 1 and 2, BS, 50/50 beam splitter, ND, neutral
density filter, DC 1-3, dichroic mirror 1-3, OAP, off-axis paraboloid.

We loosely focus the synthesized pulse into the Xe gas chamber using an off-axis paraboloid

(OAP-Newport 50332AL) which is placed outside the chamber right before the sapphire window.

The St, AS1, and AS2 beams were set to their maximum power but the Ref beam was attenuated by

sets of ND filters until an ionization signal was detectable (62 µJ over 100 fs which corresponds to

a peak power of 620 MW). After focusing the reference to ∼ 100 µm radius of spot size, the peak

power reached 1.9×1016 W/m2. However, since the measured signal was very weak we concluded

that the dispersion coming from the window might contribute negatively to the local focusing. We

decided to substitute the OAP with a spherical mirror that had a very short focal length (1.25 cm),

but this time, placing the mirror inside the chamber that resulted in a slightly stronger signal.

6.4.2 Channeltron Description

Figure 6.3 shows the channeltron we use for ion detection. The channeltron is mounted on the

top of the vacuum chamber with a ConFlat (CF) flange whose top view is shown in Figure 6.3 (a).

As seen in this photo, there are four separate ports located at the top. Of these four ports, only

three of them are useful and marked as SIG (signal), HV (high voltage), and GND (ground). We

connect the SIG port to an oscilloscope (Tektronix - C3000) to read the signal and the HV port to
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a high bias voltage source (Burle power supply -PF1056, 670 µA). We also connect the GND port

to the power supply’s ground by running a wire between them and fixing the wire to the optical

table. The channeltron operates at a high voltage of 1.5-3 kV, however, the recommendation is to

use the lowest possible voltage to prevent the shortening of the lifetime of the channeltron. We use

BNC (Bayonet Neill–Concelman) cables for all these connections.

Input

Channeltron electron multiplier 
electrical isolated collector

(a) (b)

(c)

SIG
HV

GND

Figure 6.3: (a) Top view of the channeltron mounted on a CF flange. The channeltron collector
is connected to the CF flange vertically with the ion collector head hanging down in the chamber.
(b) A real image of a channeltron. (c) Schematic of a typical channeltron circuit for detecting
positive ions. More detail is provided in the manual available upon request. Abbreviations for
the elements: SIG, signal port, HV, high voltage port, GND, grounded port, CEM, channeltron
electron multiplier, EIC, electrical isolated collector.

A sample signal obtained by the oscilloscope in our first measurement trial is shown in figure

6.4. This plot shows the signal in the presence (red curve) and absence (blue curve) of Xe gas.

To get a better signal-to-noise ratio we trigger the scope using the “SYNC OUT DELAY"
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Figure 6.4: First trial of measuring the TOF from the mass spectroscopy recorded by the oscillo-
scope in the presence (red curve) and the absence (blue curve) of low-pressure Xe in the vacuum
chamber.

output of the Coherent Synchronization and Delay Generator (SDG) box, therefore, we can use the

highest resolution scope settings on the oscilloscope.

6.5 Results

Figures 6.5 and 6.6 summarize our findings from the multi-photon ionization in Xe gas using

our tailored FTL pulse generated from synthesizing a subset of mutually coherent Raman side-

bands generated in a single-crystal diamond. In the spectra taken from the channeltron, we expect

to observe an enhancement in the ionization signal when all the sidebands are in phase, and sup-

pression when one of the bands (here Ref) is out of phase with the rest of the sidebands [130].

Figure 6.5 (a) shows the TOF as a function for the reference beam. The top trace (blue) appear-

ance is caused by the impurities in the vacuum chamber and the lower trace (green) is measured

from xenon gas. To obtain this spectrogram, we first set all the beams (Ref, St, AS1, and AS2) in

phase, using the method described in section 6.3. Then we scan over the Ref beam’s time delay

by varying the position of its translation stage and record the data. As seen in this spectrogram,
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the Xe peak is clearly visible around 275 ns. However, varying the Ref’s delay does not have any

effect on the signal unlike what we expected. We believe that this abnormal behavior is due to the

way that we synthesize our pulse from the four sidebands. In order to correctly generate an FTL

pulse by combining Raman sidebands, all the beams need to have roughly the same power which

is not the case in this experiment. In the second trial, we performed the same measurement by only

using the reference pulse with no sidebands added. The resultant spectrogram is shown in figure

6.5 (b).
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Figure 6.5: TOF Spectrograms measured by an oscilloscope of the photonized species detected in
Xe gas using the FTL pulse generated from (a) four coherent Raman sidebands: Ref, St, AS1, and
AS2, and (b) only the Ref pulse. Both spectrograms are taken over the Ref’s time delay. The blue
trace is from the impurities in the vacuum chamber and the green trace is from Xe. The resolution
in (b) is lowered to save measurement time.

Figure 6.6 shows the power dependence of the TOF on the power of the reference beam. These

measurements are taken while the ionization was only from the Ref pulse. As seen in these plots,

the two peaks at around 0.1 µs and 0.4 µs are due to the impurities in the vacuum system as we

expected [130]. What we cannot explain is that the first peak, which attributes to carbon, has a

much higher non-linear dependence on the power of the Ref pulse than the other two peaks. To

further investigate, a much larger power range would be helpful.
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Figure 6.6: TOF spectra dependence of the photonized Xe gas on the Ref beam’s power. These
spectra are recorded while the ionization was only due to the plasma created by the Ref pulse with
no sidebands added.

6.6 Conclusion

We were able to perform mass spectroscopy and measure the TOF from the Xe ionization using

a synthesized pulse produced from four mutually coherent Raman sidebands generated in a single-

crystal diamond. However, our results are limited to the low power of these sidebands, and hence,

we were not able to investigate the enhancement/suppression of the Xe peak resulting from the

sidebands being in/out of phase with each other. This problem can be resolved by repeating this

experiment using our new 8 mJ laser system (Astrella by Coherent Inc.) that can add an order of

magnitude to the power available to the OPA (from 500 µJ to 5 mJ), however, building the setup

from the scratch would be a very time-consuming task. Currently, Nathan Marshall is working on

the existing setup to improve the results of this experiment.
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7. PRESSURE CONTROLLED PHASE MATCHING IN KAGOMÉ PC FIBER IN

PICOSECOND CARS†

7.1 Introduction

Flexibility in fiber design gives hollow-core photonic crystal fibers (HC-PCFs) interesting prop-

erties such as high non-linearity, tunable dispersion, and low loss which make them suitable for a

variety of applications. The two main classes of HC-PCFs are photonic bandgap fibers (PBGs) and

the class whose guidance is based on inhibited coupling. Research on the second class of fibers led

to a microstructured fiber called Kagomé fiber. The cladding structure and negative curvature in

such fibers inhibit the coupling between the fundamental modes of the cladding and the core [131].

Using Kagomé fiber in picosecond CARS experiment improves the efficiency of the four-wave

mixing by providing a longer interaction length. Since four-wave mixing is highly phased sensitive

(determined by the relative phase of the four beams), its effect can accumulate in longer distances

[62]. Another interesting way to optimize phase matching is by controlling the transverse beam

profile [31].

In this work, we calculate the group velocity dispersion (GVD) and the dispersion factor (D) of

a specific Kagomé fiber (PMC-C-RD-700/1500-7C/GLOphotonics) and compare the results with

the experimental data which is provided by the factory. After ensuring that both results match in

the desired region, we calculate the phase mismatching (∆k) in Kagomé fiber for four gases as a

function of pressure and Raman shift (∆ω).

7.2 Theoretical Framework

Group velocity dispersion and dispersion factor in a Kagome fiber can be calculated as follows:

†Reprinted with permission from “Pressure Controlled Phase Matching in Kagome PC Fiber in Picosecond
CARS” by A. Bahari, Y. Shen, and A. V. Sokolov, 2019, Frontiers in Optics + Laser Science APS/DLS, OSA Technical
Digest (Optica Publishing Group), paper JTu3A.123. Copyright [2019] by A. Bahari.
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GVD = β2(λ) =
λ3

2πc2
d2neff

dλ2
and D =

−2πc

λ2
β2 , (7.1)

where c is the speed of light in vacuum. Effective refractive index (neff ) for Kagome fiber in

fundamental mode (HE11) can be approximated as [132] :

neff (λ, P ) =

√
n2
gas(λ)−

u2

k2a2
≃ 1 +

P

2P0

T0
T
(

A

1− (B
λ
)2

+
C

1− (D
λ
)2
)− u2λ2

2π2d2
, (7.2)

where u = 2.405 is the root of equation J0(u) (zeroth order Bessel function) = 0 and a = d/2 is

the radius of the core (d = 49± 1µm). Table 1 shows the experimental values for constants A, B,

C, and D for four gases [133]. Applying the phase matching condition in CARS:

∆k = kStokes + ksignal − 2kpump, (7.3)

and noting that λpump = 1064 nm and ωsignal + ωStokes = 2ωpump, we can rewrite equation 7.2

with respect to λStokes setting λsignal = 532λStokes/(λStokes − 532).

Finally, we can calculate and plot the phase mismatching as a function of pressure and ∆ω for

four gases.

Table 7.1: Experimental values for constants A, B, C, and D for Argon, Krypton, Nitrogen, and
air.

Gas A B (nm) C D (nm)
Ar 2.033229 × 10−4 14.36 3.445831 × 10−4 89.81
Kr 2.610288 × 10−4 1.418 5.694682× 10−4 100.2
N2 3.920995 × 10−4 33.85 1.880648 × 10−4 116.08
Air 1.492644 × 10−4 4.4 4.1807 × 10−4 86.22
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7.3 Results and discussion

Figure 1 (b) shows the comparison between the experimental data and the calculated dispersion

factor in an air-filled Kagome fiber. Although the cutoff wavelength is not the same for the two

curves, in our desirable range for this particular CARS experiment (with pump wavelength at 1064

nm, Stokes wavelength from 1100 nm to 1700 nm, and the signal wavelength from 750 nm to 1000

nm) the two curves are matching well.

In conclusion, although our preliminary experimental results show a significant enhancement

in CARS signal using just an air-filled Kagome fiber in the setup, our calculations indicate that by

using Krypton (at around 20 bar) as the buffer gas in Kagome fiber, we can achieve a much higher

signal enhancement.
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Figure 7.1: (a) Calculated GVD of air-filled Kagome fiber, (b) comparison of the experimental and
calculated D factor of air-filled Kagome fiber, (c-f) phase mismatch factor as a function of Raman
shift and pressure for Argon-, Krypton-, Nitrogen-, and air-filled Kagome fiber.
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8. BACKGROUND-PENALTY-FREE WAVE-GUIDE ENHANCEMENT OF CARS SIGNAL

IN AIR-FILLED ANTI-RESONANCE HOLLOW-CORE FIBER†

8.1 Introduction

Photonic crystal fibers (PCFs), also known as microstructured fibers, have a great variety of

hole arrangements leading to different properties suitable for versatile applications [134]. Hollow-

core PCFs (HC-PCF)s are a new class of PCFs in which light can be guided in the central hollow

channel. These types of fibers are ideal candidates for many linear and non-linear optics studies

due to their flexibility in design, high non-linearity, and tunable dispersion properties[135]. High

harmonic generation, gas-based non-linear optics, and atom and particle guiding are only a few

examples of the diverse applicability of HC-PCFs [136]. Aside from the design, the pressure in-

side their hollow core is a parameter that can be tuned to manipulate the dispersion and achieve

better phase matching critical to four-wave mixing (FWM) processes such as coherent anti-Stokes

Raman scattering (CARS) [137]. Moreover, due to the HC-PCF’s optical confinement and low

transmission loss, the distance with constant laser intensity is greatly increased compared to fo-

cused laser beams, without the need for optical cavities [138, 139]. The CARS spectroscopy in

multi-mode fibers and double-clad fibers has been studied in the past [140, 141]. For example,

a specific double-clad HC-PCF has been used in the CARS experiments to reduce the inherent

coherent Raman noise that is generated in the optical fibers [141]. Anti-resonance hollow-core

fiber (AR-HCF) with a leaky mode nature is a type of fiber that offers even more advantages over

conventional PCFs and HC-PCFs. AR-HCFs with the negative curvature of the core-cladding in-

terface, which reduces the optical losses, were first proposed in the Fiber Optics Research Center

of the Russian Academy of Sciences (FORC RAS) in 2011 [142]. It is important to realize that

the cladding of AR-HCFs is not structured as a crystal, so, they are not classified as PCF. The op-

†Reprinted with permission from “Background-penalty-free Waveguide Enhancement of CARS Signal in Air-
filled Anti-resonance Hollow-core Fiber” by A. Bahari, K. Sower, K. Wang, Z. Han, J. Florence, Y. Wang, S. Gao, H.
W. Lee, M. O. Scully, A. M. Zheltikov, and A. V. Sokolov, 2022, Opt. Lett., vol. 47, p. 4339-4342. Copyright [2022]
by A. Bahari.
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tical properties of this class of fibers are defined only by the reflection of light on the elements of

the core-cladding interface. AR-HCF has gained tremendous attention in the fiber optics commu-

nity due to its low loss properties as well as the moderate cladding fabrication efforts necessary, as

compared to many different HC-PCFs [136, 143, 144]. The broadband single-mode operation, high

power pulse delivery, and high damage threshold are some of the many advantages of these types

of fibers. By decreasing the coupling between particular waveguide modes in AR-HCF, the anti-

resonance phenomenon can significantly reduce optical loss and hence, improve the quality of the

output beam [145]. Furthermore, the pressure tuning ability of AR-HCF, as well as its peculiar dis-

persion behavior around the zero-dispersion wavelength, allows for simultaneous phase-matching

of all known Raman transitions of multi-species analytes [146].

AR-HCFs provide low-loss broadband guidance even for core diameters as large as tens of

micrometers, reducing the pulse energies required for strong non-linear interactions from the mil-

lijoule to the microjoule level, therefore, allowing scaling from kHz to MHz repetition rates [147].

Due to this nature of wave-guiding, these classes of fibers are ideal candidates for the enhancement

of many non-linear processes by extending the interaction length, and therefore, improving the ef-

ficiency of the non-linear processes such as self-phase modulation, supercontinuum (SC) genera-

tion, stimulated Raman scattering, and other FWM process. FWM is an extremely phase-sensitive

non-linear process, with its efficiency determined by the relative phases of the four interacting

beams and how these phases change over longer distances [62]. In this work, we use picosecond,

narrowband laser pulses at 1064 nm wavelength as our pump and probe, and a fiber-based super-

continuum source at 1150 - 1700 nm as Stokes to produce nitrogen CARS signal at ∼ 2331 cm−1

in a 2.96 cm piece of AR-HCF. Our setup allows simultaneous, multiplex CARS signal detection

within the range of Raman shifts from 600 to 3500 cm−1. We also study different properties of

AR-HCF, such as dispersion factor (D) [148] to predict the wave-vector mismatch (∆k) in air-filled

AR-HCF. The fiber that we use has broadband guidance that covers the range of the four beams

involved in our CARS experiment. We then show up to 170 ± 1 times enhancement in nitrogen sig-

nal when AR-HCF is used in free-coupling regime compared to the case when no fiber is present.
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This enhanced signal shows near-zero non-resonant background (NRB), the main limiting factor

in CARS spectroscopy [149, 150]. In other words, the fiber’s cladding does not add a substantial

NRB to the enhanced signal. This fact is attributed to a near-zero overlap between light, confined

in the hollow core, and the fiber’s cladding. Residual NRB produced in the cladding glass (due to

a finite overlap) and in the air is minimal.

8.2 AR-HCF Properties

Figure 8.1 (a,b) show the schematic and the scanning electron micrograph (SEM) image of

our AR-HCF manufactured using a stack-and-draw technique [151, 152]. We recorded pump and

Stokes’ beam profiles before and after the AR-HCF (figure 8.1, c-f). This measurement was done

when the coupling efficiency for both the pump and Stokes beams was close to 46% in a free-

coupling regime. Figure 8.1 (d,f) show the near-field mode profile of the core-guided modes of the

fiber for pump and Stokes beams when the CARS signal was observed. Note that the pump beam

is not a perfect Gaussian due to the characteristics of the picosecond Nd:YVO4 laser (APLX-10,

Attodyne, Inc.) that we are utilizing in our setup. While the capillary approximation is a convenient

way to describe the group velocity dispersion (GVD) and D factor in most HC-PCFs, it does not

work for this particular fiber due to its unique structure. However, other models can describe

these values for the AR-HCF more accurately. We calculate and plot the dispersion factor of

our revolver fiber using the anti-resonant ring model [153], which utilizes the Zeisberger-Schmidt

approximation. In this model, the chromatic dispersion is dominated by the resonances of the

annuluses while the order and number of these annuluses have a minor impact on the fundamental

core dispersion. The effective refractive index (neff ) of a waveguide mode confined within the

fiber core can be calculated as:

neff (λ) = ng(λ)− Aλ2/ng(λ)−BE(λ)C(λ)λ3 , (8.1)

where ng(λ) is the refractive index of the gas filled in the core of the fiber and A, B, C and E

are defined parameters: A =
j201

8π2R2 , B =
j201

16π3R3 , C(λ) = cot
2πw

√
n2
s(λ)−n2

g(λ)

λ
, and E(λ) =
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Figure 8.1: Properties of the AR-HCF used in our experiment, (a) schematic of the structure, (b)
SEM image of the cross-section and the important measurements (the radius of each ring, the
thickness of their walls, and the core size of the fiber), (c,e) before and (d,f) after fiber beam-
profiles of pump and Stokes respectively, and (g) the calculated dispersion factor using the ring
model.

n2
s(λ)−n2

g(λ)

n3
g(λ)

√
n2
s(λ)−n2

g(λ)
for the fundamental mode (HE11) with R being the core radius, ns being the re-

fractive index of the rings’ material (glass), and j01 = 2.405 being the root of the zeroth order

Bessel function (j0(u) = 0) [153]. Here, neff is used to calculate the propagation constant and,

therefore, the D factor. Due to the cotangent dependence in C(λ), the zero dispersion wavelengths

(ZDWs) can be tuned by the capillary thickness w (in our case, 0.35 µm) to optimize the desir-

able processes at the operating wavelengths. However, if the process of interest spans a broad

wavelength range, it is likely to cross a resonance, making simple approximations of the phase

mismatch difficult. A Taylor expansion of the propagation constants will fail due to singularities.

The resonant wavelengths are given by the wavelengths where the cotangent diverges:
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λZD =
2w

l

√
n2
s − n2

g , (8.2)

where l = 1,2,... . The cotangent dependence also produces broad regions of anomalous dispersion,

which can be balanced against the normal dispersion of the medium inside the fiber to provide

another avenue for phase matching. In our experiment, the coherence length for the CARS process

in nitrogen is around 3 mm, which is significantly shorter than the length of the fiber, and hence,

the waveguide dispersion should be included in the phase mismatching calculations. Figure 8.1 (g)

shows the dispersion factor of our AR-HCF calculated using these considerations, which indicates

no singularities in the range of our interest (∼ 800 nm-1700 nm). Applying the phase matching

condition in the CARS process: ∆k = kStokes+ksignal−2kpump where kpump = kprobe (degenerate

CARS), we can have a decent estimation of the phase mismatching as a function of pressure and

wavelength [154] for our experiment giving the possibility of using a pressure-controlled setup

which uses different buffer gases to enhance CARS spectroscopy even further.

8.3 Experimental Setup

Our setup is shown in Figure 8.2. We use a laser beam generated in an Nd:YVO4 laser with

a 1 MHz repetition rate, 7 ps pulse duration, and a wavelength of 1064 nm divided into two legs

using a polarizing beam splitter (PBS). Half-wave plates are used in combination with each PBS

to control the power of each leg. One leg is used as our pump and probe, and the other leg goes

through an approximately 2 m long large mode area fiber (LMA-20) to generate a broadband SC

(900 – 1700 nm) using a plano-convex lens (LA1509-C, Thorlabs, Inc.). The generated SC is then

collimated by an off-axis parabola (OAP) (MPD129-P01, Thorlabs, Inc.) and is guided to the rest

of the setup. A long-pass filter (FELH1150, Thorlabs, Inc.) is used right after the OAP to cut the

lower side of the SC spectrum.

Both beams are then combined on a dichroic beam splitter (LPD02-1064RU-25, Semrock, Inc.)

and aligned to a polarizer and a neutral density filter (NDF) to adjust their powers, and then are

focused into a 2.96 cm long AR-HCF with an infinity-corrected achromatic lens (AC254-050-C,
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Figure 8.2: Schematic of our experimental wave-guided CARS setup. Abbreviation for the optical
elements: PBS, polarizing beam splitter; BD, beam dump; λ/2, half wave-plate; OAP, off-axis
parabola; LMA-PCF, large mode area photonic crystal fiber; LPF, long-pass filter; DBS, dichroic
beam splitter; NDF, neutral density filter; AC, achromatic lens; AR-HCF, anti-resonant hollow-
core fiber; and SPF, short-pass filter.

Thorlabs, Inc.) with a focal length of 5cm. The fiber is cut to this length using high precision,

large diameter optical fiber cutter/cleaver (3SAE-LFC II, Technologies, Inc.) and then is mounted

on a fiber holder (HFF001, Thorlabs, Inc.) fixed on a manual 3-axis translation stage for a precise

alignment. A microscope objective (M-20 x, Newport, Inc.) is used after the fiber to collect and

collimate the output beam into a short-pass filter with cut-off wavelength at 900 nm (FES0900,

Thorlabs, Inc.), and then a CCD spectrometer (Holospec, Andor with the attached TE-cooled CCD

(iDus416, Andor, Inc)). This short-pass filter removes the intense bands of the fundamental and the

SC while detecting the relatively weak CARS signal. Argon, neon, and mercury lamps (StellarNet

Inc.) are used to calibrate each CCD channel separately. The delay stage in the setup controls the

temporal overlap between the pump and Stokes beams. To calibrate our setup further, we optimize

a CARS signal of a sample of polystyrene beads, with a bead size of 3 µm (No. 77523, Sigma

Aldrich, Inc.) deposited on a coverslip (Micro Cover Glasses, VWR) under the micro-spectrometer

[155].
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8.4 Results

Our experimental results are shown in figure 8.3. The top panel (a) compares the two nitrogen

CARS signals obtained, one from the free-coupling pump and Stokes in a 2.96 cm long air-filled

AR-HCF (the blue curve) using an AC lens with a 5cm focal length and the other (red curve)

from ambient air, meaning no fiber was present, and pump and Stokes were simply overlapped and

focused in the air using the same AC lens. The CARS signal collected from AR-HCF is measured

on CCD while the coupling efficiencies for the pump beam is around 70% and for the Stokes

beam is 65±5%. These values are calculated by simply dividing the measured output powers by

the measured input powers. The coupling efficiency for multimode fibers can be evaluated more

precisely using the overlapping integral theory [156]. The input powers of the pump and Stokes

beams are 180 mW and 3.5 mW, respectively.

Comparing these two curves shows 170 ± 1 times enhancement in the collected signal from

the AR-HCF. This enhancement was possible by providing a longer interaction path through the

HCF and, therefore, improving the efficiency of the phase-matched FWM. We can also calculate

the enhancement factor theoretically, considering PCARS = ICARS × S, where P, I, and S stand

for power, intensity, and the interaction cross-section area, respectively. Considering that the beam

size before the focus is 1 cm, the focal length of the AC is 5 cm, the AR’s core radius is 15 µm, and

ICARS ∝ P 2
PumpPStokesl

2/S2 (l being the interaction length), we can calculate the enhancement

factor η as:

η =
(lAR/SAR)

2T 2
pumpTStokes

(lambient/Sambient)2
. (8.3)

Here, lAR is the length of the fiber, SAR = πa2 (a being AR’s core radius), lambient is two

times the Rayleigh range in ambient air, and Sambient is equal to πw2
0 with w0 being the beam waist

at the focus in ambient air. Tpump and TStokes are the coupling efficiencies for pump and Stokes

beams, respectively. We find the theoretical enhancement factor to be around 170, which perfectly
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Figure 8.3: (a) The CARS signal of nitrogen at 2331 cm−1 (Q-branch vibrational transition) in
a 2.96 cm long air-filled AR-HCF compared to the CARS signal from the ambient air (no fiber
present). Inset: enlarged plot in the lower CCD count region for better resolution. The spikes in
the region between 2400 cm−1 and 2800 cm−1 only appear at very short acquisition times (here
0.05s). This is because of the way that the CCD spectrometer operates. (b) Pump power-dependent
CARS signal measurement. Since the pump beam is used as both pump and the probe beams, the
quadratic dependence of the CARS signal is expected.

matches what we obtained experimentally.

Moreover, no substantial NRB is added to the signal from the fiber’s cladding due to its unique

design properties. This fact is due to a near-zero overlap between light, confined in the core, and
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the fiber’s cladding. As one can see, the residual non-resonant background produced in the glass

cladding (due to a finite overlap) and in the air is minimal. Our measured CARS signal to NRB

ratio in the air-filled AR-HCF is ∼ 350, while the same ratio that we measure for ambient air is

∼ 520 at its best. One should be careful not to confuse the two separate NRB’s contributions that

come from both the non-linear interaction of the laser and the fiber material and the non-resonant

susceptibility of the nitrogen molecules. When comparing the two NRB in the vicinity of the

nitrogen signal in both ambient air (red curve in figure 3) and in the presence of the fiber (blue

curve in figure 3), we are only comparing the contribution of the expected NRB produced by the

fiber’s material. In fact, the background that is magnified in the inset of figure 3(a) is mainly from

nitrogen, and the NRB coming from the air stays the same, with and without the presence of the

fiber, at its best. There are several techniques for NRB reduction in CARS spectroscopy, such

as time-resolved scheme [157, 158], heterodyne detection [159, 160], and polarization control

[161–165]. The latter can be achieved through polarization control of the involved beams. In

principle, if further background suppression is needed in our future experiments, we can utilize

the polarization technique since anti-resonance hollow-core fibers can be sufficiently short and

straight and be designed to maintain the polarization of guided fields, thus enabling polarization

NRB suppression for waveguide-enhanced CARS.

Note that in both cases, the focal length and the beam size at the focus are the same. The reason

that the oxygen CARS signal at 1556 cm −1 was not detected is because of the efficiency roll-off

of the CCD spectrometer at the edge of each channel (channel 1: 600 - 1500 cm−1 and channel 2:

1500 - 3500 cm−1). Moreover, even though the oxygen signal should be 15 times weaker than the

nitrogen one [166], the use of an SPF at 900 nm to get rid of the strong fundamental and SC filters

the oxygen signal even more.

Finally, although the primary enhancement comes from the elongated interaction length pro-

vided with the hollow core of the fiber, for the ultra-short pulses in such non-linear processes,

temporal walk-off due to dispersion in the medium is unavoidable [127]. To overcome this obsta-

cle, pressure tuning inside the core is an option to manipulate the dispersion and fulfill the phase

88



matching condition [62, 64].

In figure 8.3 (b), as a proof of concept that the signal we detected is, in fact, the CARS signal, we

demonstrate that its CCD peak count dependence on the power of the pump beam, which is also

used as probe, is quadratic as expected.

8.5 Conclusion

We successfully demonstrate ∼ 170 times enhancement with a near-zero NRB in nitrogen

CARS signal using a short piece of AR-HCF in a free-coupling regime. This method, which

utilizes a much less complicated table-top setup compared with most fiber-based experiments, can

be extended to many multi-species gas samples and also to biomedical solutions and functionalized

residues. In the near future, we are planning to expand this method to detect the CARS signal of

liquids such as different types of protein solutions and antibodies.
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9. COHERENT ANTI-STOKES RAMAN SPECTROSCOPY IN HOLLOW-CORE

PHOTONIC CRYSTAL FIBERS†

9.1 Introduction

This chapter is dedicated to expanding on the previous chapter which was published as a short

letter. Hence, I will discuss the full process of the experiment in detail in the next following

sections. The motivation for this work was inspired by the pandemic of COVID-19 at the time. We

were searching for different options to study the virus itself as well as its antibody. One potential

candidate was wave-guided coherent anti-Stokes Raman scattering (CARS) spectroscopy to obtain

information about these analytes by observing their CARS signal in the fingerprint region. Our

goal was to enhance the signal by using a short piece of hollow-core fiber that was filled with

goat anti-human IgG antibody. We had several options in terms of choosing a proper hollow-core

photonic crystal fiber (HC-PCF):

1. Kagome HC-PCF,

2. HC-1060 HC-PCF,

3. AR-HCF.

We first study each of these options by performing CARS spectroscopy in the air at atmospheric

pressure. In chapter 7, we studied some important properties of the Kagome fiber as a potential

candidate for our later CARS spectroscopy in gaseous media even before the pandemic. However,

at the time of this experiment, we decided to first start with the fibers that we had readily available

and did not need a special design for when using for liquid analytes. We started our experiment

with an HC-1060 PCF (HC-1060-02, NKT Photonics) with a small core diameter of 10 microns

whose mechanism is photonic bandgap (PBG). In the next section, I will elaborate on the properties

†This chapter elaborates further and presents more data from previous chapter
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of this fiber and why we decided not to use it, and instead, use an anti-resonance HCF also known

as revolver fiber with a much larger core diameter.

9.2 HC-1060 PCF

9.2.1 Photonic Bandgap Wave-Guiding Mechanism

Photonic crystal fibers (PCFs) can be classified into two major families: solid-core (SC-PCF)

and hollow-core (HC-PCF). Throughout this thesis, my focus is on the second family; HC-PCF.

PCFs can also be classified into three main classes based on their wave guidance:

• Modified Step Index (MSI),

• Inhibited Coupling (IC),

• Photonic Bandgap (PBG).

In this section, I highlight some of the features of the last item whose the wave-guidance through

HC-1060 takes place. More precisely, I focus on the air-guiding PBG mechanism in HC-PCFs.

These classes of optical fibers are characterized by a central hollow core and a micro-structured

cladding which exhibit PBG effects that happen as a result of periodic micro-structuring of air

holes of the cladding region. Historically, the idea of PBG fibers first emerged in 1991 suggesting

that light can be trapped in the core of an HCF that has a periodic wavelength-scale lattice of

microscopic holes [167]. This idea suggested that these periodic micro-structures exhibit a range

of angles and wavelengths where the incident light would mostly be reflected. These wavelengths

are called "stop bands", and this mechanism incorporates some natural phenomena such as butterfly

wings and credit cards holograms.

This mechanism in HC-PCFs is slightly different from in PBG materials. In the latter, although

these wavelengths are limited, the stop bands block the propagation in all directions and suppress

all the optical vibrations within the range of wavelengths through the PBG [136]. For the HC-

PCFs, however, the holey cladding runs along the entire length of the fiber, and with a clever

design, the fiber can trap light in its hollow core surrounded by micro-structured glass [167].
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9.2.2 HC-1060 PCF Properties

Figure 9.1 shows salient properties of the HC-1060 PCF that we used initially as a trial fiber

for our CARS experiment in the air. This fiber is available with design wavelengths of 800, 1060,

1550, and 2000 nm. Some of its features are listed below:

• Large continuous operation bandwidth.

• Near-zero dispersion at the design wavelength.

• Quasi-Gaussian fundamental mode.

• No Fresnel reflection from the end faces of the fiber (Modal index = 1).

• Small number of core modes and parasitic surface modes.

Tables 9.1 and 9.2 present the HC-1060’s essential physical and optical properties, respectively.

Table 9.1: Physical properties of HC-1060, NKT Photonics.

Physical Properties
Core Diameter (D) 10 µm ± 1 µm
Pitch (Λ) 2.75 µm
Air filling fraction PBG region > 90%
Holy region diameter 50 µm
Cladding diameter 123 µm ± 5 µm
Coating diameter (single layer acrylate) 220 µm ± 50 µm

We tried a short piece of HC-1060 in our setup which is fully described in section 8.3. We first,

needed to measure the transmission range to assure that it fulfills our desired wavelength range.

Figure 9.2 demonstrates non-quantitative spectra of the SC that is used as our Stokes beams in the

FWM process before and after a 3-cm-long piece of HC-1060.

To measure the spectrum before HC-1060, we used several ND filters mounted on a manual filter
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Figure 9.1: Properties of HC-1060 originally used for this experiment. (a) SEM image of the
cross-section of the fiber which shows a relatively small core diameter of around 10 microns, (b)
near-field spectral phase profile, (c) near-field intensity distribution, and (d) typical attenuation and
dispersion over a kilometer. Reprinted from NKT photonics website.
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Table 9.2: Optical properties of HC-1060, NKT Photonics.

Optical Properties
Center wavelength 1060 nm
Attenuation at 1060 nm <0.1 dB/m
Dispersion factor at 1060 nm 120 ps/nm/km
Dispersion slope at 1060 nm 1 ps/nm2/km
Mode field diameter 7.5 µm ± 1 µm
Effective mode index ∼ 0.99

wheel (FW2A, Thorlabs) to reduce the intensity of the SC to match the intensity of the spectrum

after the fiber. It is worth mentioning that based on the design of HC-1060, the capillary approxi-

mation would be a great way to measure the dispersion factor which is a salient feature of a fiber.

After several unsuccessful attempts to measure the CARS signal after HC-1060, we concluded that

the small core diameter of the fiber was one of the factors that made this process difficult.
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Figure 9.2: Spectra of the SC generated in an LMA fiber which is used as the Stokes beam before
(green) and after (red) a 3-cm-long HC-1060 HCPCF. The intensity of the before spectra is scaled
by ND filters to match the intensity of the output for a better comparison.
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Hence, we decided to use a different fiber with a different design and a larger core diameter

to proceed with our experiment. A reasonable option was AR-HCF with a core diameter of ∼ 30

microns and a diffident wave-guiding mechanism which I will explain in the next section.

9.3 AR-HCF (Revolver)

The wave-guidance in an AR-HCF follows a simple mechanism so-called anti-resonant reflec-

tive optical wave-guiding (ARROW) which indicates that the fiber’s core boundary layer acts as

a Fabry–Perot resonator. Fabry–Perot resonator supports the transmission of optical frequencies

which match the anti-resonance of the core wall [168].

Figure 9.3: Characterizations of three AR-HCFs by the manufacturer. (a,b,c) SEM images of three
AR-HCFs with different tube sizes and core radii (the scale bar is the same for all three images).
(d,e,f) Transmission spectra of each fiber under different bending radii. Legend on each plot shows
the bending radius (cm) × number of turns. Reprinted from [152].

Hence, the resonant wavelengths cannot propagate in the core and leak through the cladding.

This makes these fibers one of the most reliable low-loss HCFs for many light-matter interaction

experiments. The properties of the 2.96 cm AR-HCF used in our experiment are shown in 8.1.
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Moreover, figure 9.3 illustrates three AR-HCFs with different core and annulus sizes from the

same manufacturer. In the bottom row, the bending loss for each case is presented, however, for

our experiment, the bending loss was not a major concern because our fiber was short and straight.
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Figure 9.4: Spectra of the SC generated in an LMA fiber which is used as the Stokes beam before
(red) and after (purple) a 2.96-cm-long AR-HCF. The intensity of the before spectra is scaled by
ND filters to match the intensity of the output.

We can calculate the enhancement factor theoretically knowing the powers of each input beam,

their coupling efficiencies, beam sizes, and interaction lengths (which is twice the Rayleigh range

in the ambient air, and equals the length of the fiber for the wave-guided case). Power of the CARS

signal, PCARS , can be written as:

PCARS = ICARS × S ∝ Ip Iprobe ISt L
2 S, (9.1)

where ICARS is the intensity of the signal, and S is the area of the interacting beams which

we ideally keep the same for all three beams. Ip, Iprobe, and ISt are the pump, probe, and Stokes
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Figure 9.5: Transmission Loss for AR-HCF. (a) Transmission measured by the manufacturer for
a 20-cm-long AR-HCF and normalized for a-meter-long fiber. Reprinted from [148]. (b) The
transmission loss we measured for our 2.96cm-long AR-HCF. The difference is resulted from the
length difference as well as the different coupling methods. The loss we measure is mostly due
to the coupling issues since we do not use couplers, and instead, we free-couple the beams into
AR-HCF.

beams’ intensities, respectively. L is the interaction length. The fundamental at 1060 nm is used

as both pump and the probe beams; hence, equation 9.1 can be written as:

PCARS ∝ P 2
p

S2
p

PSt

SSt

L2 S, (9.2)

but since the beam size is the same for both beams, Sp = SSt and we call it S. Finally, the power

of the beams should be kept constant, and the coupling efficiency for each beam should be taken

into consideration. Therefore, we can write the enhancement factor η as follows:

η =
L2
fiber/S

2
fiberT

2
p TSt

L2
ambient/S

2
ambient

, (9.3)

where Lfiber is AR’s length, which in our experiment is 2.96 cm, Sfiber = πa2 where a is AR’s

core radius, Lambient is the interaction length for the two fundamentals in ambient air, and Sambient

is equal to πw2
0 with w0 being the beam waist at the focus in ambient air. The interaction length in

the fiber can be reasonably assumed to be the entire length of the fiber. But for the ambient air, the
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Figure 9.6: The Stack-and-draw technique used for manufacturing an AR-HCF. (a) The process
of stacking the capillaries inside a silicon tube. Reprinted from [169]. (b) The same process but
for a different material (As30Se50 Te20). Reprinted from [170]. (c) The procedure of drawing and
coating the fiber. The amount of pressure, temperature, and drawing tension determine the fiber’s
cross-section size (core and the cladding). Adapted from [171].

interaction length is estimated to be twice the Rayleigh range. Finally, Tpump and TStokes are the

coupling efficiencies for pump and Stokes beams, respectively. After substituting all these values

and considering 60% coupling efficiency for both fundamentals, the theoretical enhancement factor

is calculated to be around 170, which is perfectly matching with what we obtain experimentally

(figure 8.3).

Figure 9.7 shows the coherence length as a function of wavelength for the nitrogen in the

AR-HCF. One should note that if the coherent length is sufficiently shorter than the length of the

wave-guide, we need to treat the phase mismatch in the CARS process, including the wave-guide

dispersion, carefully. As seen on this plot, the coherence length for the CARS process in nitrogen is

around 3 mm, which is significantly shorter than the length of the fiber, and hence, the wave-guide

dispersion should be included in the phase mismatching calculations as seen in section 8.2.
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Figure 9.7: Coherence length calculated and plotted as a function of wavelength for the air-filled
AR-HCF used in our wave-guided CARS experiment. The ring model is used for the calculation.
As demonstrated in this plot, the coherence length can be as small as 3 mm for the range of the SC
(1100 nm - 1700 nm) used as the Stokes beam.

9.4 Stack and Draw Technique

Figure 9.6 demonstrates the technique called "stack and draw" used to manufacture the AR-

HCF. First, they stack the fused silica capillaries inside a larger capillary as shown in figure 9.6

(a); then, by exerting proper pressure into the core and capillary and applying heat, they draw the

ensemble vertically. By changing the pressure and drawing tension, they can achieve the desired

fiber size. Figure 9.6 (c) demonstrates the drawing process. In the drawing process, for simple

structures like the revolver fiber, one drawing stage is adequate. However, for HC-PCFs with com-

plicated structures in the cladding, such as many layers of air holes, two drawing stages should

be employed. In the first stage, the stacked assembly is drawn into a cane with the desired outer

diameter. The cane is then inserted into a jacket tube and the final ensemble is drawn through a

set of tractors. The reason for a smaller reduction ratio in the first stage is to prevent structure

distortions. Afterward, a layer of coating is added to the outside jacket as the fiber passes through

the tractors.
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(a) (b)

Figure 9.8: (a) CARS setup. The far left is the CARS microscope. The setup is interchangeable
between the microscope that we use to align the setup, as demonstrated in appendix B and the
wave-guided CARS spectroscopy. (b) 3D-printed gas cell with AR-HCF inside. The cell has two
outlets for pressure control and is mounted on a 3D(XYZ) translation stage.

9.5 Gas Cell for Pressure controlled CARS

After detecting the CARS signal in the air-filled AR-HCF, we also tried to mount the fiber in

a gas cell to repeat this experiment for several gases, such as methane and ethane. We 3D printed

a small gas cell with a tray inside to hold the fiber straight. We used SolidWorks software for the

design. Figure 9.8b shows the gas cell mounted on a 3D translation stage. The gas cell has two

outlets for the entrance and exit of the gas and to conveniently control the pressure. One needs to

simply let the gas in from one outlet and let the air out from the other without using fancy gas cells

that need to be connected to the two ends of the fiber directly. The windows at the two ends of the

cell are two coverslips (Micro Cover Glasses, VWR) glued to the edges with epoxy glue. The rest

of the setup is the same as described in section 8.3.

Figure 9.9 demonstrates the beam profiles before and after entering the same piece of AR-HCF

used before, but this time in the gas cell. These profiles are taken with a Spiricon beam profiler

(Spiricon PY-III-HR-C-A, Ophir Photonics). Even though both beams seemed to be perfectly

in the core, the nitrogen signal that we detected was feeble. We believe this is because the two

windows used at the ends of the gas cells disperse the two beams differently and cause improper
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overlap. Due to the time limitations at the time of this thesis, this part of the experiment could

not move further. We plan to continue this project by running a set of diagnostics to improve the

nitrogen signal in the gas cell and then try CARS signal detection for other gases such as methane

(CH4) and ethane (C2H6) or a mixture.

(a) (b)

(c) (d)

Figure 9.9: Beam profiles of the pump and Stokes beams after the air-filled revolver fiber placed
in a gas cell. Both beams are perfectly in the core. (a,c) 2D and 3D near-field profile of Stokes,
and (b,d) 2D and 3D near-field profile of the pump beam. As mentioned in 8.2, unlike the Stokes
beam, the pump beam does not have a clean Gaussian profile.
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9.6 CARS in AR-HCPCF filled with Goat Anti-Human IgG Antibody

Human health relies on the accurate and quick detection of antibodies generated in blood

for evaluating the immune response of the body to contagious diseases such as the novel coro-

navirus, also known as COVID-19. Antibodies are Y-shaped proteins (shown schematically in

figure 9.10(right)) produced by white blood cells to block the virus from intruding. The human

body is capable of producing two different types of antibodies, some of which are temporary and

some permanent, meaning that they have a memory to remember the intruder and attack it again in

case of exposure. Immunoglobulin M (IgM) is one of the first types of antibodies produced when

fighting a virus. The second type that is generated second is immunoglobulin G (IgG) which can

be found in the blood test of patients that are exposed to the virus whose bodies had an immune re-

sponse to the disease. In this section, I will discuss a method of antibody detection using HCPCFs

in CARS spectroscopy.

HCPCFs have many applications as fiber-optic chemical sensors (FOCS) and biosensors (FOBS)

[172]. They are also a great tool to improve many non-linear processes such as stimulated Raman

scattering (SRS) and CARS [141] in biological samples. An analyte, such as a protein solution or

blood sample, can flow through the air holes in the core and/or the cladding of an HCPCF through

direct pumping, injection, or simply by capillary action[173] and form a periodic or a spatially

chirped photonic lattice within the cylindrical rod of the host glass [174]. With suitable optimiza-

tion of the fiber structure, the optical readout can be dramatically enhanced due to improved spatial

overlap between the optical fields and the analyte, improving the output signal up to several orders

of magnitude.

For this section, we use the same experimental setup used for section 8.3 but with a different

fiber. This time, we use a 3-cm-long AR-HCPCF filled with goat anti-human IgG antibody. To fill

this fiber, we use a glass capillary with one side heated and drawn to be as narrow as the AR fiber.

We then use a pair of tweezers to gradually break the tip until the fiber fits inside the capillary. We
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use relatively weak glue to secure the capillary to the fiber to avoid any leak while pumping the

antibody into the capillary.

Heavy Chain

Light Chain

Antigen 

Binding Site

Filled by pumping

Filled by 
functionalizing 

method

Figure 9.10: The schematic of the IgG-filled AR-HCPCF’s interior filled with two different meth-
ods. In the first method, the antibody is coated in the interior and exterior walls of the air holes (the
core and the six rings). In the second method that is used in this section, we only pump the anti-
body solution into the fiber and let it dry. As shown in this figure, antibody molecules are stacked
on top of each other in a non-monolayer manner (left). The structure of the antibody molecule
(right). The heavy chain labeled on the antibody molecule is the large polypeptide sub-unit, while
the light chain is the small polypeptide subunit of an antibody.

We then start pumping the antibody solution into the fiber several times to make sure that all

interior surfaces of the AR structure are covered by the solution and then let the fiber air dry for

at least four hours to leave a residue in the fiber. The last step is necessary to ensure that the

CARS signal will not be absorbed by the water in the solution. A better way to fill the fiber is a

proper functionalization in which the antibody molecules stick to the interior parts of the fiber in

a monolayer manner, as shown in figure 9.10(left). However, this needs a very specific procedure

that we decided to use after trying our pumping method to see if we can detect any signal and then

invest in more proper and complicated methods. Figure 9.10(right) shows the simplified structure

of the antibody molecule and compares the two methods of filling the fiber.

Figure 9.12 shows the raw data taken on the glass slide covered with the antibody residue

compared with the data taken from the antibody residue in AR-HCF. The blue curve is the raw data

(the background is not removed) from the sample on the glass slide, and the red curve is taken from

the IgG residue in AR-HCF (also, the background was not removed). The two plots have a similar
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(a) (b)

(c) (d)

Figure 9.11: Process of filling AR-HCF with goat anti-human IgG antibody. (a) The thinned-out
capillary is glued to the AR-HCF under the microscope. The glue is left to dry for no more than
2 hours so the solution does not leak during the injection, but the glue can be easily removed after
the filling process is over. (b) Filling the fiber with IgG by injecting the solution of IgG into the
capillary. (c) The stretching machine is used to thin out one side of the glass capillary to have a
compatible diameter with the AR-HCF. (d) The pump system is used to fill the fiber. The IgG is
pumped into the fiber several times to ensure it covers the most internal surfaces of the fiber. After
this step is completed, the fiber is left at room temperature for at least four hours for the liquid to
evaporate, and the IgG residue remains in the fiber’s internal surfaces.
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Figure 9.12: The Raw data from an IgG sample on a glass substrate (blue curve) compared to
a 3-cm-long IgG-filled AR-HCF (the red curve is scaled to be comparable with the blue curve).
However, they both follow the same trace, and the signal taken from the fiber is many times weaker.
The green curve is the data taken only from the glass substrate.

trace. However, the data from the IgG-filled AR-HCF is taken in a ten times higher acquisition

time and hence, is much weaker. This might be due to the inhomogeneous linear refractive index

profile, such as that occurring in biological tissues that is shown to significantly alter stimulated

Raman scattering (SRS) and coherent anti-Stokes Raman scattering (CARS) microscopy images.
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9.7 Conclusion and Future Work

We investigate the CARS signal detection in two types of fiber with different wave-guide mech-

anisms; HC-1060 with photonic bandgap mechanism and AR-HCF with the anti-resonant reflective

optical wave-guiding mechanism. Our findings show that by using a short piece of AR-HCF, we

can enhance the CARS signal of nitrogen up to 170 times. We plan to run a similar experiment but

for different types of gases, such as methane and ethane. This is the plan for the experiment, as led

by graduate student J.T. Florence, next year. AR-HCF also is a great candidate for CARS signal

detection in biological analytes such as IgG. Having a large core helps with filling the fiber, and

the order of enhancement reduces the need for high pulse energies and consequently damages the

sample. We detect a weak signal from IgG-filled AR-HCF, which resembles the signal collected

from the same analyte on the glass microscope slide. We also plan to further invest and improve

this experiment in the future.
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10. SUMMARY AND FUTURE WORK

This dissertation details the two imperative applications of molecular coherence; ultrafast

waveform production by synthesizing coherent Raman sidebands generated in Raman crystals

alongside the CARS signal enhancement in hollow-core photonic crystal fibers. We achieved

our goal of generating near-single-cycle pulses (4.8 fs) with desired waveforms by synthesizing

the coherent Raman sidebands and optimizing the overall spectral phase. We then measured and

analyzed these pulses by employing two separate methods: ix-FROG and multi-photon ionization.

Using the first technique, we fully retrieved the phase and the amplitude of the generated pulses;

however, the second measurement method has yet to be improved. Graduate student N. Marshall

is planning to continue this experiment in the near future. We also investigated the phase-only

control by studying the transfer of the TC of optical vortices in coherent Raman processes. Our

results show that the value and the sign of the TC of each coherent sideband obey a simple relation-

ship with the TC of the input pump and Stokes beams, resulting from the conservation of angular

momentum for created and annihilated photons. We also study another consequential application

of the coherent Raman effect; CARS spectroscopy, in particular, wave-guided CARS. We explore

the possibility of enhancing the blue-shifted CARS signal for multiple gaseous and liquid samples

such as antibodies. We successfully showed that by using a short straight piece of AR-HCF, we

could improve the CARS signal in gaseous media up to two orders of magnitude. Although we

were not able to show significant enhancement of the CARS signal in biological analyte with a

similar benchmarking, we are confident that our current experiment is a strong foundation for our

group’s future works.
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APPENDIX A

BASIC ALIGNMENT METHODS

This appendix is dedicated to some basic but extremely handy information on optimizing the

alignment of the setup to generate the coherent Raman sidebands in diamond (or PbWO4) crystal,

and repeat the optimization if needed. Moreover, some data collected by a spectrometer to detect

the weak SHG and SFG signals of the coherent Raman sidebands are presented.

Figure A.1 is a visual display of how to achieve the overlap between the two fundamental

beams to produce a set of mutually coherent Raman sidebands in the diamond crystal. (a, b, c)

Demonstrate the generation of the SFG, FWM, and simultaneous SFG/FWM signals in a 1 mm-

thick BBO crystal. It is best to find each beam’s SHG signal while the other beam is blocked.

This can be done by placing the BBO crystal on a rotating mount. We then adjust the angle to

find the best SHG signal for each beam, separately and then adjust the angle right in between the

two recorder values. Afterward, we tweak the delay stage of either beam (we keep the stage of the

pump fixed and only vary the Stokes’ stage) until we observe the SFG signal. By moving the BBO

slightly back and forth manually and fine-tuning the mount’s angle again, we can observe the SFG,

SHGs, and FWM simultaneously. This would be the perfect position to place the diamond. Figure

A.1(d) shows the coherent Raman sidebands exiting the diamond after (c) was achieved and BBO

was substituted by the diamond. To increase the power of the input beams while avoiding several

parasitic effects in the diamond, we place the diamond slightly off-focus. The Raman sidebands’

shape and power can be optimized further by changing the time delay on the SDG box as well as

resizing the input beams using irises as long as the parasitic effects are avoided. If the trace of

the sidebands appears slanted, we tune the vertical spatial overlap between the two beams. Tuning

the pulses’ chirp can also improve the quality and the power of the sidebands. Every time that we

restart the laser system, there is a risk of losing the sidebands due to the optics, mechanical parts,

and oscillator’s instabilities. If that is the case, we first tune the time delay between the beams.
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(a) (b)

(c)

(d)

Figure A.1: The overlapping procedure of the pump and Stokes in the BBO and the diamond
crystals to generate the multi-color Raman sidebands. Real photos of the SHG of both pump and
Stokes beams with (a) their SFG signal in the middle, (b) the FWM signal next to the SHG signal
of the pump beam, and (c) both SFG and FWM signals appearing simultaneously. The bright spot
on the left side of the SHG of the pump is the reflection of the FWM from a different surface of
the diamond. (d) Generation of the coherent Raman sidebands after the diamond. When (c) is
observed after the BBO, it means a perfect spatial and temporal overlapping of the two beams. By
replacing the BBO with the diamond at the exact same location, sidebands appear with little to no
need for extra alignments.

Then, we check the spatial overlap by fiddling with only one designated mirror right before the

diamond. If the sidebands did not get restored, we need to run a set of diagnostics and repeat most
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of the steps from the beginning. If the sidebands appear, but the power is slightly lower than usual,

we would check the OPA (optical parametric amplifier) and adjust the crystal angle and the time

delays between the involved beams (delay 1,2 as shown in figure A.2 ) inside it until the power

of the Stokes is preserved. These adjustments can be done by changing the numbers on the OPA

panel which is shown in figure A.2.

Figure A.2: The OPA panel allows the generation of pulses with adjustable frequencies. The
Stokes beam used in chapters 4-6 is the SHG of the idler beam of the OPA. The top four rows
allow us to change the wavelength of the Stokes and its power for better results in generating the
coherent Raman sidebands. SHG-I stands for the second harmonic generation of the Idler
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Figure A.3 illustrates the detection of the weak SFG signal of each sideband in conjugation

with the Ref pulse. While for the low-order sidebands SFG signal can be detected by naked eyes

(in a dark enough room) or a UV-detecting slow-fading phosphorescent card (250-540 nm, VRC1,

Thorlabs), detecting the SFG created by the higher order sidebands with low power is not as simple.

Hence, we use a spectrometer to detect the signal while adjust the angle on the BBO crystal’s

rotating mount and tweak the delay stage as described above.

In figure A.3 (b), the green dotted curves show the SHG of each sideband at their proper angle

(these are not shown on the other plots). After each is at its highest, we record the angle and then

find the number right in between and set the mount on that number. The SFG does not appear

instantly, and we usually need to adjust the time delay between each couple, afterward.
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Figure A.3: SFG signal detection for different combinations of the sideband pairs. To find the
same frequency of two different sidebands, both beams are focused on the BBO. Then one beam
is blocked, and the crystal is rotated until the other beam’s SHG signal is detected on the spec-
trometer. The corresponding angle on the crystal’s mount is recorded, and the process is repeated
for the second beam. Then, both beams get unblocked, and the mount is set to an angle right in
the middle of the two recorded ones. If the beams are aligned well and overlapping both spatially
and temporally, their SFG signal should be detectable right in the middle of the two wavelengths.
Green dotted lines in (b) show the peak intensity of the SHG signals of each sideband at a different
angle. The blue solid line shows the SFG of the combination.
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APPENDIX B

USING CARS MICROSCOPE FOR BEAM ALIGNMENT

Before detailing the use of our CARS microscope to achieve the best alignment for the CARS

in AR-HCF setup (figure 8.2) and overlap the two fundamental pulses (pump and Stokes) in spatial

and temporal fashion, in the section below, I briefly describe the CARS microscope that was used

for this purpose.

B.1 CARS Microscope Description

Figure B.1(a) shows our CARS microscope whose main part is a commercial up-right micro-

scope (LV-series, Nikon). Whenever needed, we can easily switch between laser-scanning CARS

imaging and bright-field imaging by fixing the top trinocular and using a sliding mirror above the

epi-illuminator. We use a 40X reflective objective (LMM-40X-P01, Thorlabs) for the alignment

and bright imaging as seen in figure B.1(b,d). The efficiency of the transmission for the funda-

mentals is 30% after this objective. We then use another objective (20X Plan Fluor, Nikon) with

the same numerical aperture (NA) of 0.5 to collect the signal after the sample and send it to the

CCD spectrometer. We use proper ND filters to block the strong fundamentals for signal detection.

The CARS microscope enables 2D imaging in the horizontal (XY) plane by using a motorized

scanning stage (OptiScan, Prior Scientific) with a minimum resolution of 1 µm. For Z-direction

scanning, we use two identical z-drives (PS3H122R, Prior Scientific) to move the top and the

bottom objectives simultaneously.

B.2 Beam alignment method

The CARS microscope facilitates the process of setup alignment and fundamental beams’ over-

lap. We record the exact position of each beam (pump and Stokes) on the microscope using a soft-

ware called uEye Cockpit (UI326xCP-M). Each time the setup needs to be aligned (for example,
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when the SC alignment is disturbed due to temperature fluctuation or instability of the stage that

the LMA fiber is located on) we refer to the saved position on the software and realign the beams

accordingly. The Stokes beam profile captured by the CARS microscope is shown in figure B.1 (d).

(a)

(b)

(d)

10 μm

(a)

(c)

Figure B.1: Using the CARS microscope to align fundamental beams by optimizing the CARS
signal of the polystyrene (PS) beads. (a) The CARS microscope, (b) a 2D image of PS beads
under the microscope, (c) the CARS signal of the PS beads at 3050 cm−1, and (d) the beam profile
of the Stokes beam under the CARS microscope which illustrates the exact pattern of the SC after
exiting the LMA fiber. We then use an iris to clean up the profile to approach a more Gaussian-like
profile. By optimizing the CARS signal of the PS beads to reach its highest CCD count, we ensure
that the two beams, pump and Stokes, are properly overlapping both spatially and temporally.
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For the two fundamental beams’ overlapping, we use the same process for a rough alignment

and then perform extra fine-tuning by optimizing the CARS signal of polystyrene (PS) beads. We

chose PS beads for the alignment because the sample preparation is relatively straightforward, and

their CARS signal is easy to detect. Figure B.1 (b) shows the PS beads as singlets and in the cluster

under the microscope. Figure B.1 (c) shows the CARS signal of a single PS bead at 3050 cm−1.

By optimizing this signal to its highest CCD count, we ensure that the two beams are perfectly

overlapping both spatially and temporally. We achieve the temporal overlap by adjusting the delay

stage of the Stokes beam (figure 8.2) located before the microscope.
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