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ABSTRACT

The widespread use of smartphones by most of the population has made smartphone data highly

valuable in gaining insights into users’ behavior by capturing their daily activities. This data can

be leveraged to predict user behavior and intentions, forecast their location and suggest places

and activities. Machine learning and deep learning techniques have been employed to extract

hidden and valuable information from complex and diverse behavioral data to improve the ability

to recognize and utilize human activities across different domains. The data is collected using

various sensors, and learning algorithms generate valuable predictions in fields such as medicine,

travel, and energy consumption. A robust framework is essential to perform these tasks, and in this

thesis, we present a framework for collecting, processing, anonymizing, and predicting data.

Prior studies have employed different sensor data to capture various types of human activity.

However, to capture and predict user behavioral patterns and intentions, we utilized commonly

used sensors of smartphones, such as Bluetooth, Wi-Fi, and charging ports, which users frequently

utilize. We developed an Android application to gather information from these wireless sensors and

GPS. This research evaluated the accuracy and efficiency of three machine learning and four deep-

learning architectures based on convolutional neural networks and LSTM variants. Additionally,

we introduced a deep-learning architecture that employs ResNet and LSTM, which outperformed

the traditional approach of combining convolutional networks with LSTM. The proposed model

achieved high accuracy rates of 90.058% and 90.261% for predicting user locale and intent, re-

spectively. Overall, this study highlights the potential of smartphone-based wireless sensor data

and location services in predicting user activity and location. It emphasizes the importance of

effectively utilizing deep learning techniques to process and analyze this data type and provides

insight into leveraging smartphone data to predict human behavior in various application areas.
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1. INTRODUCTION

1.1 Smartphones: Their Usage and Importance

The invention of the telephone was a significant milestone in communication, bringing about a

revolutionary change in how people communicated over long distances. Before its creation, com-

munication over long distances often took days, if not weeks, to complete. The telephone enabled

people to connect with others within a matter of minutes or hours, thereby transforming the way the

world communicated. With the rapid advancement of technology, the telephone underwent several

changes and transformed into a hand-held device. Since its inception in 1992, the smartphone has

brought about another wave of transformation in the field of communication, offering a wide range

of features, including internet browsing, gaming, and social networking.

With further research and technological advancements, smartphones have evolved into sophis-

ticated devices that can monitor and track various aspects of a user’s life, including their health and

fitness, daily activities, and location. The sensors integrated into smartphones can provide precise

location information, reduce background noise during calls, record calls, and even integrate deep

learning algorithms with camera hardware to enhance image and video quality.

The widespread availability and usage of GPS-enabled smartphones have also made collecting

data for research in human activity recognition easier, providing valuable insights into people’s

behavior and movements. Smartphones have also emerged as essential tools for people with dis-

abilities, helping them navigate and communicate easily.

Moreover, smartphones can serve as a lifeline during emergencies, enabling users to send SOS

signals, quickly spread news, and monitor activities in real time. During the COVID-19 pandemic,

for instance, smartphones played a crucial role in tracking the spread of the virus and facilitating

contact tracing efforts. In short, smartphones have become an integral part of daily life, enabling

people to stay connected, informed, and productive. With the constant evolution of technology,

smartphones will likely continue transforming how we communicate and interact with the world.
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1.2 Human Activity Recognition

Human Activity Recognition (HAR) research has expanded rapidly due to its wide application

in various fields. In particular, it is being utilized in medical services such as pervasive health-care

[1], elderly physical activity monitoring [2], physical activity detection [3][4], travel mode identi-

fication [5], and indoor localization [6]. Furthermore, HAR is also widely used in smart homes to

provide recommendations on energy conservation and health using user data. The usage of smart-

phones and wearable sensors such as smartwatches in HAR helps to understand the behavior and

habits of users, as well as provide insights related to their health using parameters like heart rate,

sleep, and activity cycle.

Smartphones are increasingly used to personalize recommendations in shopping, entertain-

ment, recreation, and other areas. These recommendations include groceries, movies, games,

restaurants, and outdoor activities. Many studies focus on the smartphone data generated from

GPS and sensors such as a gyroscope, magnetometer, barometer, and accelerometer, using which

researchers can predict users’ activities, such as walking, stillness, running, climbing stairs, and

going up or down in an elevator. We can use smartphone data to predict the user’s location, which

can help in personalized recommendations and intent predictions beyond just activity predictions.

The application of user locale and intent prediction extends to energy conservation at home, food

and activity recommendations based on the user’s lifestyle, and more. One of the challenges in

studying smartphone-based data is the public availability of datasets owing to their sensitive na-

ture. To overcome this challenge, we introduced an android application for data collection from

users and mechanisms to anonymize the raw data.

1.3 Machine Learning

Machine learning is a field of computer science that enables machines to learn from data and

make predictions or decisions without being explicitly programmed. It is a subset of artificial intel-

ligence that uses algorithms and statistical models to analyze and identify patterns in large datasets.

Machine learning has numerous applications in various industries, including healthcare, finance,
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retail, and marketing. It is used for image recognition, natural language processing, fraud detec-

tion, predictive maintenance, and personalized recommendations. With the increasing availability

of data and computing power, machine learning is essential for businesses and organizations to

gain insights, improve efficiency, and enhance customer experience.

1.4 Deep learning

Deep learning is a subfield of machine learning that has been rapidly growing and revolution-

izing many industries in recent years. It is an artificial neural network that uses multiple layers of

interconnected nodes to learn from large datasets and make predictions or decisions. Deep learning

has been successful in tasks such as image and speech recognition, natural language processing,

and autonomous vehicles. The key advantage of deep learning is its ability to automatically dis-

cover and extract complex features from raw data, which makes it suitable for tasks that involve

large amounts of unstructured data. However, deep learning models are complex and require large

amounts of data and computational resources to train. Despite these challenges, deep learning can

transform many industries and solve some of society’s most challenging problems.

1.5 Research Motivation & Goal

The widespread use of smartphones has enabled access to data that provides insights into a

person’s behavior and intentions. This has led to an opportunity to deliver personalized recom-

mendations that cater to users’ interests based on their smartphone usage data. Recommendations

can cover a range of topics, such as content, restaurants, activities, and lifestyle, with a focus on

energy consumption and savings becoming more critical. Additionally, predicting a user’s next

location or intention is vital for suggesting new places and activities. The increasing reliance on

smartphones in everyday life highlights the importance of utilizing their data to deliver customized

and meaningful recommendations to users. This research aims to motivate the use of smartphone

data to provide users with personalized recommendations and enhance their overall experience.

This research study aims to showcase the potential of smartphone-based wireless sensor data

and location services for predicting user activity and location. The study emphasizes the signifi-

3



cance of employing deep learning techniques for efficient processing and analyzing smartphone-

based data. By leveraging smartphone data, the study seeks to provide insights into predicting

human behavior and demonstrate the usefulness of such predictions in various areas. The research

findings enhance our understanding of how smartphone data can be harnessed for prediction, al-

lowing for informed decision-making in diverse domains.

1.6 Research Contributions

This research has the following contributions.

1. A framework is introduced that can be used for the user’s locale and intent prediction using

GPS data and wireless sensors like Bluetooth and Wi-Fi data. It utilizes Google Cloud

Platform (GCP) and Cloud Firestore to manage and store the data collected effectively and

securely because GCP allows seamless integration with android applications and ensures

secure data transmission from the app to the Cloud Firestore database.

2. An android application was developed and integrated with GCP for data collection and stor-

age.

3. A deep learning architecture using Residual Network (ResNet) and Long Short-Term Mem-

ory (LSTM) is proposed, and the approach is benchmarked, which achieved greater accuracy

with 90.058% and 90.261% for location and intent prediction, respectively.

4. User locale and intent prediction and evaluation of its accuracy.

For the proposed architecture benchmark, we selected LSTM, convolutional LSTM, Convolutional

Neural Network (CNN) with LSTM, and machine learning models like Random Forest Classifier,

XGBoost Classifier, and SVM that were used in previous research.

1.7 Thesis Organization

The rest of the thesis is organized as follows.

• Chapter 2 offers a summary of previous research and studies carried out on Human Activity

Recognition using smartphone-based data.
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• Chapter 3 depicts the initial stage of the research, which involves data collection, and pro-

vides a detailed description of the various techniques used during the process.

• Chapter 4 presents information about the data processing techniques employed in the re-

search to prepare the data for training.

• Chapter 5 provides details about the hardware and software specifications, as well as infor-

mation about the training of the model.

• Chapter 6 describes the three machine learning approaches employed in the research as part

of the benchmarking process for evaluating the proposed model.

• Chapter 7 provides details regarding the architecture of the four deep-learning models em-

ployed in the thesis, including the proposed model.

• Chapter 8 displays the outcomes of the thesis, with a particular emphasis on the accuracy

metric.

• Chapter 9 presents a summary of the findings and conclusions obtained from the thesis,

outlining the challenges encountered throughout the research process. Additionally, it offers

insights into potential areas of future research.
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2. BACKGROUND & LITERATURE REVIEW

The research in reference [7] focuses on the individual’s behavioral patterns and habits and the

regularity of activities performed in a group. To capture these, the location data is obtained from

mobile phones. This study uses the technique of clustering of location and their integration with

the map and point of interest information to identify different regions of interest, which are further

utilized in the user’s location prediction that involves the user’s current location, latest time, and

prediction time. A framework that uses location-based recommendations using the geographic and

semantic features extracted from the user’s GPS trajectory is provided in the reference [8]. This

research proposes a Bidirectional LSTM model for next activity predictions and uses a Similarity-

based Markov Model to recommend the next locations.

Antonio and Chávez have also conducted similar research using Markov models, where they

made future predictions using Hidden Markov Models [9]. They used Points of Interest (POI) to

predict a user’s next POI, considering their history of POIs. They also provided a hypothesis that

the user’s data follows the Markovian concept when the data points are grouped by weekday and

daytime. They also supported this hypothesis through their research.

Another interesting approach to the Hidden Markov Model can be seen in the study conducted

by Liu, Zhao, and Han. They proposed a spatio-temporal dynamic time warping algorithm, and

Zhu [10]. They used activity data from Call Detail Records (CDR), which are obtained from mobile

phones, and used their proposed algorithm to analyze the user’s traffic and activity data. Through

their study, they tried to reveal the user’s behavior patterns and classify them into four categories as

dining, working, entertainment, and resting modes. Also, they classified the transportation modes

as public transport or private car. The study uses a Hidden Markov Model to find out the user’s

activities and also uses deep learning methods for human activity prediction.

Deep learning methods have also been used in other research to determine the activities of

humans. One such research described in reference [11] utilizes the spatial location data, which

is collected using Ubisense, and employed three deep learning algorithms: Convolutional Neural
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Network (CNN), Artificial Neural Network (ANN), and Long Short-Term Memory (LSTM), and

predicts the six different types of indoor activities, which can be categorized as textitwalking, sit-

ting, lying, standing, jumping, and jogging. The study was mainly done to assist other researchers

in effectively using neural networks with spatial location data.

The knowledge of spatial-temporal activity preference (STAP) has advanced with the increase

in location-based social networks (LBSNs). LBSN has the potential in recommendations, adver-

tisements, and other applications. Yang, Zhang, Zheng, and Yu proposed a STAP model [12],

which models a user’s activity preference. It uses users’ historical data to determine their interest

in an activity during a particular time and location.

Besides determining the user’s activity, deep neural networks have also been used in applica-

tions such as indoor localization. The research in reference [6] uses a deep convolutional neural

network to utilize data from accelerometers, magnetometers, gyroscopes, and barometers for rec-

ognizing and classifying nine different types of activities. Most previous works on smartphone-

based data focused on making location recommendations using spatial data or determining human

activities using machine learning, deep learning, or Markov models. Through this research, we aim

to use the commonly used sensors of smartphones like Wi-Fi, Bluetooth, GPS, and charging ports

and utilize their data to understand and predict human behavior and intention, including the next

location type of the user. As the effectiveness of convolutional neural networks in activity and lo-

cation predictions has been demonstrated in previous research, we have utilized residual networks,

a variant of the deep convolutional neural network, in our proposed model.
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3. DATA GATHERING

Data Gathering is the first step in any research. It describes the procedures for collecting data

required for research and analysis. In our research, several steps were taken as part of the data-

gathering procedure. The following sub-sections provide a detailed account of the various steps

and actions taken throughout the research to gather and process the data, making it training-ready.

3.1 Android Application

For the study, we collected data from wireless sensors and location service of smartphones

using an android application. The android application runs on android version 12 and higher and

requests permission for Location, activity, and to run in the foreground from the user. It uses the

WiFi, Bluetooth, and location services of android to connect with the smartphone’s hardware and

gather the data points. Some of the android services used in the application build include

• BluetoothAdapter

• BluetoothManager

• BluetoothDevice

• WifiManager

• GPS

• FirebseAuth

• FirebaseUser

• FirebaseFirestore

The BluetoothAdapter, BluetoothManager, and BluetoothDevice are used for Bluetooth sensor

data, while WifiManager is used for WiFi sensor data. The location data are derived from GPS

sensors of the smartphones, while FirebseAuth and FirebaseUser handle the user authentication
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and authorization in the application, and FirebaseFirestore deals with the Cloud Firestore database.

The application can detect whether WiFi and Bluetooth are turned on or off and distinguish the

different types of Bluetooth devices as per the device types defined in the android, which includes

• audio_video

• computer

• health

• networking

• peripheral

• phone

• wearable

Fig. 3.1a and Fig. 3.1b show the application’s main menu and home page, respectively. The

user needs to authenticate using a Google account, and Google Firebase handles the authentica-

tion and authorization part. Twenty-three users used the application and provided consent before

data collection. The app remains active throughout the day and sends data to the Cloud Firestore

database every 60 seconds or when the user’s location changes by 10 meters. 148, 124 data points

are collected from 23 users over two to three weeks. Fig. 3.1 shows three views of the android

app built for data collection, where Fig. 3.2b and Fig. 3.2d represent the activity log and location

log that users can use to check their activity and location information, respectively. The following

three permissions need to be enabled by the user while running the application for the application

to collect data.

• Location

• Activity

• Foreground run
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These permissions are an essential part of the application as they give the user control over

the collected data. Fig. 3.2a and Fig. 3.2c show the activity and location permissions, respectively,

being asked of the user when the application is installed and used for the first time after installation.

Each time the user installs the application, the permission prompt is shown to the user for their

approval.

(a) Main menu (b) Home page

Figure 3.1: Android application screenshots built for data collection
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(a) Activity access permission

(b) Activity logs

(c) GPS location access permission

(d) Location logs

Figure 3.2: Android application permissions and logs screenshots

3.2 Data Storage

The raw data from each user’s smartphone is saved in the Cloud Firestore database. It is a

flexible, No-SQL, and scalable database solution provided by Google for client and server-side

11



development and synchronization. We chose to use Cloud Firestore because of the following

reasons that were very important for our use case.

• Cloud Firestore can provide offline support. If the device becomes offline, the data is cached

in the smartphone, and data synchronization between the application and the server happens

once the device returns online. This feature helps our use case because the device can get

offline for unknown reasons, and the data collected during that period is preserved. This

feature allowed us to remove the data loss due to network inconsistencies.

• The Cloud Firestore stores data as documents and uses collections to group the documents.

Each document stores all data parameters for a single timestamp for one user in key-value

format.

The data collection holds the data for each user as documents, where each user document con-

tains a subcollection that includes the documents about that user for each timestamp. It forms

a hierarchical data structure like /data/<user>/location/<documents>. Fig. 3.3 displays the lo-

cations a user visits over 24 hours, where the yellow marker denotes the starting point, and the

orange marker denotes the end point of the movements for that day. Fig. 3.4 shows the structure of

data and the parameters stored in the Firestore database. The permissions provided in the database

ensured that each user could view their location details when logged into the application.

Google Cloud Platform (GCP) is used to process the raw data into anonymized data, as security

and anonymization are required when dealing with personalized data. Anonymity is one of the

main reasons why personalized data is challenging to obtain. For the anonymization process, we

used Google Cloud Storage Buckets and Google BigQuery, where Google BigQuery is the data

warehouse solution of GCP.
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Figure 3.3: Single-day movement data points of a user

Apart from the required parameters, a few extra parameters are added to the raw data as part of

the Firebase authorization process that includes Username and User Email. These parameters are

removed from the final anonymized dataset as part of security measures. The required parameters

collected using the android application include

• Timestamp

• Latitude

• Longitude

• Charging type

• Charging status

• WiFi status

• Bluetooth status

• Bluetooth device type

13



Figure 3.4: Google Cloud Firestore database

3.3 Data Movement

An intermediary step was employed to move data from Cloud Firestore to Google BigQuery,

temporarily storing the data in a Google Cloud Storage Bucket. The raw data is exported in CSV

format and saved to the Cloud Storage Bucket before being imported into Google BigQuery for the

final anonymization process. This approach ensures that data is transferred securely and efficiently

while maintaining the data’s integrity throughout the process. By leveraging the capabilities of

Google Cloud Storage and Google BigQuery, data can be effectively moved between systems,

making it accessible for analysis and other purposes. Overall, this approach represents a valuable

tool for managing and analyzing data across various platforms and systems. The overview of the

data movement steps showcased in Fig. 3.5 is enumerated below.

1. Export the raw data from Cloud Firestore to Google Cloud Bucket in flat file format (CSV

format).

2. Import the CSV file from GCP Bucket to GCP BigQuery.
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3. Anonymize the raw data in Google BigQuery.

Figure 3.5: Part of architecture showing data movement inside Google Cloud

3.4 Data Anonymization

Ensuring data anonymity is critical as it obscures data points in a way that prevents user in-

formation identification. It not only masks the data but also protects user identity from the wrong

usage. The below steps are taken for the data anonymization process in our research.

1. We removed the user’s email and name, which were added to the metadata when users signed

in using their Google accounts.

2. A random number is assigned to each user, and their corresponding information is marked

with user_i, where i represents a randomly generated integer.

3. We replaced WiFi names with Boolean values to mask the user’s smartphone connection to

any WiFi network.
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By taking these steps to anonymize the data, we can maintain user privacy while still providing

valuable data for analysis and other purposes. This approach helps safeguard sensitive information

and protects the data from unauthorized access or use. Fig. 3.6 shows part of the anonymized data

in Google BigQuery, the data warehouse solution of GCP.

Figure 3.6: Part of the anonymized data in Google BigQuery data warehouse

3.5 Summary

This chapter outlines the techniques utilized to ensure efficient and precise data-gathering for

the research, highlighting its importance in obtaining accurate and reliable analysis. Several steps

were considered while ensuring user anonymity during the data collection process. This is a vital

aspect of the research as obtaining good quality data will enable effective and appropriate research

outcomes.
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4. DATA PROCESSING

After Data Gathering, Data Processing is the next step in our research. It provides a detailed

account of processing the raw data collected in the previous step. This procedure ensured that the

data format was in the proper format and followed the correct guidelines outlined in the research.

This also helped generate initial data analysis and understand the nature and pattern of the data

before using them as training data for various models used in the research. To prepare the dataset

for model training, we processed the data by adding new features and ensuring it was ready for

training. The following two steps are used as part of the initial data processing. By taking these

steps to process and organize the data, we optimized its suitability for training and improved the

accuracy of our resulting models.

1. We reviewed the data to identify any irregularities in the number of unique locations associ-

ated with each user. In cases where the number of unique locations for a user was found to

be only one, we excluded that data as it would not be meaningful for training purposes.

2. To organize the data for training, we sorted it based on each user’s timestamp, with the

earliest timestamp representing the first data point and the latest timestamp representing the

last data point for each user.

4.1 Places of Interests determination

The data’s latitude and longitude are utilized to identify the places of interest. As the location

data is in single-point format, the DBSCAN algorithm was employed to cluster the locations within

a 200 meters radius for each user. The distance metric utilized for clustering was the haversine

distance metric, which calculates the distance between two points on earth using the degree value

of the points. The DBSCAN algorithm is sensitive to outliers and facilitates outlier detection. After

employing the DBSCAN algorithm, the data points identified as outliers were removed. A total of

170 clusters were formed for all users by the algorithm.
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We utilized the geopandas library of Python to compute the convex hull of each cluster and

obtain the polygon of the cluster geometry. The geometry’s compact polygon details contain all

the points within it. We filtered out data points that did not form a polygon, which accounted for 43

clusters. After calculating the convex hull, we used the geopy Python library to reverse-geocode

the centroid of each cluster, which provided us with the street address of each centroid point,

indicating the locations of interest. We then categorized these locations into seven types, namely

Home (H), Restaurant (RT), University (U), Office (O), Recreational Centers (RC), Airport (A),

and Supermarket (S). We selected these types based on the users’ characteristics and the types of

locations they visited the most. Fig. 4.1 represents the hourly categorization of data of four users.

Figure 4.1: Hourly categorization of data per user
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4.2 Attributes Addition and Categorization

It is crucial to translate attribute values into corresponding categorical values because the ar-

chitecture of the models does not support using attributes in decimal format for latitudes and

longitudes and text format for Bluetooth device categorization. The categorical values for the

three different charging types, Charging:unplugged, Charging:battery_plugged_ac, and Charg-

ing:battery_plugged_usb, are 1, 2, and 3. Similarly, the Bluetooth device type and status are com-

bined to create five distinct categories, each with a value between 1 and 5. Based on whether WiFi

was turned on or off and whether the battery was charging or discharging, we converted the WiFi

and charging status data to binary values of 0 and 1, respectively.

The dataset now includes a new attribute called hour that specifies the time of day in 24-

hour format. After extracting the weekday information from the timestamp data, we added two

attributes, weekday and daytype, which stand for the types of weekday and day, respectively. The

weekday attribute denotes the day of the week with Monday through Sunday mapped as 0 - 6, and

the daytype attribute contains the binary value of 0 and 1. The seven locations, which include H,

RT, U, O, RC, A, and S, are also mapped to values from 1 - 7 in the same order. Additionally, to

predict user intent, we mapped the seven locations to five different intents consisting of Shopping,

Recreation, Work & Travel, Studying, and Chilling. We also mapped these five intents to integer

values between 1 and 5. Table 4.1 provides five randomly sampled parameter data, and Table 4.2

contains the labels of the same five randomly sampled users from the final processed dataset. The

final dataset contained the following attributes used during model training.

• user

• hour

• weekday

• daytype

• charging_type
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• bluetooth

• wifi

• charging_status

Table 4.1: Sample parameter dataset used for model training and testing

Parameters
user hour weekday daytype charging_type bluetooth wifi charging_status
5 11 4 0 1 5 1 1
11 17 0 0 1 1 1 1
13 1 4 0 2 4 1 2
18 2 6 1 1 3 2 1
18 13 4 0 1 3 1 1

Table 4.2: Sample label dataset used for model training and testing

user Location label Intent Label
5 3 4
11 1 5
13 1 5
18 1 5
18 1 5

4.3 Summary

This chapter describes the techniques utilized to process the anonymized data for the research.

The data processing procedure involves two significant steps, namely identifying Points of Interest

(POI) and mapping them to seven predefined location categories, and adding further attributes as
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features during the model training phase. Additionally, the feature data is assigned integer values

based on their respective categories to facilitate the model’s comprehension and training. For this

research, the location types are categorized into seven different types based on the initial data

analysis of each user’s data. Also, the intent types are kept to five in this research and are based on

the different location types of users.
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5. REQUIREMENT SPECIFICATIONS & MODEL TRAINING

5.1 Software/Hardware Specifications

To manage and train our data models, we utilized the Google Colab platform and wrote our

code in Python version 3.8.10. We chose Python as our programming language due to its extensive

libraries, which streamlined our development process, especially when working with deep learn-

ing models. Additionally, we used two important libraries, namely geopandas and hdbscan, which

helped us analyze the location data and extract relevant cluster information. Before diving into

the data processing phases, we performed initial data visualization and analysis using the streamlit

package. With the help of the visualization tools, we gained useful insights into the data and ad-

justed our models accordingly. We utilized the Tensorflow 2.9.2 library to create our deep learning

models, readily available on Google Colab. The platform’s GPU hardware accelerator enabled us

to train our models more efficiently and reduced the overall training time.

5.2 Model Training

Fig. 5.1 provides the correlation matrix of the final attributes used in the study. Once all data

processing methods were implemented, the resulting dataset contained 90, 641 data rows, sorted in

ascending order based on each user’s timestamp to maintain the sequence of events. To train the

models, the final dataset was split into training and testing sets at a ratio of 7 : 3. The ResNet +

LSTM model was trained with batch sizes of 128, while the remaining three deep learning models

were trained with a batch size of 64, each for a total of 80 epochs. We trained each of the models

with varying hyperparameters and evaluated their accuracy to identify the model with the highest

accuracy as the most suitable one.

5.3 Summary

This chapter provides an overview of the hardware and software specifications used in the

research. The development of models and data processing used Python as the main language,

and multiple Python libraries are utilized to achieve various parts of the development. JAVA is
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Figure 5.1: Correlation matrix of final dataset

used along with android libraries provided as part of the development kit for the development of

the android application. The chapter also details the model training, specifically the training and

testing ratio and batch size.
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6. MACHINE LEARNING MODELS

The below architecture diagram provides an overview of the whole process involved in the

research using the machine learning models described below. The Machine Learning Model in

point 7 in Fig. 6.1 refers to the different machine learning models used.

Figure 6.1: Machine Learning Architecture diagram

6.1 Random Forest Classifier

The random forest classifier is a meta-estimator that employs several decision trees, with each

tree classifier being fitted on a random subset of the input dataset. This classifier uses the averaging

method to arrive at the final prediction, leading to enhanced accuracy while avoiding over-fitting.

By combining multiple decision trees and utilizing random subsets of data, the random forest clas-

sifier offers a more robust and reliable method for classification. This approach can be particularly

useful when working with large datasets with complex structures, as it allows for more efficient
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and accurate predictions. Overall, the random forest classifier is a valuable tool for classification

tasks and offers a powerful approach to data analysis.

6.2 Extreme Gradient Boost Classifier

Extreme Gradient Boosting (XGBoost) is a supervised learning technique known for its effi-

ciency, flexibility, and portability. It utilizes the Gradient Boosting framework as the foundation

for its machine learning algorithms. The boosting algorithm adds weak learners to reduce loss,

allowing XGBoost to create a strong learner from a collection of weak learners. This approach

effectively improves the accuracy and predictive power of the model, making it well-suited for use

in various applications. Additionally, XGBoost is highly adaptable and can be applied to diverse

datasets, making it a versatile tool in machine learning. Overall, XGBoost is a valuable approach to

supervised learning and is highly regarded for its ability to generate accurate predictions efficiently.

6.3 Support Vector Machine(s)

Support Vector Machines (SVM) is a group of supervised learning techniques that utilize a

hyperplane to split D-dimensional data, where D is the number of features with the greatest margin.

Using SVC kernels, SVMs can transform non-linearly separable data into a linearly separable

feature space. SVMs are adaptable and can be used for various tasks, including classification,

regression, and outlier detection. This makes them a valuable tool in data analysis and machine

learning applications. SVMs can generate highly accurate predictions and models by optimizing

the margin between data points. Overall, SVMs are a powerful approach to supervised learning

that offers various applications and benefits.

6.4 Summary

The chapter outlines the various machine-learning algorithms that were employed in the re-

search. It highlights the three specific algorithms, namely Random Forest Classifier, XGBoost

Classifier, and SVMs, used in previous studies related to smartphone-based data and human activ-

ity recognition. The primary objective of utilizing these algorithms was to evaluate and compare

their performance with the proposed architecture in this study.
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7. DEEP LEARNING MODELS

The below architecture diagram provides an overview of the whole process involved in the

research using the machine learning models described below. The Machine Learning Model in

point 7 in Fig. 6.1 refers to the different machine learning models used.

The architecture diagram showcases the research procedures involved, including deep learning

models. Both the machine-learning and deep-learning architectures are similar, with the difference

being the type of model utilized in the model training. Also, the models are re-trained only when

the accuracy deteriorates or if the business model requires model re-training after certain intervals.

Fig. 7.1 shows the research framework involving deep learning models, where point 7 indicates the

different deep learning models utilized in the research.

Figure 7.1: Machine Learning Architecture diagram
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7.1 Long Short-Term Memory

Long Short-Term Memory, also known as LSTM, is a sophisticated Recurrent Neural Network

(RNN) variant created to address the vanishing gradient in RNN. Since time is a crucial component

of the research’s data, LSTM is employed since it can forecast future activity based on a collection

of sequential activity data from the past. It uses the gate concept that includes the read gate, forget

gate, and write gate, which provides an output of binary values based on the input. Activation

functions, like tanh and sigmoid, are used within each LSTM gate.

7.1.1 Architecture

Fig. 7.2 represents the architecture used in our research. This study used three layers of LSTM

in the LSTM architecture. The goal is to make the model deeper by doing this. A dropout rate

of 40% of units in the first two layers and 50% of units in the final LSTM layer is applied to the

layers. Each LSTM layer has 100 units, employs bias, and has a hyperbolic tangent, tanh, as its

activation function. Two densely connected neural network layers follow it with relu and softmax

activation, respectively. This design combines an Adam optimizer with a categorical cross-entropy

loss function.

Figure 7.2: LSTM architecture
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7.2 Convolutional Neural Network + LSTM

Convolution neural Network (CNN) is mostly used in temporal or spatial datasets. Because

of the ability to detect and extract features using the shared weights in the filters, CNN is a good

choice for finding the features in time series data. It uses the concept of convolution, a mathemati-

cal operation that merges two sets of information to generate a feature map. A set of feature maps

are generated from one convolution layer acting as input to the next layer in the network. These

feature maps help in the feature extraction process from the data.

7.2.1 Architecture

The research uses a combination of CNN layers followed by LSTM layers similar to the archi-

tecture presented in the Reference[13]. Three 1-D convolution layers of filters 64, 128, and 64 are

used to create the CNN layers. The activation function for the convolution layers is relu, and its

kernel size is 1. A dropout layer with a dropout rate of 50% is added to reduce the over-fitting of

the model, followed by a pooling layer. The pooling layer decreases over-fitting and calculations

by lowering the parameters in the data. We employ max pooling in our architecture. The output is

then flattened before being supplied as input to the LSTM layers.

Two LSTM layers follow the CNN layer, with 100 units in each layer. The dropout layer is fol-

lowed after each LSTM layer with a dropout rate of 40% and 50%, respectively. Each LSTM layer

uses the hyperbolic tangent function as its activation function, followed by two densely connected

layers with relu and softmax as their activation functions. Fig. 7.3 presents the CNN + LSTM

architecture designed for our research.
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Figure 7.3: CNN + LSTM architecture

7.3 Convolutional LSTM

Convolutional LSTM is a variant of LSTM with differences in the way the internal calculations

are being handled within a cell. The main difference between convolutional LSTM and CNN

paired with LSTM is how the calculations are done within the model. For Convolutional LSTM

[14], the convolution operations replace the internal matrix multiplications of the LSTM cell. For

the architecture involving the pairing of CNN and LSTM, the CNN layers are stacked above the

LSTM layers such that the output from the CNN layers is passed as input to the LSTM layers after

flattening.

29



7.3.1 Architecture

For the convolutional LSTM architecture, a three-layer architecture is followed. Each of the

three layers has filters 128, 64, and 128, respectively, with a kernel size of 1 × 1 and relu as their

activation function. A dropout layer follows each convolutional LSTM layer with a dropout rate of

40% in the first two layers and 50% in the final layer. The output is then flattened and passed onto

two densely connected neural networks with relu and softmax as their activation functions. The

model uses adam algorithm for its optimization categorical cross entropy for its loss calculations.

Fig. 7.4 shows the convolutional LSTM architecture.

Figure 7.4: Convolutional LSTM architecture

7.4 Residual Network + LSTM

The Deep Convolutional Neural network has a major problem of vanishing gradient obstruct-

ing convergence. This issue was addressed by using normalized initialization and intermediate
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normalization layers. But when the depth of the networks was increased, a degradation problem

was noticed that made the training stagnate by saturating the accuracy. This degradation made the

training stagnate and reduced the accuracy of the models. Simply put, a deeper network should

not have an accuracy higher than its shallower network. The Deep Residual Learning framework

[15] solved this problem. Residual Neural Network, or ResNet, solves this problem by adding a

shortcut connection that skips one or more layers. Our research includes the concept of ResNet

and adds it to the LSTM layers by stacking them up. The input is first passed through the ResNet

layers, flattened, and onto LSTM layers for final predictions.

7.4.1 Architecture

The residual block of ResNet is formed by using two convolution layers having kernel size

1 × 1. Each convolution layer is followed by relu activation function. The convolution layers’

input and output are added together in the final step before passing the final output to the next layer

as input. The addition of the original input with the output of the convolution layers denotes the

shortcut connection, which gave ResNet an advantage over CNN.

The main architecture uses three residual network blocks with a filter size of 128. A dropout

layer with a dropout rate of 50% is added after the three residual blocks. The final output is

flattened and passed onto the subsequent layers of LSTM. Three LSTM layers are added to the

architecture stack, each having 100 units, before passing them onto the two densely connected

layers for the final prediction. The first dense layer has 100 units, and the second densely connected

network contains 7 units for the final classification based on the number of prediction labels. Each

of the three LSTM layers is followed by dropout layers with dropout rates of 40%, 40%, and

50%, respectively. The optimization algorithm and the loss function used in this model are adam

algorithm and categorical cross entropy, respectively. Fig. 7.5 provides an overview of the residual

block employed in the ResNet architecture, and Fig. 7.6 illustrates the proposed ResNet + lSTM

architecture.
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Figure 7.5: ResNet block

Figure 7.6: ResNet + LSTM architecture
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7.5 Summary

In this chapter of the thesis, the focus is on the four deep-learning models that were utilized in

the research. The architecture of each model is presented, featuring two densely connected layers

with 100 and 7 units in the first and second dense layers, respectively, for user locale prediction.

Additionally, the final dense layer was modified to predict user intent based on the number of

intents defined. To prevent overfitting, some of the models included dropout and pooling layers.

For the CNN or ResNet models stacked on LSTM, the output from the CNN and ResNet layers

was flattened to make them suitable for ingestion into the LSTM layers. A novel architecture that

combines ResNet and LSTM was proposed as a part of this research.

33



8. RESULTS

In the thesis, multiple experiments using various machine learning and deep learning models

are conducted to benchmark their accuracy, and the accuracy outcomes of the machine learning and

deep learning models used are provided in Table 8.1. LSTM, convolutional LSTM, and Convolu-

tional Neural Network (CNN) with LSTM and machine learning models such as Random Forest

Classifier, XGBoost Classifier, and SVM models are used for benchmarking the proposed model.

Multiple runs were conducted with different hyperparameters, and the optimal model was chosen

based on the best accuracy. The deep learning models took around 15−25 minutes to complete 80

epochs. Fig. 8.1 represents the loss versus epoch plot showcasing the progress of the loss values

with different epochs during the training for user locale prediction. Fig. 8.2 shows the loss versus

epoch plot during user intent prediction training.

Among the different models used, the Random Forest Classifier (RFC) has the highest accuracy

among the machine learning models and outperforms the LSTM and Convolutional LSTM models

by a margin of 0.4 − 0.5 in accuracy. The LSTM and Convolutional LSTM architectures exhibit

similar accuracies, while the LSTM architecture accuracy exceeds the accuracy of Convolutional

LSTM architecture in both user locale and intent predictions. Both LSTM and Convolutional

LSTM models perform better than SVM and XGBoost Classifiers. The CNN + LSTM architec-

ture also outperforms LSTM, Convolutional LSTM, and machine learning models. The proposed

model, which combines ResNet and LSTM, gives the highest accuracy for user locale and intent

prediction, achieving an accuracy of 90.058% and 90.261%, respectively. Both variants of CNN

gave similar accuracy results, with the proposed architecture consisting of ResNet performing bet-

ter. All findings and conclusions are accurate and based on the dataset used in this research, with

no tampering with any values.
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Table 8.1: Best accuracy of different algorithms used in the research

Accuracy
Model Location Prediction Intent Prediction

Deep Learning models
LSTM 89.574 89.699

CNN + LSTM 90.044 90.179
Convolutional LSTM 89.563 89.653

ResNet + LSTM 90.058 90.261
Machine Learning models

SVM 89.431 89.391
XGBoost Classifier 81.745 81.583

Random Forest Classifier 89.913 90.012

Figure 8.1: Loss versus Epoch depicting the progression of loss values with different values of the
epoch during Location prediction

Figure 8.2: Loss versus Epoch depicting the progression of loss values with different values of the
epoch during Intent prediction
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9. SUMMARY AND CONCLUSIONS

9.1 Conclusion

In this thesis, we provided a framework that uses GPS and wireless sensor data, android appli-

cations, Google Cloud Platform (GCP), and Cloud Firestore. The framework is described in detail

in Chapter 3. This framework provides a way to collect sensor data from smartphones using an

android application. It takes the help of Cloud Firestore to store the raw data and uses GCP ser-

vices like Bucket and BigQuery to transport and anonymize the data. This chapter also describes

the different steps taken for data collection, data storage, data movement, and data anonymization.

To collect the data, we developed an android application and maintained user privacy using the

data anonymization techniques described. The security during the data transfer between android

application and the Firebase database is ensured by Cloud Firestore. In Chapter 4, we provided the

necessary steps needed for data processing, which include Places of Interest Determination using

the DBSCAN algorithm and reverse geocoding of centroid points of generated clusters.

In Chapter 7, we presented the proposed deep learning model that combines the Residual Net-

work and LSTM, enhancing the user location and intent prediction. The proposed model was com-

pared with existing machine learning and deep learning models utilized in previous research for

smartphone-based data, and our results and analysis indicate that the ResNet-LSTM model outper-

forms its counterparts for the dataset used in the research. It achieved an accuracy of 90.058% for

user locale prediction and 90.261% for user intent prediction. ResNet’s convolutional operations

can extract hidden features from the data, effectively addressing the problem of training accuracy

degradation of CNN giving it an edge over the CNN model. Stacking ResNet and LSTM further

improves the extraction of hidden features from sequential data, resulting in superior prediction

accuracy.

The deep learning models use a shallow network because of the smaller training dataset. In-

creasing the depth of the models gave rise to the issue of overfitting by the training data, performing
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worse than their shallow networks. It was also noticed that machine learning models’ accuracy had

high fluctuations even on re-training with the same hyperparameters, which was not the case in the

deep learning models. Also, deep learning is able to extract hidden features efficiently as opposed

to machine learning even though it uses less computing power. These findings suggest that our

framework and the proposed deep learning model of ResNet-LSTM are promising avenues for

future location and intention prediction research.

The proposed framework offers more than just location prediction for user recommendation.

It also predicts user intent, providing a deeper understanding of user behavior. This additional

information can be used to generate personalized recommendations, enhancing the user experience.

9.2 Challenges

A few challenges occurred during the progress of the research, out of which the major chal-

lenges are listed below.

• Data Availability: HAR datasets used in earlier research in multiple research papers con-

sisted mainly of location and sensory data such as barometer, gyroscope, magnetometer, and

altimeter. Some location datasets used were not available freely. To overcome this chal-

lenge, an android application was built that was distributed to multiple random persons for

data collection. The data collection happened for two weeks, and the android application

was developed in four months.

• Data Collection: Another major challenge that arose during the thesis was data collection.

Around 90 people were approached for data collection, but only 23 users agreed to partici-

pate in the research and allowed us to collect the data. Since the data collection consisted of

location and smartphone sensor data, proper permissions were taken from the users. Devices

issues related to GPS, Bluetooth, Wi-Fi, and charging ports led to around 50, 000 in data

points getting discarded.

• Data Anonymization: Anonymization of the collected data was another major challenge

as the data collected has sensitive data like username, user email, Wi-Fi name, and location
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data. To address this, proper data anonymization steps were taken to remove unused features

and mask the user data before using it as training data.

• Data Security: Apart from anonymization, data security was also a challenge during the data

collection and storage. To overcome this, Firebase and GCP are used. These services from

Google have the in-built feature of securing the data transmission and encryption in data

storage. The Firebase also helped in user authorization and authentication, which restricted

the user to view their own data points only. Also, proper steps were taken not to publish the

raw data to any kind of public platform.

9.3 Further Study

As part of our future endeavors, we plan to make certain updates to the application. One such

update would be to decrease battery usage, as many users have provided feedback regarding this

issue. Additionally, we aim to expand our data collection process to incorporate more users, as this

will help in obtaining a higher volume of quality datasets, which in turn will enable us to train our

models better.

Another potential update we plan to implement is to enable users to create custom intents,

which can be used to re-train our models based on those intents. Moving forward, we can also

include other smartphone sensor data in our studies to determine their effectiveness in predicting

user behavior.

We also plan to use the concept of the Hidden Markov Model and Transformers to process the

sequential data and provide predictions based on past events. Finally, we plan to extend our study

by providing personalized recommendations to the users based on their location and intent through

the application.
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