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ABSTRACT

“Plate-out" refers to the deposition or buildup of solid material on a surface, which can have

consequences such as increasing the risk of criticality or corrosion and the efficiency of equipment

and systems. Current plate-out codes predicting fission products and graphite dust transport are

only accessible for internal institutional use and are solely applicable to the nuclear application,

despite the fact that porous particle deposition is a crucial component of many industrial heat re-

covery systems. The numerical findings based on the original geometry may be imprecise due to

the accumulating deposition. This study aims to develop a mathematical model for particle de-

position under a fully-developed turbulent flow in a rectangular channel, taking the effect of the

change in geometry over time. The most significant part of the model is mathematically predicting

the equilibrium thickness/mass of the deposition. Non-dimensionalization, scaling analysis, and

parametric study are conducted and reported. For a fixed free stream velocity, the critical friction

velocity decreases for larger particles. Critical frictional velocity is the velocity at which the de-

posited particles on a surface begins to lift off. For a fixed particle diameter, the critical friction

velocity decreases as the free stream velocity increases. For a fixed Reynolds number Re, as the

non-dimensional particle relaxation time increases, the particles take longer time to adjust them-

selves back to the fluid streamlines, resulting in higher possibility of being deposited on the wall.

Hence, the non-dimensional deposition velocity increases with an increase in non-dimensional par-

ticle relaxation time. For a fixed Re, as particle relaxation time increases, the deposition velocity

increases, resulting in more particles being deposited over a unit area and time. In general, as more

particles are deposited, the surface takes less time to become saturated and approach equilibrium

faster. Therefore, the saturation and equilibrium time decrease with an increase in non-dimensional

particle relaxation time. For a fixed particle concentration, as the inlet velocity increases, the satu-

ration and equilibrium time decreases, and the asymptotic deposited mass decreases.
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NOMENCLATURE

HTGR High-temperature gas cooled reactor

FPs Fission products

IHX Intermediate heat exchanger

LBM Lattice Boltzmann Method

MRT Multiple relaxation time

FVM Finite Volume Method

CFD Computational Fluid Dynamic

u+
d Non-dimensional deposition velocity

ud Deposition velocity, particles/m2.s

Sc Schmidt number

νf Kinematic viscosity of working fluid, m2/s

ρf Density of working fluid, kg/m3

µf Dynamic viscosity of working fluid, kg/m.s

dp Particle diameter, m

rp Particle radius, m

ρp Particle density, kg/m3

T Temperature, K

t Time, s

τ+ Nondimensional particle relaxation time

τ Particle relaxation time, s

U Velocity, m/s

Vfreestream Free stream velocity, m/s
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Vinlet Inlet velocity, m/s

h Channel radius, m

u∗ Friction (or shear) velocity, m/s

g+ Non-dimensional gravitational acceleration

g Gravitational acceleration, m/s2

Re Reynolds number

Rep Particle Reynolds number

JN Particle flux, particle/m2.s

Jm Mass flux, kg/m2.s

JN,A Number of particles deposited over a certain area,
particle/m2

mdep Mass deposited, kg

A Area, m2

tsat Saturation time, s

teq Equilibrium time, s

t+sat Nondimensional saturation time

δc Equilibrium thickness, m

meq Equilibrium mass, kg

mf Fluid mass, kg

Mt Hydrodynamic torque, Nm

Cc Cunningham correction factor

Cd Correction factor to account for the Stokes drag at high
velocities

Ft Drag force, N

Fl Lift force, N

Fc Impact force, N
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Fpo Total adhesion force, N

Fgravity Gravitational force, N

Felectrostatic Electrostatic force, N

FvDW Van der Waals force, N

Lc Characteristic length, m

C0 Particle concentration particles/m3

Stk Stokes number

f Friction factor

z0 Separation distance between the particle and the substrate, m

AH Hamaker’s constant, J

a Non-vanishing contact radius, m

E Young’s modulus, N/m2

E∗ Effective Young’s modulus, N/m2

m∗ Effective mass, kg

r∗ Effective radius, m

Vcl Impacting velocity, m/s

K Composite Young’s modulus, N/m2

γ Poisson’s ratio

k Spring constant, N/m

q Charge, Coulomb

ϵ Dielectric constant
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1. INTRODUCTION

High-temperature gas-cooled reactor (HTGR) is a fourth-generation reactor design that em-

ploys graphite-moderated nuclear fuel and helium cooling [1], [2]. During regular reactor oper-

ation, interactions between the fuel assembly and graphite moderators produce graphite dust that

accumulates on primary loop components. Fission products (FPs) generated during normal opera-

tion can also cause the dust to become radioactive [3].

The deposition of "condensable" FPs on helium-wetted surfaces under normal operating con-

ditions is known as "plate-out". FPs released from fuel elements have determined reactor thermal-

hydraulic conditions, physico-chemical interactions of Helium (He) gas coolant, fission gases such

as Krytpton (Kr), Xenon (Xe), Iodine (I), Cesium (Cs), and impurities including water, carbona-

ceous dust, and metallic materials. A plate-out activity represents all deposition regardless of the

physico-chemical mechanisms involved, such that FPs can deposit on various structural surfaces,

flow dead zones in the primary loop, or previously deposited particulates. The graphite structures

inside the reactor vessel capture 86% of the generated dust, while the remaining dust is collected in

the primary system’s connecting pipes and high-temperature intermediate heat exchanger (IHX),

with residual dust accumulating in the low-temperature IHX [3].

The radioactive FPs may cause operational issues and negatively impact the reactor’s stability

and safety [4]. Accumulated radioactive graphite dust in heat exchangers may reduce heat trans-

fer rates and complicate system inspection, maintenance, and repair [5]. In pipeline breaks that

cause depressurization accidents, deposited graphite dust may resuspend and contaminate the en-

vironment with radioactive FPs [6]. Therefore, investigations into all transport mechanisms and

activities of graphite dust and FPs are necessary for the safe and reliable operation of HTGRs.
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2. LITERATURE REVIEW, RESEARCH OPPORTUNITIES, AND OBJECTIVE

2.1 Current plate-out codes

“Plate-out" refers to the deposition or accumulation of solid material on a surface, usually

caused a physical process. In the context of nuclear power, plate-out could refer to the accumu-

lation of radioactive particles or substances on surfaces within the reactor or containment system.

Plate-out can have consequences such as increasing the risk of criticality or corrosion and can also

affect the efficiency of equipment and systems. To evaluate the steady-state and time-dependent

plateout of fission products in any network of pipes, a one-dimensional computer software Plateout

Activity Distribution for Loss of Circulation (PADLOC) was created [7]. The effects of sources

in the fluid and on the plateout surfaces, convection along the flow paths, decay, adsorption on

surfaces (plateout), and desorption from surfaces are examples of related phenomena. They are

modeled by linearizing the governing equations about an approximate solution, using the Newton-

Raphson iteration technique, the finite difference solution method with an implicit time integration,

and the substructuring technique to logically arrange the systems of equations for an arbitrary flow

network. Plate-out Analysis program based on Iniotakis model (PLAIN) code uses coupled set of

six linear differential equations [8]. Many unknown coefficients in PLAIN remained unidentified

because they were solely based on the Japan Atomic Energy Agency (JAEA) database. The rele-

vance of the coefficients to the other datasets needs to be clarified. There are no published studies

that validate utilizing U.S. data [9]. Adsorption-desorption behavior and mass transfer were com-

bined and developed in Germany, SPATRA [10]. The desorption enthalpies were calculated from

multiple deposition experiments and were only applicable to surface layers with low FPS fractional

coverage [11]. RADAX was developed during the 1980s for Germany’s High-temperature Helium

Turbine (HHT) project [12]. RADAX’s fundamental plate-out model is comparable to other al-

ternative codes such as SPATRA. RADAX simulates the following transport processes: Aerosol

particle deposition, migration of fission products in wall materials, deposition of atomic/molecular

2



condensable fission products to the surfaces of the primary power system components, and resus-

pension of deposited aerosol particles during depressurization events [13]. The current approaches

to estimating the fission product plate-out behavior in a gas-cooled system are well-acknowledged

to contain significant uncertainty [14]. The GAMMA-FP algorithm was previously created by the

Korea Atomic Energy Research Institute (KAERI) utilizing the one-dimensional model for the fis-

sion product plateout [14], [15]. However, due to inadequate computational efficiency, GAMMA-

FP was shown to have serious limits for the simulation over a lengthy time (e.g., 20–60 years)

[16]. For the primary circuit of an HTGR, a new computer program called Plate-Out Surface and

Circulating Activities (POSCA) was created to assess the fission product plateout and circulating

coolant activities. The POSCA code uses a one-dimensional model, whereas a different com-

putational strategy was used to improve GAMMA-subpar FP’s computational performance [9].

However, using these models may be challenging due to several inherent unknowns from FPs’

properties, using the models may be challenging. Specifying the unknowns for each base metal

and fission product requires much effort and a systematic approach.

2.2 Research Opportunities

The majority of existing plate-out models assume that the contacting surfaces operate as a per-

fect sink and do not consider the fact that the geometries of the deposition layer continue to change

during deposition. They are also only accessible for internal institutional use. The deposition rate

is further impacted by the deposition layer, which alters the flow characteristics. The numerical

findings based on the original geometry may be imprecise due to accumulating deposition [17].

Although porous particle deposition is a critical component of many industrial heat recovery sys-

tems because it greatly reduces the heat transfer coefficient and impairs performance, these codes

only apply to nuclear applications. [18]–[20].

The deposition layer’s development and form were taken into consideration in several studies.

The shape and size of the depositions on platen super heaters in pulverized coal boilers were

modeled by Tomeczek and Wacawiak [21]. The tube spacing bridging phenomenon was observed

in the simulation, and the impacts of particle size were investigated. Additionally, Paz et al. created

3



a CFD model to represent the fouling of diesel exhaust systems [22]. The experiment and expected

fouling on a tube were compared. However, the exact deposition mechanisms were not considered

because the deposition model utilized in these simulations was based on sticking probabilities. In

the study of deposition processes, the deposition mechanism and the development of the deposition

layer should be considered. A numerical technique integrating the multiple-relaxation-time lattice

Boltzmann method (MRT-LBM) and the finite volume method (FVM) was proposed to model the

fouling processes on tubes [17]. The LBM is a practical and versatile approach for multi-physio-

chemical phenomena in complicated changing geometries due to its particulate nature [23], [24].

The LBM might be used to mimic snow transport, erosion, deposition patterns, and the scour that

forms around an underwater pipe in terms of particle motion and deposition [25]–[27]. The model

contained detailed particle deposition and removal procedures, and the development of the fouling

layers over time was achieved. The force and moment analysis was used to determined the particle

removal. Tong et al. discovered that the fouling area increases linearly with time without a removal

mechanism. The fouling area increases exponentially and reaches an asymptotic value when the

removal method is considered [17]. The detail on the asymptotic value of fouling has yet to be

documented. Simulation combining MRT-LBM and FVM has not been experimentally validated.

2.3 Objective

The objective of this study is to develop a mathematical model for particle deposition under a

fully-developed, turbulent channel flow without the use of internal institutional codes. The study

will introduce deposition velocity, asymptotic deposition model, particle removal mechanism by

analyzing all forces and moments acting on each particle. An iterative scheme to mathematically

predict the critical friction velocity and the equilibrium thickness of the particle deposition is also

presented. Lastly, non-dimensionalization, scaling analysis and parametric study were conducted

and results are reported. The study will give an introduction to Atomic Force Microscopy and the

proposed experiment to measure the total adhesion force acting on the particle as the parameter is

crucial in estimating the critical friction velocity and the equilibrium thickness.
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3. MODEL DEVELOPMENT

3.1 Wood’s deposition velocity model

Plate-out transport mechanisms consist of: deposition, nuclear decay, and absorption. Nuclear

decay and absorption are beyond the scope of this study. Hence, the deposition will be the main

topic of discussion. Particulate deposition is defined as the accumulation of particles onto the

surface of an adsorbent by various mechanisms. Wood’s model [28] for empirically estimating a

non-dimensional particle deposition velocity u+
d in turbulent flows is given as follows:

u+
d = 0.057Sc−2/3 + 4.5× 10−4τ+2 + τ+g+. (3.1)

The first term, Schmidt number Sc, numerically describes the effect of Brownian diffusion as:

Sc =
νf
Dp

. (3.2)

where νf is the working fluid kinematic viscosity and Dp is particle diffusivity determined as:

Dp =
kT

3πµfdp
. (3.3)

In Equation 3.3, k is the Boltzmann’s constant and T is the absolute temperature. The second

term describes the effect of eddy-impaction. τ+p is the non-dimensional particle relaxation time

determined from the friction velocity u∗:

τ+p =
d2pu

∗2ρp

18ν2
fρf

. (3.4)

The third term describes the effect of gravitational sedimentation. The non-dimensional accelera-

tion g+ due to gravity was defined as:

g+ =
νfg

u∗3 . (3.5)
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Chavez et al in his experiment to validate the Wood’s model at various non-dimensional relaxation

time and Reynolds number showed that a reduction in the deposition velocity was observed with

an increase in particle relaxation time [29]. In their experimental study, the authors also observed

that gravitation sedimentation strongly influenced on the particle deposition for Re = 3,500; 5,000;

and 6,500. As the particle diameter decreases for a given flow velocity, gravitational sedimentation

plays a larger role in particle deposition because of reduced relaxation time. An increase in the

Reynolds number for a given particle diameter resulted in an increase in the particle relaxation

time but a decrease in the particle deposition velocity.

Particle flux at the wall (Particles/m2.s) is calculated using free stream aerosol concentration

C0 and friction velocity u∗ as:

JN = u+
d u

∗C0. (3.6)

Mass flux at the wall (kg/m2.s) is calculated from particle’s mass as:

Jm = mpartJN . (3.7)

Total mass deposited over a certain period of time and area without removal mechanism was pro-

posed as:

mdep = JmAt. (3.8)

The number of particles deposited over a certain area per unit time as:

JN,A = JNA. (3.9)

3.2 Asymptotic deposition model and mathematical development

According to the well-known asymptotic deposition model, removal will take place over a

certain period of time as the hydraulic diameter changes, and the mass accumulated will not be

linearly increasing anymore. In this study, it is defined as under-saturated when the removal rate is

negligible compared to the deposition rate. It is defined as saturated when the removal rate become
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large and considerable compared to the deposition rate. Saturation time tsat is defined as when the

transition between under-saturated and saturated occurs. The particles gradually build up layers,

whose thickness increases over time after being saturated until an equilibrium is established. Equi-

librium region is determined when deposition and removal rates are equal. The deposition grows

linearly with time without removal mechanism. When the removal mechanism is considered, the

thickness grows exponentially and reaches an asymptotic value in a form of an exponential function

F = X(1 − e−Bt) [17]. Under-saturated, saturated, equilibrium region and asymptotic behavior

are graphically presented in Figure 3.1. Equilibrium time teq is defined when the deposition has

reached 99% of the asymptotic deposited mass. The suggested asymptotic deposition model is

consistent with the one mentioned in [30].

Figure 3.1: Asymptotic deposition model.

As deduced from all studies presented, to model the exponential function, define the diffusion

thickness at equilibrium as δc. The volume of the equilibrium thickness over a deposition area A

is:

Vc = δcA. (3.10)
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Since the deposition particle is considered as porous media, a three-dimensional porosity ϵ3D is

also considered when calculating the mass at the equilibrium state:

meq = Vacρpart(1− ϵ3D). (3.11)

Consider the deposited mass as a function of time is in the form of exponential function m(t) =

A(1 − e−Bt), where X is the maximum value (mass), and B is a time constant. Because the mass

does not change at the equilibrium state, it can be concluded that the mass at the equilibrium state

can be substituted as X:

m(t) = meq(1− e−Bt). (3.12)

Taylor series expansion of the exponential form about t = 0 is given as follows:

m(t) = meq(Bt− B2t2

2
+

B3t3

6
−O(t4)). (3.13)

The exponential form and the linear form start diverging at tsat. The Equation 3.13 can be written

as follows:

m(tsat) = meq(Btsat −
B2t2sat

2
+

B3t3sat
6

−O(t4sat)). (3.14)

Because the mass deposited over a certain period of time and area without removal mechanism

was proposed in Equation 3.8:

JmAtsat = meq(Btsat −
B2t2sat

2
+

B3t3sat
6

−O(t4sat)). (3.15)

Dividing both sides by tsat ×meq yields::

JmA

meq

= B − B2tsat
2

+
B3t2sat

6
. (3.16)

Because the exponential and the linear form need to be continuous at tsat, the value and the deriva-
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tives have to be equal:
JmA

meq

= B −B2t2sat +
B3t3sat

2
. (3.17)

Solving a set of two Equations 3.16 and 3.17 yields:

tsat =
3

2B
=

15δc(1− ϵ3D)ρpart
16mpartJN

. (3.18)

B =
8JmA

5meq

=
8mpartJN

5δc(1− ϵ3D)ρpart
(3.19)

The final form of the asymptotic deposition is:

m(t) = δcA(1− ϵ3D)ρpart(1− e
− 3t

2tsat ). (3.20)

Equilibrium time teq is defined when the deposition has reached 99% of the asymptotic deposited

mass, which can be predicted from Equation 3.12 by substituting m(teq) = 0.99meq, dividing both

sides by meq and solving as a function of time constant B:

teq = − ln(0.01)

B
. (3.21)

Equilibrium time teq can be expressed as a linear function of tsat by dividing Equation 3.21 by

3.18, which can be used to approximate one or the other with adequate given parameters. That is:

teq
tsat

= − ln(0.01)

3/2
= 3.067. =⇒ teq = 3.067× tsat. (3.22)

3.3 Particle removal mechanism

The final parameter needs solving for the diffusion thickness at equilibrium is δc. All forces

acting on the particle during removal must be thoroughly investigated. Because the hydraulic

diameter changes as the diffusion thickness caused by deposition accumulate over time, the shear

stress, Reynolds number, and all other related parameters are now time-dependent. To simplify
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the problem statement, consider a case where flow is turbulent and fully developed even when

the hydraulic diameter has been altered because of the diffusion thickness at equilibrium. The

deposition area is reasonably small; therefore, uniform shear stress profile can be safely assumed.

Toscano and Ahmadi (2002) conducted a detailed study on all forces acting on a particle, where

effects of particle size, materials (Van der Waals force), hydrodynamic torque, impact force, lift

force, and drag force are all considered [31]. A free-body diagram of forces acting on an adhered

particle, as detailed by Toscano and Ahmadi, is presented in Figure 3.2.

Figure 3.2: Free-body diagram of forces acting on an adhered particle.

Hydrodynamic torque is defined as a function of shear velocity as:

Mt =
1.07πρfd

3u∗2

Cc

. (3.23)
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with Cc is the Cunningham correction factor calculated from the particle diameter d1 and mean

free path of the fluid λ:

Cc = 1 +
2λ

d1
(1.257 + 0.4e

−1.1d
2λ ). (3.24)

The drag force is defined as a function of shear velocity as:

Ft =
2.9πρfd

2u∗2Cd

Cc

. (3.25)

with Cd is the correction factor to account for the Stokes drag at high velocities calculated from

the particle’s Reynolds number Rep:

Cd = 1 + 0.15Re0.689p . (3.26)

Rep =
u∗d

νf
. (3.27)

The lift force is given by

Fl = 0.915ρfν
2
fRe3p. (3.28)

The impact force between two particles is given as:

Fc = 1.28E∗2/5r∗1/5m∗3/5V
6/5
cl . (3.29)

with Vcl is an impacting velocity between particles and is assumed to be equal to the freestream

velocity Vfreestream in this study. Toscano and Ahmadi (2002) also indicated that the impaction

between particles is the primary removal mechanism [31]. The contact modulus is the effective

Young’s modulus E∗ for interactions between the adhered (subscript 1) and colliding particles

(subscript 2), which is given as Poisson’s ratio γ:

E∗ =

(
1− γ2

1

E1

+
1− γ2

2

E2

)−1

. (3.30)
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The effective radius r∗ is defined as the inverse mean of the two radii and is given by:

r∗ =

(
1

r1
+

1

r2

)−1

. (3.31)

The effective mass m∗ is also the inverse mean of the two particles and is given by:

m∗ =

(
1

m1

+
1

m2

)−1

. (3.32)

Van der Waal force is generally considered as the primary adhesion force between the particles

and solid surfaces under dry and electrically neutral atmospheric settings [32], [33]. Details about

adhesion force and the total adhesion force with its constituents will be further investigated in

Section 3.4.1. The van der Waals force between a spherical particle and a flat surface can be

expressed by the following equation:

FvDW =
AHdp
12z20

. (3.33)

WA is defined as the thermodynamic work of adhesion, the lowest possible work required to sepa-

rate a joint between two surfaces from each other:

WA =
AH

12πz20
. (3.34)

z0 is the minimum separation distance, which is widely used as 0.35 nm, and AH is a Hamaker’s

constant from the material. According to the JKR theory [34], at the moment of separation, there

is a non-vanishing contact radius when there is no external force applied to the particle, a, which

is given as:

a =

(
3πWAd

2
1

8K

)1/3

. (3.35)

and the composite Young’s modulus, K, between the adhered particle and the particle layer under-
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neath is given by:

K =
4

3
E∗. (3.36)

In reality, the total adhesion force, Fpo, will be affected by additional forces, such as gravitational

force, the capillary force caused by relative humidity during the operating condition, the electro-

static force caused by the random interactions between particles, particles to fluid, and particles

to the wall. Exact mathematical prediction using various methods is not applicable in this study

because of the lack of material-specific parameters, specifically Hamaker’s constant from the ma-

terial, electrostatic force, and capillary force. These forces become increasingly significant for

fine particles because the particle adhesion force per unit mass increases sharply as the particle

size decreases. Alternatively, instead of finding the exact predictions, an experiment using Atomic

Force Microscope (AFM) needs to be conducted to measure the total adhesion force, where van der

Waals, gravitational capillary, electrostatic and capillary forces are all included. The final measure-

ments will be used in the detachment criteria below. Detail study on adhesion force measurement

will be presented in Section 3.4.

3.4 Adhesion force

3.4.1 Fundamentals of Particle Adhesion

The adhesion of dust particles on solid surfaces is governed by several forces, including capil-

lary forces, van der Waal, electrostatic, and gravitational [32], [35]–[37].
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3.4.1.1 Capillary force

Figure 3.3: Capillary force acting on a deposited particle.

When there is moisture in the environment, capillary forces dominate adhesion (Figure 3.3).

Moisture causes the particles to stick to the surface through capillary action. Specifically for larger

particles (diameter greater than 10 µm), the capillary force is strong and inversely related to particle

diameter [37]. This phenomenon may be seen in particle adherence to glass surfaces, where the

adhesion force tends to grow gradually with RH up to a critical point, usually between 60% and

70% RH, before increasing abruptly [36]–[38]. Rabinovich et al (2002) expressed capillary force

to include the effect of the relative humidity as the following equation [39]:

Fcapillary = 4πrpγ cos θ
(
1− z0

2r cos θ

)
. (3.37)

where rp is particle radius, γ is the surface tension, z0 is the separation distance (0.35 nm), θ is

contact angle, and r is the equilibrium radius of meniscus, given by Kelvin’s equation [39] as:

r = − Mγ

NakT ln(RH)
(3.38)
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where M is the molecular weight of water (contacting liquid), 18 mL/mol, Na is Avogadro’s

number (6.022×1023atom/mol), k is Boltzmann’s constant (1.38×10˘23m2Kgs2K1), T absolute

temperature (K), and RH is the relative humidity.

Graphite dust used in this study has an average radius of 3.75 µm, surrounding environment has

temperature of 302 K, relative humidity of 80%, water–air surface tension of 71.2×10−3 N/m,

contact angle of the water γ of 43◦. The capillary force is estimated to be 2197.7 nN .

3.4.1.2 London-van der Waal force

Figure 3.4: Van Der Waal force acting on a deposited particle.

The force that causes any atom or molecule to be drawn to another atom or molecule is known

as the London-van der Waal (dispersion) force 3.4 [40]. Van der Waal force may generally be

considered as the primary adhesion force between the particles and solid surfaces under dry and

electrically neutral atmospheric settings [32], [33]. The van der Waal force between a spherical

particle and a flat surface can be expressed by the following equation:

FvDW =
AHdp
12z20

. (3.39)

where z0 is the separation distance between the particle and the flat substrate, R is the radius

of the particulate, and A is the Hamaker constant. The parameter z0 represents the separation
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between the particle and the surface [32]. The strength of the van der Waals force is represented

by the Hamaker constant, which is influenced by the substrate’s materials, particles, and contact

medium. The elemental composition of the dominant material in the dust particles must be known

to determine the Hamaker constant of the investigated material.

This analysis aims to estimate the adhesion force of graphite dust adhering to a deposited

graphite porous substrate. The Hamaker’s constant AH is determined to be 46.9×1020 J [41]. The

van de Wals force acting on the particle with a diameter of 7.5 µm is estimated to be 2392.9 nN

3.4.1.3 Electrostatic force

Figure 3.5: Electrostatic force acting on a deposited particle.

Dust particles in the system may acquire an electric charge due to collisions or interactions

with working fluids [35]. As flow passes through a channel/object, it experiences frictional forces

as it is contacting against the working fluid. Free electrons on the surface are removed, causing

the channel/object to build up a net charge. In this study, the metal and porous substrate can build
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up a net charge because the contact with the working fluid and free stream particles. Illustration is

shown in 3.5. The electrostatic force between a spherical particle and a surface can be expressed

by Equation 3.40 as:

Felectrostatic =
q2

4πϵϵ0l2
. (3.40)

where q is the charge of dust particle (C), ϵ is the dielectric constant of the medium between the

particle and the surface (for air, ϵ = 1), ϵ0 is the permittivity of the free space medium (air in this

case) and l is the separation distance between the charge centers which is approximately equal to 2

times the radius of the particle [35]. Thus, the electrostatic force is estimated to be 0.026 nN [41].

3.4.1.4 Gravitational force

Figure 3.6: Gravitational force acting on a deposited particle.

The gravitational force 3.6 between spherical particle and a substrate is given by:

Fgravity =
πd3pρpg

6
(3.41)

where dp is the particulate diameter, ρp is the density of the particulate’s material (2,260 kg/m3)

and g is the gravitational acceleration constant. The gravitational force acting on each particle is

found to be 0.00489 nN
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The net adhesion force acting on the graphite particle adhered to the graphite porous substrate

is a sum of 4 forces, Fcapillary, FvDW , Felectrostatic, and Fgravitational.

Fpo = Fcapillary + FvDW + Felectrostatic + Fgravitational = 4590.6nN (3.42)

3.4.2 Atomic Force Microscope (AFM) experiment

3.4.2.1 Introduction to Atomic Force Microscope (AFM)

In the 1980s, a new method for capturing surface topography at length scales ranging from

micrometer to nanoscale was developed using atomic force microscopy (AFM) [42]. AFM can

precisely and reliably measure forces in various liquid and gaseous mediums at regulated tempera-

tures. Therefore, AFM is a great method for describing the surface topography of different surfaces

and quantitatively analyzing the forces that cause microparticles to adhere to those surfaces [43].
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Figure 3.7: Force vs. distance of the cantilever curve in the AFM measurement.

The fundamental idea behind AFM is that a nanoscale tip is attached to a tiny cantilever that

acts as a spring. A laser diode and a split photodetector are used to detect the bending of the

cantilever when the tip contacts the surface. This bending shows the adhesive force between the

tip and the sample. Here, the important aspects of surface force measurements are evaluated.

The sharp cantilever tip typically has a radius from 10 to 100 nm, or an attached particle with

a diameter typically ranging from about 2 to more than 20 µm and is glued to the end of the

cantilever. A laser diode and a split photodetector detect the cantilever’s bending as soon as the

tip contacts the surface. This bending indicates the force between the tip and the sample. The

forces acting between a probing tip and a substrate are related to the deflection measured using a
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laser-photodiode system. A schematic of the cantilever deflection vs. tip-substrate distance curves

is shown in Figure 3.7, and two cantilever tip examples are shown in Figure 3.8.

Figure 3.8: Graphical illustrations of two cantilever tips used in AFM measurement.

The AFM measurement begins in a nontouching regime at a significant tip-surface separation,

as shown in Figure 3.7. The tip then moves toward the surface along the horizontal line that moves

from right to left in the force vs. distance curve, either with or without a minor deviation, depending

on the long-distance tip-surface interactions. The shift from nontouching to touching takes place,

and the tip "jumps" onto the sample surface at a specific point when the tip-substrate interactions

overcome the stiffness of the cantilever. As the cantilever is pushed farther through the surface, it

deflects by the same amount as the tip’s displacement. The diagonal line in the left portion of the

force vs. distance curve represents this region, which is known as the touching regime or constant

compliance region. The cantilever moves away from the surface when the tip is pulled back, i.e.,

going toward the right in the force vs. distance curve. Before the tip loses contact with the surface,

the cantilever deflects towards the direction of the surface due to adhesion force, passing through

the force vs. distance curve’s lowest point. The cycle ends when the tip entirely loses contact with

the surface at this "jump-off" point. The force required to pull the tip off the substrate surface is

determined as total adhesion force (Fpo) and is calculated from Hooke’s law,

Fpo = k∆x (3.43)

where k is the spring constant of cantilever provided by the manufacturer and ∆x is the maximum

deflection of the cantilever during tip–substrate adhesion.
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Contact mechanic models such JKR [34], DMT [44], Maugis-Dugdale (M-D) [45], and Van der

Waals-based models [46], [47] have been consistently tested using AFM force spectroscopy tech-

nique with common materials, including silica [48], [49], alumina [50], polystyrene [51], copper

[52], gold [53], and stainless steel [54]. However, only limited research has been conducted using

the AFM approach to measure the adhesion force between relevant dust and surfaces found in nu-

clear plants. AFM has only been used in a few investigations between complex-geometry graphite

particles and various metal surfaces present in HTRs [24], [55]. To the author’s best knowledge,

there has not been an attempt to measure the adhesion force between the particles on the top layer

and the deposited porous substrate.

A comprehensive understanding and effective implementation of the AFM is of utmost im-

portance due to the existence of a research gap. Toscano and Ahmadi’s removal model has been

widely used by researchers to forecast the critical shear velocity accurately. However, the original

study and related works only consider one of the primary contact mechanics models, JKR, DMT,

or Maugis-Dugdale (M-D). Additionally, as presented in Section 3.4.1, there are three other pri-

mary forces at work on particles apart from body-body interactions. The particles in the system

may acquire an electric charge from collisions with each other or interactions with working fluid.

The metal surface and porous substrate can build up a net charge because of the contact with the

working fluid and free stream particles. The environment’s water-air interaction can cause capillary

forces. The aim of this section is to propose an experimental approach to accurately measure the

total adhesive force acting on particles adhered to deposited porous substrates. The significant pa-

rameters of interest measured through AFM are the total adhesion force from the deposited porous

substrate, the total adhesion force from a bare metal substrate, and the work of adhesion. The

proposed systematic approach will benefit future research on fission products and graphite dust

inside nuclear reactors. This experiment will fill the research gap and help scientists understand

the complex behavior of particles in such environments.
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3.4.2.2 Sample preparation and experiment description

The particle used is 99.99% pure graphite powder with sizes ranging from 5 µm to 10 µm

and an average size of 7.5 µm. The deposited porous substrate is prepared for a long deposition

experiment at low temperature and pressure. The sample can be obtained by placing a thin 5mm

x 5mm film at the location where the flow is fully developed. The thin film should not be too

thick (above 0.5mm) as the thickness will easily alter the flow properties, leading to inaccurate

deposition data. Particle concentration is set to 3.27 × 1010 particles/m3, corresponding to a

particle injection mass flow rate of 0.000152 kg/s for graphite properties with a hydraulic diameter

of 4 inches. Inlet velocity is recommended to be set at 1 to 1.08 m/s to ensure a reasonable run

time for the experiment. The deposition behavior is monitored to ensure the sample has reached

the asymptotic value.

Cantilevers with attached graphite particles used for AFM experiment are rectangular and made

of Silicon, pre-mounted and pre-calibrated to for accurate spring constants by Novascan Technolo-

gies, Ames, IA, USA. There are 5 spring constants will be used in this experiment, 0.12 N/m,

0.92 N/m, 1.62 N/m, 2.98 N/m, and 6.2 N/m with a maximum error of 10%. Each cantilever

will be mounted with 7.5 µm graphite particles.

The Adhesive force will be measured by Bruker’s Dimension AFM-ICON provided by the Ma-

terials Characterization Facility at Texas AM University. The tapping mode is selected to reduce

shear forces that could harm delicate porous samples. The forces exerted as a function of separa-

tion on a single graphite particle attached to the cantilever as a probe will be measured using the

AFM apparatus in a regular air environment. The deflection of the cantilever with the graphite

probe is monitored and recorded as a function of the displacement of the piezo actuator as the

sample is continually moved up and down using laser beam deflection technology. Following the

methodology devised by Ducker et al., these cantilever deflection vs. displacement data is con-

verted into reduced force (F/R) vs. separation data [56]. The cantilever deflection rises linearly

with decreasing separations, and the zero of force is established at separations where the sample

and graphite probe are adequately separated from one another. The zero separation is established
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in the constant-compliance region.

3.4.2.3 Proposed experimental procedure

Tip Loading: Begin by placing the cantilever holder onto the cantilever holder stand. Firmly

press down and pull the probe clip to the back and insert the tapping mode probe into the groove

of the cantilever holder. Secure the cantilever by gently pushing forward the tip holder clip.

Sample Mounting: Mount the sample onto the magnetic discs using double-sided tape.

Camera Alignment and Laser Alignment: Tapping Mode and Tapping Mode in Air (soft)

should be used for this experiment. Load the experiment to open the Workflow Toolbar, Scan

Parameters, List Scan One Channel, and Force Monitor. Access the SETUP in the Workflow

Toolbar, and choose other/unknown cantilever. Click the ALIGNMENT STATION icon in the

Align window and zoom out as far as possible to see both the laser spot and the tip in the optical

field of view. Align the laser to maximize the SUM value on the monitors. Focus on the cantilever

by clicking FOCUS UP or FOCUS DOWN. Adjust the illumination for optimal visibility.

Detector Alignment: Utilize two photodetector knobs to align the photodetector so that the

red dot is at the center of the Dimension head filter screen. Fine-tune to attain a (0,0) value for

vertical and horizontal deflections, respectively.

Focusing on the Sample: Raise the SPM head using the SPM up arrow to ensure sufficient

clearance between the tip holder and the sample before rotating the stage. Direct the sample stage

so that the laser light shines on the sample. Focus on the surface by moving the SPM head up or

down using the SPM up arrow or down arrow.

Verify the parameters by clicking CHECK PARAMETERS and adjust to match the initial scan

parameters for Tapping Mode AFM outlined in the Bruker manual in Figure 3.9. Carefully lower

the SPM head until the sample surface is focused, being mindful not to crash the head into the

sample. Engage the tip by clicking Engage to generate the force vs. distance. Set Channels 1, 2,

and 3 to HEIGHT SENSOR, AMPLITUDE ERROR, and PHASE, respectively. Adjust the data

scale by clicking the AUTOSCALE icon. Optimize the force during imaging by adjusting the

Amplitude Setpoint in Feedback controls. Start by gradually increasing the Setpoint and using the
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right arrow, until the blue and red lines significantly differ. Obtain the total adhesion force acting

on the particle from the porous substrate, and work of adhesion. Repeat the procedure for different

spring constants. Determine which spring constant range is adequate for predicting the adhesive

force in this application.

Figure 3.9: Scanning parameters outlined in the Bruker manual.

3.5 Finding critical friction velocity and equilibrium thickness

3.5.1 Critical friction velocity

The particle can be removed when the rolling or sliding criteria are satisfied. Toscano and

Ahmadi defined the rolling criteria as a function of impacting angle θ [31]:

Mt + Ft

(
d

2

)
+ Fla+ Fc

[
− sin θ

(
d

2
cos θ + a

)
+ cos θ

(
d

2
sin θ +

d

2

)]
≥ Fa. (3.44)
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The authors transformed the criteria into a set of equations using sublayer flow analysis combined

with all the forces mentioned above. The critical shear velocity for rolling motion is as follows:

A1 =
1.07πρfd

3
1

Cc

+
2.9πρfd

2
1Cd

Cc

(
d1
2

− α

)
+

0.915ρfu
∗d31

ν
a. (3.45)

A2 =
Fc

u∗2

[
− sin θ

(
d1
2
cos θ + a

)
+ cos θ

(
d1
2
sin θ +

d1
2

− α

)]
. (3.46)

u∗ =

(
Fpoa

A1 + A2

)1/2

. (3.47)

Toscano and Ahmadi defined the sliding criteria as a function of static friction coefficient µs as:

Ft + Fc cos θ ≥ (Fpo − Fl + Fc sin θ)µs. (3.48)

The critical shear velocity for sliding motion is:

u∗ =

(Fpo − 0.915ρu∗3d1
3

ν
+ 1.28E∗2/5r∗1/5m∗3/5V

6/5
cl sin(θ))× µs

2.9πρfd1
2Cd

Cc
+ 1.28E∗2/5r∗1/5m∗3/5

u∗2V
6/5
cl cos(θ)


1/2

. (3.49)

For each criterion, the critical shear velocity was solved using the bi-section method until the

solutions between two consecutive iterations converged within 10−10 m/s. The final u∗
crit was

determined by comparing both criteria and taking the minimum value. The critical shear veloc-

ities necessary for sliding detachment are significantly higher than those for rolling detachment.

Therefore, the impacting-rolling detachment is the dominant resuspension mechanism of spherical

particles in turbulent flows [41].

This section studies critical friction velocity as a function of free-stream velocity and particle

diameters. The particle and fluid properties are listed in Table 3.1. Particle diameter ranges from

0.1×10−6 to 10×10−6m, and free stream velocity ranges from 0.1, 0.5, 1.0, 1.5 to 2 m/s.
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Table 3.1: Particle and Fluid Properties for critical friction velocity study.

Fluid Value

Particle density ρp 2,260 kg/m3

Particle diameter dp 0.1×10−6 to 10×10−6 m

Fluid density ρf 1.225 kg/m3

Fluid viscosity µf 1.7894×10−5 kg/ms

Temperature 302 K

Free stream velocity 0.1 to 2 m/s

Figure 3.10 shows how critical friction velocity behaves with varying free-stream velocity and

particle diameters. For a constant free stream velocity, the critical friction velocity decreases with

an increase in particle diameter. Smaller particles are harder to be removed by the fluid and free

stream particles because hydrodynamic torque, drag force, lift force, and impact force are propor-

tional to the particle’s diameter, as expressed in Equations 3.23, 3.25, 3.28 and 3.29. The fluid

at the sublayer flow must have larger momentum to induce sufficient forces to remove smaller

particles. For a fixed particle diameter, the critical friction velocity decreases as the free stream

velocity increases. As free stream particles carry more momentum at higher free stream velocity,

the impact force acting on adhered particles is larger. Therefore, the adhered particle is easier to

remove, hence, lower critical shear velocity. However, free stream particles do not carry much

momentum at lower free stream velocity, the impact force acting on adhered particles is smaller;

therefore, the adhered particle has to rely on the drag force and lift force exerted by the fluid to be

removed, hence, higher critical shear velocity.
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Figure 3.10: Critical friction velocity u∗
crit as a function of particle diameter

and free stream velocity Vfreestream.

3.5.2 Equilibrium thickness - Analytical result

Based on the above analysis, the ultimate goal of the model is to estimate for δc from the hy-

draulic diameter at equilibrium where the friction velocity is equal to u∗
crit. Analytically estimating

friction velocity on a smooth wall, as suggested by Chavez et al. [29]:

u∗ =

√
f

2
Vfreestream. (3.50)

where f is friction coefficient given by:

f =
0.316

4Re1/4
. (3.51)
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Under the above assumptions, the equation can be expressed in terms of the channel radius h as:

u∗
crit =

√
0.316

8(
Vfreestream2hog

νf
)0.25

Vfreestream. (3.52)

Using conservation of mass to predict the mean velocity when the new channel radius hnew is at

equilibrium, with hog is the channel radius when there is no particle deposited, yields:

Vinlethog = Vfreestreamhnew. (3.53)

where

Vfreestream =
Vinlethog

hnew

. (3.54)

Using Equation 3.52 and 3.53, hnew is solved, and the particle diffusion thickness at equilibrium

δc = hog−hnew. Because critical shear velocity u∗
crit is a function of mean flow velocity Vfreestream,

it is necessary to use Vfreestream calculated in this step and iterate until the parameter between two

consecutive iterations converge within 10−10 m/s.

3.5.3 Numerical Validation

3.5.3.1 Configuration, set-up, computational domain

Particle and working fluid properties are listed in Table 3.2. Two-dimensional numerical simu-

lation for channel flow is performed in ANSYS Fluent. Air at different inlet velocities goes through

a channel with an original hydraulic diameter of 4 inches. The inlet velocity is varried at 0.6, 0.7,

0.8, 0.9, 1.0, and 1.08 m/s, respectively, corresponding for Re of 4,173; 4,869; 5,564; 6,260;

5,955; and 7,512. The hydraulic diameter will change at different deposition thicknesses. Shear

stress, which is then used to calculate the the friction velocity from Equation 3.50, is measured at a

hydraulic distance where the flow is fully developed. The flow is assumed to be turbulent and fully

developed before and after reaching asymptotic deposition. The set-up and computational domain

are described in Figure 3.11.
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Table 3.2: Particle and Fluid Properties for equilibrium thickness study.

Fluid Value

Particle density ρp 2,260 kg/m3

Particle diameter dp 7.5×10−6 m

Fluid density ρf 1.225 kg/m3

Fluid viscosity µf 1.7894×10−5 kg/ms

Temperature 302 K

Inlet velocity 0.6 to 1.08 m/s

Original hydraulic diameter 4 inches

Figure 3.11: Flow configuration and computational domain.

3.5.3.2 Grid convergence study

A grid convergence study is conducted at an inlet velocity of 1.08 m/s, and the parameter

of interest is shear stress at a fully developed flow location. k-ϵ realizable turbulence model is

utilized for the study. The turbulence model has been widely used for shear stress prediction in

computational fluid dynamics (CFD) simulations. It is considered a good, reliable, and widely

accepted model for simulating turbulent flows. The k-ϵ model can capture the essential features of
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turbulence and predict the turbulence intensity and length scale, which are important for calculating

turbulence shear stress.

Table 3.3 and Figure 3.12 shows how the fully developed shear stress changes as the number

of mesh element increases. The parameter of interest starts approaching an asymptotic value at

227,095 elements. At 300,578 elements, the parameter of interest does not change significantly.

Maximum y+ is 0.15529, minimum y+ is 0.02369, and average y+ is 0.02717. Therefore, it is

concluded that the mesh has converged at 227,095 elements to save computational time. This

mesh is then used to run at different inlet velocities.

Table 3.3: Number of mesh elements and shear stress τs.

Number of mesh elements Shear stress τs (Pa)

95,807 0.005523

158,604 0.0059

227,095 0.006141

300,578 0.006147

Figure 3.12: The grid convergence study is conducted at an inlet velocity of 1.08 m/s.
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3.5.3.3 Results and discussion

Critical shear velocity for graphite particles with a diameter of 7.5 µm and density of 2,260

kg/m3 is calculated using Equations 3.47 and 3.49 and taking the minimum value. Equations 3.50

to 3.54 are iteratively solved to determine the asymptotic deposition thickness δc. It is important to

note that the critical shear velocity decreases due to the decreasing hydraulic diameter as the free

stream velocity increases. As free stream particles carry more momentum at higher free stream

velocity, the impact force acting on adhered particles is larger. Therefore, the adhered particle

is easier to remove, hence, lower critical shear velocity. In Table 3.4, the asymptotic deposition

thickness δc is estimated for an inlet velocity of 0.6, 0.7, 0.8, 0.9, 1.0, and 1.08 m/s and its respective

u∗
crit. Fluid shear stress where the flow is fully developed is calculated with the converged grid

using ANSYS Fluent. The CFD result is then used to estimate the shear velocity with Equation

3.50. The difference between analytical u∗
crit and shear velocity u∗ generated by CFD is then

presented. The maximum difference between u∗
crit calculated using the proposed iteration scheme

and u∗ generated by CFD is 8.23%, whereas the minimum difference is 0.22%. It is concluded

that the suggested methodology in this study is adequate to predict the critical shear velocity and

equilibrium deposition thickness δc.

Table 3.4: Comparison between analytical u∗
crit and shear velocity u∗ generated by CFD.

Inlet velocity (m/s) δc (m) u∗
crit (m/s) Analytical Shear stress (Pa) CFD u∗ (m/s) CFD Difference %

0.6 0.0214 0.07262 0.00767105 0.079133 8.23

0.7 0.0169 0.07210 0.00713851 0.076337 5.55

0.8 0.0124 0.07165 0.00679733 0.074491 3.81

0.9 0.008 0.07126 0.00649491 0.072815 2.13

1.0 0.0037 0.07091 0.00625974 0.071484 0.8

1.08 0.000217 0.07065 0.00614101 0.070803 0.22
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3.6 Nondimensionalization and Scaling Analysis

Starting from the final expression where mass is deposited as a function of time in exponential

form:

m(t) = meq(1− e
− 3t

2tsat ) = δcA(1− ϵ3D)ρpart(1− e
− 3t

2tsat ). (3.55)

with

tsat =
15meq

16JmA
=

15δc(1− ϵ3D)ρp
16mpu

+
d u

∗C0

. (3.56)

The Stokes number is defined as:

Stk =
τU

Lc

. (3.57)

where U is free-stream velocity, Lc is characteristic length (which is hydraulic diameter Dh in this

study) and τ is particle relaxation time expressed as:

τ =
ρpd

2
p

18µf

. (3.58)

Nondimensionalizing tsat can be peformed by dividing the parameter by the characteristic time of

the flow Lc/U and expressing in terms of Stk, which yields:

tsat
Lc/U

=

15δc(1−ϵ3D)ρp

16mpu
+
d u∗C0

τ

τU

Lc

. (3.59)

tsatU

Lc

=

15δc(1−ϵ3D)ρp

16mpu
+
d u∗C0

ρpd2p
18µf

Stk. (3.60)

Defining t+sat as a non-dimensional saturation time tsatU/Lc, and algebraically simplifying the

expression:

t+sat =
135

8

1− ϵ3D
u+
d

δc
dp

νf
dpu∗Stk

ρf
C0mp

. (3.61)

t+sat =
135

8

1− ϵ3D
u+
d

δc
dp

1

Rep
Stk

ρf
C0mp

. (3.62)
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The last term ρf
C0mp

depicts the effect of particle concentration on the non-dimensional saturation

time t+sat. Expanding the mass of each particle as a product between the volume of each particle

and particle density, it becomes the mass ratio of total fluid mass and total particle mass as follows:

ρf
C0mp

=
ρf
ρp

1

C0Vp

=
ρf
ρp

ΣVf

ΣVp

=
Σmf

Σmp

. (3.63)

A complete non-dimensional saturation time t+sat becomes:

t+sat =
tsatU

Lc

=
135

8

(
1− ϵ3D
u+
d

)(
δc
dp

)(
1

Rep

)(
Σmf

Σmp

)
(Stk). (3.64)

The friction velocity u∗ was estimated using friction factor f computed from the Blasius correlation

corrected for non-circular ducts by replacing diameter with the equivalent diameter:

u∗ =

√
f

2
U (3.65)

f =
0.316

4Re0.25
(3.66)

Assuming that the flow is fully developed and steady, Stk is dependent on non-dimensional particle

relaxation time τ+ and Re and can be expressed as follows:

τ+ =
d2pu

∗2ρp

18ν2
fρf

=
ρpd

2
pU

18µfDh

u∗2ρf
µf

Dh

U
= Stk

f
2
U2ρf

µf

Dh

U
= Stk

f

2

UρfDh

µf

= Stk
f

2
Re. (3.67)

Stk =
τ+

f
2
Re

(3.68)

The non-dimensional saturation time t+sat has been expressed in terms of related non-dimensional

numbers. The scaling analysis requires that each involved non-dimensional number needs to be

scaled; hence, the scaling law is given by:

(u+
d )M = (u+

d )P . (3.69)
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(Rep)M = (Rep)P ↔
(
dpu

∗

νf

)
M

=

(
dpu

∗

νf

)
P

. (3.70)

(
δc
dp

)
M

=

(
δc
dp

)
P

. (3.71)

(Re)M = (Re)P ↔
(
ρfUDh

µf

)
M

=

(
ρfUDh

µf

)
P

. (3.72)

(
Σmf

Σmp

)
M

=

(
Σmf

Σmp

)
P

↔
(

ρf
C0mp

)
M

=

(
ρf

C0mp

)
P

. (3.73)

To have 3.69 valid, three non-dimensional terms of the particle velocity needs to be scaled:

(Sc)M = (Sc)P ↔

(
νf
kT

3πµfdp

)
M

=

(
νf
kT

3πµfdp

)
P

. (3.74)

(τ+)M = (τ+)P ↔
(
d2pu

∗ρp

18νfρf

)
M

=

(
d2pu

∗ρp

18νfρf

)
P

. (3.75)

(g+)M = (g+)P ↔
(νfg
u∗

)
M

=
(νfg
u∗

)
P
. (3.76)

3.7 Parametric Study

There are nine (9) parameters that need consideration when performing scaling analysis and

parametric study: fluid viscosity µf , fluid density ρf , temperature T , particle diameter dp, particle

density ρp, freestream velocity U , deposition geometry Dh, friction velocity u∗ and particle con-

centration C0. There are also six (6) equations relating these parameters to the non-dimensional

numbers, including Eqs. 3.65, 3.70, 3.72, 3.73, 3.74, and 3.75. Keeping fluid’s properties constant

(µf and ρf ) at fixed temperature T , and varying one non-dimensional number while keeping the

others constant can be made by changing in different parameters, which can be expressed as a

calculating sequence below:

Sc =
νf
kT

3πµfdp

→ dp =
SckT

3πµfνf
. (3.77)

Rep =
dpu

∗

νf
→ u∗ =

Repνf
dp

. (3.78)
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u∗ =

√
f

2
U → U =

u∗√
f
2

. (3.79)

Re =
DhU

νf
→ Dh =

Reνf
U

. (3.80)

τ+ =
d2pu

∗2ρp

18ν2
fρf

→ ρp =
τ+18ν2

fρf

d2pu
∗2 . (3.81)

Σmf

Σmp

=
ρf

C0mp

→ C0 =
ρf

Σmf

Σmp

4
3
π

d3p
8
ρp

. (3.82)

Gravitational sedimentation term is defined as g+ =
νfg

u∗ . While the fluid kinematic viscosity

νf and gravitation acceleration g is constant, the only parameter that can alter g+ is the friction

velocity u∗. According to the calculation sequence above with known fluid properties, g+ can

be kept constant by not varying Sc and Rep. Additionally, Stk is dependent on non-dimensional

particle relaxation time τ+ and Re as expressed in Equation 3.68. Hence, a parametric study can

be done by studying how t+sat and u+
d changes by varying τ+, Re, and mass ratio Σmf

Σmp
.

A parametric study was conducted by choosing air as the working fluid at 302 K. The non-

dimensional particle relaxation time τ+ is varied from 0.04 to 4.6, and Re is varied from 4,173 to

7,512. Using the above-mentioned calculation sequence, the particle diameter remained constant

while the particle density varied from 900 kg/m3 to 11,300 kg/m3. The mass ratio of the fluid to

particles per unit volume ranges from 0.45 to 4.5×108, and the particle concentration is calculated

accordingly, ranging from 5.45 × 103 particles/m3 to 5.45 × 1012 particles/m3. The new inlet

velocity and new hydraulic diameter are calculated for each Re, ranging from 0.6 m/s to 1.08 m/s

and from 4 to 30 inches, respectively.
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Figure 3.13: Non-dimensional deposition velocity u+
d vs. non-dimensional

particle relaxation time τ+ at different Re.

Figure 3.14: Non-dimensional deposition velocity u+
d vs. Re.
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Figure 3.13 shows the variation of non-dimensional deposition velocity as a function of particle

relaxation time. For a fixed Re, the non-dimensional particle deposition velocity increases with

an increase in non-dimensional relaxation time. At higher values of τ+, the particles take a longer

time to adjust themselves back to the fluid streamlines, resulting in a higher probability of being

deposited on the wall. Hence, the non-dimensional deposition velocity increases with an increase

in non-dimensional particle relaxation time. Figure 3.14 shows the variation of non-dimensional

deposition velocity with Reynolds number (Re). The non-dimensional deposition velocity remains

constant as Re increases due to increasing free-stream velocity and hydraulic diameter while main-

taining a constant non-dimensional particle relaxation time because Re does not directly affect

Brownian diffusion (Sc), eddy-impaction (τ+), and gravitational sedimentation (g+).
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Figure 3.15: Non-dimensional saturation time t+sat vs. particle relaxation time τ+ at different
Re = 4,173; 4,869; and 5,564.
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Figure 3.16: Non-dimensional saturation time t+sat vs. particle relaxation time τ+ at different
Re = 5,955; 6,260; and 7,512.

As the particle relaxation time increases for a fixed Re, the deposition velocity increases, as

shown in Figure 3.13, resulting in more particles being deposited over a unit area and time. In
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general, as more particles are deposited, the surface takes less time to become saturated and ap-

proach equilibrium faster. Therefore, the saturation and equilibrium time decrease with increase in

non-dimensional particle relaxation time, as shown in Figures 3.15 and 3.16. For a fixed particle

relaxation time (τ+) both saturation and equilibrium times decrease with an increase in Re. At

higher value of Re, the property of particles flow through the channel without getting deposited

to the wall. Since Stk can be expressed as a function of τ+ and Re in Equation 3.68 for fully

developed flow, the complete non-dimensional saturation time t+sat from Equation 3.64 can also be

written as:

t+sat =
tsatU

Lc

=
135

8

(
1− ϵ3D
u+
d

)(
δc
dp

)(
1

Rep

)(
Σmf

Σmp

)
τ+

f
2
Re

(3.83)

Express Equation 3.83 so that it is a clear function of τ+:

t+sat =
tsatU

Lc

=
135

8

(
1− ϵ3D

f
2
Re

)(
δc
dp

)(
1

Rep

)(
Σmf

Σmp

)
τ+

u+
d

(3.84)

t+sat =
tsatU

Lc

=
135

8

(
1− ϵ3D

f
2
Re

)(
δc
dp

)(
1

Rep

)(
Σmf

Σmp

)
τ+

0.057Sc−2/3 + 4.5× 10−4τ+2 + τ+g+

(3.85)

Non-dimensional particle relaxation time appears in both the numerator and denominator of Equa-

tion 3.85, which will make t+sat slightly increase as τ+ increases and reach a critical value before

decreasing, as shown in Figure 3.17. Less than this critical value (Stk is very small, and particles

follow well the fluid streamlines), the deposition velocity is mainly governed by Brownian diffu-

sion (Sc), which is the characteristic random wiggling motion of small airborne particles in the

air. The diffused particles into the wall are easily accelerated by the swirls motion of the turbu-

lent sublayer flow, causing non-dimensional time t+sat to decrease. As Stk decreases, t+sat slightly

decreases in the Brownian diffusion-dominated region. Taking the derivative of the Equation 3.85

with respect to τ+ and setting it to zero, one can determine the critical non-dimensional relaxation

time τ+crit as:

τ+crit =

√
0.057

4.5× 10−4
Sc−1/3 (3.86)
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Figure 3.17: t+sat slightly increases as τ+ increases and reaches a critical value before decreasing.

Figure 3.18: Non-dimensional saturation time t+sat vs. Re.

The non-dimensional particle deposition velocity remains constant for a constant non-dimensional
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particle relaxation time and an increasing Re due to increasing free-stream velocity and/or hy-

draulic diameter. For larger free-stream velocity and hydraulic diameter, the characteristic time of

the flow increases, leading to a decrease in non-dimensional saturation time as depicted in Figure

3.18. However, the actual dimensional time remains constant because the parameter is independent

of the flow characteristic time, as shown in Equation. 3.56.

Figure 3.19: Non-dimensional saturation time t+sat vs. Mass ratio.

For a constant Re and non-dimensional particle relaxation time, the mass ratio of fluid and

particles per unit volume increases, which means fewer particles being presented per unit volume,

and fewer particles being deposited on the wall. As deposition velocity decreases, the time required

to reach saturation increases. Figure 3.19 shows that the non-dimensional saturation time decreases

as the mass ratio decreases, i.e., particle concentration increases.
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Preliminary calculations to predict the asymptotic deposition behavior in a low temperature

and low pressure condition are conducted with air at 302K as the working fluid. The inlet velocity

values were varied. The inlet velocity values of 0.6, 0.7, 0.8, 0.9, 1.0, and 1.08 m/s, correspond to

Re of 4,173; 4,869; 5,564; 6,260; 5,955; and 7,512, respectively. The hydraulic diameter is 0.1016

m (or 4 inches), deposited particles are graphite dust with a diameter of 7.5 µm and density of

2,260 kg/m3, and particle concentration at 3.27× 1010 particles/m3. The total adhesion force is

approximated at 4,590.6 nN .
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Figure 3.20: Asymptotic deposition behavior predicted in this study.
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Table 3.5: Saturation time and equilibrium time for different inlet velocity.

Inlet velocity (m/s) Saturation time (s) Saturation time (hrs) Equilibrium time (s) Equilibrium time (hrs)

0.6 7.17E+05 199.05 2.20E+06 610.50

0.7 5.66E+05 157.22 1.74E+06 482.19

0.8 4.17E+05 115.85 1.28E+06 355.31

0.9 2.70E+05 74.88 8.27E+05 229.67

1.0 1.23E+05 34.28 3.78E+05 105.13

1.08 7.28E+03 2.02 2.23E+04 6.20

The asymptotic deposition behavior for different inlet velocities is presented in Figure 3.20

and the predicted saturation and equilibrium times are listed in Table 3.5. As the inlet velocity

increases, the saturation and equilibrium time decreases for the same particle concentration. When

the inlet velocity exceeds 1.08 m/s, no deposition occurs because the critical friction velocity of

the 7.5 µm graphite particle is less than the shear velocity of the fluid, and the predicted thickness

is negative. There is an abrupt decrease in saturation and equilibrium time when increasing the

inlet velocity from 1.0 m/s to 1.08 m/s, from 34.28 hours to 2.02 hours, and from 105.13 hours to

6.2 hours. It is recommended to perform validation experiments in this velocity regime as it yields

a more reasonable run time. The predicted asymptotic mass deposited per unit area at 0.6, 0.7, 0.8,

0.9, 1.0, and 1.08 m/s inlet velocity is 48.31, 38.16, 28.2, 18.18, 8.32, and 0.49 kg/m2. As the

inlet velocity increases, asymptotic deposited mass decreases for the same particle concentration.

It is easier to remove particles because the critical shear velocity is smaller for larger free stream

velocities, with fewer particles being deposited; hence, smaller deposition mass.
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4. SUMMARY

“Plate-out" refers to the deposition or buildup of solid material on a surface, which can have

consequences such as increasing the risk of criticality or corrosion and can also affect the effi-

ciency of equipment and systems. Current plate-out codes predicting fission products and graphite

dust transport are only accessible for internal institutional use only apply to the nuclear application

even though porous particle deposition is crucial to many industrial heat recovery systems. The

numerical findings based on the original geometry may be imprecise due to the accumulating depo-

sition. The objective of this study is to develop a mathematical model for particle deposition under

a fully-developed, turbulent channel flow condition, taking the effect of the change in geometry

over time.

Wood’s model (1981) for empirically estimating the non-dimensional particle deposition rates

in turbulent flows is governed by 3 phenomena: Brownian diffusion, eddy-impaction, and gravi-

tational sedimentation. Particle and mass flux to the wall are derived. The deposition is termed

undersaturated when the removal rate is negligible compared to the deposition rate. The deposited

mass increases linearly with time in the undersaturated region. The deposition is termed saturated

when the removal rate becomes considerable compared to the deposition rate. The particles start

building up in layers. The transition time between undersaturated and saturated conditions is de-

fined as saturation time. Equilibrium is determined when deposition and removal rates are equal.

Thickness grows exponentially and reaches an asymptotic value in the form of an exponential func-

tion according to the asymptotic deposition model. The mass deposited as a function of time can

be expressed as a function of equilibrium thickness, unit area, porosity, and particle density, as ex-

pressed in Equation 3.20. Saturation time can be expressed as a function of equilibrium thickness,

particle properties, deposition velocity, friction velocity, and particle concentration, as expressed

in Equation 3.18.

The particle removal mechanism is examined by analyzing all forces acting on the particle,

including, hydrodynamic torque, impact force, lift force, drag force, and four (4) adhesion forces.
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Atomic Force Microscope (AFM) measurement is determined to be an adequate methodology to

measure the total adhesion force. An experimental procedure with Bruker’s Dimension AFM-

ICON has been proposed. The porous substrate can be obtained by placing a thin 5mm x 5mm

film at the location where the flow is fully developed. The thin film should not be too thick (above

0.5mm) as the thickness will easily alter the flow properties, leading to inaccurate deposition data.

Particle concentration is set to 3.27 × 1010 particles/m3, corresponding to a particle injection

mass flow rate of 0.000152 kg/s for graphite properties with a hydraulic diameter of 4 inches.

Inlet velocity is recommended to be set at 1 to 1.08 m/s to ensure a reasonable run time for the

experiment. An iteration scheme to determine critical friction velocity has been done as outlined

in [31] and [41]. For a constant free stream velocity, the critical friction velocity decreases for

larger particles. With a constant particle diameter, the critical friction velocity decreases as the

free stream velocity increases. The calculated critical friction velocity and predicted equilibrium

thickness are validated using ANSYS Fluent for inlet velocity range from 0.6 to 1.08 m/s. It is

concluded that the iteration scheme has accurately predict said parameters.

It was found from parametric studies that for a constant Re, as non-dimensional particle relax-

ation time increases, the particles take longer time to adjust themselves back to the fluid stream-

lines, resulting in a higher probability of being deposited on the wall. Hence, the non-dimensional

deposition velocity increases with increase in non-dimensional particle relaxation time. The non-

dimensional deposition velocity remains constant as Re increases due to increasing free-stream

velocity and hydraulic diameter while maintaining a constant non-dimensional particle relaxation

time because Re does not directly affect Brownian diffusion, eddy-impaction, and gravitational

sedimentation.For a constant Re, as particle relaxation time increases, the deposition velocity in-

creases, resulting in more particles being deposited over a unit area and time. In general, as more

particles are deposited, the surface takes less time to become saturated and approach equilibrium

faster. Therefore the saturation and equilibrium time decrease with increase in non-dimensional

particle relaxation time. For a constant Re and non-dimensional particle relaxation time, the mass

ratio of fluid and particles per unit volume increases, meaning fewer particles are presented per

47



unit volume, and fewer particles are deposited on the wall. As deposition velocity decreases, the

time required to reach saturation increases. As the inlet velocity increases, the saturation and

equilibrium time decreases for a constant particle concentration.

Calculations to predict the asymptotic deposition behavior of low-temperature, low-pressure

experiments are conducted with air at 302K as the working fluid. The inlet velocity is varied at

0.6, 0.7, 0.8, 0.9, 1.0, and 1.08 m/s. As the inlet velocity increases, the saturation and equilibrium

time decreases for the same particle concentration. For the inlet velocity above 1.08 m/s, there

is no deposition happening as the critical friction velocity of 7.5 µm graphite particle is smaller

than the shear velocity of the fluid and the thickness predicted is negative. For the same particle

concentration, as the inlet velocity increases, asymptotic deposited mass decreases. It is easier to

remove particles because the critical shear velocity is smaller for larger free stream velocity, with

fewer particles being deposited; hence, smaller deposition mass.
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5. CONCLUSIONS AND FUTURE WORK

Current plate-out codes predicting fission products and graphite dust transport are only ac-

cessible for internal institutional use and only apply to the nuclear application. However, porous

particle deposition is crucial to many industrial heat recovery systems. The numerical findings

based on the original geometry may be imprecise due to the accumulating deposition. The objec-

tive of this study is to develop a mathematical model for particle deposition in a fully developed

turbulent flow in a rectangular channel considering the effect of the change in geometry over time

due to particle deposition. The definitions of undersaturated, saturated, and equilibrium regions are

introduced, along with saturation and equilibrium times. Equilibrium time can be expressed as a

linear function of saturation time, which can be used to approximate one or the other with adequate

given parameters. The most significant part of the study is to consider the particle-to-particle and

particle-to-fluid interaction. Forces acting on the particle during the removal process are consid-

ered, including hydrodynamic torque, impact force, lift force, drag force, and 4 adhesion forces. A

proposed experimental procedure to measure the total adhesion force has been suggested. Iteration

schemes have been used to find critical friction velocity from [31] and equilibrium thickness. The

results are validated by numerical simulation performed in ANSYS Fluent. It is concluded that the

suggested methodology in this study is adequate to predict equilibrium thickness and critical shear

velocity.

The following conclusions are drawn from the study:

• For a constant free stream velocity, the critical friction velocity decreases for larger particles.

Smaller particles are harder to be removed by the fluid and free stream particles because hy-

drodynamic torque, drag force, lift force, and impact force is proportional to the particle’s

diameter. The fluid at the sublayer flow must have larger momentum to induce sufficient

forces to remove smaller particles. With a constant particle diameter, the critical friction

velocity decreases as the free stream velocity increases. As free stream particles carry more
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momentum at higher free stream velocity, the impact force acting on adhered particles is

larger. Therefore, the adhered particle is easier to remove, hence, lower critical shear veloc-

ity.

• For a constant Re, as non-dimensional particle relaxation time increases, the particles take a

longer time to adjust themselves back to the fluid streamlines, resulting in more likelihood

of being deposited on the wall. Hence, the non-dimensional deposition velocity increases

with increase in non-dimensional particle relaxation time.

• The non-dimensional deposition velocity remains constant as Re increases due to increasing

free-stream velocity and hydraulic diameter while maintaining a constant non-dimensional

particle relaxation time because Re does not directly affect Brownian diffusion, eddy-impaction,

and gravitational sedimentation.

• As particle relaxation time increases for a constant Re, deposition velocity increases, result-

ing in more particles deposited over a unit area and time. In general, as more particles are

deposited, the surface takes less time to become saturated and approach equilibrium faster;

hence, the saturation and equilibrium time decrease with increase in non-dimensional parti-

cle relaxation time.

• For a constant Re and non-dimensional particle relaxation time, the mass ratio of fluid and

particles per unit volume increases, meaning fewer particles are presented per unit volume,

and fewer particles are deposited on the wall. As deposition velocity decreases, the time

required to reach saturation increases.

• For a constant particle concentration, as the inlet velocity increases, the saturation and equi-

librium time decreases.

• For the inlet velocity above 1.08 m/s, there is no deposition happening as the critical friction

velocity for 7.5 µm graphite particle is smaller than the shear velocity of the fluid and the

thickness predicted is negative.
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• As the inlet velocity increases, asymptotic deposited mass decreases for a fixed particle con-

centration. It is easier to remove particles because the critical shear velocity is smaller for

larger free stream velocity, with fewer particles being deposited; therefore, smaller deposi-

tion mass.

Future work is needed to perform the adhesive force measurement by the AFM provided by

MCF by Texas A&M. Adequate spring constant range should be further determined to perform

future measurements. The porosity of the deposited porous sample also needs to be determined.

The asymptotic deposition, saturation, and equilibrium time need further validation by running

long-duration deposition at the suggested particle concentration and inlet velocity. For a constant

free stream velocity, the critical friction velocity decreases for larger particles. Smaller particles

are harder to be removed by the fluid and free stream particles because hydrodynamic torque,

drag force, lift force, and impact forces are proportional to the particle’s diameter. Therefore, the

assumption of uniform diameter in the porous deposition layer and free stream particles might not

be valid due to preferential deposition and removal, i.e., the average deposited particles’ diameter

could be smaller than the free stream ones. This study takes a two-dimensional, fully developed

turbulent channel flow as a deposition geometry. For different deposition geometries, such as

flow over a cylinder, a sphere, and transitional flow, Equation 3.50 needs to be modified to fit an

appropriate configuration.
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