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ABSTRACT

The field of robotics has rapidly expanded in recent years and has found its way into various

sectors, including manufacturing, healthcare, and transportation. This growth is largely attributed

to the advancements in deep learning techniques, such as convolutional neural networks (CNNs)

and recurrent neural networks (RNNs), which have made it possible to create intelligent robots

capable of performing complex tasks independently. With the ability to interact with the environ-

ment and learn from experience, robots can now tackle previously daunting real-world problems

like object recognition, natural language processing, and motion planning while also being able to

adapt to changing conditions and optimize their performance.

This dissertation places significant emphasis on the role of perception sensors in enabling

robots to understand and engage with their environment, particularly in off-road terrain. The re-

search investigates several types of sensors, including cameras, LIDAR, and radar, and how they

provide insights into a robot’s surroundings. Additionally, the study explores different levels of

sensor data representation, ranging from raw data to semantic information and deep features. The

dissertation introduces an off-road dataset for semantic segmentation that includes semantic la-

bels for raw data and proposes a benchmark for point cloud and image semantic segmentation. It

also delves into various semantic segmentation problems for different types of sensors, including

camera images, LIDAR point cloud, and raw RADAR. The research proposes a semantic segmen-

tation framework for off-road image segmentation, a technique to transfer labels from one LIDAR

point cloud dataset to another dataset, and a pipeline to transfer LIDAR semantic segmentation

labels to radar data. The study also proposes a technique to learn cross-modal deep features using

contrastive learning. Finally, the research employs higher-level information, such as semantic in-

formation and deep features, to address multi-modal extrinsic calibration for cameras-LIDAR and

LIDAR-radar. The expected outcome of this research is to improve autonomous navigation in off-

road environments, and the dissertation provides new resources and avenues for further research.
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1. INTRODUCTION

Sensors are essential for enabling robots to perceive and comprehend the world around them,

especially in off-road terrains. Different types of sensors are utilized in robotics, including prox-

imity sensors, inertial measurement units (IMUs), and GPS sensors. However, perception sensors,

such as cameras, lidar, radar, and sonar, provide critical information to the robot about its envi-

ronment. This information includes the position and motion of objects, surface features, and other

pertinent data, even in challenging off-road environments. Different types of perception sensors

provide unique types of information and have complementary properties. Camera and Light De-

tection and Ranging (LiDAR) sensors are critical components of autonomous vehicles due to their

ability to offer high-resolution color information and accurate spatial information, respectively.

Cameras provide high-resolution color information, while LiDAR can provide precise spatial in-

formation at long ranges. Meanwhile, RADAR sensors have a longer wavelength and are less

susceptible to small particles such as dust, fog, rain, or snow that can impair the performance of

camera and LiDAR sensors. Additionally, RADAR has a longer detection range and the ability to

penetrate materials, enabling the detection of objects beyond the line of sight of LiDAR sensors.

Based on different algorithm and process, the data can be represented in different levels. The

raw data obtained from these perception sensors consists of numerical values or signals that repre-

sent the sensor’s measurements or observations. This raw representation provides a foundation for

algorithms and processing to extract more meaningful information from the data. Through, some

basic processing, we can get information about the surrounding environemtn. Further processing

and analysis are then applied to the raw data to obtain semantic representation, such as the position

and motion of objects or surface features, that are more meaningful and interpretable for the robot.

Alternatively, deep feature representation can be learned from the raw data using machine learning

algorithms, which provide a more abstract and complex representation of the environment.

Perception sensors and the different types of representations that can be derived from their data

play a critical role in a broad range of robotics applications, including off-road exploration and

1



search and rescue missions, manufacturing, logistics, healthcare, and defense. This dissertation

explores multi-modal sensor data at different levels: from raw data to semantic information to

deep features.

1.1 Problem Statement and Related Work*

1.1.1 Summary of Problems and Contribution

As previously discussed, multi-modal sensors are essential for enabling robots to understand

and interact with their environment. However, there are still many unanswered questions at each

level of information that can be extracted from the raw sensor data. This dissertation aims to

investigate various challenges in robotics as followed:

• Multi-modal Off-road Semantic Segmentation Dataset: Autonomous navigation systems

using only LiDAR and INS perform poorly in off-road environments. Visual perception

systems can provide complementary information for better navigation. There are limited

datasets available for off-road navigation research, making it challenging to develop and

test new models. We introduce RELLIS-3D, a new multimodal dataset with pixel-wise and

point-wise annotations for off-road environments. The dataset challenges current state-of-

the-art deep learning models, highlighting the need for further research in these unstructured

environments.

• Off-road Image Semantic Segmentation: Off-road environments are challenging for au-

tonomous driving due to their complex and varied textures and undefined boundaries. Ex-

isting methods for off-road semantic segmentation often struggle due to the unique features

of off-road environments, such as illumination changes. Our contribution is a framework

called OFFSEG that groups classes in off-road datasets into four categories to resolve class

imbalance issues and achieve good results for fine semantic segmentation. Our approach

can be extended to include other sub-classes and tested under different climatic and weather

conditions.
*Part of the content are from our published paper [1][2][3][4][5]

2



• LIDAR Semantic Segmentation Domain Adaptation: Point clouds pose challenges for ap-

plying deep learning, leading to the development of several methods to address these issues.

Most learning-based methods for semantic segmentation are supervised, but slight differ-

ences between training and test data can affect their performance. We propose a boundary-

aware domain adaptation approach to improve the semantic segmentation of the lidar point

cloud. We design a model that can extract domain shared and domain private features and

utilize the learned boundary to refine segmentation results.

• Off-road Radar Semantic Segmentation: Radar data is challenging to use for semantic

segmentation due to its sparsity and limited information. Previous methods used hand label-

ing or low-level features for classification but lacked rich information on object types. Some

methods used weak supervision, but most research has focused on urban scenes. We propose

a pipeline to transfer LiDAR semantic segmentation labels to radar and train an image-based

model for off-road environments.

• Cross-modal Deep Features Learning: Due to their complementary properties, combining

camera and LIDAR sensors are essential components of autonomous vehicles. While many

methods have been explored in the literature to generate features for a single modality, find-

ing unified cross-modal dense features is still challenging. The existing patch-based methods

require dense point clouds to learn, and no unified neural network structures are versatile to

process all modalities. We propose using a U-Net variant of the PointNet++ architecture

for the point cloud and a U-Net CNN architecture for images to overcome these difficulties.

Additionally, we propose the Tuple-Circle loss function for cross-modal deep contrastive

learning.

• Camera-LIDAR Extrinsic Calibration: The existing methods for Camera-LIDAR cal-

ibration suffer from various limitations, such as the need for controlled environments or

specifically designed targets, time-consuming manual feature engineering, and lack of gen-

eralization to new scenarios. We propose a novel online, targetless, extrinsic calibration
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algorithm that leverages semantic information for cross-modal data association. The pro-

posed algorithm uses a fully differentiable mutual information neural estimate to estimate

mutual information between dense semantic labels derived from the data.

• Radar-LIDAR Extrinsic Calibration:The extrinsic calibration between LIDAR and RADAR

sensors is challenging due to the limited resolution and information loss in the third dimen-

sion of RADAR measurements. we propose a method to calibrate LIDAR and RADAR

using a small Multi-Layer Perceptron (MLP) to model the target as a collection of RADAR

return energy. The model is trained to learn the correlation between the RADAR sensor pose

relative to the target and the return energy, allowing it to be used for calibration.

1.1.2 Multi-modal Off-road Semantic Segmentation Dataset

Autonomous navigation systems that rely solely on LIDAR and an inertial navigation system

(INS) have been shown to perform poorly in off-road environments [6, 7, 8]. These systems lever-

age geometric information but need a higher-level semantic understanding of the environment that

could make path planning and navigation more efficient. For example, bushes are identified as ob-

stacles by LIDAR. However, these parts of the environment may be traversable for larger platforms.

The importance of semantic awareness has led to the emergence of visual perception systems that

directly feed information to navigation systems to complement depth sensors [6, 9, 10, 11, 12].

LIDAR provides highly accurate 3D information, is not affected by varying illumination, and adds

reflectance information to characterize object surfaces uniquely. In contrast, cameras provide dense

color and texture information to obtain fine-grained semantic information.

In the past decade, numerous datasets have been published for scene understanding in au-

tonomous vehicles and robots. The majority of these datasets focus on urban environments and

on-road navigation and typically provide only 2D annotations for RGB camera images, such as

CamVid [13], Cityscapes [14], Mapillary Vistas [15], D2-City [16], and BDD100k [17]. However,

some datasets have incorporated multiple sensor modalities, such as KITTI [18], nuScenes[19],

and A2D2 [20]. To further enhance the quality of data available for research, the SemanticKITTI
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dataset [21] has added extensive semantic annotations to the LIDAR subset of the KITTI dataset.

With the availability of these datasets, research on autonomous driving and robots has made great

strides in recent years.

Compared to the plethora of available urban environment datasets, relatively few datasets are

available for off-road navigation. Off-road environments are characterized by unstructured class

boundaries, uneven terrain, and irregular features, making it challenging to transfer models from

other types of environments directly. Additionally, there are significant differences in class distri-

butions across distinct off-road environments. Table 1.1 provides an overview of existing off-road

datasets and their data and annotation characteristics. For example, the RUGD dataset [22] offers

RGB images for semantic segmentation in off-road environments with detailed annotations but

lacks multiple sensor modalities. The Freiburg Forest dataset [23] provides multi-spectral images

but does not include additional modalities such as LIDAR and has limited annotated data. The

YCOR dataset [6] offers both images and point clouds, but only the images are annotated. The

NREC Agricultural Person-Detection Dataset provides annotations for person detection in off-

road environments, but only for a single class. Dabbiru et al. [24, 25] have presented a framework

for generating simulated and annotated point cloud data for LIDAR semantic segmentation, which

could potentially be used for transfer learning with real datasets like RELLIS-3D. Despite these

existing datasets, there is still a gap in the data available for off-road navigation research. The lack

of available data, especially with multiple sensor modalities, presents a significant challenge for

researchers in the field and highlights the importance of efforts to gather and curate new datasets.

Table 1.1: Overview of off-road datasets. Ours is by far the largest dataset with multiple modalities.

Name Sensors # Annotations1 # Classs2 Annotation Type Modality
RUGD [22] camera 7546 24 pixel-wise RGB

DeepScene [23] camera 366 6 pixel-wise RGB, Depth, NIR, NRG, NDVI, EVI
Pezzementi et al [26] camera 95000 1 bounding box RGB

YCOR [6] camera 1076 8 pixel-wise RGB
Dabbiru et al [24] simLiDAR 2743 6 point-wise Point Cloud

Ours camera, LIDAR 6235/13556 20 pixel/point-wise RGB, Point Cloud
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1.1.3 Semantic Segmentation

Robots need to understand the objects and structures present in the environment to navigate

and perform tasks effectively in off-road environments. This involves developing algorithms for

semantic segmentation, which assigns a label to each pixel or point in the data obtained from im-

ages, lidars, and radars. The resulting information can be used for tasks such as object recognition

and scene understanding, making it useful for various applications, such as inspection, exploration,

rescue, and reconnaissance missions.

1.1.3.1 Image semantic segmentation

Off-road environments are typically characterized by rich and varied textures, with undefined

boundaries and less detailed than urban areas. The non-uniform terrain description in these envi-

ronments challenges robust autonomous driving systems. On the other hand, on-road driving has

received more attention in terms of datasets for segmentation and semantic scene understanding,

with several state-of-the-art benchmarks available for urban environments. Unlike urban environ-

ments, off-road environments have unstructured class boundaries, uneven terrain, strong textures,

and irregular features that hinder the direct transfer of models between environments. Additionally,

there are significant variations in class distributions across different off-road environments.

Early research on off-road semantic segmentation mainly focused on coarse-grained methods,

which are typically formulated as binary classification problems. One such method is the road

detection algorithm for front-view monocular cameras using the Road Probabilistic Distribution

Model (RPDM) and online learning, as described in [27]. Another approach is vanishing point

detection for off-road road detection, which involves estimating the vanishing point associated

with the main part of the road, followed by segmenting the corresponding road area based on

the detected vanishing point, as proposed in [28]. In [29], an approach to road recognition based

on Kalman filtering and EM theory is presented, which results in a fast recursive filter that can

adaptively track unpaved roads. However, these early methods have limitations in handling fine-

grained semantic segmentation due to their inability to generate strong feature representations.
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In recent years, advances in deep learning have led to the development of methods for fine-

grained semantic segmentation. For instance, Rothrock et al. [30] implemented Fully Convolu-

tional Networks (FCN) for terrain classification of the Martian surface, while Sgibnev et al. [31]

focused on the practical application of modern lightweight architectures for mobile robotic sys-

tems. However, directly applying existing segmentation networks for off-road semantic segmen-

tation often results in performance degradation due to intrinsic problems in such environments,

such as illumination changes. To address this challenge, Jin et al. [32] proposed a built-in memory

module for semantic segmentation. Additionally, Guan et al. [33] introduced GANav, a novel

group-wise attention mechanism that identifies safe and navigable regions in off-road terrains and

unstructured environments from RGB images. Despite the recent advances in off-road semantic

segmentation, these methods often overlook a crucial aspect of off-road driving. Unlike on-road

scenes, where detailed classes like signboards, traffic lights, etc., are necessary, off-road environ-

ments require fewer features. Therefore, it is possible to group classes in off-road datasets into

four categories: traversable, non-traversable, obstacles, and sky, based on their semantic contribu-

tions to the environment. The sky class includes the region present in the sky, while the traversable

class comprises all possible traversable regions in the dataset. The non-traversable class covers

all surface regions that are not traversable and do not act as obstacles during off-road navigation.

Lastly, the obstacle class contains all possible obstacles in the dataset. Grouping the classes into

these four categories adequately resolve the class imbalance issue. Additional details, such as dirt,

mud, gravel, etc., can be included in the traversable class to aid in determining the drivable path

during autonomous off-road driving.

1.1.3.2 LIDAR semantic segmentation

Understanding the scene is crucial for the development of autonomous robotics and vehicles.

The semantic information of the scene can be utilized for navigation, decision-making, and seman-

tic mapping. Cameras and LIDAR are commonly used in autonomous vehicles for obtaining visual

data. Although cameras provide high-resolution color and texture information, they are sensitive to

variations in illumination, making semantic segmentation for LIDAR scans critical. The recent ad-
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vancement of deep learning technology has led to significant progress in 3D semantic segmentation

using LIDAR data [34]. Furthermore, the emergence of several LIDAR datasets from autonomous

driving companies, such as [20, 16, 21, 35], has further motivated research in this field.

However, the irregularity and lack of structure in point clouds pose challenges for applying

deep learning directly to them. The simplest form of point cloud representation is to use dense

voxel grids and apply 3D convolution to predict the results [36, 37, 38]. However, this approach

has redundancy issues, and 3D convolution is computationally inefficient. To address these issues,

researchers have worked to reduce the computation cost and improve performance [39, 40, 41,

42]. Point cloud-based methods [43, 44, 45, 46] attempt to operate directly on the point set to

reduce computation cost and achieve good performance. Point clouds can also be represented as

graphs and meshes to explore the relationships between points further. Additionally, a LIDAR

scan can be projected onto 2D space and represented as a dense range map without significant

loss of information. This projection enables 2D convolution to be directly applied to the LIDAR

scan. Projection-based methods [47, 48, 49] directly apply 2D convolution to the LIDAR scan and

achieve high accuracy.

Most current learning-based methods for semantic segmentation are supervised, requiring a

vast amount of annotated data for training. However, trained models’ performance can suffer from

slight differences between the test and training data, such as variations in sensor setups, manufac-

turing differences, and scene contents. The problem of adapting a model trained on labeled data

to work on new data without annotating new data is an unsupervised domain adaptation problem.

This problem exists in both 2D image data and 3D point cloud data, but the characteristics of

sparsity, irregularity and unstructured distribution make this problem more difficult for the point

cloud. Unsupervised Domain adaptation (UDA) is a subfield of transfer learning that aims to learn

a discriminative model in the presence of domain shift between domains. With the development

of deep learning, many UDA methods have been proposed. Hoffman et al. [50] introduced the

CycleGAN mechanism into the domain adaptation field and proposed a discriminatively-trained

cycle-consistent adversarial domain adaptation model (CyCADA). In the specific case of domain
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adaptation for point cloud, several works have been designed to address this problem. Wu et al.

[51] utilized geodesic correlation alignment to perform adaptation between real and synthetic LI-

DAR data. Rist et al. [52] designed a voxel-based architecture to extract features of the LIDAR

point cloud and used a supervised training methodology to learn traversable features. Salah et

al. [53] converted LIDAR into bird-eye view images and used a CycleGAN method to adapt the

synthetic LIDAR domain to real domains. Wang et al. [54] also used the bird-eye view as a repre-

sentation and a two-scale model to perform cross-range adaptation for LIDAR 3D object detection.

Qin et al. [55] proposed a multi-scale 3D adaptation network to jointly align global and local fea-

tures at multi-levels. Yi et al. [56] represented the point cloud as voxels and addressed the LIDAR

sampling domain gap for cars and pedestrians by converting the problem into a surface completion

task. Zhao et al. [57] used ePointDA to bridge the domain shift at the pixel level by explicitly

rendering dropout noise for synthetic LIDAR and at the feature level by spatially aligning the fea-

tures between different domains. Langer et al. [58] fused sequential labeled LIDAR scans into a

dense mesh and created semi-synthetic data to perform training. Jaritz et al. [59] explored how

to learn from multi-modality and proposed cross-modal UDA (xMUDA) to adapt 2D images’ se-

mantic information to 3D point clouds. However, it is important to note that some of the methods

mentioned above are designed to work with a limited number of object classes, such as cars and

pedestrians. Additionally, the adapted models resulting from these methods may only be effective

on the target dataset and may not generalize well to the source datasets. These limitations can

hinder the practical application of the models.

1.1.3.3 RADAR semantic segmentation

Compared to other sensing modalities, such as cameras and LIDAR, radar data is more sparse

and provides only two-dimensional information, which presents a significant challenge for seman-

tic segmentation. Most state-of-the-art semantic segmentation methods require manual labeling of

ground truth data, which is nearly impossible to achieve for raw radar data. As a result, radar data

has received less attention in semantic segmentation research. Early efforts in radar semantic seg-

mentation used occupancy grid methods to discriminate between free and occupied space but failed
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to provide rich information about object types [60]. To overcome this, Lombacher et al. [61] used

a Fully Convolutional Neural Network (FCNN) to segment a radar scan based on the probability

of occupancy, and hand labels were used to classify objects. Scheiner et al. [62] used low-level

radar cube data and extracted 50 different features from the measurement data to perform multi-

class classification using random forest and long short-term memory (LSTM) classifiers. Building

on this work, Scheiner et al. [63] increased the number of features to 98 and used recurrent neural

networks (RNNs) and classifier ensembles to achieve higher accuracy in classification results. In-

stead of using hand-crafted features, Schumann et al. [64] treated radar point clouds as a regular

point clouds and modified PointNet++ to perform semantic segmentation directly. To avoid the

time-consuming nature of hand labeling, Kaul et al. [65] used weak supervision to label radar data

by semantically segmenting camera streams and combining the results with LIDAR range mea-

surements to provide labeled images. However, most of the aforementioned work has focused on

urban scenes. Compared to urban scenes, radar data captured in off-road environments is more

unstructured and less interpretable, making manual labeling impossible, let alone using supervised

learning methods to train models.

1.1.4 Cross-modal Deep Features

A camera is capable of providing high-resolution color information but is sensitive to changes

in illumination and lacks direct spatial measurement. In contrast, a LIDAR can provide accurate

spatial information at long ranges and is robust to illumination changes, but its resolution is much

lower than that of the camera, and it does not measure color. However, combining information from

two sensors is always challenging due to differences in representation (pixels vs. points) and infor-

mation (visual vs. geometric), among other factors. Common methods for integrating information

from multiple sensors involve manually defining common features across the two modalities, such

as edges, gradients, and semantics. This is widely used in traditional calibration methods [5],

which is usually the first step when using multiple sensors. Other applications include mapping,

localization, and SLAM [66, 67, 68]. Therefore, it is important to define common features across

sensor modalities in all applications.
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With the development of deep learning, many methods have been explored in the literature to

generate features for a single modality, such as image [69] or point cloud [70]. Although these

features can be used to find inter-modal correspondences, they cannot be directly applied to cross-

modal situations. A few works have focused on cross-modal descriptors, and most of them are

patch-based methods that require dense point clouds to learn [66, 67, 68]. One of the earliest meth-

ods for cross-modal feature learning is presented in [71], where a CNN is used to map an image to

a point in the embedding space, which is created by using a 3D shape similarity measure. The em-

bedding allows for cross-view image retrieval, image-based shape retrieval, as well as shape-based

image retrieval. In [72], the authors use the triple loss and combine the teacher/student method

to create a shared 2D-3D embedding space for image-based global localization in LIDAR-maps.

[73] utilizes a Generative Adversarial Network (GAN) to extract cross-domain symmetric place

descriptors for localizing a single camera with respect to a point cloud map for indoor and outdoor

scenes. In [74], the authors propose a method for learning robust local feature representation by

leveraging both textures from images and geometric information from point clouds. In [68], an

end-to-end deep network architecture is presented to jointly learn the descriptors for 2D and 3D

keypoints from images and point clouds, respectively. As a result, the approach is able to directly

match and establish 2D-3D correspondences from the query image and 3D point cloud reference

map for visual pose estimation. [66] proposes LCD, which uses a dual auto-encoder neural net-

work and triplet loss to learn a shared latent space representing the 2D and 3D data. However,

the method requires a point cloud with RGB information. Finding unified cross-modal dense fea-

tures is more challenging than finding unified inter-modal features. One reason is that there are

no unified neural network structures that are versatile enough to process all modalities. Images

are always processed by 2D convolutional networks. Meanwhile, various architectures can pro-

cess point clouds according to different representations, making it difficult to train two models

simultaneously. Secondly, compared with other 3D scanners, LIDAR creates sparser point clouds,

making this problem much more challenging. Moreover, [67] and our preliminary tests show that

using the existing loss functions is challenging for point clouds and image cross-feature learning.
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In summary, while there have been some successful attempts at cross-modal feature learning, it

is still a challenging problem. Many existing methods are patch-based and require dense point

clouds, making them less effective when dealing with sparse point clouds. Additionally, the lack

of unified neural network structures and the difficulty of training two models simultaneously re-

main challenging issues. Further research is needed to address these challenges and develop more

effective cross-modal feature learning methods.

1.1.5 Mulit-modal Sensor extrinsic Calibration

1.1.5.1 CAMERA and LIDAR Calibration

Calibrating multi-sensor systems is a critical task in robotics. LIDAR and camera calibra-

tion are among the most extensively studied areas in the field of calibration research. Traditional

3D-LIDAR and camera calibration methods can be classified into offline, non-learning, and target-

based methods. Target-based methods, inspired by target-based 2D-LIDAR camera extrinsic cali-

bration methods [75, 76], utilize known objects within the sensors’ common Field of View (FoV)

with features being geometric features of the objects, such as edges [77, 78], planes [79, 80, 81].

Although target-based offline methods can provide accurate results and are easier to evaluate due to

experimental controls, unpredictable environmental conditions (e.g., heat, vibration, impact, etc.)

can degrade calibration accuracy over time, and therefore sensors should also be calibrated online

during operation [82].

Targetless methods can further be divided into non-learning and learning-based methods. Learning-

based methods rely on neural network models to learn relevant features without manual definition

[83, 84, 85, 86]. However, these methods require a dataset with ground truth calibration parameters

for training the model, which may not always be available. Moreover, neural network models can

struggle with transfer learning from one dataset to another [78, 87]. Targetless non-learning meth-

ods make use of pre-defined features, such as edges [82, 77], gradients [88], surface reflectivity,

and semantic information. For instance, Nagy et al. [89] employed a structure from motion (SfM)

pipeline to generate points from images and then registered them with LIDAR points to obtain
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a basic calibration, which was further refined using semantic information. Zhu et al. [90] used

semantic masks from images to construct a height map, encouraging laser points to fall on pixels

labeled as obstacles. Wang et al. [91] proposed a new metric to calibrate LIDAR and camera by

reducing the distance between misaligned points and pixels, leveraging semantic information from

both image and point cloud.

1.1.5.2 RADAR and LIDAR Calibration

Calibrating RADAR with other sensors is more complicated than the camera and LIDAR cali-

bration. The main challenges in calibrating RADAR with other sensors are recovering the missing

third-dimension information and making the reflectors visible to both sensors. To address these

challenges, El Natour et al. [92] proposed a 3D reconstruction method based on sensor geome-

try and a calibration facility using a Luneburg lens and multiple corner reflectors with different

colors for visual detectability. Persic et al. [93] designed a compact target with a triangular tri-

hedral corner reflector and a flat styrofoam triangle board that could be detected by both RADAR

and LIDAR and proposed two-step optimizations (Reprojection Error Optimization and FOV Op-

timization) for 6-DOF calibration between RADAR and LIDAR. In a subsequent paper, Persic et

al. [94] added chequerboard patterns to the triangle board to enable calibration between RADAR,

LIDAR, and CAMERA, using RCS Optimization instead of FOV Optimization for a more robust

result. Domhof et al. [95] designed a styrofoam board with four circular holes and placed a cor-

ner reflector behind it, allowing sparse LIDAR beams to detect the holes. The open-source tool

radar_to_lidar_calib [96] uses correlative scan matching via the Fourier Mellin transform [97] to

estimate the translation and rotation between the LIDAR and the Navtech RADAR, while Open-

Calib [98] can calibrate LIDAR, CAMERA, and RADAR without targets. However, these models

have limitations as they only consider a subset of data and do not account for various factors that

impact the RADAR return signal, such as shape, material, direction, and the RADAR’s power and

frequency.
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1.2 Dissertation overview

This dissertation explores multi-modal sensor data at different levels: from raw data to seman-

tic information to deep features. We start by creating an off-road dataset with semantic labels for

raw data. For semantic representation, we focus on off-road image semantic segmentation and

study semantic transfer learning for images. We also examine semantic domain transfer learn-

ing for LiDAR point clouds and explore the transfer of semantic labels from radar to LiDAR. In

terms of deep features, we investigate two methods for learning cross-modal deep features through

contrastive learning between images and LiDAR point clouds. Finally, we address multi-modal

calibration between CAMERA-LIDAR and LIDAR-RADAR using higher-level information.

• Chapter 2 introduce RELLIS-3D, a multimodal dataset collected in an off-road environ-

ment. The dataset contains annotations for 13,556 LiDAR scans and 6,235 images and

presents challenges to existing algorithms related to class imbalance and environmental to-

pography. We evaluate the current state-of-the-art deep learning semantic segmentation mod-

els on this dataset. The experimental results show that RELLIS-3D presents challenges for

algorithms designed for segmentation in urban environments. This novel dataset provides

the resources needed by researchers to continue to develop more advanced algorithms and

investigate new research directions to enhance autonomous navigation in off-road environ-

ments.

• Chapter 3 explores different semantic segmentation problems for different types of sen-

sors. We propose a framework for off-road semantic segmentation (OFFSEG) that involves a

pooled class semantic segmentation with four classes (sky, traversable region, non-traversable

region, and obstacle) using state-of-the-art deep learning architectures. We also introduce a

color segmentation methodology to segment specific sub-classes (grass, puddle, dirt, gravel,

etc.) from the traversable region to understand a scene better. Additionally, we present a

boundary-aware domain adaptation model for LiDAR scan full-scene semantic segmenta-

tion (LiDARNet). The model can extract both the domain private features and the domain
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shared features with a two-branch structure, and we embedded Gated-SCNN into the seg-

mentor component of LiDARNet to learn boundary information while learning to predict

full-scene semantic segmentation labels. Moreover, we describe how we transfer LiDAR se-

mantic labels to radar data without manually labeling the data by using a pre-trained model

to create semantic labels for the LiDAR point cloud and then creating a semantic point cloud

map that projects the semantic labels from the point cloud map onto radar data. Finally, we

use the generated model to train a semantic segmentation model on radar data.

• Chapter 4 treats learning cross-modal features as a dense contrastive learning problem. We

propose a Tuple-Circle loss function for cross-modality feature learning. We develop a vari-

ant of widely used PointNet++ architecture for point cloud and U-Net CNN architecture for

images to learn good features and maintain generality. Moreover, we conduct experiments

on a real-world dataset to show the effectiveness of our loss function and network struc-

ture. We demonstrate that our models learn information from both images and LiDAR by

visualizing the features.

• Chapter 5 proposes SemCal, a method that uses semantic information for a LiDAR and

camera system. We leverage a neural information estimator to estimate the mutual infor-

mation (MI) of semantic information extracted from each sensor measurement, facilitating

semantic-level data association and introducing a semantic-based initial calibration method

using 2D MI-based image registration and Perspective-n-Point (PnP) solver. This chapter

also presents a novel solution for 3D RADAR-LIDAR calibration in autonomous systems.

The method employs simple targets to generate data, including correspondence registration

and a one-step optimization algorithm. The optimization aims to minimize the reprojection

error while utilizing a small multi-layer perception (MLP) to perform regression on the re-

turn energy of the sensor around the targets. The proposed approach uses a deep learning

framework such as PyTorch and can be optimized through gradient descent.

• Chapter 6 concludes the thesis and discusses potential avenues for future work.
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2. MULTI-MODAL OFF-ROAD DATASET*

In the first part of this dissertation, we aim to emphasis the significance of raw data in machine

learning algorithms, particularly those used in off-road robotics. To this end, we will focus on cre-

ating high-quality datasets that capture inputs from multiple multi-modal sensors, such as LIDAR,

and camera. With the increasing use of multiple sensors, there is a growing need for large-scale,

diverse datasets to support the development of robust scene representation models. Moreover, we

will enhance our datasets by annotating both LIDAR point clouds and camera images with se-

mantic labels, allowing us to evaluate various semantic segmentation algorithms and establish a

benchmark for future reference.

2.1 Introduction to RELLIS-3D

To support the development of reliable autonomous navigation systems in off-road environ-

ments, we introduce RELLIS-3D, a new dataset that provides multi-modal information. The

dataset was captured using a Clearpath Robotics Warthog platform, and all data was recorded

in the Ground Research facility at Texas A&M University’s Rellis Campus. This off-road environ-

ment offers a diverse range of features, including runways, aprons, forests, bushes, pastures, lakes,

and varied terrain (as shown in Fig. 2.1).

The RELLIS-3D dataset is comprised of a large set of raw sensor data synchronized with

Precision Time Protocol (PTP), including color camera images, laser scans, high-precision global

positioning measurements, inertial measurement from a combined Global Positioning and Inertial

Navigation System (GPS/INS), and depth images from a 3D stereo camera. This dataset is a

valuable resource for the research community, as it is the first multi-modal off-road navigation

dataset that provides synchronized raw sensor data and a large number of ground truth annotations.

By including the full set of raw autonomy data, we facilitate additional algorithms, such as those

that fuse visual and inertial/depth data, to be developed and tested without any new data collection.

*The major content of this chapter was published in [1]
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Figure 2.1: Warthog Platform Configuration. Illustration of the dimensions and mounting positions
of the sensors with respect to the robot body. (Units: cm)

The major contributions of RELLIS-3D are:

• Five sequences of synchronized sensor data, including RGB camera images, LIDAR point

clouds, stereo images, high-precision GPS measurements, and IMU data, are released in the

Robot Operating System (ROS) bag format.

• The dataset provides 6,235 pixel-wise image annotations and semantic labels for 13,556 full

LIDAR point cloud scans.

• RELLIS-3D includes training, validation, and testing splits, and an initial analysis using

state-of-the-art image and point cloud semantic segmentation algorithms. These results high-

light the challenges of semantic segmentation for off-road data and help identify open areas

for further research that can be advanced by the RELLIS-3D dataset.

2.1.1 Data Description

The dataset includes five different traversal sequences, each recorded on a non-paved trail of

the Ground Research facility. Three of the sequences were recorded on the first trail, which is

17



Figure 2.2: Ground truth annotations examples provided in the RELLIS-3D dataset. Images are
densely annotated with pixel-wise labels from 20 different visual classes. LiDAR scans are point-
wise labeled with the same ontogloy.

covered with bushes and sparse trees and differ in the direction the robot was moving and the day

the data was collected. Another sequence captures the environment of the second trail that passes

through a pasture and traverses a forested area, while the last sequence was recorded on a hill

surrounded by a lake and a highway. The sequences were collected by teleoperating the robot to

follow the trails, and each sequence includes approximately five minutes of data.

With the goal of providing multi-modal data to enhance autonomous off-road navigation, the

authors defined an ontology of object and terrain classes. The ontology largely derives from the

RUGD dataset, but also includes unique terrain and object classes not present in RUGD. These

unique classes include mud, man-made barriers, and rubble piles, as well as a finer-grained class

structure for water sources, i.e., puddle and deep water. These classes present different traversabil-

ity scenarios for most robotic platforms and provide a more complete picture of the challenges

faced by autonomous robots in off-road environments. Overall, the dataset includes 20 classes,

including a void class, as seen in Fig. 2.2.
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2.1.2 Annotations

The pixel-wise image annotations were provided by Appen*, a company specializing in crowd-

sourcing for training data annotation. To ensure consistency in annotations, work was assigned to

trained annotators and a single annotator was assigned a sequence of frames from a single video

sequence. Moreover, the annotations from the crowdsourcing platform underwent several rounds

of in-house verification to correct any missing, incorrect, or inconsistent labels.

In order to make the ground truth labeling process more manageable, the camera stream was

downsampled to 5Hz. Furthermore, annotations were not duplicated for frames where the robot

was stationary, leading to a total of 6, 235 images with pixel-wise annotations.

The point-wise annotations for 3D point clouds were initialized by projecting the more than

6, 000 image annotations onto point clouds using the camera-LIDAR calibration. The annotations

were then refined using the 3D point cloud annotation application provided by SemanticKITTI[21].

Given the importance of LIDAR scan alignment for quality annotations, we first registered and

closed loops in the sequences using a SLAM system [99]. This process outputted each scan’s

position based on the SLAM results. Through this process, 13, 556 scans received full point-wise

annotations, with each scan including up to 13, 056 points.

2.1.3 Dataset Statistics

Figures 2.3 and 2.4 show the class distribution breakdown for image and point cloud annota-

tions, respectively. The class distribution among both modalities is highly imbalanced. For image

annotations, sky, grass, tree, and bushes make up 94% of the total labeled pixels. Among the LI-

DAR data, grass, tree, and bushes make up 80% of the total point labels. Differences in resolution,

viewing angles, and sensor mechanism leads to the divergence in label distributions between the

image and point cloud data. For example, because of the sensor mechanism, LIDAR is unable to

detect sky, but because the LIDAR has a 360◦ viewing angle it picks up more person labels than

the imagery since human operators usually followed the robot during data collection.

*https://appen.com/
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Figure 2.3: Image Label distribution. The sky, grass, tree and bush constitute the major classes.

Figure 2.4: Point Cloud Label distribution. The grass, tree, and bush also dominate the population.

The non-uniform class distribution present in RELLIS-3D is common among datasets used for

semantic segmentation [100, 15, 21]. Moreover, class imbalance is a problem that perception algo-

rithms will encounter upon deployment. Although imbalanced class distributions exist in almost

all current available urban datasets, the overall class distributions across distinct urban datasets are

quite similar [21, 15]. However, the class imbalances in off-road environments are highly depen-

dent on the particular environment, and the class imbalance within a dataset is more severe, making

the semantic segmentation of rare classes more challenging than for urban environments.
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2.2 Semantic Segmentation Benchmark

2.2.1 Evaluation Metrics

For semantic segmentation, we evaluate algorithm performance with the widely used mean

intersection-over-union (mIoU) metric [101], given by

mIoU =
1

C

C∑
c=1

TPc

TPc + FPc + FNc

(2.1)

where TPc, FPc and FNc represent the number of true positive, false positive and false negative

predictions for class c, and C is the number of classes.

2.2.2 Image Semantic Segmentation

We provide an evaluation of 2D image semantic segmentation on our dataset using two state-

of-the-art architectures: HRNETV2+OCR [102, 103] and Gated-SCNN [104].

HRNETv2+OCR uses the High-Resolution Network (HRNet)[102] as its backbone and the

Object-Contextual Representations (OCR) model [103] to explore the object-contextual represen-

tation of each pixel. HRNet maintains high-resolution representations throughout the whole model,

unlike most other backbones that downsample input first and then upsample the features. OCR im-

proves the pixel representation by aggregating the pixel features lying in the object region.

Gated-SCNN[104] is a two-stream CNN architecture for semantic segmentation that explicitly

processes shape information in a separate branch, yielding a classical segmentation stream and a

parallel shape stream. The architecture uses the higher-level activation in the classical stream to

predict semantic segmentation and the low-level activation in the shape stream to abstract the shape

information.

For this experiment, we split RELLIS-3D into a training set with 3,302 images, a validation

set with 983 images, and a testing set with 1,672 images. When creating these splits, we tried to

keep the training set large, while creating a testing set that was diverse including both similar and
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dissimilar scenarios seen in the training set. The image experiment uses 19 classes† (including

void) for training and testing.

Table 2.1 and Fig. 2.5 shows the results of the image segmentation evaluation, which fall short

of expectation. The Gated-SCNN model achieved only 52.92% mIoU, while it reached 74.7%

mIoU [104] on Cityscapes. HRNet+OCR achieved 51.55% mIoU, but reached 81.1% mIoU on

Cityscapes. We believe the performance degradation is mainly caused by our dataset’s serious class

imbalance. This is supported by comparing Fig. 2.3 and Fig. 2.5. Notice that the classes log, pole,

water, and building have the lowest IoUs, and also represent the classes with fewest labels. These

incorrect detections are of importance as they affect navigation decisions; for example, water is

not traversable, unlike puddle, and human-made poles in an off-road area might provide warning

information. Beyond the imbalance, the off-road environment’s unclear boundaries also cause

problems for both algorithms and human labelers. For humans, the indefinite boundaries make

annotation difficult as compared with an urban roadway. The GSCNN algorithm utilizes boundary

information to help perform segmentation, but this might lead to performance degradation for

classes such as bush, grass, and trees with unclear boundaries (see Table 2.1). For these classes,

perfect boundary segmentation might not be necessary, but this problem inspires us to design new

algorithms that can focus on the boundaries of specific classes, such as human-made objects and

water.

2.2.3 LIDAR Point Cloud Semantic Segmentation

There are two types of deep learning methods for LIDAR Point Cloud: point-based methods

and the projective method [34]. We provide an evaluation of point cloud semantic segmentation

on our dataset using two state-of-the-art architectures: SalsaNext [48] and KPConv [45].

SalsaNext is an uncertainty-aware semantic segmentation model for full 3D LIDAR point cloud

in real-time. SalsaNext has an encoder-decoder architecture and works on projected LIDAR point

cloud data. The encoder introduces a new residual dilated convolution stack with gradually in-

creasing receptive fields, while the decoder uses the pixel-shuffle layer to recover the resolution

†We omit the dirt class in this evaluation because it is extremely sparse in the annotations.
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Figure 2.5: Confusion matrix. The y and x axis numbers represent classes ids (1: sky; 2: grass; 3:
tree; 4: bush; 5: concrete; 6: mud; 7: person; 8: puddle; 9: rubble; 10: barrier; 11: log; 12: fence;
13: vehicle; 14: object; 15: pole; 16: water; 17: asphalt;18: building; 19: void.) Note that the sky
label is omitted for the point cloud algorithm confusion matrices.

instead of deconvolution or upsampling layers.

Kernel Point Convolution (KPConv) is a specified, designed point cloud convolution operation

that is more flexible than fixed grid convolution. KPConv uses a series of local, 3D convolution

kernels to apply to the input points close to them, using a k-d tree to find nearby points. The regular

subsampling strategy in the paper makes the KPconv operation more efficient and robust to varying

densities. In the experiment, we use the KP-FCNN architecture [45] for semantic segmentation.

For the point cloud experiment, we follow the same data splits as for the image data. The

training set has 7,800 scans, the validation set has 2,413 scans, and the testing set has 3,343 scans.

Because the LIDAR scans are unable to establish points for classes such as sky, or objects far

away (e.g., buildings in RELLIS-3D), the point cloud experiments use only the 15 classes with

annotations (including void) for training and testing.

Table 2.1 and Fig. 2.5 show the results of the point cloud semantic segmentation. SalsaNext

achieved 43.07% mIoU and KPConv achieved 19.07% mIoU, which is far under their performance

on SemanticKITTI dataset, which was 59.5% mIoU and 58.8%, respectively. The imbalance phe-

nomena in the point cloud dataset challenges these algorithms as well. Compared with SalsaNext,

the degradation of KPConv is more obvious. We believe that the extremely imbalanced and un-

structured features of our dataset mainly cause the degradation. While training, the KPConv model
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Table 2.1: RELLIS-3D Semantic Segmentation Benchmark: Single image (20 classes) / scan (16
classes) for all baselines on test set.
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hrnet+OCR 96.94 90.20 80.53 76.76 84.22 43.29 89.48 73.94 62.03 54.86 0.00 39.52 41.54 46.44 9.51 0.72 33.25 4.60 51.55
gscnn 97.02 84.95 78.52 70.33 83.82 45.52 90.31 71.49 66.03 55.12 2.92 41.86 46.51 54.64 6.90 0.94 44.18 11.47 52.92

salsanext - 64.74 79.04 72.90 75.27 9.58 83.17 23.20 5.01 75.89 18.76 16.13 23.12 - 56.26 0.00 - - 43.07
kpconv - 56.41 49.25 58.45 33.91 0.00 81.20 0.00 0.00 0.00 0.00 0.40 0.00 - 0.00 0.00 - - 19.97

does not learn on the whole LIDAR scan but instead on sampled neighborhoods of selected points.

During training, there are two sampling strategies: random sampling and sampling based on the

label distribution. The second strategy tried to mitigate the imbalanced distribution problem, but

this attempt only increases results by 0.6% mIoU.

2.3 Conclusion

In this chapter, we present RELLIS-3D, a large-scale multimodal dataset with annotations for

off-road semantic segmentation. The unique challenges posed by off-road environments, such as

imbalanced class distributions and unstructured features, are addressed by the dataset.

We found that current state-of-the-art deep learning models perform poorly on RELLIS-3D,

highlighting the need for further research in off-road semantic segmentation. To address this,

we plan to extend RELLIS-3D in the future by incorporating higher-order semantic labels and

increasing environmental diversity.

Additionally, the high-accuracy GPS data and stereo images in our dataset provide opportuni-

ties to investigate odometry benchmarks and the use of semantic information to improve odometry

estimation results. Overall, RELLIS-3D serves as a valuable resource for researchers and practi-

tioners working in the field of off-road semantic segmentation.
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3. MULTI-MODAL SEMANTIC SEGMENTATION

Semantic segmentation is a critical task in computer vision and autonomous driving, allowing

machines to recognize and classify objects within a scene. It involves dividing an image or point

cloud into multiple semantic regions and assigning each region a label that corresponds to a spe-

cific object or background class. This information is crucial for various applications, including

object detection, path planning, and obstacle avoidance. In recent years, semantic segmentation

has garnered significant attention in the field of autonomous driving, as it is a fundamental com-

ponent of many perception-based tasks. The emergence of multimodal sensors, such as cameras,

LIDARs, and radars, has sparked a growing interest in exploring their complementary strengths for

semantic segmentation. In this chapter, we will explore various semantic segmentation challenges

for different types of sensor data, including cameras, LIDARs, and radars.

3.1 Image Semantic Segmentation*

3.1.1 Method

To overcome these issues, we propose a framework for off-road semantic segmentation (OFF-

SEG) consists of two stages: Group segmentation for four classes and color segmentation of

traversable region. The input is a raw RGB image and the output is a pixel-wise annotated RGB

image. An overview of OFFSEG architecture is represented in Figure 3.1.

3.1.1.1 Group segmentation

Most CNN-based architectures consist of an encoder-decoder structure which downsamples

the input to extract features and then upsamples with a pooling layer. This results in loss of spatial

details. Architectures like HRNET[102] adopts a high resolution multiple branches to recover the

spatial information. As shown in Figure 3.1 .a, the first stage of our framework is to perform

group segmentation on 4 classes using CNN-based segmentation method. Specifically, for the

two dataset RELLIS-3D(24 classes) and RUGD (20 classes) datasets in our experiment, we re-

*The major content of this section was published in [2]
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Grouping of Classes ROI Extraction

(a) (b) (c) (d)

Input Image Semantic Image Segmentation

Pools
Color Clusters

.

Appended output

Color Segmentation

 with sub-class classification

Classifier

Detailed Segmentation

ROI

Figure 3.1: OFFSEG consists of two stages. (a) Pooling of different classes into four and perform-
ing semantic image segmentation (b) The RoI (region of interest) is obtained from the segmentation
(c) Color segmentation algorithm is used to segment and classify sub classes like grass, mud, pud-
dle, etc. (d) The append output.

categorized classes into four classes, 1) sky, 2) traversable, 3) non-traversable 4) obstacle.

From RELLIS-3D dataset 6 classes were pooled to traversable, 3 were pooled to non-traversable

and 10 were pooled to obstacles. As the RELLIS-3D dataset had 94% of the pixels distributed be-

tween sky, grass, tree and bushes, pooling them into four different classes solved the problem

of class imbalance issue as shown in Figure 3.2. The pixel-wise annotation of the classes from

RELLIS-3D and RUGD were then converted into these four classes for training on the semantic

segmentation network.

The traversable class includes sub-classes like puddle, mud, dirt, gravel, etc. as given in Table 3.1.

These sub-classes play an important role in determining path during robotic navigation on the off-

road environments. Another reason to consider only the traversable class as our region of interest

(RoI) is to ignore all other unusable sub-classes present in the environment which are not necessary

for determining traversable paths in autonomous driving like pole, bush, etc. These instances do

not require fine segmentation to achieve.

3.1.1.2 Color segmentation and sub-class classification

K-Means algorithm has been used to extract the color pools from the output obtained in the pre-

vious group segmentation stage. Color pools are used to distinguish between several components
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Class Distribution for RELLIS-3D and RUGD
Sky Traversable Non Traversable Obstacles

Sky[RE,RU] Grass[RE,RU] Bush[RE,RU] Vehicle[RE,RU]
Dirt[RE,RU] Void[RE] Barrier[RE]

Asphalt[RE,RU] Water[RE,RU] Log[RE,RU]
Concrete[RE,RU] Deep Water[RE] Pole[RE]

Puddle[RE] Object[RE]
mud[RE] Building[RE,RU]
Sand[RU] Person[RE,RU]

Gravel[RU] Fence[RE,RU]
Mulch[RU] Tree[RE,RU]
Bridge[RU] Rubble[RE]

Rockbed[RU] Pole[RU]
Container[RU]
Bicycle[RU]

Sign[RU]
Rock[RU]
Table[RU]

Table 3.1: Polled classes from RELLIS-3D[RE] and RUGD[RU]

Raw Image (e)

BiseNet-V2 on OFFSEG for 4 ClassesHRNet on 20 Classes

Ground Truth

Figure 3.2: Segmentation results from OFFSEG for four class model have been compared with the
HRNET 20 class model
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       (b)

     (c) (d)

       (a)

Figure 3.3: Color segmentation results on RELLIS-3D (a) Traversable class obtained as RoI from
segmentation (b) grass, (c) puddle, (d) mud obtained from color segmentation from RoI.

present in an off-road environment. Each cluster obtained from the centroid has been transferred

into the classification model which gives us the mapping of the required sub-classes in our region

of interest as shown in Figure 3.1.b. The color segmentation algorithm extracts the color masks

from the image and inputs these masks into the classification model. The classifier classifies the

sub-classes in terms of color clusters and determines the sub-classes like mud, puddle, grass, wa-

ter, etc. as shown in Figure 3.1.c. Next, these obtained masks are appended on the segmentation

output which was obtained from semantic segmentation resulting in final segmentation as shown

in Figure 3.5.

3.1.1.3 Data pre-processing and data generation for classification

In order to classify the sub-classes of the traversable region, we need to create an image-

oriented dataset for the training of a classification model. This dataset comprises of the detailed
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sub-classes present in the traversable region. The training samples in RELLIS-3D has 6 classes in

the traversable region – grass, mud, puddle, dirt, asphalt and concrete, while RUGD has 8 classes

in the traversable region – dirt, sand, grass, water, asphalt, gravel, mulch and concrete.

3.1.1.4 Training of classification model

The output from color segmentation needs to be further classified into different sub-classes in

the traversable region. The classifier differentiates the masks extracted from K-Means clustering

and assigns the respective classes to them. Table 3.1 shows the different sub-classes present in the

traversable region of both RELLIS-3D and RUGD datasets.

3.1.2 Experiment Results

The OFFSEG approach was evaluated on two state-of-the-art off-road datasets RELLIS-3D

and RUGD using BiSeNetV2 and HRNETV2+OCR architectures. We have also tested OFFSEG

on IISERB campus data.

3.1.2.1 Group Segmentation

The evaluation of image semantic segmentation of the converted classes of RELLIS-3D and

RUGD were done using two state-of-the-art architectures: BiSeNetV2[105] and HRNETV2+OCR[106,

102]. BiSeNetV2 consists of two branches: detail branch and semantic branch. The detail branch

extracts spatial details consisting of low-level information and uses shallow layers with wide chan-

nels. Meanwhile, semantic branch extracts high-level semantics employing low channel capacity.

Then an aggregation layer merges extracted features from the two branches and upsample the out-

put from aggregation layer.

HRNETV2+OCR consists of a High-Resolution Network which acts as a backbone and Object-

Contextual Representations (OCR) to enhanced pixel representation of objects. Unlike other seg-

mentation models HRNET maintains high resolution throughout the model avoiding the down-

sample and upsample process. OCR aggregated the features extracted from HRNET to improve

pixel representation. We used 3,302 images for training set, 983 images for validation set and the

testing with 1672 images for the RELLIS-3D. For RUGD, we used 4732 images for training set,
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Models
Classes

Sky Traversable Non-Traversable Obstacles mIoU

BiSeNet-V2 [RELLIS-3D] 97.09% 92.30% 77.12% 79.93% 86.61%
HRNETV2 [RELLIS-3D] 96.85% 86.04% 66.22% 74.18% 80.82%

BiSeNet-V2 [RUGD] 90.85% 91.83% 47.81% 90.20% 80.17%
HRNETV2 [RUGD] 92.27% 94.18% 59.92% 91.60% 84.49%

Table 3.2: OffSeg mIoU of experiment results

932 images for the validation set and 1827 images for the testing set.

3.1.2.2 Quantitative analysis of the architectures used for segmentation

From Table3.2, the mean IoU obtained for RELLIS-3D on BiSeNetV2 and HRNETV2+OCR

were 86.61% and 80.82% respectively. The mean IoU obtained for RUGD on BiSeNetV2 and

HRNETV2+OCR were 80.17% and 84.49% respectively. The results obtained in Figure 3.2 shows

the prediction of BiSeNetv2 on a RELLIS-3D frame which contains the class log. The obstacle

class in the prediction covers most of the log ground truth labels inferring higher predictions than

the prediction of HRNETV2+OCR trained on 20 classes for the log which had 0.0% IoU.

3.1.2.3 Subclass segmentation

We obtain color clusters using K-Means algorithm. The set of random k-points has been as-

signed with the closest centroid from the image which further combines these centroids into sep-

arate clusters. By adopting an iterative approach, we obtain a set of all possible color clusters

present in the RGB layers. The number of required clusters depends on the incorporation of sub-

class properties in a frame with respect to the sub-classes present in the traversable region of the

dataset.

3.1.2.4 Color segmentation and sub-class classification

The color masks obtained after applying color segmentation on the RoI is shown in Figure

3.3 and Figure 3.4. The accuracy of OFFSEG is determined by how precisely the sub-classes are
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(a) (b)

(c)

Figure 3.4: Color segmentation results on RUGD (a) Traversable class obtained as RoI from seg-
mentation (b) mulch, (c) gravel obtained from color segmentation from RoI.

classified.

We trained a classification model using transfer learning with MoblieNetV2[107] as the clas-

sifier model pre-trained on ImageNet dataset[108]. The training inputs are classes listed in the

traversable region of Table 3.1 from both RELLIS-3D and RUGD dataset.The classifier was trained

on 23,967 images for 9 classes which achieved a mean accuracy of 97.3% and the outputs obtained

from the model are used into the color segmentation algorithm which appends only classified sub-

classes into the final result. Note that, quantitative analysis for the color segmentation would lead

to inaccurate results as the ground truth for classes in the traversable region is very vague whereas

the outputs in our approach are more feature-rich with distinct boundaries. The detailed outputs

obtained using OFFSEG expands the application space of the model.
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Sky Non-Traversable Mud Obstacles Puddle Grass Gravel

Figure 3.5: Final segmentation of classes (sky, traversable, non-traversable, obstacles) and sub-
classes (mud, puddle, grass, gravel) in a,e,b,d frames respectively.

3.2 LIDAR Semantic Segmenation*

3.2.1 Method

3.2.1.1 Input Representation

This paper focuses on the domain adaptation for full-scene semantic segmentation from one

real-world LIDAR scan dataset to another real-world LIDAR scan dataset. Our model used a

projection-based model as the segmentor backbone. The input of a projection-based model is the

projected LIDAR scan refer to Eq.3.1, where r is the range, (x, y, z) are the coordinates, (w, h)

are width and height of the image, f is the angle of the field of view of LIDAR, and fup is the up

angle of the field of view. After the projection, we can get a range image and a point index image.

Furthermore we also get a 3D coordinate map of the point cloud. Many projection-based models

*The content of this section was published in [3]
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Figure 3.6: Information Flow Graph: The data (source and target) are fed into two branches: one
branch is composed of a domain private extractor fP and a domain private classifier fD which
can differentiate the input from the two domains, another branch is a domain shared extractor fC
which extracts the common feature between the two domains including semantic information Y
and boundries information B. A segmentor fSeg predicts labels Ŷ and boundries information B̂
based on the features from domain shared extractor. The predicted boundaries are sent to a bound-
aries discriminator DB, and the predicted labels are sent to a labels discriminator DY . Next, the
domain private features and domain shared features are fed into domain converters (fS→T converts
source data into target domain, fT→S converts target data into source domain). The coversion are
learning through an adversarial learning procedure. Therefore, the coverted data are seperately fed
into domain discriminators (DT and DS). Along with this, the converted data are also fed back to
the model to repeat the above procedures.

[51, 47, 48] use the range image, reflectivity map, and coordinate map as input. But the point

cloud from the different platforms has different coordinate systems, which is not good for domain

adaptation. Meanwhile, the normal map have fixed range for all LiDARs. Besides, according

to [109], the normal map can help the model perform semantic segmentation for depth image.

Therefore, we use a normal map accompanying with the range image, reflectivity map, as input.

u

v

 =

 1
2
[1− arctan(y, x)π−1]w

[1− (arcsin(zr−1) + fup)f
−1]h

 (3.1)

In our experiment, we notice that a lot of stripe pattern appears on projected images and labels

(see Fig.3.7(a)), which affects the domain adaptation process. To reduce the negative effect, we

33



Figure 3.7: (a) the original label; b) the inpainted label;

pre-process the data (see Fig.3.7(b)). We utilize Closing morphological and subtract operations

to locate stripe pattern on mask image. Then we inpaint the reflectivity and range image using

the Navier-Stokes inpainting algorithm [110], and fill the label using the holes’ nearest neighbors.

And the normal map is computed from the inpainted range image.

3.2.1.2 Network Structure

Generally, we expect a model that can complete a task for data from similar domains. How-

ever, feature difference between two similar domains causes a model, which learns from one do-

main (called source domain S), can not perform well on another domain (called target domain T ).

Therefore, we expect a method that can adapt a model from one domain to another domain. If the

target domain does not provide ground truth, the problem is called unsupervised domain adapta-

tion. In this paper, the task is full-scene semantic segmentation for LIDAR scan. In this problem,

we use XS denotes source data, YS denotes source labels, and XT denotes target data, but target

labels are not accessible.

Based on the intuition that two similar domains should contain shared information across the

two domains and private information to each domain. And the adaptable information should be

contained in shared information of two domains. Therefore, we designed an end-to end trainable

model that splits input data into domain shared and private features. The model then utilizes the

extracted shared features to perform semantic segmentation. The model contains two extractors: a

shared feature extractor fP and a private feature extractor fD see Fig.3.6. To induce the two extrac-

tors to produce such split information, we add a loss function that encourages the independence

of these parts, and connect the private feature extractor to a classifier fC to differentiate the data

from two domains. Besides, we feed the output of the domain shared extractor to a segmentor to
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complete the same task (predict semantic labels Ŷ ).

To ensure that the private features are still useful and to further reduce the domain gap, we

introduce the CycleGAN mechanism [111] to induce the models to learn two mappings between

two domains. The domain private and shared features are fed into domain converters to convert the

data from one domain to another domain: (fS→T converts source data into target domain, fT→S

converts target data into source domain). The conversion is learning through an adversarial learning

procedure. Therefore, the converted data are separately fed into domain discriminators (DT and

DS). Meanwhile, we add Gated-SCNN [104] on the side of the segmentor to extract boundary

maps B while learning to predict semantic segmentation. The boundary maps are the predicted

boundary of semantic labels. We utilize the output boundaries to penalize the label predictions

from the target domain. To further penalize the label output, we add a boundaries discriminator

DB, and a labels discriminator DY to penalize the output label and boundary.

3.2.1.3 Multi-task Learning

The domain adaptation procedure is essentially a multi-task learning procedure. The tasks in-

clude domain private feature classification, boundaries extraction, semantic segmentation, domain

mutual conversion, similarity measurement of domain shared features and divergence measure-

ment of the domain private features. The complete loss function can be written as follows:

L = λPLP + λBLB + λSegLSeg + λMLM + λCLC + λDLD (3.2)

where LP , LB, LSeg, LM , LC and LD correspond to the loss of domain private feature classifi-

cation, boundaries extraction, semantic segmentation, domain mutual conversion, domain similar-

ity and domain difference and λP , λB, λSeg, λM λC and λDare hyperparameters that control the

weighting between losses.

The domain private feature classification task is a binary classification problem, which uses
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standard binary cross-entropy loss Eq. (3.3).

LBCE(Y, Ŷ ) = Ey∼Y [y log (ŷ) + (1− y)log(1− ŷ)] (3.3)

Therefore, the classification loss is 3.4, where δ(X) = {1 : x ∈ XS; 0 : x ∈ XT}.

LP = LBCE(δ(X), fD(fP (X)) (3.4)

For the boundaries extraction task, we have access to labels of source data, which allows us to

get the boundaries of source data BS . We then use standard binary cross-entropy (BCE) loss on

predicted boundary maps B̂s of source data. From experiments, the network inclines to generate

blank results if there was no penalty on target data. Therefore, we add a GAN loss to encourage

the network to predict boundaries for target data too. We express GAN loss as Eq.(3.5)

LGAN(G,DY , X, Y ) = Ey∼Y [logDY (y)] + Ex∼X [log(1−DY (G(x)))] (3.5)

Then, the complete loss function of boundary extraction task can be written as Eq.(3.6), where

GB(x) equals fC(x) ,and λBGAN
, λBBCE

are hyper-parameters for balancing the effect between the

GAN loss and BCE loss.

Lbd = λBBCE
LBCE(BS, B̂S) + λBGAN

LGAN(GB, DB, XT , BT ) (3.6)

For the semantic segmentation task, LSeg consist of two parts: LS
Seg of source data and LT

Seg of

target data. We employ standard cross-entropy (CE) loss with dual boundary regularizer [104] and

Lovász-Softmax loss on predicted labels of source data.

LS
Seg = λSS1LCE(YS, ŶS) + λSS2Ldual(YS, ŶS, B̂S) + λSS3LLoasz(YS, ŶS, B̂S) (3.7)

Where GSeg(X) = fseg(fC(X))).

36



For target data, we employ GAN loss to learn segmentation [112]. Besides, because learning

the boundary map is easier than learning semantic segmentation. Therefore, we used the boundary

prediction B̂T to penalize the label predictions ŶT of the target data. We add a Laplacian layer to

extract the boundary of the predicted labels and use the L1 loss to measure the difference between

the boundray prediction and the predicted label boundary. In the end, the segmentation loss of

source data is Eq.(3.8)

LT
Seg =λST1LGAN(GSeg, DSeg, XT , YS)

+ λST2E
bt∼B̂T
xt∼XT

[∥ Laplacian(GSeg(xt))− b̂t ∥1]
(3.8)

In order to further eliminate the effect of domain difference, we introduce the CycleGAN mech-

anism into our model, which leads to the fourth task: domain mutual conversion task. We expect

that through learning the domain mutual conversion, the model can find the interior relationship

between two domains. The mutual conversion task requires two mapping functions: GS→T maps

data from the source domain to target domain, GT→S maps data from target domain to source

domain. The two mappings function can be expressed as 3.9.

GT→S(X) = fT→S(fP (fH(xt)), fC(X))

GS→T (X) = fS→T (fP (fH(xs)), fC(X))
(3.9)

Based on the two mapping functions, we can define the domain mutual conversion loss as follows:

L = λMinv
Linv + λMcycLcyc (3.10)

Where Linv and Lcyc represent domain invariance loss and cycle consistency loss.

The domain invariance means that the data domain will not be changed if it passes through its

domain convertor. For example, we will get data in source domain XS(S) after data from source

domain XS pass the mapping function GT→S . This invariance character of the mapping function
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can be learned through the following function:

Linv(GS→T , GT→S, XS, XT ) = Exs∼XS
[∥ x̂s(s) − xs ∥1]

+ Ext∼XT
[∥ x̂t(t) − xt ∥1]

+ LGAN(GS→T , DT , X̂S(S), XT )

+ LGAN(GT→S, DS, X̂T (T ), XT )

(3.11)

On the other end, cycle consistency means that after data passes two different mapping func-

tions, its domain should be in its original domain. For example, source domain data XS first passes

the mapping function GS→T . The converted results XT (S) passes the mapping function GT→S . We

will finally get data XS(T (S)), which should be in the source domain. The cycle consistency loss

can be defined as:

Lcyc(GS→T , GT→S, XS, XT ) =Exs∼XS
[∥ x̂s(t(s)) − xs ∥1]

+ Ext∼XT
[∥ x̂t(s(t)) − xt ∥1]

+ Exs∼XS
[∥ GSeg(x̂s(t(s)))−GSeg(xs) ∥1]

+ Ext∼XT
[∥ GSeg(x̂t(s(t)))−GSeg(xt) ∥1]

(3.12)

We meausure the similarity of the shared features between the original data and converted data

using L1 loss:

LC(fC , GS→T , GT→S, XS, XT ) =Exs∼XS
[∥ fC(x̂t(s))− fC(xs) ∥1]

+ Ext∼XT
[∥ fC(x̂s(t))− fC(xt) ∥1]

(3.13)

To measure the divergence of the shared features and private features, we define the loss via as

soft subspace orthogonality constraint between the private and shared features [113]:

LD =∥ Hs
c
⊤Hs

p ∥F + ∥ Ht
c
⊤
Ht

p ∥F (3.14)
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Where ∥ • ∥F is the squared Frobenius norm. Hs
p and are Ht

p are the matrices whose row are the

private features from the source domain and target domain respectively. And Hs
c and are Ht

c are

the matrices whose row shared features from the two different domain.

3.2.2 Experiment

We evaluated our algorithm on three datasets: SemanticKITTI dataset [21], SemanticPOSS

[35], and our dataset(SemanticUSL). The information on the other two datasets is as followed:

• SemanticKITTI is labeled from the KITTI dataset collected around Karlsruhe’s mid-size

city, rural areas, and highways. The data was collected using a Volkswagen Passat B6 with

a Velodyne HDL-64E. The Semantic KITTI dataset has 23201 labeled scans and 28 classes.

• SemanticPOSS was collected at the Peking University campus and contained many dynamic

and complex scenes, which are different from SemanticKITTI. The platform is a JEEP with

a Pandora 48 channel LIDAR. The dataset has 2988 frames and 14 classes.

In summary, the three datasets were collected on different platforms and different sites. These

differences cause the divergence of point cloud distributions, noise, and reflectivity, etc. In this

section, we study our approach’s domain adaptation ability among the SemanticKITTI, Seman-

ticPOSS, and SemanticUSL datasets by treating one as the source domain and another as the

target domain. We trained original SalsaNext on source data to provide a reference. Besides,

we also compared our method with the pixel-level adapted CyCADA method [114], because both

approaches are using the CycleGAN mechanism. And we also are interested in how well the Cy-

CADA can adapt projected 3D data. We train a SalsaNext model on the adapted data by CyCADA.

We reported the results in Table 3.3.

The pixel-level CyCADA methods do not work well on the projected 3D points cloud. See Ta-

ble.3.3(third column with "cyckitti/usl/poss"), most of the model can keep the same performance

trained with the adapted data but can’t generalize to the target domain. In the SemanticPOSS →

SemanticUSL case, the model can’t keep the same performance if trained with the adapted data.

This adaptation method tries to visually bring close two domains in global features like reflectivity
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and norm distribution. However, there’s no guidance for local features adaptation. Another rea-

son could be SemanticPOSS doesn’t have enough data to complete CycleGAN conversion. The

performance degrades a lot on the transformation with SemanticPOSS.

On the other hand, see Table.3.3(third column with "ours" and "ourskitti/usl/poss"), the results

shows that our method has better adaptation results. Firstly, after adaptation, the performance of

our model on the source domain decreased slightly. Meanwhile, the model recovered over 60%

performance on the target domain. For example, in the case of adapting POSS to USL, the model

got 52.18%mIoU on the SemanticPOSS dataset and got 31.72% on SemanticUSL. The results in-

dicate the amount of label data in the source domain affects the results. In KITTI → USL case, the

adapted model’s performance on the SemanticUSL dataset is even higher than the model trained

with USL data only. We also provide ablation studies about the effect of the CycleGAN mecha-

nism and the boundary penalty on the adaptation results. Without the CycleGAN mechanism, our

model got 36.55% mIoU by adapting from SemanticKITTI to SemanticUSL. Without the Cycle-

GAN, the IoU of Car decreased to 28.76% because car detection relies on reflectivity [49]. The

CycleGAN mechanism can adapt the reflectivity features between two domains. By disabling the

model’s boundary-aware part, the model got 37.20% mIoU by performing domain adaptation from

SemanticKITTI to SemanticUSL. Compared with the model’s output after disabling the boundary-

aware function, the label with boundary-aware parts has better shapes.

3.3 RADAR Semantic Segmentation

3.3.1 Method

The growing demand for autonomous vehicle technology in adverse weather conditions, such

as rain and snow, calls for effective solutions. While CAMERA and LIDAR sensors have been suc-

cessful in normal conditions, inclement weather can negatively impact their performance. RADAR

sensors, such as those produced by Navtech [115], offer a promising alternative. RADAR sensors

have a longer wavelength, making them less affected by small particles like fog, rain, or snow that

can impair the performance of CAMERA and LIDAR sensors. Additionally, RADAR has a more
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Table 3.3: Domain Adaptation Experiment results on SemanticKITTI, SemanticPOSS and Seman-
ticUSL

Source Target Method person rider car trunk vegetation traffic-sign pole object building fence bike ground mIoU

KITTI

KITTI

kitti 62.09 74.21 93.59 61.15 91.11 37.99 57.94 50.36 84.82 54.64 15.48 94.13 64.79
cycposs 64.22 76.44 92.36 60.64 90.57 37.75 57.09 46.80 84.08 51.35 15.35 93.80 64.20
cycusl 58.42 69.05 92.31 56.33 90.53 37.23 56.09 44.70 82.04 47.51 13.63 93.66 61.79

oursposs 47.46 68.52 94.06 73.90 47.62 37.33 59.15 58.24 88.45 27.75 29.41 56.11 57.33
oursusl 46.04 68.86 94.95 69.91 81.49 38.60 63.65 50.05 88.07 22.20 37.74 91.19 62.73

POSS
source 22.77 1.78 35.91 16.86 39.84 7.08 9.73 0.18 57.03 1.64 18.17 41.99 21.08
cycada 0.00 0.00 0.00 1.45 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.12

ours 31.39 23.98 70.78 21.43 60.68 9.59 17.48 4.97 79.53 12.57 0.78 82.41 34.63

USL
source 33.90 0.00 27.45 10.68 36.89 16.20 12.72 5.68 41.61 3.55 31.60 75.95 24.69
cycada 0.38 0.00 28.70 13.83 57.11 20.70 23.83 3.78 53.14 22.30 9.24 72.36 25.45

ours 33.17 0.00 67.75 38.95 85.60 49.93 43.44 8.94 72.86 44.06 23.07 93.18 46.75

POSS

POSS

source 64.47 48.25 85.77 29.71 62.71 27.29 38.19 8.07 84.90 48.50 65.56 72.56 53.00
cyckitti 64.80 48.05 84.52 29.16 61.81 26.42 33.99 8.44 84.15 47.45 65.52 71.87 52.18
cycusl 32.82 17.73 71.88 16.76 53.41 16.89 16.96 1.03 71.43 24.20 49.45 67.25 36.65

ourskitti 61.13 45.33 82.88 30.93 60.82 32.60 32.46 7.05 82.82 37.42 60.05 72.64 50.51
oursusl 60.70 44.93 85.19 31.33 61.60 35.12 35.33 9.83 84.30 41.21 65.10 71.62 52.19

KITTI
source 5.20 0.50 22.57 0.54 44.00 1.90 12.83 0.08 43.09 0.70 0.40 5.62 11.45
cycada 0.28 0.68 4.67 0.32 23.75 0.75 5.01 0.49 12.29 0.83 0.06 6.94 4.67

ours 23.64 24.86 73.31 23.67 72.38 4.17 31.28 2.48 59.41 0.36 0.53 68.68 32.06

USL
source 2.45 0.00 16.15 1.21 27.94 1.34 4.52 0.62 44.37 0.12 1.16 8.05 8.99
cycada 0.00 0.00 0.00 0.05 9.40 0.19 1.12 0.15 5.06 0.28 0.00 28.01 3.69

ours 30.38 0.00 45.73 28.69 63.08 22.29 33.92 4.12 63.70 1.89 9.42 77.49 31.73

USL

USL source 51.96 0.00 12.57 26.29 72.89 11.18 47.22 15.11 59.78 39.61 0.00 85.61 35.19

KITTI
source 1.11 0.01 28.77 5.61 38.75 3.93 15.43 1.80 29.77 1.94 1.24 46.45 14.57
cycada 0.17 0.00 10.43 5.06 31.86 0.53 10.26 0.96 36.31 5.42 0.14 47.47 12.38

ours 14.91 0.00 66.72 28.28 67.61 12.95 30.67 1.00 57.15 18.82 3.94 75.60 31.47

POSS
source 4.67 0.00 21.66 3.04 27.96 1.61 6.03 0.09 41.67 2.55 5.93 63.08 14.86

cycposs 5.28 0.00 9.93 5.30 25.66 1.95 5.93 0.01 52.01 0.75 0.36 50.58 13.15
ours 11.50 0.00 44.41 19.33 41.39 5.97 13.27 0.00 71.37 0.99 1.53 66.08 22.99

extended detection range and the ability to penetrate materials, which allows for detecting objects

beyond the line of sight of LIDAR sensors. These features make RADAR ideal for use in adverse

weather conditions. While RADAR sensors offer robust performance in inclement weather but

RADAR has lower spatial resolution and higher noise than LIDAR sensors, making radar data

more challenging to process.

Given the difficulties in assigning semantic labels to raw radar data due to its sparsity and loss

of third-dimension information, we propose a pipeline to transfer the semantic labels from LIDAR

to RADAR. The pipeline consists of the following steps:

• Calibration of the extrinsic transformation between LIDAR and RADAR;

• Collection of data, including LIDAR, RADAR, and IMU, through the use of robots in an

off-road environment;
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Figure 3.8: Accumulated Point Cloud with semantic labels

• Application of semantic models to LIDAR data;

• Accumulation of LIDAR scans using a LIDAR odometry algorithm;

• Fusion of LIDAR scan labels based on the LIDAR odometry;

• Semantic information from LIDAR to RADAR is projected using the extrinsic transforma-

tion between the two sensors.

• Train a model on the generated LIDAR labels

For the calibration of LIDAR and RADAR, we propose a method that involves using a small

Multi-Layer Perceptron (MLP) to model the target as a collection of RADAR return energy. The

model is trained to learn the relationship between the RADAR sensor pose relative to the target and

the return energy, which enables it to be used for calibration. This process is treated as a regression

problem and involves minimizing the regression loss, reprojection loss, and ray pass loss. Further

details on this method will be discussed in Section 5.2.
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Figure 3.9: Radar and Point Map Projection on XY plane

For semantic segmentation of LIDAR data, we use the Cylinder3D model[116]. We first train

Cylinder3D on our labeled LIDAR data and then perform inference on the collected LIDAR data.

We chose cylinder3D as it considers the 3D properties of LIDAR and is more resilient to changes

in sensors.

For LIDAR odometry estimation, we use the method described in [117, 118] to accumulate

LIDAR scans. The accumulated LIDAR scans result in a dense 3D point cloud. We then voxelized

the 3D point cloud and assigned semantic labels to each voxel based on the frequency of labels of

points within the voxel. The final point cloud map can be visualized in Fig.3.8

Finally, the LIDAR labels are projected onto the RADAR data using the extrinsic transforma-

tion between LIDAR and RADAR.

Once the semantic labels of the radar data have been obtained, a semantic segmentation model

can be trained using the generated labels as the ground truth. However, it is important to note that

radar data differ from LIDAR or image data in terms of sparsity and information loss. This makes

it challenging to distinguish between many classes. To overcome this, the number of classes is

reduced to four - void, bushes, obstacles, and ground. This simplification makes it easier for the

model to learn and predict accurate results.

The representation of RADAR data used to train a model can impact its performance. In

semantic segmentation, spatial information is crucial. To maintain the spatial relationship, the
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(a) One Channel Input (b) Three Channel Input

Figure 3.10: RADAR Semantic Confusion Confusion Matrix

RADAR data is projected onto the x-y plane of the RADAR coordinate, and the RADAR return

energy is used as input.

3.3.2 Experiment

To evaluate our method, we tested it on a real-world dataset. For LIDAR semantic segmentation

training, we used our RELLIS-3D dataset to train the model and reduced the classes as follows:

• Ground: Grass, Dirt, Asphalt, Concrete, Puddle, Mud;

• Bushes: Bushes

• Obstacles: Vehicle, Barrier, Log, Pole, Object, Building, Person, Fence, Tree, Rubble

We trained a semantic segmentation model using the DeepLabv3 model [119]. We tested two types

of inputs: one where we used only one frame of radar as input and another where we accumulated

sequential three radar frames as input. The confusion matrices for the different inputs are shown

in Fig. 3.10. The two different inputs achieved 72.27% and 72.96% mean intersection over union

(mIoU), respectively. There was only a slight improvement by using three channels as input.
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Figure 3.11: Revised image caption: "Radar Semantic Segmentation Results: From left to right
are the input radar image, ground truth annotations, and predicted semantic segmentation results.

Among the three classes, the ground class achieved the highest IoU, while obstacles had the lowest

IoU.

3.4 Conclusion

In this chapter, we explore semantic segmentation problems for different sensor data. For

image semantic segmentation, we focus on the semantic segmentation framework for images from

off-road environments. We present an off-road semantic segmentation (OFFSEG) framework for

fine semantic segmentation on two off-road datasets. The OFFSEG framework shows affirmative

results in achieving a good mIoU in off-road environments. The sub-class segmentation within

the traversable region from OFFSEG can be used for robust scene understanding and optimized

path planning for navigation through off-road environments. Our framework also performs well

in solving the class imbalance issue, which is a significant challenge in the benchmarks of the

RELLIS-3D dataset.

For LIDAR point clouds, we investigate how to transfer labels from one LIDAR point cloud

dataset to another LIDAR point cloud dataset. We propose a boundary-aware domain adaptation

approach for semantic segmentation of LIDAR point clouds. Our approach is based on a model that

can extract domain shared features and domain private features. We use the Gated-SCNN to enable

the domain shared feature extractor to keep boundary information in the domain shared features

and utilize the learned boundary to refine the segmentation results. We conduct experiments on the
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SemanticKITTI, SemanticPOSS, and SemanticUSL datasets, and the results show that our model

can keep almost the same performance on the source domain after adaptation and achieve an 8%-

22% mIoU performance increase in the target domain.

For radar data, we focus on training a radar semantic segmentation model for off-road environ-

ments. We propose an automatic pipeline to transfer semantic segmentation labels from LIDAR to

radar. We train an image-based semantic segmentation model for radar data based on the generated

labels and achieve a 72.96% mIoU.
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4. CROSS-MODAL DEEP FEATURES*

Images and point clouds provide distinct information to robots, and finding correspondences

between data from different sensors is crucial for various tasks, such as localization, mapping, and

navigation. While learning-based descriptors have been developed for single sensors, there has

been limited research on cross-modal features. In this chapter, we will explore the development of

cross-modal features through dense contrastive learning. To achieve this, we will propose our own

loss function and models for both 2D images and 3D point clouds. Our approach will enable the

learning of robust representations that can capture shared information across different modalities.

4.1 Method

4.1.1 Tuple-Circle Loss

Contrastive learning, an approach to self-supervised learning, allows the model to learn rich

representative features. Contrastive representation learning aims to learn such a feature space

where similar sample pairs stay close while dissimilar ones (called negative samples x−) are far

apart (see Fig.4.1). In a single modality setting, each sample in a dataset is treated as a different

instant (called anchor sample x). Similar counterparts (called positive samples x+) for training are

created by random augmentations, e.g., rotating an image, gaussian blur. We consider an image-

lidar pair acquired from the same scene and their augmented counterparts as a dataset in our setting

and the pixel and point corresponding to the same physical locations as the positive pair.

In cross-modal learning, it is ideal to have a loss function that can handle multiple positive

and negative samples from different modalities. Many loss functions have been proposed for con-

trastive learning. Sun et al. introduced Circle Loss, a unified loss function for deep feature learning

based on pair similarity optimization [120]. The Circle Loss is derived from a pair similarity opti-

mization viewpoint and incorporates self-paced weights and margins (see Eq.(4.1)).

*The content of this chapter was published in [4]
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Image A

Image B Point Cloud B

Point Cloud A

Reduce Distance

Increase Distance Negative Sample

Positive Sample

Figure 4.1: Cross-modal Contrastive Learning: Image A/B and Point Cloud A/B are acquired
from the same scene. The contrastive learning process is to try to reduce the distance between the
positive pairs and increase the distance between negative pairs.

Lcircle = log
[
1 + S−S+

]
S− =

L∑
j=1

exp
(
α−
j

(
s−j −△−))

S+ =
K∑
i=1

exp
(
α+
i

(
s+i −△+

))
(4.1)

In Circle Loss, the self-paced weights are defined as α−
j = γmax(s−j +m, 0) and α+

i = γmax(1+

m − s+i , 0). L and K represent the number of negative and positive samples, respectively. The

negative pair margin is set as △− = m and the positive pair margin is △+ = 1 −m. The Circle

Loss function has only three hyper-parameters: a scale factor γ, a margin m that controls the radius

of the decision boundary, and similarity measures s+ and s− between the features of positive and

negative samples, respectively, defined as s+ = f (x, x+) and s− = f (x, x−).

Our preliminary testing indicates that the self-paced weights play a crucial role in the con-

vergence of cross-modality learning. The weights of negative pairs, α−
j , decrease as the distance

between the negative pairs increases, ensuring that features from the two different modalities are
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Conv2D Down-sample ResNet Layer Up-sample ResNet Layer MSG Set Abstraction Layer MSG Feature Propagation Layer

2D U-Net CNN Network 

3D U-Net PointNet Network 

Tuple Image Features

Tuple Point Features

grouping

MLP

interpolate

concatenate

MLP

MSG Feature Propagation Layer

(a) (b)

Figure 4.2: Architecture of 2D and 3D Model (a) The 2D model includes 3 Convolutional net-
works and four ResNet layers to downsample the input and 4 upsample the ResNet layer to up-
sample the features into the original size. The 3D model includes four multi-scale grouping set ab-
straction layers to downsample the input points and four multi-scale grouping feature propagation
layers to upsample the features. (b) The modified feature propagation layers include multi-scale
grouping operators.

not pushed too far apart before convergence to the same feature space. Similarly, the self-paced

weights of positive samples, α+
i , also have a similar effect. As the positive samples become close

in feature space, the weights decrease, allowing optimization to focus on other pairs.

However, like other approaches[121, 122, 123], Circle Loss also lacks consideration of the

unique properties of cross-modal learning, and it employs a unified representation to represent the

features, which are all of the same sizes. To address this limitation, we propose Tuple-Circle Loss

generalized Circle Loss for cross-modal feature learning.

In cross-modal learning, samples from different modalities can share common information but

also have modality-specific information [124, 3, 125]. To better capture this information, we repre-

sent features from each modality as a k-tuple, separating shared information and private informa-

tion. The features are represented as xf = [xt1, xt2, . . . xtk], where k − 1 vectors represent shared

information and one vector represents private information. For inter-modality similarity, we mea-

sure s+inter = f (x, x+), and for cross-modality similarity, we measure s+crossk = f
(
xtk, x

+
tk

)
.
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Our final loss function is expressed as:

Ltuple = log
[
1 + (S−

inert + S−
cross)(S+

inert + S+
cross)

]
(4.2)

where S+
interandS

−
inter are sum of similarity measurement within modality as described in Eq. (4.3)

and S+
crossandS

−
cross sum of similarity measurement for cross modality as shown in Eq. (4.4).

In an Image-Point Cloud cross modality setting, we represent the features as xf = [xsh, xpr]

where xsh denotes shared features between image and point cloud and xpr represents modality-

specific private features in point cloud or image. During training, we use one set of a positive

pair(x, x+) and N − 1 negative pairs
[
(x, x−

1 ), . . . , (x, x
−
N−1)

]
from one modality. For inter-modal

learning, we have:

S−
inter =

N−1∑
j=1

exp
(
α−
imgj

(
s−imgj

−△−
))

+
N−1∑
j=1

exp
(
α−
pcdj

(
s−pcdj −△+

))
S+
inter =exp

(
α+
img

(
s+img −△+

))
+ exp

(
α+
pcd

(
s+pcd −△+

)) (4.3)

For cross modality, we can have 4 cross-modality positive pairs and 2N − 2 negative pairs by

combination:

S−
cross =

2N−1∑
j=1

exp
(
α−
shj

(
s−shj

−△−
))

S+
cross =

4∑
i=1

exp
(
α+
shi

(
s+shi

−△+
)) (4.4)

In this paper, we use cosine similarity to measure the similarity between two features. For inter

modality, we use the whole vector to compute cosine similarity s+ =
xfx

+
f

|xf ||x+
f | and for cross modal-

ities, we only use the shared part of the feature vector to compute the similarity s+sh =
xshx

+
sh

|xsh||x+
sh|

.

4.1.2 Models

We develop a dual U-Net structure framework(see Fig.4.2) for cross-modality dense feature

learning and describe the network structure next.

There are several approaches to learning from LiDAR data. One way is to project LiDAR data

onto a spherical plane and process further using the 2D CNN network. By using this point cloud
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representation, we are able to unify both models under 2D CNN architecture[126]. However, the

projection process leads to the loss of 3D information of the point cloud. For generality of our

model and allow our model to be applied to point clouds from other 3D sensors, we chose Point-

Net/PointNet++ as the model for point cloud feature learning. PointNet/PointNet++ was designed

to process raw point clouds directly, and several architectures for 3D data[127] are designed on a

similar structure and applied to our method.

We first explore the vanilla multi-scale group (MSG) version of PointNet++, which was de-

signed for the Point Cloud semantic segmentation task [43]. The model has an encoder consisting

of a farest-sampling layer and sets abstraction layers, and the decoder is comprised of feature prop-

agation layers. However, the model has difficulty producing good point-level features. A potential

reason for this is that the feature propagation layers in the decoder create point features by interpo-

lating the neighborhood features, and there is no learnable weight for the interpolation. This limits

the description ability of the feature.

We make a simple modification by adding a set-abstraction layer before each feature prop-

agation layer to overcome this limitation. As shown in Fig.4.2(b), we create new features for

up-sampled points by grouping their neighborhood in the old point clouds and passing it to a

multilayer perceptron (MLP). After that, we concatenate the new features with the interpolated

features and feed them to the MLP like standard feature propagation layers described in [43]. This

modification allows the set-abstraction layers to provide more neighbor information and learn-able

weights for interpolation.

We propose a 2D CNN network with a U-Net structure for image feature learning. The encoder

is a ResNet having four ResNet layers[128], while the decoder is an inverse of the encoder that

replaces the first convolution layer with the deconvolution layer to up-sample the feature. Convo-

lutional neural networks (CNNs) are inherently unable to handle non-trivial geometric transforma-

tions due to the fixed geometric structures in their building modules[129]. The PointNet++, on the

other hand, is more flexible for modeling geometric transformations and has a broader receptive

field view. To make the 2D model more flexible, we replace the second convolutional layers of the
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Figure 4.3: Validation accuracy of Tuple-Circle Loss (blue) vs. Circle Loss (green) during the
training Process

ResNet block in the encoder with deformable convolutional layers[130]. The same modification is

made in the decoder model.

4.2 Experiment Results

4.2.1 Experiment Setting

4.2.1.1 Datasets

In order to verify our approach, the evaluation dataset is required to have the image and point

cloud pairs with known pixel-point level correspondence (known sensor calibration). Datasets

meeting this requirement exist in papers, such as [131, 1]. Other works like [67, 66] construct

datasets in order to have dense correspondence between point and pixel. However, not to constraint

to our model to dense point cloud and show the generality of our method, we use camera image

and LiDAR scan pairs sequences from the KITTI360 dataset[131]. We trained our models on

sequences 0, 2, 4, 5, 6, 7, and 9 of KITTI360 and performed validation on sequence 3. During

training, the image sequences were randomly cropped to 256 × 512, and the LiDAR point cloud

was down-sampled to 10000 points.
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4.2.1.2 Implementation

A lambda workstation with two NVIDIA Titan RTX was used for training, and, Pytorch li-

brary [132] was used to implement the models. The learning rate was initialized at 0.01 and

decayed every epoch by 0.985 for 100 epochs. Finally, we used AdamW optimizer to optimize the

models[133], and the total size of the feature vector was 256 for all the models.

4.2.2 Evaluation

Since our goal is to find the unified cross-modal features between two modalities and not to

detect key points for matching, we evaluate our features by randomly sampling 500 points from

two modalities and calculating the percentage of correct matches. For inter-modal matching, we

use full features [xsh, xpr] to compute cosine similarity. For cross-modal matching, we only use the

shared part features xsh to perform matching. In the following part of the paper, ACCI and ACCP

denote the inter-modal matching accuracy of image and point cloud, respectively. ACCC denote

the cross-modality matching accuracy using full feature vectors [xsh, xpr], and ACCS denotes the

cross-modal matching accuracy using shared feature vectors xsh.

4.2.3 Tuple-Circle Loss vs. Circle Loss

In our preliminary test, other widely used contrastive loss functions [121, 134, 123] can easily

allow the two models for different modalities to learn good inter-modal features while training si-

multaneously. However, two models cannot or only slowly converge to learn cross-modal features.

Thus, we compare the proposed Tuple-Circle loss function with the Circle loss function [120, 67].

Fig.4.3 shows the accuracy changes during training. There are three lines in Fig.4.3 which denote

the ACCS of Tuple-Circle loss (blue) and Circle loss (green), and ACCC of Tuple-Circle loss. We

can see that the Tuple-Circle loss function converges faster than the Circle loss function and con-

verges to better results. Another interesting observation of Tuple-Circle loss is that the full features

can also be used to distinguish across modalities and show better performance at the early stage.

However, after some epochs, the full features cannot get better results and are outperformed by

the shared features. The Table 4.1 shows the comparison of different model settings. Rows 1 and
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2 show that using Tuple-Circle loss results in better feature learning for inter and cross-modality

matching. However, cross-modal matching accuracy is much lower than inter-matching accuracy.

Fig.4.4 shows that the distance between more than 40% of mismatched cross-modal pairs is less

than 1.5 pixels after projecting the LiDAR point cloud on the image.

Figure 4.4: Histogram of distance between the mismatched cross-modal pairs in log10 scale. x-axis
denotes the distance between the mismatched cross-modal pairs in log10 scale; y-axis denotes the
number of pairs.

4.2.3.1 Models Comparison

We also test the performance of different model setups described in setion4.1.2 on feature

learning. Table 4.1 shows the comparison of different model settings; DCN denotes the use of De-

formable convolution layers in the 2D model, and ASFP denotes using the set abstraction forward

propagation. The results show that ASFP layers help to learn better point cloud features and cross-

modality features (highlighted in bold in Table.4.1). According to [67], a broader reception field

help to learn inter and cross features, and a Deformable convolution layer can provide a larger and

more flexible reception field [130]. However, the DCN layer did not help us learn cross features

from our experiment
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Table 4.1: Comparison of Different Model Settings

Tuple DCN ASFP ACCI ACCP ACCC ACCS

✗ ✓ ✓ 96.1% 91.5% - 57.9%
✓ ✓ ✓ 99.9% 97.3% 46.9% 66.7%
✓ ✗ ✗ 99.9% 78.6% 45.3% 63.1%
✓ ✗ ✓ 99.9% 97.4% 47.0% 67.4%

Table 4.2: Comparison of Different Shared Feature Size

Shared Size ACCI ACCP ACCC ACCS

64 99.9% 97.5% 45.0% 67.9%
128 99.9% 97.4% 47.0% 67.4%
192 99.9% 97.3% 46.3% 68.0%

4.2.3.2 Shared Features Size Comparison

We analyzed the impact of various shared feature sizes on feature learning performance. Ta-

ble.4.2 presents the results. It was noted that the intra-matching performance improved with the im-

plementation of Tuple-Circle loss. However, the cross-modality matching results remained largely

unchanged with varying shared feature sizes. This leads us to believe that the cross-modality

shared information learned does not have a high level of entropy.

4.2.4 Visualization

What do the models learn across different modalities? To answer this question and visualize the

learned features, we employ the Cosine-KMean Clustering method [135]. We use the full features

xf = [xsh, xpr] as input to the method and attempt to classify them into 200 clusters. The results

are shown in Fig. 4.6(b). We repeat the same clustering on the full features of the corresponding

point cloud and display the results in Fig. 4.6(e). The results in Fig. 4.6(e) appear to be noisy due

to the low resolution of the point cloud, while Fig. 4.6(b) shows a clear pattern, indicating more

texture properties than geometric properties, which has been demonstrated in [136, 137].

For the shared features xsh, we concatenate features from both modalities and classify all 200
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clusters using the Cosine-KMean Clustering method. The clustering results for pixels and points

are shown in Figs. 4.6(b) and (d), respectively. The results demonstrate that both image and point

cloud clusters overlap, and the clustering results reveal position-related properties. In Fig. 4.6(d),

we show the clustering results of image pixel positions. We use the positions (row, column) of

all pixels in an image as a dataset and perform KMean clustering on the dataset. This results in

a figure similar to a Voronoi diagram, as shown in Fig. 4.6(d). Comparing Fig. 4.6(d) and (c),

similarities can be observed. Fig. 4.6(c) shows that the shared features may encode 2D position

information, as revealed in Fig. 4.6(d), and the 3D depth information of the corresponding point

cloud, as shown in Fig. 4.6(f).

(a) (b)

Figure 4.5: Cross-modality Matching Visualization: Green and Blue circles represent points
from the point cloud and image individually; Red lines denote the mismatching; (Note single
green due to the small distance between two mismatched points.)

We also analyze the error matching across different modalities based on the clustering results.

Figs. 4.5(a) and (b) show some mismatches. The visualization reveals that most mismatches occur

within the same clusters or on the border of two clusters.
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(a) (b) (c)

(d) (e) (f)

Figure 4.6: Feature KMean Clustering Visualization: (a) Original image (b) Full feature cluster-
ing results of image; (c) Shared feature clustering results of image; (d) Pixel coordinate clustering
results; (e)Full feature clustering results of point cloud; (f) Shared feature clustering results of
point cloud;

4.3 Conclusion

This chapter presents a novel Tuple-Circle loss function for cross-modality feature learning to

extract common features from different sensor information modalities. Our experiments demon-

strate that the Tuple-Circle loss leads to faster and more efficient convergence of the model. Addi-

tionally, we introduce a variant of PointNet++ architecture for point cloud analysis, which enhances

inter-modal and cross-modal matching. A U-Net CNN architecture with deformable convolutional

layers is utilized for image feature learning, and its effectiveness is evaluated in our experiments.

Using the Cosine-Kmean clustering method, the learned features are visualized, and it is shown

that our approach enables the two models of distinct modalities to learn geometrically meaningful

shared features.
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5. MULTIMODAL SENSOR CALIBRATION

Multi-modal sensor calibration is an important aspect in the field of autonomous vehicles and

robotics. It involves synchronizing and aligning multiple types of sensors, such as cameras, Li-

DAR, and radar, to ensure that the data collected from each of them is consistent and accurately

reflects the physical environment. This process is crucial in creating a unified representation of the

environment for perception and decision making tasks. In this chapter, we focus on two specific

types of multi-modal sensor calibration: camera-LiDAR calibration and radar-LiDAR calibration.

These are important calibrations as they involve sensors that have different operating principles and

modalities, yet play a crucial role in the perception and decision making pipeline. In the following

sections, we will propose our methods involved in calibrating these specific sensor pairs.

5.1 Semanitc CAMERA-LIDAR Calibration*

5.1.1 Method

The following formula describes the transformation relationship of a point pLi from the LiDAR

local coordinate system to the camera projection plane:

puvi
1

 = K


1 0 0 0

0 1 0 0

0 0 1 0


R t

0 1


pLi
1

 (5.1)

• pLi =

[
xL
i yLi zLi

]T
represents the coordinate of point pi in Lidar local frame;

• t represents the 3× 1 translation vector;

• R represents the 3× 3 rotation matrix;

• K represents the 3× 3 intrinsic matrix of camera;

*The content of this section was published in [5]
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• puvi =

[
ui vi

]T
represents the coordinate of point pi in Camera projection plane;

We assume that the intrinsic calibration of the camera and LiDAR have been successfully per-

formed. The extrinsic calibration parameters, which include the rotation R and translation t, are

given by Eq.5.1. In addition to the point cloud and image coordinates, we also utilize the dense

semantic labels of the point cloud, LL, and the image, LC , to improve the accuracy of the extrinsic

calibration. These semantic labels can be obtained through human annotation or a learned model.

We treat the semantic label values of each point cloud and its corresponding image pixel as two

random variables, X and Y , and the goal of the calibration is to maximize the mutual information

between these two variables. To achieve this, the following three operations must be performed:

1. Transformation Matrix Computation: P uv = Proj(PL, R, t) projects 3D points from Li-

DAR coordinate to camera coordinate;

2. Image Samping: L̃C = Sample(LC , P uv) samples semantic label values from image labels

based on projected LiDAR coordinates.

3. Mutual Information Estimation: I(X, Y ) = MI(L̃C , L̃L) estimates mutual information

based on the samples from the semantic labels of LiDAR points and corresponding image

pixels.

Therefore, our full optimization objective function can be written as Eq.5.2

R, t = argmax
R,t

MI(Sample(LC ,Proj(PL, R, t))) (5.2)

5.1.2 Optimization

Optimizing the cost function in Eq.5.2 aims to find the optimal values of the rigid-body trans-

formation parameters between LiDAR and the camera. Any optimization technique that can con-

verge to the global optimum can be employed, with gradient-based optimization methods being

popular due to their fast convergence properties. we make the cost function fully differentiable

59



to allow for optimization using gradient-based methods. We describe the steps to make the trans-

formation matrix computation, image sampling, and mutual information estimation differentiable,

resulting in the whole algorithm presented in Algorithm.1. With this approach, we can efficiently

and accurately optimize the cost function and obtain the correct values for the extrinsic calibration

parameters between the LiDAR and the camera.

5.1.2.1 Transformation Matrix Computation

The computation of P uv = Proj(PL, R, t) involves a rigid 3D transformation T , which can be

represented as a matrix exponential (T = exp (H)). The matrix H can be parameterized as a sum

of weighted basis matrices of the Lie algebra se(3) (H =
∑5

i=0 viBi) as described in [138]. This

allows for the representation of T with six parameters (as seen in Eq.5.3), which can be optimized

using standard partial derivative computations to compute the gradient during optimization.

T =

R t

0 1

 = exp (
5∑

i=0

viBi) =
∞∑
j=0

(
∑5

i=0 viBi)
n

n!
(5.3)

5.1.2.2 Image Sampling

Differentiable image sampling is widely used in deep learning for computer vision [139]. The

sampling operation can be written as

l̃Ci =
H∑
h

W∑
w

lChwk (ui − h; Φx) k (vi − w; Φy) (5.4)

The parameters Φx and Φy represent the sampling kernel k(), which determines the method of

image interpolation (e.g., bilinear). lChw refers to the semantic label of a pixel located at (h,w) on

the image, and l̃Ci is the corresponding semantic label of the point pi after it has been projected

onto the image plane.
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Algorithm 1: 3D Calibration
input : Lidar Point Cloud P , Point Cloud Labels LP , Image Labels LC , Camera Intrinsic

Matrix K, Initial Transformation Matrix Tinit

output: Transformation Matrix T
Use Tinit to initialize vi;
Use random initialization for MINEnet parameters θ;
Initialize learning rate α, β, optimizer and learning rates scheduler;
while not converge do

T =
∑5

i=0 viBi;
Sample b minibatch points Pb and labels LP

b from P and LP ;
P u,v
b ,= Proj(Pb, T,K);

L̃C
b = Sample(LC , P u,v

b );
MI = MINE(LP

b , L̃
C
b );

Update MIME parameter: θ+ = α▽θ MI;
Update matrix exponential parameters: v+ = β ▽v MI;

end
Return T =

∑5
i=0 viBi;

5.1.2.3 Mutual Information Estimation

Mutual information is a fundamental quantity for measuring the relationship between random

variables. Traditional approaches are non-parametric (e.g., binning, likelihood-ratio estimators

based on support vector machines, non-parametric kernel-density estimators), which are not dif-

ferentiable. Several mutual information neural estimators have been proposed in recent works

[140, 141, 142]. In our implementation, we use MINE[140] to estimate mutual information. This

method uses the Donsker-Varadhan (DV) duality to represent MI as

̂I(X;Y )n = sup
θ∈Θ

EP(X,Y )
[Fθ]− log

(
EP (X)P (Y )

[
eFθ

])
(5.5)

, where P (X, Y ) is the joint density for random variables X and Y and P (X) and P (Z) are

marginal densities for X and Y . Fθ is a function parameterized by a neural network, where θ are

the parameters of the neural network.
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Figure 5.1: Initial Calibration Procedure: (a) Zoom the camera image label; (b) Project LiDAR
label into 2D cylinder plane; (c) Register 2D semantic Images; (d) Sample points and pixels from
the overlapped area of the two semantic labels.

Algorithm 2: Initial Calibration
input : Lidar Point Cloud P , Point Cloud Labels LP , Lidar Field of View FoV L

H , FoV L
V ,

Lidar Channel Number HL and Ring Point Number WL Image Labels LI ,
Camera Field of View FoV C

H , FoV C
V , Image Height HI and Width W I

output: Initial Transformation Matrix Tinit

LP
cy = SphericalProj(P,LP , HL,WL);

W I
z , H

I
z = WL

FovLV
FoV C

V , HL

FoV L
H
FovCH ;

LI
z = Zoom(LI ,W I

z , H
I
z );

Register LI
z and LP

cy using 2D MI-based method;
Sample pixels IPcy and IIz from the overlapping between LP

cy and LI
z;

Recover image pixels IIs = DeZoom(IIz ,W
I
z , H

I
z ,W

I , HI);
Recover points Ps = DeSphericalProj(IPcy, P );
Tinit = PnPsolver(Ps, I

I
s );

5.1.3 Initial Calibration

A good initialization is crucial to ensure fast and accurate convergence in the targetless cal-

ibration approach. To use semantic information, we formulate the initial calibration process as

a combination of 2D image registration, and Perspective-n-Point (PnP) problem [143]. First, we

project LiDAR points into a 2D spherical plane [3] and obtain a 2D semantic range image. The

LiDAR is a low-resolution 360-degree camera with a partial overlap in the field of view with the

ordinary camera, as shown in Fig. 5.1. Then, we zoom the semantic label of the camera image

to the same resolution as LiDAR using nearest neighbor interpolation. Afterward, we perform 2D

MI-based image registration on the two semantic images. The registration results in raw corre-

spondences between LiDAR points and camera pixels. We sample a few pairs of points and pixels
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and solve the PnP problem to obtain an initial calibration between the LiDAR and the camera. The

complete algorithm is described in Algorithm.2.

The success of the final calibration largely depends on the quality of initialization. We propose

using multiple scans to initialize the calibration process to ensure reliable results. We take the

mean of the initial parameters obtained from each scan and use the modified Z-score proposed by

Iglewicz and Hoaglin [144] to detect and remove outliers. This approach increases the chances of

obtaining a good initialization, leading to a more successful final calibration.

Mi =
0.6745 (xi − x̃)

MAD
(5.6)

Mi denote the Z-score. xi denote the data. MAD denotes the median absolute deviation and x̃

denotes the median. We considered the initialization parameters whose absolute value of Z-scores

are greater than 3.5 as outliers[144]. If the outliers accounted for more than 60%, we decide the

initialization has failed.

5.1.4 Experiment and Results

This section describes the experiments to evaluate the accuracy and robustness of the proposed

automatic calibration technique. We first evaluate our methods on a synthetic dataset, then on the

real-world KITTI360 [145] and RELLIS-3D [1] datasets.

5.1.4.1 Synthetic dataset

To evaluate the performance and robustness of our method, we created a dataset of paired

LiDAR and camera data with semantic labels using the Carla simulator [146]. The simulator can

generate 21 classes; however, we utilized a 20-class ontology in our experiments. The camera

images have a resolution of 1280 × 720, and the LiDAR has a horizontal resolution of 800 and a

vertical resolution of 64, each channel containing approximately 800 points per frame. Although

the point cloud and image are wholly overlapped in our synthetic dataset (as shown in Fig. 5.3(a)),

it still provides accurate transformations and semantic labels. However, it should be noted that

some real-world sensor and environmental characteristics are not perfectly modeled due to the
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Figure 5.2: Calibration error for varying number of pairs of frames.

limitations of the simulation.

We evaluated the performance and robustness of our methods by testing the effect of the number

of data frames on overall performance. Using the ground truth labels, we first estimated the initial

transformation as described in Section 5.1.3. We then tested the procedure with 1, 10, 20, 50,

and 70 pairs of frames. As shown in Fig. 5.2, the error variance decreases as the number of pairs

increases. This is expected as the estimator is able to achieve better mutual information estimation

with more data, thereby increasing the scene’s diversity and reducing the likelihood of local minima

in the optimization.

Next, we evaluated the impact of noisy labels on calibration accuracy. We added random noise

to both the image and point cloud labels (as shown in Fig.5.3). The results are displayed in Fig.5.4.

As anticipated, the accuracy decreased, and the variance increased with increasing label noise.

Although the error from deep learning predictions is not Gaussian in reality, it is easier to control

the error ratio by adding noise to ground truth labels. Thus, this experiment demonstrates the

effect of varying levels of noise, which will be further explored using model predictions in the next

section.
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Figure 5.3: (a) Simulated LiDAR point cloud projected on image; (b) Ground truth image label
with point cloud; (c) image label and point cloud label with 20% error (d) image label and point
cloud label with 50% error.

Figure 5.4: Calibration error for different levels of label noise
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Figure 5.5: Calibration error using different number of pairs on RELLIS-3D Ground Truth Labels

5.1.4.2 Real-world datasets

Despite the benefits of synthetic data in providing accurate ground truth transformations and

semantic labels, real-world sensor and environmental characteristics are not perfectly modeled

in these simulations. To evaluate the performance of our methods in real-world scenarios, we

conducted experiments on two annotated LiDAR and camera datasets, KITTI360 and RELLIS-3D.

The KITTI360 dataset was collected in an urban environment, while the RELLIS-3D dataset was

collected in an off-road environment. Both datasets provide ground truth calibration parameters

between the LiDAR and camera, which we used to assess the robustness of our methods.

We evaluate our method’s performance using human-annotated labels and label predictions

from deep learning models. We use the HRNet+OCR model [104] to generate predictions for im-

age semantic segmentation. For LiDAR point cloud labeling, we use the SalsaNext model [48]. On

the RELLIS-3D dataset, the HRNet+OCR model achieved a mIoU of 48.83%, and the SalsaNext

model achieved 40.20%. These models were trained on 20 and 16 classes, respectively, considering

the differences in the detection capabilities of each sensor. We merge the classes into 14 common

categories for calibration and exclude the sky class. Fig. 5.5 shows the results of using ground

truth labels, and Fig. 5.6 shows the results of using the prediction from deep learning models. We

can see that angle errors using ground truth labels is within 1.5 degree using ground truth labels,

and the translation error is within 0.15 meters. Unsurprisingly, the results of label prediction have

66



Figure 5.6: Calibration error using different number of pairs on RELLIS-3D Label Predictions

Figure 5.7: Calibration error using different number of pairs on KITTI360 Ground Truth Labels

more significant errors. Moreover, the error of the ground truth label results has an obvious bias.

The annotation process might cause this. In RELLIS-3D, each image was annotated by humans

individually. At the same time, the LiDAR scans were registered as an integrated scene and anno-

tated together. Therefore, compared with image labels, LiDAR scan labels have better sequential

consistency. Meanwhile, the labels generated by the deep learning model have better sequential

consistency. We used the same two models to train on the KITTI360 dataset. The HRNet+OCR

can achieve 31.02% mIoU on the KITTI360 dataset and the SalsaNext can achieve 20.08% on the

KITTI360 dataset. This datasets has 45 classes which we merge into 34 for training. We use our

proposed method to initialize the calibration and use 10, 20, 50, and 70 pairs of LiDAR-Camera
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Figure 5.8: Calibration error using different number of pairs on KITTI360 Label Predictions

Table 5.1: Calibration results of KITTI360

Methods Roll(◦) Pitch(◦) Yaw(◦) X(m) Y(m) Z(m)
KITTI360 73.72 -71.37 64.56 0.26 -0.11 -0.83

SOIC 74.08 -71.21 64.75 0.11 -0.12 -1.29
PMI 71.19 –64.38 58.35 2.28 -0.01 -0.70
Ours 73.86 -71.54 64.69 0.23 -0.17 -0.89

data to perform calibration. Fig. 5.7 shows the results of using ground truth labels and Fig. 5.8

shows the results of using the prediction from deep learning models. We can see that angle error

is within 1 degree predictions, and the translation error is within 0.4 meters using both of ground

truth labels and label.

To evaluate against baseline calibration approaches, we compared our method with SOIC[91]

on the two datasets. We also implemented Pandey’s [147] method to use the mutual informa-

tion between the sensor-measured surface intensities to calibrate the sensors, however we use

MINE[140] to estimate the MI instead of the kernel method described in [147]. Our implemen-

tation of Pandey’s method is noted as PMI in Table5.1 and 5.2. All methods were initialized by

our proposed method. As shown in Table. 5.1-5.2, our method provide the closest results with

the provided parameters of each dataset. Meanwhile, Fig. 5.9 and 5.10 shows that our calibration

produces better cross-sensor data fusion than the other two methods. In the results of PMI, we
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Table 5.2: Calibration results of RELLIS-3D

Methods Roll(◦) Pitch(◦) Yaw(◦) X(m) Y(m) Z(m)
RELLIS3D 70.80 67.78 -68.06 -0.04 -0.17 -0.13

SOIC 70.08 68.62 -66.68 0.00 -0.15 4.41
PMI 75.65 69.87 -64.24 -0.08 -0.33 -0.10
Ours 70.24 67.63 -67.32 -0.05 -0.19 -0.06

Figure 5.9: (a) KITT360 calibration; (b) SOIC Results; (c) PMI Results; (d) SemCal Results(Ours).

can see there is a significant misalignment on the z-axis. This is because the grayscale image pixel

value of the sky is similar to the reflectivity of the grass in LiDAR, so the method tried to align

the grass ground from the LiDAR data with the sky in the camera data. Finally, we analyzed the

run time of our algorithm. Our experiment used ten labels to run the initialization algorithms and

iterated the mutual information estimator, which always converged, for 4000 iterations. We ran the

experiment 10 times and computed the mean run time. The initialization procedure, which only

needs to be run once, took 30 seconds, and the calibration itself takes 156 seconds. Although this

algorithm cannot be run in real-time, it is still fast enough to run online as a background process.

5.1.4.3 Implementation

In the experiments, we implement our algorithm using Pytorch [148]. The neural mutual in-

formation estimation is a three- layers neural network. The first layer is a linear layer followed by

a Relu activation function [149]. The input size equals two times the number of the data channels,
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Figure 5.10: (a) RELLIS-3D calibration; (b) SOIC Results; (c) PMI Results; (d) SemCal Re-
sults(Ours).

and the output is 100. The second layer is also a linear layer followed by a Relu activation function,

and the output size is 100. The last layer is again a liner layer, and the output size is 1. We used

Adam optimizer [150] to maximize the objective function [5.2]. For image sampling, we use a

bilinear kernel to sample the label pixels. We set n = 10 in Eq. 5.3 to estimate the transformation

matrix.

5.2 RADAR LIDAR CALIBRATION

5.2.1 Method

5.2.1.1 Calibration Target Design

Calibrating both LIDAR and RADAR requires a target that is visible to both sensors. For

RADAR, it is desirable to have a target with a high RADAR Cross-Section (RCS) to improve

the detection rates. Marine aluminum RADAR reflectors (see Fig. 5.11 (a)), which are cheap

and readily available, can be used for this purpose, but they can affect the LIDAR measurements.
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(a) Side view (b) Front view

Figure 5.11: Aluminum cctahedral RADAR reflector front with two side covered by two
polystyrene foams

Figure 5.12: Registered LIDAR Point Cloud (blue), Filtered RADAR measurements(Purple), Ex-
tracted Target Point Cloud(green)

Furthermore, their small size makes them difficult to detect by LIDAR. To overcome this, we use

two polystyrene foams to cover two sides of the reflector and construct a non-symmetrical shape

as see Fig. 5.11 (b), which has a larger visible area for LIDAR, making it easier to register and

determine the reflector’s position in the scene, which will be used for calibration.
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RADAR coordinate

Target coordinate

Radar rays

Radar target data
!𝑥, !𝑑, 𝑒 𝑑

Figure 5.13: Sample the RADAR measurement data (rxi,
rdi, ei) around the target centers; Com-

pute the data distance d between the LIDAR target center and the RADAR target center

5.2.1.2 Data Collection

To ensure accurate and undistorted data from both sensors, we have employed the IMU data

from the LIDAR sensor to detect the static LIDAR and RADAR frames. We used the FPFH feature

[151] and RANSAC global registration to register all the static LIDAR frames together, resulting

in an initial pose of all the LIDAR data in the scene. We then refined the pose of each LIDAR

frame using the Iterative Closest Point (ICP) algorithm to generate a dense LIDAR point cloud,

which was then utilized for target detection to prevent any incomplete frames. By collecting data

from multiple robot movements, we obtained each LIDAR frame’s position within the registered

point cloud, thus eliminating the need for target extraction for each frame. For the RADAR target

extraction, we first filtered out most of the raw RADAR by setting a threshold. Then we used raw

LIDAR and RADAR transformation to get the raw data target measurement, which was obtained

by manually measuring. We defined the target center as the first measurement in the RADAR data.

The data collection and pre-processing results is shown in Fig.5.12.

5.2.2 Optimization

We develop our calibration method using a gradient descent optimization framework imple-

mented with PyTorch. Our objectives for the calibration are three-fold: 1) minimizing the repro-
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jection error, 2) reducing the regression error of an MLP, and 3) minimizing the ray pass loss, which

considers whether a ray passes through the target or not. The transformation matrix T between

the LIDAR and RADAR sensors can be represented in many ways. While optimizing, the rotation

matrix R(w) was represented as axis-angle representation w (so(3) → SO(3)). While evaluation,

we represent the rotation using Euler angles θ = [θx, θy, θz]. The translation is represented by three

variables t = [tx, ty, tz].

5.2.2.1 Reprojection Loss

To compute reprojection loss, we first convert the LIDAR target center point lxl,i from the

LIDAR sensor coordinate to the RADAR sensor coordinate using the following equation:

rxl,i =
r
lR · lxl,i +

r
l t (5.7)

Where r
lR is the rotation matrix and r

l t is the translation vector. Next, the point rxl,i is converted

to spherical coordinate rsl,i = [rrl,i,
rθl,i,

rzl,i]. The RADAR measurement rsr,i = [rrr,i,
rθr,i,−]

is assumed to be the ground truth. The absolute differences loss (L1) is applied to the azimuth

angle and radial distance between the transformed LIDAR target center data and the RADAR

measurement.

lrep = wrL1(
rrr,

rrl) + wθL1(
rθr,

rθl) (5.8)

where wθ and wr are two weights that can be set manually to adjust the optimization direction and

balance the relative importance of radial distance and azimuth angle, due to their differing value

scales.

5.2.2.2 Regression Loss

Getting a 6 DoF calibration between LIDAR and RADAR is challenging due to the missing

3D information in RADAR measurement. However, as shown in [94], the RCS is correlated with

the target’s 3D position in the RADAR coordinate, leading to the modeling of the relationship

between RCS and target position as a curve model in the paper. Inspired by this work and recent
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(a) Side view (b) Front view

Figure 5.14: Clearpath Warthog with one Ouster OS1 128 Channel LIDAR and one Navtech CIR-
DEV RADAR

advancements in NeRF, we use a small Multi-Layer Perceptron (MLP) to model the relationship

between the RADAR sensor pose relative to the target and the return energy. Instead of just using

the target center to model the relationship, we use the neighborhood of the target centers too. See.

Fig.5.13, we sample the RADAR measurement data around the target centers and represent the data

as (rxr,i,
rdr,i, ei), where rxr,i denote the position of the RADAR data in RADAR coordinate, rdr,i

represent the ray direction from the RADAR sensor origin to the measurement, and ei represent

the return energy, which is raw data value of the Navtech RADAR.

In the optimization process, we transform the RADAR measurement (rxr,i,
rdr,i, ei) from the

RADAR coordinate to the local target coordinate based on the current estimated RADAR-LIDAR

extrinsic calibration w
r T and the target pose w

t T in the scene which can be obtained during the data

collection steps described in 5.2.1.2. After the transformation ,we got data (txr,i,
tdr,i, ei) in the

target local coordinate.

Based on [152] and experiment, we use Eq.5.9 to apply position encoding to each of the three

coordinate values in the direction tdr,i and position txr,i separately. Eq.5.9 is a mapping from

R into a higher dimensional space R2L. Positional encoding facilitates the network to optimize

parameters by easily mapping input to higher-dimensional space. [152] showed that using a high-
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frequency function for mapping original input enables better fitting of data that contains high-

frequency variation.

P (x, 2i) = sin
(
2iπx

)
P (x, 2i+ 1) = cos

(
2iπx

) (5.9)

We use the encoded direction P (tdr,i) and position P (txr,i) as the input of the MLP and predict

the corresponding return energy êi.

êi = MLP (P (txr,i), P (tdr,i)) (5.10)

During optimization, we minimize the absolution difference (L1 loss) between the ground truth

value ei and the predictions êi

lmlp = L1(êi, ei) (5.11)

5.2.2.3 Ray-pass Loss

To ensure that our optimization results align with the properties of the sensors, we added a ray

pass loss to optimization objectives. The high return energy of RADAR target measurement should

be the result of a ray passing through the target from the RADAR sensor origin. To simplify, we

modeled the target as a ball rather than an octahedron. The loss is defined as in Equation 5.12,

where d is the distance between the ray and the center of the target in the target coordinate system,

and r is the radius of the circumscribed sphere. If the distance is greater than the radius, it indicates

that the ray does not pass through the target, and the difference between the distance and radius is

used as the penalty. If the distance is smaller than the radius, the penalty is set to zero.

lray = max (0, di − r) (5.12)
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5.2.2.4 Total Losses

The overall optimization objective is:

l = wreplrep + wmlplmlp + wraylray (5.13)

where the wrep, wmlp and wray are weights for each loss.

5.2.3 EXPERIMENT

5.2.3.1 Sensors and Experiment Setting

The experiment involved a Clearpath Warthog mobile robot equipped with an Ouster OS1 3D

LIDAR and a Navtech CIR-DE RADAR, as depicted in Fig. 5.15. The LIDAR has 128 channels

and 2048 points per channel, with an 45 degrees vertical field of view (FoV) and operates at 10 Hz.

The RADAR has a range resolution of 0.044m and azimuth resolution of 0.9 degrees, with an 1.8

degrees vertical field of view (FoV) and works a 4 Hz. Both sensors have 360 degrees horizontal

field of view (FoV). The sensor setup is shown in Figure 5.14. A 3D-printed wedge was attached

to the bottom of the RADAR with an incline of around three degrees.

The experiment used three targets, and the robot was positioned at different locations to collect

data, as shown in Fig. 5.15. The experiment was conducted outdoors, and five different target

settings were used. After the data processing steps described in 5.2.1.2, 104 paired RADAR-

LIDAR data were collected.

5.2.3.2 Implementation

Our extrinsic calibration algorithm was implemented using the PyTorch framework and op-

timized using the Adam optimizer [153]. The MLP consisted of four linear layers, each with a

hidden size of 128 and using the ReLU activation function. A learning rate of 0.005 was applied to

the network, while the learning rates for the rotation and translation parameters were set to 0.005

and 0.001, respectively. During the experiment, the weights for the reprojection error, regression,
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(a) Sensors and Targets Setup for Data Collection

(b) Raw LIDAR data (c) Raw RADAR data

Figure 5.15: Experiment settings: Three targets with fixed positions form a scene, and the robot
drives around the targets.

and ray-pass losses were set to 1000, 1000, and 100, respectively. To compute the regression loss,

we sampled data around the estimated RADAR target center within a radius of 0.6 meters.

5.2.3.3 Results

To evaluate the quality of the calibration results, we conducted experiments on a real-world

dataset with different loss function configurations: including only the reprojection error loss (rep),

the reprojection error loss and regression loss (mlp), the reprojection error loss, regression loss,

and ray-pass loss (mlp+ray) and the reprojection error loss and ray-pass loss (rep+ray). Table 5.3
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Figure 5.16: Histogram of reprojection errors for RADAR-LIDAR calibration using different loss
configuration

presents the initial calibration parameters obtained manually and the results of calibrations using

different optimization objectives. The results demonstrate differences, particularly in θx and θy,

and tz, due to the limitations of the RADAR measurement. However, as previously mentioned,

we intentionally introduced a three-degree wedge while installing RADAR sensors. As shown

in Table 5.3, all calibration results reflect this. We used the reprojection error in the RADAR

coordinate as the evaluation metric, and Fig. 5.16 shows the distribution of the reprojection error.

Despite the differences, all four settings have similar reprojection error distributions, which does

not necessarily indicate which calibration results are better.

To further evaluate the quality of the calibration results, we examine the relationship between

the target and RADAR ray. The RADAR ray from the sensor origin to the RADAR target center

Table 5.3: RADAR-LIDAR Calibration Results

Loss θx θy θz tx ty tz

initial 0.00 0.00 0.00 0.50 -0.25 0.05

rep 0.97 6.97 1.17 0.57 -0.26 0.04

mlp 0.26 2.04 1.01 0.57 -0.25 0.05

mlp+ray -0.14 2.63 1.05 0.56 -0.26 -0.03

rep+ray 0.08 3.35 1.07 0.57 -0.26 0.01
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Figure 5.17: LIDAR target centers distribution in the RADAR coordinate. The x-axis represents
the radial distance between the target center and the RADAR origin, the y-axis represents the angle
between the RADAR x-y plane and the target centers.

must hit the target and return the energy, as indicated by the high return energy. Fig. 5.17 displays

the distribution of the LIDAR target centers in the RADAR coordinate after projection using the

calibration results. The x-axis represents the radial distance between the LIDAR target center and

the RADAR origin. In contrast, the y-axis represents the angle between the RADAR x-y plane and

the LIDAR target centers. The two red dashed lines indicate the boundaries where the RADAR

ray can hit the target at different distances based on the physical size of the target. From Fig.5.17,

we observe that the calibration results that only use the reprojection error loss have many points

outside the boundary, which is not physically correct. On the other hand, the calibration results

of mlp+ray and rep+ray have most of the projected points within the boundaries. The mlp also

has most of the points within or close to the boundary, which implies that the objective function is

effective.

In order to evaluate the robustness of our method, we conducted a Monte Carlo analysis by

randomly subsampling our dataset to 50% of its original size and ran 100 iterations of optimization

on different subsampled datasets. The results are presented as boxplots in Fig. 5.20. As predicted
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Figure 5.18: Regression results from MLP

and in line with previous studies [93, 94], the parameters tx, ty, and θz that are well-represented by

the RADAR measurements exhibit lower variance compared to the other parameters. In contrast,

the parameters tz, θx, and θy show larger variance. The results from the rep+ray experiment

display the highest variance in z, indicating that the ray-pass loss function is highly sensitive to the

amount of data. By incorporating the regression loss, which utilizes both reprojection error and

the relationship between the return energy and the position of the target center’s surroundings, the

variance is reduced compared to only using reprojection error and ray-pass, even with fewer data

points. Finally, Fig.5.19 demonstrates that the use of positional encoding results in smaller errors

in regression. Several examples of the regression are illustrated in Fig.5.18.

5.3 Conclusion

Multimodal sensor calibration is an important issue in computer vision and robotics. A well-

calibrated system provides accurate information about the environment and improves the perfor-

mance of various applications, such as object recognition and tracking. In this chaptere, we dis-

cussed for LIDAR-CAMERA calibration and LIDAR-RADAR Calibration.

The first method is the fully differential LiDAR-Camera calibration method that uses semantic
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Figure 5.19: Histogram of regression errors of MLP with/without positional encoding

information from both sensor measurements. This method optimizes mutual information between

semantic labels to estimate the extrinsic parameters of the sensors. By utilizing semantic infor-

mation, the method does not require specific targets or hand-measured initial estimates, making

it more flexible and user-friendly. The method is also fully differentiable, which allows it to be

implemented using popular gradient descent optimization frameworks. Additionally, the use of

mutual semantic information opens up the possibility of leveraging sub-semantic intermediate fea-

tures of deep networks for calibrating LiDAR and camera, and could also be embedded into a deep

fusion architecture to estimate rough calibration estimates between sensors.

The second method is the novel extrinsic 6-DoF calibration method for a RADAR-LIDAR

system that was presented in a recent study. This method uses a specially designed calibration

target that allows both sensors to accurately detect and locate the target within their respective

operating parameters. The calibration process involves three optimization objectives: reprojection

error, regression error, and ray-pass loss. The proposed method was implemented using a deep-

learning framework and optimized via gradient descent. Experiments conducted on real-world

data validated the effectiveness of the proposed method and showed significant improvements in

the estimation of extrinsic calibration parameters.
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Figure 5.20: Monte Carlo analysis results for RADAR–LIDAR calibration using different loss
configurations
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6. CONCLUSION AND DISCUSSION

This dissertation emphasizes the critical role of perception sensors in enabling robots to inter-

act effectively with and comprehend their environment, particularly in off-road terrain. The study

explores various sensor types and different levels of sensor data representation, from raw data to

semantic information and deep features. We have introduced the RELLIS-3D dataset, a new mul-

timodal dataset with pixel-wise and point-wise annotations for off-road environments, which chal-

lenges current state-of-the-art deep learning models and underscores the need for further research

in these unstructured environments. Since the dataset’s publication, several works have followed

the research or utilized the dataset for their studies [154, 155, 156, 157, 158, 159, 160, 161, 162].

We are pleased that the dataset has been useful to the community. In addition to the dataset, this

dissertation proposes a semantic segmentation framework for off-road image segmentation, a tech-

nique for transferring labels from one LIDAR point cloud dataset to another, and a pipeline for

transferring LIDAR semantic segmentation labels to radar data. These semantic segmentation-

related works have also garnered attention [163, 164, 165, 166, 167, 168, 169]. To overcome the

limitation of semantic labels, the study also proposes a technique to learn cross-modal deep fea-

tures using contrastive learning. After discussing various representations, the study focuses on

extrinsic calibration. Using semantic information for cross-modal data association, we address

extrinsic calibration for camera-LIDAR calibration. For radar-LIDAR calibration, we use a target-

based method and train a neural network to capture the correlation between return energy and lost

dimension.

However, when we created the dataset and tried to apply semantic segmentation in off-road

environment, we started to think whether the standard semantic segmentation task in computer vi-

sion is a good method for robots to understand their environment. There are several problems with

Semantic Segmentation or its advanced version Panoptic segmentation[170, 171, 172]. Firstly,

semantic segmentation classes are usually pre-defined, such as the 20 classes in the RELLIS-3D

dataset and these pre-defined classes are usually object levels. However, the real world has more
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than 20 classes. And for different tasks, robots may require different levels of detail in their un-

derstanding of the environment or properties of the objects . For instance, in a navigation task,

robots may only need to determine whether an area is traversable or not. Secondly, manually la-

beled datasets for semantic segmentation are imperfect, especially in images where borders are

often subtle or ill-defined. In off-road environments, the problem becomes even more pronounced

as compared to urban or indoor environments due to their unstructured nature.

To replace predefined labels, we initially tried using deep features which can have semantic and

geometry information of the scene. However, robots were built, operated, and designed to work

with humans. Therefore, interactions with humans are required. And human usually use language

to describe and understand the world which might means linguistic description is necessary at

some level. With recent developments in large language models (LLM) [173, 174] and multi-

modal learning [175], promising directions for open-vocabulary semantic segmentation have been

proposed [176, 177, 178]. Open-vocabulary semantic segmentation is a task that aims to segment

an image into semantic regions according to text descriptions. For example, given an image of a

street scene and a text description "car," the task is to identify all the pixels that belong to cars

in the image. There are different methods for performing this task, but one common approach is

to use a two-stage framework [179]. The first stage generates class-agnostic mask proposals that

cover potential regions of interest in the image. The second stage leverages pre-trained vision-

language models, such as CLIP [175], to classify masked regions according to text descriptions.

This is very similar to our Off-Seg frame which produce masks and use classifier to provide class.

However, because our classifier is fine-tuned on the pre-defined class of the datasets, Off-Seg

cannot generalize to the unseen classes. But the Open-vocabulary segmentation still also have

problems. The methods relies on supervised mask from current datasets which contain additional

information about classes. In addition to the two-stage framework, a more conventional approach

is to use the widely-used fully convolution network (FCN). As a dominant method in supervised

semantic segmentation, FCN formulates the semantic segmentation as a pixel-wise classification

problem. Specifically, given an image, FCN generates a high-resolution feature map, and a set of
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learned classifiers is applied on each pixel to produce segmentation predictions [179]. However,

due to most current pre-trained vision-language models are trained on image level which lead FCN

framework performance is lower than the two-stage method. Besides, compared to supervised

methods, open-vocabulary methods still can’t compete with supervised method. Besides, currently

most research still focus on object level segmentation less attention were put the other types of

properties.

While mIoU is a commonly used metric to evaluate the performance of semantic segmentation

algorithms, it may not necessarily be the best metric for evaluating robotics tasks, especially in off-

road environments. The boundaries between different semantic classes are often ill-defined, and

imperfect annotation can lead to difficulties in evaluating the performance of these algorithms. To

better evaluate the performance of these algorithms in off-road environments, it may be useful to

explore and develop new metrics, datasets, or tools that are specifically tailored to robotics tasks.

For example, one approach could be to treat semantic segmentation as a component of a larger

task in the robotic system, such as navigation. We can evaluate the performance of the overall

navigation task under the same settings while using different segmentation methods, and measure

metrics such as travel time, collision rate, and minimum distance. This approach would provide a

more realistic evaluation of the performance of the algorithms in the context of their intended use.

In this dissertation, we discussed the importance of sensors and data representation in robotics.

However, a crucial problem that remains unaddressed is how to effectively integrate high-level

semantic information or deep features with other important scene information, such as geome-

try. This is an essential problem that must be solved for robots to achieve accurate navigation

and localization in real-world environments. Traditional methods, such as voxel maps, can store

this information but may not be efficient in terms of storage and processing. Recently, new meth-

ods have emerged using neural implicit representations, which can directly store and process this

information[180, 181, 182, 183, 184, 185, 186]. Neural implicit representations are continuous

functions that can be trained on known views of a scene, providing higher resolution and more de-

tail than traditional methods. Furthermore, neural networks can represent a scene as a signed dis-
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tance function and differential function, enabling their use in robotics tasks such as navigation[187]

and localization[188]. Another advantage of neural implicit representations is their ability to syn-

thesize new views, which can be used to create data for other tasks or simulations. Additionally,

neural networks can naturally store deep features within the implicit representation[189]. How-

ever, there are still some limitations to the current state of neural implicit representations. For

example, they can be slow for both training and rendering new views, and they may face difficul-

ties in scaling to large scenes. Moreover, they can only represent static scenes, and they "bake in"

lighting, which may limit their accuracy in certain lighting conditions. Additionally, they require

accurate camera poses. Despite these limitations, the promising properties of neural implicit rep-

resentations have received a lot of attention, and much research is being conducted to solve these

issues [190]. In conclusion, integrating semantic information and deep features with other neces-

sary scene information is a crucial problem that must be solved for robots to perform effectively

in complex environments, and neural implicit representations provide a promising solution to this

problem.

Finally, in this dissertation, we proposed a novel approach to multi-modal sensor calibration

that differs from traditional methods. Traditionally, common features such as edges, gradients, or

optometry trails are used to calibrate different sensor types. Instead, we utilized semantic informa-

tion for cameras and lidar, since semantic segmentation is a well-established technique for these

two sensors. For radar, although we used a target-based method, we trained a neural network to

capture the correlation between return energy and target pose. Our method was inspired by recent

advances in neural rendering technology [152], which is a type of neural implicit representation

that can reconstruct a scene using multiple images and camera poses and generate new images

from new viewpoints while capturing the geometry of the scene. This approach may provide a

promising direction for calibrating different types of sensors and evaluating the calibration results.

One limitation of this approach is that it is sensitive to errors in the sensor pose of each input

sensor measurement. If the pose is not accurate enough, the synthesized sensor measurement will

not be accurate. However, there are methods to optimize both the reconstruction loss and sensor
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pose [191]. Therefore, we can leverage this limitation for calibrate and evaluate sensor calibration.

Currently, most of the applications are focused on image synthesis, but we can expand it to other

types of sensors such as LIDAR and RADAR. Since the original method can capture geometry us-

ing only images and camera poses, it is intuitive to combine it with other range sensors. Although

radar signals can penetrate some materials, neural representation can capture geometry as well

as other features such as semantics and materials. Therefore, we believe that with proper design

and sufficient data, it is possible to simulate radar data. However, optimizing both the reconstruc-

tion loss and the sensor pose can be challenging. Moreover, even if the network can accurately

reconstruct sensor measurements and converge to a certain sensor pose, it is not guaranteed to con-

verge to the correct sensor poses. Therefore, the methods and architecture of the model need to be

carefully designed and proper evaluated.
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