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ABSTRACT

High-order discontinuous spectral element methods provide a potential direction for drasti-

cally reducing the computational cost of simulating complex unsteady fluid flows due to their high

accuracy, geometric flexibility, and computationally efficient data structure. However, for certain

application areas such as high Reynolds number flows, supersonic and hypersonic aeronautics, and

rarefied gases, these methods can either become computationally intractable, suffer from numerical

robustness problems, or are not well established as a numerical tool. This work presents various

algorithmic developments for the use of discontinuous spectral element methods in the simulation

of problems in continuum fluid mechanics and molecular gas dynamics.

First, as a mechanism for reducing the computational cost of simulating high Reynolds number

flows, hybrid turbulence modeling within a high-order discontinuous spectral element framework

was explored in the context of the Partially-averaged Navier–Stokes equations. It was observed

that larger improvements were generally seen when increasing the discretization accuracy of the

Partially-averaged Navier–Stokes method in comparison to methods without models. Furthermore,

less sensitivity to the resolution-control parameter was observed with high-order discretizations.

Then, to allow for the use of discontinuous spectral element methods for flows in the supersonic

and hypersonic regimes, a novel adaptive filtering approach was introduced as a shock capturing

method by formulating convex invariants such as positivity of density and pressure and a local

minimum entropy principle as constraints on the solution. The result of this approach is a provably

robust, parameter-free method for resolving strong discontinuities that can be applied on general

unstructured meshes with relatively low computational cost.

Finally, extensions to non-equilibrium and rarefied flow regimes were then performed through

approximations of the polyatomic Boltzmann equation for molecular gas dynamics augmented

with the Bhatnagar–Gross–Krook collision model. Through the combination of a positivity-preserving

limiter and a discrete velocity model, the method guarantees discrete conservation and positivity of

ii



the macroscopic density and pressure. The approach was validated on experiments ranging from

shock-dominated flows to direct numerical simulation of three-dimensional compressible turbu-

lent flows, the latter of which is the first instance of such a flow computed by directly solving the

Boltzmann equation.
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1. INTRODUCTION

The efficient and accurate computation of complex unsteady fluid flows remains a driving force

in the development of computational fluid dynamics (CFD) techniques. In more recent years, there

has been an increasing interest in numerical methods which can provide high-fidelity approxima-

tions of the underlying physical phenomena of these fluid flows. These approaches can provide

critical insight into problems for which experimental studies may be too costly or simply not pos-

sible, and, as a result, can be a useful tool for aiding engineering design and scientific discovery.

The approximation of fluid flows requires the spatio-temporal discretization of some form of

governing equations, ranging from the Euler and Navier–Stokes equations for continuum fluid

mechanics to the Boltzmann equation for molecular gas dynamics. While the numerical approxi-

mation of the temporal component of these equations is an ongoing field of research, a much more

substantial amount of work has been performed on advancing the techniques for approximating the

spatial component. These spatial discretization methods typically fall into one of three categories:

finite difference methods, finite volume methods, and finite element methods. Each of these ap-

proaches has advantages and disadvantages with respect to their accuracy, geometric flexibility,

computational efficiency, and algorithmic complexity.

In the context of simulating complex unsteady flows on arbitrary domains, the key factors for

the choice of spatial discretization method are the accuracy and geometric flexibility of the scheme.

For the former, the primary metric for evaluating a scheme’s accuracy is its rate of convergence,

i.e., the rate at which the discretization error decreases with respect to the spatial resolution. For

many engineering and industry applications, it is commonplace to rely on methods with first-

or second-order accuracy, usually in the context of finite difference and finite volume methods.

However, these "low-order" accurate schemes typically introduce a significant amount of numerical

dissipation, such that they can be exceedingly inefficient for simulating unsteady flow phenomena.

For these types of flows, schemes that can provide "high-order" accuracy, which generally refers

to higher than second-order, can significantly decrease the necessary computational cost as they
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typically have lower numerical dissipation and lower error for a given number of spatial degrees

of freedom [7]. For the latter, the simulation of complex geometries requires the use of non-

uniform meshes which, in many cases, are required to be unstructured and may consist of mixed

element types. As such, the numerical scheme must be able to straightforwardly extend to general

unstructured meshes to make it usable for practical engineering applications.

While finite difference methods can readily achieve arbitrarily high-order accuracy, they typ-

ically cannot be extended to general unstructured grids in an efficient manner. In contrast, finite

volume methods are well-suited for unstructured grids, but modifications to increase their order of

accuracy are much more involved, resulting in a significantly more algorithmically complex and

less computationally efficient approach. With regards to these two desired properties, the use of

finite element methods is particularly attractive as they can both achieve the arbitrarily high-order

accuracy of finite difference methods while retaining the geometric flexibility of finite volume

methods. In this approach, the solution within each element of an arbitrary mesh is represented

by a set of basis functions and the governing equations are typically solved in their variational

formulation. Various forms of finite element methods exist, the most ubiquitous method being

the continuous Galerkin formulation [8] where the discretization is formed such as to enforce the

continuity of the basis functions across element interfaces. However, this continuity in continuous

Galerkin schemes, as well as in variants such as Petrov–Galerkin schemes [9], typically results

in a centered-type scheme for which the lack of numerical dissipation may cause stability issues.

Several approaches exist to ameliorate this issue, such as the use of artificial diffusion [10] or alter-

nate formulations such as the streamline upwind Petrov–Galerkin scheme [11]. In addition to the

centered nature of continuous Galerkin schemes, another drawback of these schemes is that their

computational efficiency can suffer as a result of the lack of compact support in the element-wise

solution approximation.

These two disadvantages motivate the use of discontinuous formulations of finite element meth-

ods such as discontinuous Galerkin [12, 13], spectral difference [14, 15], and flux reconstruction

[16] schemes. These schemes not only retain the desirable properties of standard finite element
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methods, but also include a natural numerical stabilization mechanism through judicious formula-

tions of the inter-element interactions and have a compact data structure extremely well-suited for

modern massively-parallel computing architectures. While the nomenclature is not definitively

agreed upon, these schemes are typical referred to as discontinuous spectral element methods

(DSEM) when the basis functions are chosen to be polynomials of some high enough degree,

typically to where the scheme is high-order accurate. The most commonly used form of DSEM

are nodal DSEM, where the basis functions are constructed from nodal interpolating polynomials

over a set of discrete solution nodes within each element [13]. This approach is typically the most

algorithmically straightforward and computationally efficient class of DSEM, and their use in CFD

is the underlying topic of this work. Due to their accuracy and efficiency, these schemes have the

potential to allow for the simulation of problems that were hitherto intractable, but these benefits

also come with disadvantages that must first be addressed.

1.1 Motivation

The overarching motivation of this work is to develop algorithmic advances for tackling cer-

tain deficiencies of DSEM that hinder their widespread use in industrial and scientific contexts.

Various discretization techniques for CFD have been applied to a wide variety of flow regimes,

but DSEM approaches in their standard form have generally been restricted to simulating subsonic

flows at moderate Reynolds numbers [7, 17], shown by the red region in Fig. 1.1. This work will

focus primarily on three distinct inadequacies of DSEM which drive this lack of generalizability.

First, while DSEM have been shown to be highly accurate and efficient approaches for simulating

unsteady flow phenomena in these flow regimes, their ability to simulate high Reynolds number

flows is not nearly as well established. Due to their high accuracy and low numerical dissipation,

the primary use case for DSEM is typically on directly resolving the flow physics, either through

direct numerical simulation (DNS), or more commonly, large eddy simulation (LES). While these

approaches can provide a thorough representation of the underlying flow, the computational cost

stemming from the spatio-temporal resolution requirements of simulating high Reynolds number

flows quickly becomes prohibitive, such that their use is typically limited to lower Reynolds num-
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Figure 1.1: Diagram of various flow regimes characterized by the Mach and Reynolds numbers.
Red region highlights the regimes standard DSEM approaches can typically be used for.

bers. To extend to higher Reynolds numbers in a tractable manner, it is commonplace to augment

the governing equations with some form of a turbulence model to account for the subgrid-scale

physics. While the use of DSEM for more fundamental subgrid-scale models such as methods de-

riving from the steady Reynolds-averaged Navier–Stokes (RANS) equations has been previously

explored [18–21], their use for more complex approaches, such as hybrid turbulence models, is

quite rare. The pairing of these approaches with DSEM has the potential to significantly reduce

the computational cost of simulating high Reynolds number flows, but these models have been

primarily applied to low-order FVM schemes [22–24], such that the analysis on the effects of us-

ing DSEM for hybrid turbulence modeling is extremely limited. Furthermore, this analysis can

be particularly nuanced as these models can be more sensitive to the dissipative properties of the

numerical scheme and typically have some dependency on the resolution of the scheme which can

be affected by the accuracy of the discretization.
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Another deficiency of DSEM stems from a fundamental shortfall of high-order nodal inter-

polating polynomials. It is well known that this interpolation is ill-behaved when approximating

discontinuous features, resulting in spurious oscillations akin to the Gibbs phenomenon. For non-

linear hyperbolic conservation laws, this presents a problem as these systems are known to produce

discontinuities in finite time even with smooth initial conditions [25]. In particular, for compress-

ible gas dynamics, it is frequently the case that the system exhibits these features, typically in the

form of shock waves and contact discontinuities [26]. In their native form, DSEM are severely ill-

suited for the approximation of these types of flows, such that the use of these schemes may result

in physical incorrect predictions or, more typically, the failure of the scheme altogether. Around

discontinuities, it is usually necessary to apply additional numerical stabilization to these schemes

via some form of a shock capturing algorithm. While various shock-capturing approaches exist

[10, 27–31], they share a common goal of suppressing numerical instabilities in the vicinity of

discontinuities while retaining high-order accuracy in smooth regions of the flow. It is still an open

problem as to how to formulate robust and accurate shock capturing methods for DSEM as many

existing approaches are either excessively dissipative, may degrade the accuracy of the scheme

in smooth regions, do not guarantee the robustness of the scheme around strong discontinuities,

and/or require problem-dependent tunable parameters.

Finally, as its application is not as widespread as finite difference and finite volume methods,

the use of DSEM for more complex flow regimes is not nearly as common. One such example

is the use of DSEM for non-equilibrium flows, such as rarefied gases, hypersonic flows, and mi-

crofluids, where the assumption of continuum or thermodynamic equilibrium is not well posed. In

these regimes, governing equations stemming from the continuum assumption may produce erro-

neous results, and it is typically necessary to revert to the governing equations of molecular gas

dynamics derived from the kinetic theory of gases [32]. One such statistical description of molec-

ular gas dynamics can be given by the Boltzmann equation which characterizes the transport and

interaction of particles. Although the Boltzmann equation is relatively simple from a mathemati-

cal perspective, its high-dimensional nature makes it exceedingly costly to simulate. As a result,
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direct simulation of the Boltzmann equation for non-trivial fluid flows has been considered out of

reach due to this complexity. The use of DSEM has the potential to reduce this computational cost

and allow for direct simulation of complex flows via the Boltzmann equation that were previously

intractable. However, DSEM approximations of the Boltzmann equation have only recently been

attempted [33, 34] and only for simple two-dimensional flows, such that there is significant room

for improvement in the methodology and analysis as well as potential application to more complex

three-dimensional flows.

1.2 Overview
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Figure 1.2: Diagram showing the flow regimes made accessible by this work through hybrid turbu-
lence modeling (blue), advances in shock capturing (green), and discretizations of non-equilibrium
systems (yellow).

This work consists of three chapters individually addressing the three previously presented defi-

ciencies of DSEM, performed in the context of the high-order flux reconstruction scheme of Huynh
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[16] implemented within the PyFR solver [35], a framework that can target massively-parallel CPU

and GPU computing architectures. The work in these chapters will expand the applicability of

DSEM to a wider variety of flow regimes, shown by the additional highlighted regions in Fig. 1.2.

First, the applicability of hybrid turbulence modeling within a high-order DSEM framework is ex-

plored through scale-resolving simulations of turbulence via the Partially-averaged Navier–Stokes

(PANS) approach of Girimaji [22]. Modifications for the robust implementation of this model

within a high-order framework are presented, and the effects of discretization order on this model

are analyzed by observing the relative accuracy benefits of low-order versus high-order methods

in comparison to approaches without any explicit sub-grid scale modeling. These comparisons are

performed over the wall-bounded, separated flow around a periodic hill and the wake flow around

a circular cylinder at a Reynolds number of 3900.

Next, an adaptive filtering approach is introduced as a shock-capturing approach for DSEM

approximations of hyperbolic and mixed hyperbolic-parabolic conservation laws. By adapting the

filter strength to enforce positivity of density and pressure as well as a local discrete minimum en-

tropy principle, the resulting approach can robustly resolve strong discontinuities with sub-element

resolution, does not require problem-dependent parameter tuning, and can be easily implemented

on general unstructured meshes with relatively low computational cost. The efficacy of the ap-

proach is shown in numerical experiments on the Euler and Navier–Stokes equations for problems

including extreme shocks, shock-vortex interactions, and complex compressible turbulent flows.

Finally, a positivity-preserving and discretely conservative method for solving the Boltzmann

equation closed with the Bhatnagar-Gross-Krook [36] collision model is presented. Through mod-

eling the internal degrees of freedom, the approach is further extended to polyatomic molecules

and can encompass arbitrary constitutive laws. The approach is validated on a series of large-scale

complex numerical experiments, ranging from shock-dominated flows computed on unstructured

grids to direct numerical simulation of three-dimensional compressible turbulent flows, the latter

of which is the first instance of such a flow computed by directly solving the Boltzmann equation.

The organization of this work is as follows: the remainder of this chapter presents some pre-
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liminaries including an overview of hyperbolic and mixed hyperbolic-parabolic conservation laws

and a description of the flux reconstruction approach. The implementation and analysis of the

PANS approach within a high-order DSEM framework are then presented in Chapter 2. Next,

the positivity-preserving entropy-based adaptive filtering approach is introduced in Chapter 3. Fi-

nally, a robust and accurate numerical approach for solving the polyatomic Boltzmann equation is

presented in Chapter 4, followed by conclusions drawn in Chapter 5.

1.3 Preliminaries

1.3.1 Conservation Laws

This work primarily pertains to approximations of hyperbolic conservation laws or mixed

hyperbolic-parabolic conservation laws of the form


∂tu+∇·F(u) = 0,

u(x, 0) = u0(x), for x ∈ Ω,

(1.1)

where u ∈ Rm is a vector-valued solution, m is an arbitrary number of field variables, F(u) ∈

Rm×d is the flux, Ω ∈ Rd is the domain, and d is an arbitrary number of spatial dimensions. For

mixed hyperbolic-parabolic systems, it is convenient to split the flux into two components as

F(u) = FI(u) + FV (u), (1.2)

where the subscript I denotes the hyperbolic component and the subscript V denotes the parabolic

component. This notation stems from the governing equations of compressible fluid flow which

consists of an inviscid hyperbolic component and a viscous parabolic component. Note that the

parabolic component of the conservation law is second-order with respect to the solution, i.e.,

FV = FV (u,∇u).

For the hyperbolic system, the focus of this work is primarily on the compressible Euler equa-
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tions, given in the form of Eq. (1.1) as

u =


ρ

ρV

E

 and F =


ρV

ρV ⊗V + P I

(E + P )v

 , (1.3)

where ρ is the density, ρV is the momentum, E is the total energy, P = (γ− 1) (E − 1/2ρV·V) is

the pressure, and γ is the ratio of specific heat capacities. The symbol I denotes the identity matrix

in Rd×d and V = ρV /ρ denotes the velocity.

For the mixed hyperbolic-parabolic system, the focus of this work is primarily on the compress-

ible Navier–Stokes equations. For this system, the inviscid (hyperbolic) and viscous (parabolic)

components of the flux, denoted by the subscripts I and V , respectively, are given as

u =


ρ

ρv

E

 , FI =


ρV

ρV ⊗V + P I

(E + P )v

 , and FV =


0

−µ
(
∇V +∇VT

)
+ 2

3
µ∇ ·V

−µ
(
∇V +∇VT

)
v − µ γ

Pr
∇e

 ,
(1.4)

where µ is the dynamic viscosity, Pr is the Prandtl number, and e = ρ−1(E − 1/2ρV·V) is the

specific internal energy.

1.3.2 Flux Reconstruction Scheme

The flux reconstruction (FR) scheme, introduced by Huynh [16], is a form of nodal DSEM that

can be considered as a generalization of the nodal discontinuous Galerkin method [13], encom-

passing both its standard form and other filtered variants. In this approach, the spatial domain Ω is

partitioned into Ne elements Ωk such that Ω =
⋃
Ne

Ωk and Ωi ∩ Ωj = ∅ for i ̸= j. With a slight

abuse of notation, the solution u(x) within each element Ωk is approximated by a polynomial of

the form

u(x) =
Ns∑
i=1

u(xsi )ϕi(x), (1.5)
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where xsi ∈ Ωk ∀ i ∈ {1, ..., Ns} is a set of Ns solution nodes and ϕi(x) is a set of nodal basis

functions with the property ϕi(xsj) = δij . The order of the approximation, represented by Pp for

some order p, is defined as the maximal order of u(x).

Starting with the hyperbolic component, a discontinuous approximation of the flux is formed

via a collocation projection of the flux onto the space spanned by the solution, i.e.,

fD(x) =
Ns∑
i=1

FI (u(x
s
i ))ϕi(x), (1.6)

To allow communication between elements and to ensure consistency between the polynomial

spaces of the solution and the divergence of the flux, the corrected flux is formed by amending the

discontinuous flux with additional correction terms which enforce C0 continuity across ∂Ωk.

fC(x) = fD(x) +

Nf∑
i=1

[
Fi − fD(xfi ) · ni

]
hi(x). (1.7)

Here, xfi ∈ ∂Ωk ∀ i ∈ {1, ..., Nf} is a set of Nf interface flux nodes, ni is their associated

outward-facing normal vector, Fi is a common hyperbolic interface flux yet to be defined, and hi

is the correction function associated with the given flux node. These correction functions have the

properties that

ni · hj(xfi ) = δij and

Nf∑
i=1

hi(x) ∈ RTp, (1.8)

where RTp is the Raviart–Thomas space of order p [37]. In this work, these correction functions

are chosen such as to recover the nodal discontinuous Galerkin approach [13, 16, 38], e.g., for

tensor-product elements, the correction functions are the Radau polynomials of degree p+ 1.

At the interfaces, it is necessary to define a common hyperbolic interface flux. Due to the dis-

continuous nature of the solution approximation in DSEM, at each interface flux node, there exist

two values of the solution, the solution value from the element in question, denoted by u−, and the

solution value from the face-neighboring element, denoted by u+. To ensure conservation and the

correct direction of information propagation, the common flux is computed from these two values
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by treating the interface as a Riemann problem. Various methods for solving the Riemann problem

exist, ranging from exact Riemann solvers such as Godunov-type methods [39] to approximate

Riemann solvers such as the methods of Rusanov [40] and Roe [41]. For example, the common

interface flux can be computed via the Rusanov approximate Riemann solver as

F =
1

2

(
f− + f+

)
· n− 1

2
λmax

(
u+ − u−) , (1.9)

where λmax is a suitable estimate of the maximum propagation speed in the system. One such

estimate is given by Davis [42] as

λmax = max
(∣∣v− · n

∣∣+ c−s ,
∣∣v+ · n

∣∣+ c+s
)
, (1.10)

where cs =
√
γP/ρ is the local speed of sound.

For the parabolic component, it is necessary first to form an appropriate approximation of the

gradient of the solution, represented as

w ≈ ∇u. (1.11)

Similarly to the calculation of the hyperbolic component of the flux, a discontinuous approximation

of the gradient of the solution can be computed as

wD(x) =
Ns∑
i=1

u(xsi )∇ϕi(x), (1.12)

after which a C0 continuous approximation of the solution gradient can be computed as

wC(x) = wD(x) +

Nf∑
i=1

[
ui − u(xfi )

]
∇hi(x). (1.13)

The common interface solution ui can be computed using a simple centered average or penalty-like

methods such as the BR2 approach of Bassi and Rebay [43]. The discontinuous approximation of
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the parabolic component of the flux is then computed as

gD(x) =
Ns∑
i=1

FV

(
u(xsi ),w

C(xsi )
)
ϕi(x), (1.14)

after which adding the correction terms yields

gC(x) = gD(x) +

Nf∑
i=1

[
Gi − gD(xfi ) · ni

]
hi(x). (1.15)

Similarly to the common interface solution, the common parabolic interface flux can be computed

using a centered average or through penalty-like methods. The temporal derivative of the solution

can then be approximated as

∂tu = −∇·fC(x) (1.16)

for hyperbolic systems and

∂tu = −∇·fC(x)−∇·gC(x) (1.17)

for mixed hyperbolic-parabolic systems.
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2. PARTIALLY-AVERAGED NAVIER–STOKES SIMULATIONS OF TURBULENCE

For a variety of practical engineering flows, the spatio-temporal resolution requirements of

the underlying physical phenomena of complex turbulent flows make DNS and LES prohibitively

expensive. Progress in this regard has generally followed two distinct paths: algorithmic advances

and the development of higher fidelity subgrid-scale models. While the former approach attempts

to reduce the computational cost, the goal of the latter is to reduce the resolution requirements

without a significant detriment in accuracy.

In the context of algorithmic design, a class of methods that have seen increased usage for high-

fidelity simulations of turbulence over the past several decades are the aforementioned DSEM as

they can significantly decrease the computational cost requirements of turbulent flows. However,

their application has generally focused on LES and DNS [44], and as such, they suffer from the

spatio-temporal resolution requirements of these techniques which prohibits their use for higher

Reynolds number flows. The computationally unfeasible resolution requirements of complex flows

have driven the development of higher fidelity subgrid-scale models. There exist a large variety of

options in terms of techniques for simulating fluid flows. On one end of the spectrum, approaches

such as RANS attempt to model all of the spatio-temporal scales of the flow, doing so with rela-

tively little computational effort. However, the effectiveness of the approach is highly dependent

on the problem and the model in question. On the other end, DNS attempts to resolve all of the

spatio-temporal scales of the flow at the expense of tremendous computational cost. This cost is

slightly alleviated through approaches such as LES in which only the statistically significant scales

are resolved, either via an explicit approach using a filter with a subgrid-scale model or via an

implicit approach using the numerical dissipation of the scheme, the latter of which is typically

denoted as implicit LES (ILES) or under-resolved DNS (URDNS). However, the cost of these ap-

proaches generally makes them impractical for engineering applications, and as such, there is a

necessity for methods that can offer higher fidelity than RANS at a lower cost than LES. These

methods are typically denoted as scale-resolving simulation (SRS) techniques, which attempt to
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relax the resolution requirements of LES without sacrificing its ability to accurately resolve the

predominant flow physics. One such class of techniques that have shown promise in this regard

are hybrid turbulence models [22, 24, 45–47]. The intent of these SRS approaches is generally to

resolve only the coherent flow structures while modeling the stochastic portion of the flow. As a re-

sult, their computational cost tends to scale much more reasonably with respect to flow complexity

while potentially retaining many of the benefits of approaches such as LES in terms of accuracy.

The unification of high-order numerical methods and hybrid turbulence models provides a po-

tential for significant improvements in the computational cost of SRS. Aside from the increased

fidelity provided by high-order methods, the decrease in numerical dissipation can particularly

benefit SRS methods as the excessive dissipation of low-order schemes has a much more detri-

mental impact on the modeled physics in comparison to RANS-type approaches. The application

of high-order numerical methods to various turbulence models has been explored in the literature

[18–21], with the majority of these works using high-order schemes for RANS or zonal methods

such as detached eddy simulation (DES). However, the analysis on the actual effects of the high-

order discretization on these turbulence models is extremely limited, particularly for SRS with

hybrid turbulence models in which the numerical dissipation plays a more significant role and the

accuracy of the discretization affects the resolution, making this analysis more complex.

The goal of this chapter is therefore to analyze the effects of high-order discretizations on a

hybrid turbulence model through a single numerical framework that can recover an arbitrary order

of accuracy. For this, we employ the PANS approach of Girimaji [22], a bridging turbulence model,

paired with the FR scheme. We study the effects of discretization order on the optimal resolution-

control parameters, the relative accuracy benefits compared to approaches without physical models,

and how the discretization affects the ability of the model to predict the dominant flow physics and

flow structures. This analysis is performed on a wall-bounded, separated flow as well as the wake

flow around a circular cylinder at a Reynolds number of 3900, the latter of which we provide DNS

results and novel statistical analysis. The remainder of this chapter is structured as follows. In

Section 2.1, the PANS is presented, as well as implementation details and modifications to make
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the model more amenable to high-order discretizations. The numerical experiments are described

in Section 2.2 followed by the results. Conclusions are then drawn in Section 2.3.

2.1 Methodology

2.1.1 Partially-averaged Navier–Stokes Formulation

The PANS approach is derived from the application of a filter of arbitrary width to the Navier–

Stokes equations [22]. For the compressible form, this yields second moment and source terms in

the resolved momentum and energy equations, which allow the governing PANS equations to be

written in the form of Eq. (1.1) with an additional flux contribution FT (u) as

F(u) = FI(u) + FV (u) + FT (u). (2.1)

By invoking the Boussinesq approximation and enforcing the conservation of unresolved turbulent

kinetic energy, these terms can be written as

FT (u) =


0

−µu
(
∇V +∇VT

)
+ 2

3
kuI

−µu γ
Prt

∇e+ ku

 , (2.2)

where µu is the unresolved eddy viscosity, ku is the unresolved turbulent kinetic energy, and Prt

is the turbulent Prandtl number. These relations create two additional unknowns, µu and ku, which

are determined through a modification of an underlying RANS turbulence model. In this work,

the k-ω Shear Stress Transport (SST) model of Menter [48] is used. This model is adapted to the

PANS formulation by reformulating the turbulence variables into their unresolved components,

defined through the relations

fk =
ku
k

and fω =
ωu
ω
, (2.3)

where the subscript (·)u denotes the unresolved (i.e., modeled) component of the variable (·) and

f(·) denotes the unresolved-to-total ratio of (·). This formulation provides a mechanism for the
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PANS approach to seamlessly blend between DNS (fk = fω = 0) and URANS (fk = fω = 1).

The modified transport equations for the unresolved turbulent kinetic energy ku and unresolved

specific dissipation ωu are given as

∂tρku +∇·
[
ρkuV −

(
µ+ µuσk

fω
fk

)
∇ku

]
= Pk − β∗ρkuωu, (2.4)

and

∂tρωu +∇·
[
ρωuV −

(
µ+ µuσω

fω
fk

)
∇ωu

]
=

α

µu
ρPk − ρ

(
P ′ − P ′

fω
+
βωu
fω

)
+ 2ρ

σω2
ωu

fω
fk

(1− F1)∇ku·∇ωu, (2.5)

where

Pk =

[
µ
(
∇V +∇VT

)
+

2

3
µ(∇·V)

]
·∇V (2.6)

and P ′ = ραβ∗ku/µu. The eddy viscosity is calculated as

µu =
ρα1ku

max(α1ωu,ΩF2)
, (2.7)

with the auxiliary functions defined as

F1 = tanh

(
min

(
max

( √
ku

β∗ωud
,
500µ

ρωud2

)
,
4ρσω2ku
CDkωd2

)4
)
, (2.8)

F2 = tanh

(
max

(
2
√
ku

β∗ωud
,
500µ

ρωud2

)2)
, (2.9)

CDkω = max

(
2ρσω2
ωu

∇ku·∇ωu, 10−10

)
, (2.10)

Ω = ∥∇V −∇VT∥2, (2.11)

for some wall distance d. The values of the free parameters are tabulated in Chapter A, and descrip-

tion of the modifications applied to the PANS formulation to make it more amenable to high-order
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discretizations is presented in Section 2.1.2.

The effectiveness of the PANS approach is ultimately reliant on the values of the resolution-

control parameters fk and fω. In this work, these parameters are kept constant in space and time as

the presence of spatio-temporal variation in the parameters requires additional modifications in the

governing equations to account for commutation errors. Furthermore, the two-parameter model

(fk, fω) is reduced to a one-parameter model (fk) through the assumption that the length scales

associated with turbulent dissipation are entirely unresolved (i.e., fϵ = 1), an assumption proposed

in Girimaji and Wallin [49] and explored in Pereira et al. [23]. Subsequently, the one-parameter

model is closed through the relation fω = fϵ/fk = 1/fk.

2.1.2 Numerical Implementation

Due to the inherently low numerical dissipation in high-order discretizations, several modifi-

cations were applied to the PANS equations to ensure robustness. In the context of the transport

equations for the turbulence variables, ensuring that these variables remain positive requires adapt-

ing the formulation. For the ωu transport equation, where the variable is strictly positive, we take

the approach of Ilinca and Pelletier [18] as described by Bassi et al. [19], in which the transport

equation for ω̃u = log(ωu) is solved instead.

∂tρω̃u +∇·
[
ρω̃uV −

(
µ+ µuσω

fω
fk

)
∇ω̃u

]
=

α

µu
ρPk − ρ

(
P ′ − P ′

fω
+
βeω̃u

fω

)
+ 2ρ

σω2
eω̃u

fω
fk

(1− F1)∇ku·∇ω̃u, (2.12)

As a result, the specific dissipation term only appears in exponential form in the transport and

auxiliary equations, guaranteeing positivity. Furthermore, the distribution of the logarithm form of

ωu is smoother than that of ωu itself [19]. However, for ku, where the variable is only non-negative,

the logarithm form is not necessarily well-defined. In contrast to the approach of Bassi et al. [19]

where negative values of k were allowed in the solution but limited to zero in the transport and

auxiliary equations, we introduce a source term Sk in the ku transport equation which activates if
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ku falls below some small constant kmin, such that ku is effectively limited to kmin. This source

term was formed via a forward Euler approximation of ku, given as

Snk = max

[
0,

kmin − knu
∆t

+∇ · Fn
k

]
, (2.13)

where Fk is the ku component of the flux and the superscript n denotes the time step. The value of

kmin was set to 10−8. The equations were discretized using a Rusanov-type [40] Riemann solver

for the inviscid fluxes, the BR2 method of Bassi and Rebay [43] for the viscous fluxes, and an

explicit fourth-order Runge–Kutta scheme for temporal integration. In the numerical experiments,

a comparison between a low-order and high-order FR approach was conducted. The low-order ap-

proach was performed using P1 solution polynomials, resulting in a second-order accurate scheme

comparable to a finite volume formulation. For the high-order approach, P3 solution polynomials

were used, resulting in a fourth-order accurate scheme. Due to the increase in resolution afforded

through higher-order representations of the solution, the meshes used for the low-order and high-

order approaches were coarsened/refined appropriately such that the total degrees of freedom re-

mained the same (i.e., the P1 meshes used approximately 6-8 times as many elements as the P3

meshes).

2.2 Numerical Experiments

The effects of a high-order discretization of the PANS equations were evaluated on two dis-

tinct numerical experiments. The first test case, the periodic hill problem of Fröhlich et al. [50],

consists of a recirculating, wall-bounded flow through a channel with periodic constrictions, a

canonical benchmark for computing separated flows. The second test case, the flow around a cir-

cular cylinder at a Reynolds number of 3900, serves as an assessment of the methods for problems

with significantly more complex flow physics, such as laminar separation, free-shear transition,

and turbulent wakes. These assessments were performed at under-resolved to moderately-resolved

levels of spatio-temporal resolution, where first-order statistics can be predicted reasonably well

but second-order statistics and/or dominant flow physics may be poorly predicted. This range
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of resolution is where the application of hybrid turbulence models is most practical, as accurate

predictions of the flow physics are achievable while still relaxing the resolution requirements for

LES. As a result, the values of the free parameter fk were investigated over a range of 0.1 to 0.3.

Furthermore, the PANS approach was compared to a URDNS approach for which the same mesh

and numerical setup were used without the addition of the PANS model to give a comparable as-

sessment of the effects of the model. The focus of these comparisons is towards metrics that are

more difficult to resolve, such as second-order statistics, temporal properties of the flow physics,

and the characteristics of the coherent structures in the flow. We reiterate that the goal of this

investigation is not to evaluate the efficacy of the PANS method, but to show the effect of high-

order discretizations for SRS using PANS and how that effect differs from approaches without any

physical models.

2.2.1 Periodic Hill

The periodic hill problem of Fröhlich et al. [50] presents a general assessment for predicting

flow separation arising from curved surfaces and the subsequent flow reattachment. The problem

consists of a channel flow with an infinite series of smooth constrictions (hills) of height h separated

by a crest-to-crest distance of 9h. In numerical experiments, the infinite domain is approximated

with a truncated region spanning one crest-to-crest distance with periodicity enforced between the

inlet and outlet. A 2D cross-section of the model geometry in the streamwise-spanwise plane is

shown in Fig. 2.1 for this truncated region. The 3D geometry is formed by extruding the cross-

section along the spanwise direction over a length of 4.5h.

Initially, a uniform flow with a Mach number of 0.1 is set throughout the domain, and the

bulk Reynolds number, based on the bulk velocity Ub and height h, is set to 10,595. To enforce a

constant mass flow rate across the domain, a body force in the form of an additional streamwise

pressure gradient was imposed using the approach of Benocci and Pinelli [51] as described by

Wang [52], given as

(
dP

dx

)n+1

=

(
dP

dx

)n
− 1

Ac∆t
(ṁ∗ − 2ṁn + ṁn−1), (2.14)

19



9h

h

3.035h
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Figure 2.1: Cross-section of the periodic hill geometry in the streamwise-spanwise plane (left)
and mesh for the P1 approach (right).

where the superscript denotes the time step iteration, Ac is the inlet/outlet area, and ṁ is the mass

flow rate at the inlet/outlet. The desired mass flow rate ṁ∗ was set based on the bulk Reynolds

number, and the initial pressure gradient was set to zero.

Two structured, hexahedral meshes were generated for the periodic hill, one for the low-order

(P1) approach and one for the high-order (P3) approach. The low-order mesh was generated by

uniformly sub-dividing the high-order mesh along each direction. A description of the characteris-

tics of these meshes is shown in Table 2.1, whereN denotes the number of elements,DOF denotes

the degrees of freedom, and x, y, and z denote the streamwise, normal, and spanwise directions,

respectively. The ∆y+ value was estimated by normalizing the distance of the first solution point

to the wall by the friction velocity of a flat plate at the bulk Reynolds number. The difference in

∆y+ values between the grids results from the nonuniformity of the solution point distribution at

various orders. To highlight the differences in the predicted flow properties between the low-order

and high-order approaches, significantly coarser grids were used in the present work, using 97%

fewer degrees of freedom than the LES of Fröhlich et al. [50] and 85% fewer degrees of freedom

than the low-order PANS approach of Razi et al. [53]. As such, the results are presented for fk

values of 0.2 and 0.3, as through a posteriori analysis, it was shown that this resolution level does

not support lower fk values.

Periodic boundary conditions were imposed between the inlet and outlet as well as along the

spanwise direction. At both the top and bottom walls, no-slip, adiabatic boundary conditions were
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Grid Method Order Nx ×Ny ×Nz DOFx ×DOFy ×DOFz ∆y+

A1 PANS/URDNS P1 32× 32× 16 64× 64× 32 1.8
A2 PANS/URDNS P3 16× 16× 8 64× 64× 32 1.0

Table 2.1: Description of mesh characteristics for the periodic hill case.

applied. Following the recommendation of Menter [48], the boundary conditions at the wall for

the turbulence variables were set as

ku = 0, ωu = fω
60ν

β1(∆d1)2
, (2.15)

where β1 is a constant defined in Chapter A and ∆d1 is the wall distance. To maintain consistency

in the boundary conditions between low-order and high-order approaches in light of the nonunifor-

mity of the solution point distribution, the wall distance was approximated as ∆d1 = ∆de/(p+1),

where ∆de is the height of the element and p is the order of the solution basis. As such, the values

of the turbulence variables at the wall were identical between both approaches. The simulation

was run for a period corresponding to 20 flow-through times of the domain. After 10 flow-through

times, the flow was assumed to be fully-developed. Statistical quantities were then gathered over

the final 10 flow-through times.

After averaging the flow across the time-averaging horizon and along the spanwise direction,

the first-order and second-order statistics of the periodic hill flow were analyzed. These quantities

were compared to the LES results of Fröhlich et al. [50]. A comparison of the profiles of the

average streamwise velocity as predicted by the P1 and P3 methods is shown in Fig. 2.2. For both

methods, the separation of the flow aft of the hill was evident, but discrepancies in the profiles

in the separation region were observed. For the low-order method, both the PANS and URDNS

approaches overpredicted the reversal of the flow in the separation region, which resulted in notable

deviations from the reference data in the region 0 ≤ x ≤ 5. The introduction of the PANS model

did not significantly improve the low-order results. However, for the high-order scheme, both the
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URDNS and PANS approaches performed significantly better, and the fk = 0.2 results were in

excellent agreement with the reference data. Less deviation in the mean velocity profiles between

the two values of fk were observed with the high-order scheme, indicating that the high-order

approach is less sensitive to the application of the PANS model than the low-order approach.
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Figure 2.2: Time and span-averaged streamwise velocity profiles using a P3 (top) and P1 FR
scheme (bottom). Profiles are shifted by 0, +1, +2, ..., +8, respectively, along the abscissa.

For the second-order statistics, the differences in the predictions by the various approaches

were much more evident. In Fig. 2.3, the profiles of the streamwise velocity variance are shown.

For both the low-order and high-order methods, the URDNS approach significantly overpredicted

the variance across most of the domain, with the largest overprediction seen in the separation

region. The change from the low-order to high-order method for the URDNS approach did not
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Figure 2.3: Time and span-averaged streamwise velocity variance profiles using a P3 (top) and
P1 FR scheme (bottom). Profiles are scaled by a factor of 5 and shifted by 0, +1, +2, ..., +8,
respectively, along the abscissa.
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appreciably improve the results. However, unlike URDNS, notable improvement was seen with the

PANS approach when switching from the low-order method to the high-order method. Excellent

agreement was observed between the high-order PANS approach and the reference data for both

values of fk, whereas the accuracy of the low-order PANS approach was comparable to the URDNS

approaches. As with the first-order statistics, significantly less deviation in the results was observed

between the two fk values when using the high-order scheme.
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Figure 2.4: Time and span-averaged normal velocity variance profiles using a P3 (top) and P1 FR
scheme (bottom). Profiles are scaled by a factor of 10 and shifted by 0, +1, +2, ..., +8, respectively,
along the abscissa.

The profiles of the normal velocity variance are shown in Fig. 2.4. For the low-order method,

poor agreement with the reference data was generally observed for both PANS and URDNS, with
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Figure 2.5: Time and span-averaged streamwise-normal velocity covariance profiles using a P3

(top) and P1 FR scheme (bottom). Profiles are scaled by a factor of 10 and shifted by 0, +1, +2, ...,
+8, respectively, along the abscissa.

25



the PANS approach underpredicting the variance in the separation region and the URDNS approach

overpredicting the variance outside of the separation region. However, outside of the separation

region, the prediction by the low-order PANS approach significantly improved. When switching

to the high-order method, the results of the URDNS approach degraded, with large oscillations

observed in the variance profiles. This effect can likely be attributed to aliasing-driven instabilities

evident in high-order approximations of under-resolved turbulent flows, which can introduce spu-

rious high-frequency oscillations in the flow that are more evident in higher-order statistics [17].

When using the high-order method for the PANS approach, this effect was not seen, likely due to

the suppression of aliasing errors as a result of the introduction of a physically appropriate eddy

viscosity. Furthermore, significant improvements were observed in the variance profiles between

the low-order and high-order PANS approaches, with the high-order PANS profiles showing excel-

lent agreement with the reference data for both fk values and notably less deviation in the results

between different fk values.

Similar observations were seen in the streamwise-normal velocity covariance profiles, shown

in Fig. 2.5. No appreciable improvement in the covariance profiles was observed when switching

from low-order to high-order URDNS, with the high-order approach showing better results in the

separation region but at the expense of spurious oscillations outside of the separation region as in

Fig. 2.4. The low-order PANS approach showed reasonable results outside of the separation region

with fk = 0.3, but underpredicted the magnitude of the covariance aft of the separation point for

both values of fk. The high-order PANS approach showed good agreement with the reference data

for both fk values, with significantly better prediction within the separation region and monotonic

covariance profiles outside of the separation region. The decrease in sensitivity to the fk parameter

when switching to the high-order approach was not as evident for the streamwise-normal velocity

covariance as it was with the streamwise and normal variance.

2.2.2 Cylinder

Due to the variety of physical phenomena that appear, the flow around a circular cylinder is

of interest for many applications in fluid dynamics. At moderately-low Reynolds numbers (400-
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5000), the flow lies in a subcritical regime where the transition of the laminar shear layer to a

turbulent wake presents a challenge for numerical studies as the flow physics are very sensitive

to the methods used which can lead to significant discrepancies in the results between various ap-

proaches [54]. The flow at a Reynolds number (ReD) of 3900, based on the freestream velocity

U∞ and cylinder diameter D, lies in this regime, and as such, there exists vast amounts of numer-

ical and experimental data for this configuration [54–59]. This problem was explored to conduct

a comparison between low-order and high-order PANS and URDNS methods for resolving more

complex flow physics. These results were compared to experimental and numerical data, and a

DNS study was performed to provide additional data for comparison that was not available in the

literature. The comparisons were carried out at levels of resolution which can be considered to be

"moderately-resolved", where the prediction of first-order statistics can be done to a reasonable ac-

curacy without turbulence modeling (i.e., implicit LES/under-resolved DNS). As such, the metric

for comparison between the methods was their ability to resolve the more complex flow physics of

the problem, such as the vortex shedding and Kelvin–Helmholtz frequencies and the presence of

coherent turbulent structures in the wake.

25D

10D

(a) Geometry (b) Mesh

Figure 2.6: Cross-section of the cylinder geometry in the streamwise-spanwise plane (left) and
mesh for the P3 approach in the cylinder wake region (right).

The simulations were performed using a C-grid domain on [x/D, y/D, z/D] ∈ [−10, 25] ×
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[−10, 10] × [0, π], where x, y, and z denote the streamwise, normal, and spanwise directions,

respectively. The domain and grid are shown in Fig. 2.6. At the cylinder surface, a no-slip, adi-

abatic wall boundary condition was applied, with the turbulence variables taking on the values in

Eq. (2.15). Periodic boundary conditions were applied along the spanwise direction. At the inlet,

a uniform density and momentum were fixed, and the turbulence variables were set according to

Menter [48] as

ku = 10−3fk
U2
∞

ReD
, ωu = fω

U∞
D
. (2.16)

At the outlet, the pressure was set to a fixed value corresponding to a Mach number of 0.1 while

the remaining variables were free. For all simulations, the flow was assumed to be fully developed

after t = D/U∞ = 100, after which statistical quantities were gathered and analyzed until t =

D/U∞ = 300.

Three unstructured, prismatic grids were generated by extruding a 2D, triangular grid along

the spanwise axis, one for the low-order (P1) PANS/URDNS approaches, one for the high-order

(P3) PANS/URDNS approaches, and one for the DNS. A description of the characteristics of these

meshes is shown in Table 2.2, where N denotes the number of elements and DOF denotes the

degrees of freedom. The values corresponding to the unstructured, triangular elements in the

streamwise-normal plane are denoted by the subscript xy while the values corresponding to the

structured extrusion along the spanwise direction are denoted by the subscript z. The low-order

mesh was generated by uniformly sub-dividing the high-order mesh along each direction. As a re-

sult of the subdivision of the triangular surfaces, the low-order mesh had approximately 20% more

degrees of freedom than the high-order mesh. In comparison to the low-order PANS approach used

for this configuration in Pereira et al. [24], the grids in the present work consist of approximately

20-30% fewer degrees of freedom.

The DNS study was performed using a P3 approximation with roughly 55.6 million degrees

of freedom and an identical problem configuration (excluding the turbulence model). Through a

posteriori analysis, the minimum Kolmogorov length scale in the domain was found to be η/D =

0.011. Therefore, this resolution was sufficient to achieve a ∆sxy/η ratio between 0.25 and 0.83
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Grid Method Order Nxy ×Nz DOFxy ×DOFz

B1 PANS/URDNS P1 26, 000× 20 78, 000× 40
B2 PANS/URDNS P3 6, 500× 10 65, 000× 40
B3 DNS P3 58, 000× 24 580, 000× 96

Table 2.2: Description of mesh characteristics for the cylinder case.

for x/D < 10, where ∆sxy is the average subcell size within an element in the streamwise-normal

plane. Furthermore, the ∆sz/η ratio was 0.85, where ∆sz is the average subcell size within an

element in the spanwise direction. The results of the DNS study were used to perform a Proper

Orthogonal Decomposition (POD) analysis to identify the presence of coherent turbulent structures

which may not be evident in the first and second-order statistics. This method, described in detail

in Chapter B, was used to characterize the time-dependent velocity field by a set of orthonormal

spatial modes, such that the modes containing the most energy corresponded to the most dominant

features in the flow field. To evaluate the ability of the various approaches in this work in predicting

the dominant flow physics of the problem, the highest energy mode of the streamwise velocity

fluctuations was compared to the DNS results.

After averaging across the time-averaging horizon and along the spanwise direction, the PANS

and URDNS approaches were compared to the DNS results of the present work, the LES results of

Parnaudeau et al. [54], and the LES results of Witherden et al. [56]. For comparison with the work

of Witherden et al. [56] where individual data is presented for the two distinct shedding modes

across a large time horizon, we take the average of the two modes. These results were analyzed

with respect to the first and second-order statistics, frequency spectra, and POD modes.

The profiles of the averaged centerline streamwise velocity are shown in Fig. 2.7 in comparison

to the reference data. Between all of the approaches, reasonable approximations of the centerline

streamwise velocity were obtained when taking into account the variation in the reference results.

For the URDNS approaches, the low-order method overpredicted the edge of the recirculation

region, but this was remedied with the high-order method. For the PANS approaches, the effects
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of the higher-order discretization were not immediately evident. With the low-order method, the

efficacy of the PANS model was sensitive to the value of fk, with fk = 0.1 showing reasonable

agreement with the LES of Parnaudeau et al. [54] and fk = 0.3 showing reasonable agreement

with the DNS results. With the high-order method, less variation of the results with respect to fk

was seen. Excellent agreement between the fk = 0.1 results and the LES of Witherden et al. [56]

was observed. The introduction of the PANS model generally prolonged the recirculation region

with the high-order method, whereas for the low-order method, the effect was not clear.
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Figure 2.7: Time and span-averaged streamwise velocity profiles along the centerline (y/D = 0).

The averaged streamwise and normal velocity profiles at x/D = 1.06, 1.54, and 2.02 are

shown in Fig. 2.8 and Fig. 2.9 for the P3 and P1 schemes, respectively. For the streamwise velocity

profiles at x/D = 1.06 and 1.54, minimal differences were observed between the low-order and

high-order PANS and URDNS approaches, with all methods showing reasonable agreement with

the reference data. At x/D = 2.02, effects similar to the centerline velocity profiles were seen,

where the sensitivity of the PANS approach to the fk parameter decreased with the use of the high-

order approach. For the normal velocity profiles, the differences between the various approaches
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were most evident at x/D = 1.54 but without clear distinction in the effects of higher-order dis-

cretizations on the PANS and URDNS approaches. Across the range of sampling locations, the best

accuracy for the low-order approach was observed with fk = 0.3, showing good agreement with

the DNS results, and the best accuracy for the high-order approach was observed with fk = 0.1,

showing excellent agreement with the LES of Witherden et al. [56]. This observation is consistent

with the PANS methodology, as the increase in fidelity afforded by high-order methods coincides

with a decrease in the unresolved portion of the flow.

For the second-order statistics, the streamwise and normal velocity variance profiles as well as

the streamwise-normal velocity covariance profiles at x/D = 1.06, 1.54, and 2.02 are shown in

Fig. 2.10 and Fig. 2.11 for the P3 and P1 schemes, respectively. Between the various quantities and

locations, the effects of the PANS model as well as the order of approximation were not consistent.

Overall, although the low-order and high-order URDNS approach gave reasonable approximations

of the second-order statistics at x/D = 1.06, the effects of the discretization as well as the intro-

duction of the PANS model were more evident further away from the cylinder. Except for the case

of fk = 0.3, the switch from a low-order to a high-order approach generally tended to increase the

magnitude of the second-order statistics, likely due to the decrease in numerical dissipation. The

accuracy of the discretization did not necessarily affect the accuracy of the second-order statistics,

but instead it primarily impacted the optimal value of fk, with the low-order approach showing

optimal results at fk = 0.3 and the high-order approach showing optimal results at fk = 0.1.

Due to the relative resolution of the grids, the first and second-order statistics were captured

reasonably well across the various approaches used. For a more extensive comparison of these

approaches, we instead focus on the flow physics and the characteristics of the coherent structures

of the flow. The power spectra of the centerline normal velocity fluctuations at x/D = 3 and

x/D = 7 were analyzed to evaluate the ability of the various methods to predict the frequencies

of the vortex shedding and Kelvin–Helmholtz instabilities, as shown in Fig. 2.12 and Fig. 2.13.

From the DNS results, the Strouhal number was determined to be St = 0.209, which is in agree-

ment with the numerical and experimental results of Parnaudeau et al. [54], and the frequency
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Figure 2.8: Time and span-averaged streamwise (left) and normal (right) velocity profiles at x/D =
1.06, 1.54, and 2.02 using a P3 FR scheme.
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Figure 2.9: Time and span-averaged streamwise (left) and normal (right) velocity profiles at x/D =
1.06, 1.54, and 2.02 using a P1 FR scheme.
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Figure 2.10: Time and span-averaged streamwise velocity variance (left), normal velocity variance
(middle), and streamwise-normal velocity covariance (right) profiles at x/D = 1.06, 1.54, and
2.02 using a P3 FR scheme.
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Figure 2.11: Time and span-averaged streamwise velocity variance (left), normal velocity variance
(middle), and streamwise-normal velocity covariance (right) profiles at x/D = 1.06, 1.54, and
2.02 using a P1 FR scheme.
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of the Kelvin–Helmholtz instability was determined to be fKH = 0.668. At x/D = 3, the fre-

quency spectra of the low-order approaches showed two distinct peaks corresponding to the vortex

shedding and Kelvin–Helmholtz frequencies. However, the peak frequencies were overpredicted

by roughly 10% and 6% for the vortex shedding and Kelvin–Helmholtz frequencies, respectively.

Furthermore, except for the fk = 0.3 case where the peak of the Kelvin–Helmholtz instability

was prominent, the low-order methods generally did not adequately resolve the frequency of the

Kelvin–Helmholtz instability. For the high-order methods, the frequencies of the vortex shedding

and Kelvin–Helmholtz instability were inline with the DNS results. A more substantial improve-

ment in the PANS results was observed in comparison to the URDNS results. For all values of

fk, both of the peaks were significantly more prominent than in the URDNS spectra where the

peaks were distributed across a larger frequency range. Additionally, there was notably less sen-

sitivity in the spectra to the fk parameter with the high-order method than the low-order method,

with fk = 0.1 showing excellent agreement with the DNS results and fk = 0.2 − 0.3 showing

reasonable agreement.

At x/D = 7, where the propagation of the flow over a larger computational domain presents

more challenges in resolving capability, these effects were amplified. The low-order approaches

again overpredicted the vortex shedding and Kelvin–Helmholtz frequencies, but at this position

further away from the cylinder, the Kelvin–Helmholtz frequency was not prominently resolved by

neither URDNS nor the PANS approaches. With the high-order method, an even proportionally

larger improvement was observed in the PANS approaches than the URDNS approach at this po-

sition. The URDNS approach did not adequately resolve the Kelvin–Helmholtz frequency and the

peak of the vortex shedding frequency was distributed across a larger frequency range. However,

the accuracy of the high-order PANS approaches did not deteriorate, with both the vortex shed-

ding and Kelvin–Helmholtz frequencies prominently resolved and the spectra for all values of fk

showing good agreement with the DNS results.

For an evaluation of the ability of the various methods in predicting the coherent structures

in the flow, the primary POD mode of the streamwise velocity fluctuations was compared, shown
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Figure 2.12: Power spectra of the centerline normal velocity fluctuations at x/D = 3. A scaling
factor of 10−3 is applied between profiles. The frequency is nondimensionalized by D/U∞.
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Figure 2.13: Power spectra of the centerline normal velocity fluctuations at x/D = 7. A scaling
factor of 10−3 is applied between profiles. The frequency is nondimensionalized by D/U∞.
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in Fig. 2.14. The primary POD mode from the DNS results depicts regions of strong correlation

that are anti-symmetric across the centerline, indicative of anti-phased vortex shedding. Strong

correlations in the separation region between x/D = 2 and x/D = 3 were observed as well as

along the shear line emanating from the cylinder surface. Further along the wake, these correlated

regions became less concentrated. Between the various approaches, the primary differences were

in the positioning and shape of the strongly correlated region in the wake (i.e., the vortex shedding

region) and the presence of the strongly correlated region in the shear layer. For the low-order

method, the POD modes as predicted by the URDNS and PANS approaches only appreciably dif-

fered in the location of the vortex shedding region. Both approaches predicted this location farther

aft of the DNS results regardless of the value of fk, with the overprediction ranging monotonically

from the minimum with the URDNS approach to the maximum with fk = 0.3. Furthermore, nei-

ther the PANS nor the URDNS approaches replicated the circular shape of the vortex shedding

region effectively, and the presence of a strongly correlated region in the shear layer was not seen.

With the high-order method, these issues were generally rectified, with all approaches showing

reasonable agreement with the DNS results in terms of the shape of the vortex shedding region and

the presence of the strongly correlated region in the shear layer. As with the low-order method,

the differences between the URDNS and PANS approaches were primarily with respect to the lo-

cation of the vortex shedding region. The URDNS approach predicted this region much closer to

the cylinder in comparison to the DNS results, whereas the PANS approaches generally showed

good agreement with the DNS results. Due to the low variation in the results between various fk

values, no significant decrease in sensitivity to the fk parameter was observed with the high-order

approach.
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(a) DNS (b) DNS

(c) P3 URDNS (d) P1 URDNS

(e) P3 fk = 0.1 (f) P1 fk = 0.1

(g) P3 fk = 0.2 (h) P1 fk = 0.2

(i) P3 fk = 0.3 (j) P1 fk = 0.3

Figure 2.14: Isocontour maps of the primary POD mode of the streamwise velocity. Contour lines
represent 20 equispaced subdivisions across the range. DNS results are repeated across the top
row.
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2.3 Conclusion

The effects of high-order discretizations on a hybrid turbulence model were explored in the

context of scale-resolving simulations of turbulent flows [60]. The PANS approach was discretized

using the FR scheme and employed on two canonical benchmarks: the wall-bounded, separated

flow around a periodic hill and the wake flow around a circular cylinder at Re = 3900. By

varying the order of the approximation while fixing the total degrees of freedom, the effects of

the discretization error on the PANS approach was independently investigated and compared to

under-resolved DNS approaches.

In general, the switch from a low-order to a high-order approximation tended to proportionally

improve both the URDNS and PANS approaches equally with respect to the first-order statistics.

However, for highly under-resolved simulations such as the periodic hill in the present work, the

high-order discretization improved the PANS prediction of the second-order statistics notably more

than the URDNS prediction. For the more complex wake flow problem around the cylinder, the

grid resolution was proportionally higher, and therefore the focus of the comparison was placed

on the prediction of the flow physics since the first and second-order statistics could be reasonably

approximated regardless of the methods used. The prediction of the flow physics improved sig-

nificantly more through a high-order approximation using PANS than with URDNS, with much

better prediction of the frequencies of the vortex shedding and Kelvin-Helmholtz instabilities, es-

pecially at distances farther along the wake. Furthermore, high-order approximations of the PANS

approach showed a larger improvement in the prediction of the dominant POD mode of the stream-

wise velocity than high-order approximations of the URDNS approach.

Overall, high-order approximations tended to benefit the PANS approach proportionally more

than the URDNS approach, as larger improvements in the prediction of the statistics and flow

physics were generally seen with PANS. These benefits were attributed to the lower numerical dis-

sipation of the high-order schemes, which allowed for better resolution of the small-scale features

predicted by the model equations that can be dissipated by low-order schemes. Additionally, less

sensitivity to the resolution-control parameter was observed with the high-order PANS approach,
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resulting in less variation in the predictions than with the low-order approximation. These findings

indicate that high-order discretizations may be an effective approach for increasing the accuracy

and reliability of hybrid turbulence models for scale-resolving simulations without a significant

increase in computational effort.
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3. POSITIVITY-PRESERVING ENTROPY-BASED ADAPTIVE FILTERING

Although DSEM offer many advantages for simulations of complex problems, their robustness

is severely reduced for problems that exhibit discontinuities as the presence of spurious oscillations

due to Gibbs phenomena can result in nonphysical solutions or the failure of the scheme altogether.

Consequently, this lack of reliability is one of the limitations preventing the widespread adoption

of these methods in the industry. To extend the use of DSEM to a wider variety of problems,

various stabilization techniques have been proposed to increase the robustness of these schemes in

the vicinity of discontinuities. A common goal of these shock capturing methods is to suppress

numerical instabilities in the vicinity of a shock without degrading the accuracy of the underlying

numerical scheme in regions where the solution is smooth.

These stabilization techniques can be broadly categorized as artificial viscosity, limiting, stencil

modification, or filtering methods. The most ubiquitous approach is the addition of artificial vis-

cosity to explicitly introduce numerical dissipation in the vicinity of a shock, a method pioneered

by von Neumann and Richtmyer [61] with various advancements and alternative approaches over

the decades [10, 31, 62–64]. Limiting methods have also shown promise [27, 28], with the premise

of these schemes generally relying on a combination of a constraint-satisfying low-order scheme

and a constraint-violating high-order scheme. Additionally, modifying the numerical stencil to

alleviate the issues of Gibbs phenomena has shown to be accurate and robust in other numerical

settings [29, 65–67], but the use of these methods is not very prevalent in the context of DSEM,

primarily due to the incompatibility of the approach with the compact data structure, local com-

pute, and geometric flexibility afforded by DSEM. In contrast, filtering [30, 68], where spurious

oscillations are removed by reducing high-frequency modes in the solution, is particularly attrac-

tive as a shock capturing method for DSEM as the filter can sharply resolve discontinuities with

minimal computational cost and without sacrificing the computational efficiency of the underlying

numerical scheme.

However, a typical drawback of many of these approaches is that they (1) do not necessarily
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guarantee that physical constraints on the solution are satisfied, which may lead to the failure of

the scheme, (2) have free parameters which can require problem- and mesh-dependent tuning, a

cost that cannot be afforded for large scale-resolving simulations, and/or (3) are not easily and ef-

ficiently implemented in the context of explicit DSEM on modern computing architectures. These

issues motivate the development of shock capturing approaches for DSEM that can guarantee cer-

tain physical constraints are satisfied without requiring problem-dependent tunable parameters.

In this chapter, we present an adaptive filtering approach for shock capturing in nodal DSEM to

address these issues. By formulating physical constraints such as positivity and a local minimum

entropy principle as constraints on the discrete solution, the filter strength is computed via a simple

scalar optimization problem requiring only element-local information. Under some basic assump-

tions on the properties of the numerical scheme, the filtered solution is guaranteed to satisfy these

constraints, resulting in an efficient and robust method for resolving discontinuous features without

the use of problem-dependent tunable parameters. Furthermore, the proposed filtering approach

does not appreciably degrade the efficiency and accuracy of the standard DSEM approach for

smooth solutions.

The remainder of this chapter is organized as follows. Preliminaries regarding the methodology

are presented in Section 3.1. The proposed filtering approach is then presented in Section 3.2

followed by numerical implementation details in Section 3.3. The results of numerical experiments

on the Euler and Navier–Stokes equations are then given in Section 3.4, followed by conclusions

drawn in Section 3.5.

3.1 Preliminaries

To aid in presenting the proposed adaptive filtering approach, some preliminaries will be in-

troduced in this section that briefly touch on the topics of hyperbolic conservation laws, minimum

entropy principles, discontinuous spectral element methods, and modal filtering.
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3.1.1 Hyperbolic Systems and Entropy Principles

The work in this chapter primarily pertains to approximations of hyperbolic conservation laws

(or hyperbolic components of mixed hyperbolic-parabolic conservation laws) of the form of Eq. (1.1).

For simplicity, the domain is assumed to be periodic or the solution is compactly supported. If a

solution of Eq. (1.1) is an entropy solution [69], an entropy inequality of the form

∂tσ(u) +∇·Σ(u) ⩾ 0, (3.1)

can be posed, for which the inequality holds given any entropy-flux pair (σ,Σ) [70] that satisfies

∂uΣ = ∂uσ∂uF.

This notion of the entropy σ is generally referred to as a numerical entropy [71]. We utilize a

formulation of Eq. (3.1) that is of opposite sign in comparison to the work of Tadmor [71] for

consistency with a physical entropy. In smooth regions, the inequality is satisfied exactly (i.e., the

entropy functional obeys a conservation law), whereas in the vicinity of shocks, the left-hand side

attains a strictly positive value (i.e., an entropy source exists).

For certain systems, entropy solutions of Eq. (1.1) satisfy a minimum principle on the entropy,

i.e.,

σ (u(x, t+∆t)) ⩾ min
x∈Ω

σ (u(x, t)) , (3.2)

for all ∆t > 0 [71, 72]. Assuming a finite propagation speed in hyperbolic systems, it is possible

to restrict this condition over a local domain of influence to form a local minimum principle on the

entropy. For a given point x0, let D0 be some local domain of influence over the interval [t, t+∆t]

– e.g., a closed d-ball centered on x0 with a radius of λmax∆t, where λmax is some upper bound on

the local maximum propagation speed of the system. A local minimum entropy principle can then

be given as

σ (u(x0, t+∆t)) ⩾ min
x∈D0

σ (u(x, t)) . (3.3)
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For numerical approximations of hyperbolic conservation laws, it can be advantageous to find

schemes that can enforce this condition in scenarios where enforcing Eq. (3.1) is not feasible as it

still guarantees some notion of physicality to the solution and can help alleviate instabilities in the

numerical scheme [73].

3.1.2 Spatial Discretization

For a nodal DSEM approximation of Eq. (1.1), we assume that the spatial scheme is chosen

such that

∂tu = −
∫
∂Ωk

F (x) ds ≈ −
∑
j∈I

mjFj, (3.4)

where mj is the corresponding quadrature weight for the point xj and u is the element-wise mean

defined as

u =
1

Vk

∫
Ωk

u(x) dx and Vk =

∫
Ωk

dx, (3.5)

for some arbitrary element Ωk. This relation is recovered for nodal discontinuous Galerkin ap-

proximations with appropriate quadrature and flux reconstruction schemes utilizing the equivalent

discontinuous Galerkin correction functions [74]. The ability of DSEM to preserve desirable prop-

erties on the element-wise mean is well documented in the literature due to its equivalency to

first-order Godunov methods [75–77]. Without presenting a comprehensive proof, we assume

that properties such as positivity of certain convex functionals of the solution and a discrete local

minimum entropy principle are satisfied by the element-wise mean if one utilizes explicit strong

stability preserving time integration under some Courant-Friedrichs–Lewy (CFL) condition [78]

with an appropriate choice for the Riemann solver. A more detailed description of these conditions

and assumptions is presented in Section 3.3.

3.1.3 Modal Filtering

The approximation of the solution given by a nodal basis can be equivalently expressed by a

modal expansion as

u(x) =
Ns∑
i=1

ûiψi(x), (3.6)
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where ψi(x) are a set of modal basis functions (e.g., Legendre polynomials, Koornwinder poly-

nomials, etc.) and ûi are their corresponding modes. The modal basis is generally chosen such

that the basis functions are orthogonal with respect to the inner product. With this formulation, a

filtered solution can be defined as

ũ(x) =
Ns∑
i=1

Hi (ûi)ψi(x), (3.7)

where Hi (ûi) denotes some filtering operation applied to the modes. The filter function can be

arbitrarily chosen, but must be dissipative, i.e.,

∣∣Hi (ûi)
∣∣ ≤ ∣∣ûi∣∣, (3.8)

and conservative, i.e.,
1

Vk

∫
Ωk

ũ(x) dx = u. (3.9)

For many filtering approaches, the filter tends to be more dissipative for higher frequency modes

as spurious oscillations tend to manifest as high-frequency modes in the solution [31].

3.2 Methodology

To enforce certain desirable properties of the systems in question (at least in a discrete sense),

it is possible to formulate them as convex constraints on the solution. A common constraint for

physical systems is that some convex functional Γ (u) is non-negative across the domain (e.g.,

density and pressure for the Euler and Navier–Stokes equations, water height in the shallow water

equations, etc.). This constraint is given by the condition

Γ (ũ(xi)) ≥ 0 ∀ i ∈ {1, ..., Ns}, (3.10)

where the choice of functional(s) is dependent on the system in question. However, simply enforc-

ing positivity of these functionals is usually not enough to ensure a well-behaved solution in the
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vicinity of a discontinuity. This constraint must generally be accompanied by a more restrictive

condition, such as some local discrete minimum entropy principle on the solution, given by the

condition

σ (ũ(xi)) ≥ σmin ∀ i ∈ {1, ..., Ns}, (3.11)

where σ(u) is some convex entropy functional of the system in question and σmin is some local

minimum entropy to be defined in Section 3.2.2. Enforcing this condition on the entropy tends

to alleviate many of the issues regarding spurious oscillations in the vicinity of discontinuities

[73], although this is not always guaranteed if this condition is not enforced for every possible

entropy-flux pair.

3.2.1 Adaptive Filtering

To enforce these properties, we define an adaptive filtering operation with the goal of satisfying

the constraints on the discrete filtered solution without the need for problem-dependent tunable

parameters. The specific choice of filter is not particularly important as long as the filter meets the

following criteria:

• The filter is dependent on a single free parameter ζ (i.e., H(u) = H(u, ζ)).

• The filter is conservative (i.e.,
∫
Ωk

ũ(x) dx =
∫
Ωk

u(x) dx).

• There exists a minimum (or maximum) value of ζ such that the filter recovers the unfiltered

solution (i.e., ũ(x) = u(x)).

• There exists a maximum (or minimum) value of ζ such that the filter recovers the mean mode

(i.e., ũ(x) = u).

The objective of the adaptive filter is to apply the minimum amount of filtering to the solution

such that these constraints are met. We assume that for some arbitrary system, the discretization

is chosen such that u satisfies Eqs. (3.10) and (3.11), an assumption that is explored in more

detail in Section 3.3 for the specific systems in this work. From this assumption, it can be seen

that there exists at least one value of ζ that recovers a filtered solution for which the constraints

48



are satisfied exactly, i.e., Eqs. (3.10) and (3.11) are satisfied and at least one inequality becomes

an equality. This value of ζ can be calculated through simple root-finding methods such as the

bisection algorithm, and, in practice, is generally unique, although this is not guaranteed.

In this work, a second-order exponential filter [30] is chosen, given by the filter function

Hi (ûi) = ûi e
−ζp2i , (3.12)

where pi is defined as the maximal order of the modal basis function ψi(x). For this choice of

filter, setting ζ = 0 recovers the unfiltered solution and setting ζ = ∞ recovers the mean mode, the

latter of which can be approximated in a computational sense as ζ = O (− log(ϵ)) for some value

of machine precision ϵ. With this formulation, we define the filter strength using the minimum

value of ζ such that the solution abides by the positivity-preserving and discrete minimum entropy

principle satisfying conditions, given by

ζ = arg min
ζ ≥ 0

s.t. [Γ (ũ(xi)) ≥ 0, σ (ũ(xi)) ≥ σmin ∀ i ∈ {1, ..., Ns}] . (3.13)

From a computational perspective, convergence to a local minima of ζ is sufficient in the case that

there exist multiple values of ζ such that the constraints are satisfied exactly. A description of the

approach for computing ζ as well as the choice of functionals to enforce constraints upon for the

various systems is given in Section 3.3. For sufficiently-resolved smooth solutions, the unfiltered

solution is expected to already abide by these constraints [10], and therefore the standard DSEM

approximation would be recovered. The proposed filtering approach is hereafter referred to as

entropy filtering as the method effectively filters the modes of the solution that contribute to the

violation of a minimum entropy principle.

Remark (Limiting). The proposed adaptive filtering operation can be considered somewhat simi-

lar to limiting-type approaches such as flux-corrected transport [28] and convex limiting [27]. In
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fact, for an unconventional filtering operation, given by

Hi (ûi) =


ûi if pi = 0,

ζûi else,

the filter recovers the approach of Zhang and Shu [75], a linear convex limiting operation between

a low-order solution (ζ = 0) and a high-order solution (ζ = 1). For a less trivial filter choice, this

can be considered to be a nonlinear (and generally non-convex) limiting operation.

3.2.2 Entropy Constraints

Although positivity-preserving constraints are generally unequivocal for most physical sys-

tems, the notion of a minimum entropy principle is more ambiguous. Many systems are endowed

with a multitude of entropy functionals σ(u) [71] and the choice of σmin is not clearly defined.

In this work, the minimum entropy principle is enforced on a numerical entropy that can be cho-

sen arbitrarily from any entropy-flux pair (σ,Σ) that satisfies Eq. (3.1) for the given system, the

particular choice of which is posited to have a minor overall effect.

To calculate σmin, the discretization is assumed to be explicit in time under some standard CFL

condition. With this assumption, the domain of influence of an arbitrary element Ωk over a single

temporal integration step can be considered to be strictly contained within the element and its

direct Voronoi neighbors. Thus, σmin can be defined using information only from an element and

its direct neighbors. Let σk∗ be defined as the minimum entropy within an element Ωk, given as

σk∗ = min
i∈{1,...,Ns}

σ (uk(xi)) , (3.14)

where uk denotes the solution within the element Ωk. Furthermore, let A(k) be the set of element

indices which are face-adjacent with Ωk, including Ωk itself. The local minimum entropy σkmin
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associated with the element Ωk is then calculated as

σkmin = min
i∈A(k)

σi∗. (3.15)

For elements adjacent to boundaries, the entropy of the boundary state is used as the adjacent

entropy value. Assuming that these minimum entropy values are calculated prior to a temporal in-

tegration step and the filter is applied afterwards, this formulation of the entropy constraint enforces

that the local discrete minimum entropy is non-decreasing in time across its domain of influence.

3.3 Implementation

3.3.1 Governing Equations and Constraints

The efficacy of the entropy filtering approach was evaluated on hyperbolic and mixed hyperbolic-

parabolic conservation laws. For the hyperbolic system, the compressible Euler equations were

chosen, given by Eq. (1.3). Positivity constraints were placed on the density and pressure,

Γ1(u) = ρ and Γ2(u) = P,

and the entropy functional was chosen as

σ = ρ log(Pρ−γ),

taken from the entropy-flux pair (σ,vσ). Assuming an explicit strong stability preserving temporal

integration scheme under some standard CFL condition with a solution that initially satisfies these

constraints discretely, the element-wise mean at the next temporal step will satisfy these constraints

if the interface fluxes are computed using an entropy-stable positivity-preserving Riemann solver

[77, 79] (e.g., Godunov methods [39], local Lax-Friedrichs flux [80], HLLC [81] with appropriate

wavespeed estimates). These properties of the element-wise mean were shown for discontinuous

Galerkin approximations in the works of Zhang and Shu [75], Zhang and Shu [76], Zhang et al.

[77], and Chen and Shu [79].
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Remark (Source terms). The extension of the proposed approach to hyperbolic systems with

source terms is possible for discretizations that preserve the constraints on the element-wise mean.

For positivity constraints, Zhang and Shu [82] showed these properties under a potentially more

restrictive time step condition. For the entropy constraint, the contribution of the source term to

the entropy over the temporal integration step would have to be evaluated to augment the σmin

value, or if the entropy source is strictly positive, one may forego this modification and apply the

proposed filter approach at the expense of a more relaxed entropy constraint.

For the mixed hyperbolic-parabolic system, the compressible Navier–Stokes equations were

chosen, given by Eq. (1.4). As the assumption on the entropy of the element-wise mean is not nec-

essarily satisfied with the mixed hyperbolic-parabolic discretization, the hyperbolic and parabolic

components of the conservation law were isolated and treated separately using an explicit operator

splitting approach [83]. Identical positivity and entropy constraints are used for the Navier–Stokes

equations as for the Euler equations. To enforce an entropy constraint for this system, at each

temporal integration stage, the hyperbolic step is computed first, after which the entropy filter can

be applied as with purely hyperbolic systems. The parabolic component of the temporal update is

then added to the filtered solution. A final check is performed to ensure that the mixed hyperbolic-

parabolic solution retains the positivity-preserving properties of the hyperbolic step. In the rare

occasion that it does not, the filter is applied again using only positivity constraints. For both

components of the flux, the boundary conditions were modified to ensure consistency with the sys-

tem being solved (e.g., no-slip boundary conditions for the parabolic step were replaced with slip

boundary conditions for the hyperbolic step).

Remark (Navier–Stokes equations). The notion of a minimum entropy principle is satisfied by the

Navier–Stokes equations when considering the thermodynamic entropy (see Tadmor [71], Section

3). If the discretization for the parabolic component can be formed such that the minimum entropy

principle is satisfied on the element-wise mean, the operator splitting approach can be neglected

and the filter can be applied on the full hyperbolic-parabolic step with a significant reduction in

computational cost. Alternatively, one may neglect the operator splitting approach without mod-
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ifying the parabolic discretization to reduce the computational cost at the expense of the entropy

constraint not necessarily being satisfied.

3.3.2 Discretization

The solution nodes were distributed along the Gauss–Legendre–Lobatto quadrature points for

tensor-product elements and the α-optimized points [13] for simplex elements. Common interface

flux values were computed using the HLLC Riemann solver [81] for the inviscid fluxes and the

BR2 approach [43] for the viscous fluxes. Temporal integration was performed using a three-

stage third-order strong stability preserving (SSP) Runge–Kutta scheme [84]. For the modal basis,

orthogonal polynomials with respect to the unit measure were used (i.e., Legendre basis for tensor-

product elements, Proriol-Koornwinder-Dubiner-Owens basis for triangles, etc.).

3.3.3 Filter Implementation

The implementation of the entropy filter was formulated as an element-wise scalar optimization

problem. At each substage of the temporal integration method, a filtering operation was performed

on the solution to enforce the positivity-preserving and minimum entropy constraints, the latter

of which was computed using the solution at the previous substage. If the unfiltered solution

satisfied the constraints, no filter was applied. Otherwise, the minimum necessary filter strength

ζ was calculated via 20 iterations of a bisection approach. Faster convergence could be obtained

using more sophisticated root bracketing methods such as the Brent or Illinois methods, but these

approaches were not explored in this work. For the density and pressure constraints, a minimum

value of ρmin = Pmin = 10−8 was enforced to ensure a non-vacuum state for the Riemann solver,

such that the positivity constraints were instead implemented as

Γ1(u) = ρ− ρmin and Γ2(u) = P − Pmin.
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For the entropy constraint, a numerical tolerance of ϵσ = 10−4 was given, such that the constraint

was instead implemented as

σ (ũ(xi)) ≥ σmin − ϵσ ∀ i ∈ {1, ..., Ns}. (3.16)

This comparatively larger tolerance resulted in a slightly relaxed entropy constraint which was

found to be beneficial for two reasons. First, the constraint was notably more prone to numerical

precision issues due to the logarithm operation, particularly in the limit as ρ → ρmin or P → Pmin

since small variations in these values could cause orders of magnitude more variation in the en-

tropy. Secondly, marginally better resolution of flow features could be obtained by allowing slight

undershoots in the entropy as strictly enforcing the entropy principle can degrade the accuracy of

the solution [27, 73]. A more detailed description of the computational implementation including

pseudo-code is presented in Chapter C.

3.4 Results

The proposed entropy filtering approach was evaluated on a series of numerical experiments

for the Euler and Navier–Stokes equations within a high-order flux reconstruction framework. For

brevity, the solution for these systems is expressed in terms of a vector of primitive variables as

q = [ρ,v, P ]T .

3.4.1 Euler Equations

3.4.1.1 Sod Shock Tube

For an initial evaluation of the shock capturing capabilities of the proposed approach in the

context of the Euler equations, the canonical case of the Sod shock tube was considered [85]. The

problem assesses the ability of the approach in resolving the three main features of the Riemann

problem: shock waves, rarefaction waves, and contact discontinuities. The domain is set to Ω =

[0, 1] and the initial conditions are given as

54



q(x, 0) =


ql, if x ⩽ 0.5,

qr, else,
given ql =


1

0

1

 , qr =


0.125

0

0.1

 .
The density profiles at t = 0.2 as predicted by a P3 and P5 FR approximation with 200 degrees

of freedom are shown in Fig. 3.1. For both approximation orders, the results showed good agree-

ment with the exact solution, with excellent resolution of the rarefaction wave and shock wave

and minimal dissipation around the contact discontinuity. Furthermore, negligible spurious oscil-

lations were observed in the vicinity of discontinuities. For a fixed number of degrees of freedom,

marginally better results were obtained using the lower-order P3 approximation than the higher-

order P5 approximation, particularly around the contact discontinuity. This effect can be attributed

to the proportionally higher number of elements available for lower-order approximations, giving

a more localized approach for the filter.

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

x

ρ

Exact
P3

(a) P3

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

x

ρ

Exact
P5

(b) P5

Figure 3.1: Density profile of the Sod shock tube problem at t = 0.2 computed using a P3 (left)
and P5 (right) FR approximation with ∼200 degrees of freedom.

For a quantitative evaluation of the entropy filtering approach for discontinuous solutions, the
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convergence rates of the error against the exact solution were evaluated. For a given number of

degrees of freedom M , the point-mean L1 and L2 norm of the density error was defined as

ϵρ1 =
1

M

M−1∑
i=0

|ρ(xi)− ρexact(xi)| and ϵρ2 =

√√√√ 1

M

M−1∑
i=0

(ρ(xi)− ρexact(xi))
2, (3.17)

respectively. The convergence rates of the density error with respect to the number of elements N

for various approximation orders are shown in Table 3.1 and Table 3.2. The expected first-order

convergence rate was generally obtained in both the L1 and L2 norm for all approximation orders,

and the trend for the error was to decrease with increasing approximation order for a fixed num-

ber of elements. For a fixed number of degrees of freedom, shown in Table 3.3 and Table 3.4,

marginally lower error was generally obtained with a lower-order approximation due to the previ-

ously mentioned effects.

N P2 P3 P4 P5 P6 P7

40 9.80× 10−3 8.57× 10−3 7.09× 10−3 8.08× 10−3 6.81× 10−3 6.96× 10−3

80 4.81× 10−3 4.30× 10−3 3.57× 10−3 4.15× 10−3 3.50× 10−3 3.61× 10−3

160 2.51× 10−3 2.33× 10−3 1.84× 10−3 2.16× 10−3 1.82× 10−3 1.99× 10−3

320 1.44× 10−3 1.30× 10−3 1.03× 10−3 1.18× 10−3 1.03× 10−3 1.14× 10−3

640 7.67× 10−4 6.03× 10−4 5.31× 10−4 6.32× 10−4 6.21× 10−4 6.38× 10−4

RoC 0.91 0.94 0.93 0.92 0.87 0.86

Table 3.1: Convergence of the L1 norm of the density error with respect to mesh resolution N for
the Sod shock tube problem at t = 0.2 with varying orders. Rate of convergence shown on bottom.

3.4.1.2 Shu-Osher Problem

To assess the effects of the entropy filter for more complex problems including shock waves

and smooth oscillatory behavior, the case of Shu and Osher [29] was considered. The problem is
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N P2 P3 P4 P5 P6 P7

20 3.34× 10−3 2.04× 10−3 2.09× 10−3 1.58× 10−3 1.45× 10−3 1.39× 10−3

40 1.84× 10−3 1.08× 10−3 1.15× 10−3 8.12× 10−4 8.81× 10−4 7.04× 10−4

80 8.02× 10−4 4.39× 10−4 5.06× 10−4 3.11× 10−4 3.39× 10−4 2.82× 10−4

160 3.28× 10−4 2.43× 10−4 2.30× 10−4 1.75× 10−4 1.87× 10−4 1.45× 10−4

320 2.05× 10−4 1.45× 10−4 1.39× 10−4 1.04× 10−4 1.06× 10−4 8.59× 10−5

RoC 1.05 0.98 1.01 1.01 0.98 1.03

Table 3.2: Convergence of the L2 norm of the density error with respect to mesh resolution N for
the Sod shock tube problem at t = 0.2 with varying orders. Rate of convergence shown on bottom.

M P2 P3 P4 P5 P6 P7

100 6.87× 10−3 9.51× 10−3 1.07× 10−2 1.27× 10−2 1.31× 10−2 1.72× 10−2

200 3.99× 10−3 5.37× 10−3 5.60× 10−3 7.34× 10−3 7.50× 10−3 9.70× 10−3

400 2.08× 10−3 2.72× 10−3 3.04× 10−3 3.88× 10−3 4.00× 10−3 5.65× 10−3

800 1.23× 10−3 1.46× 10−3 1.46× 10−3 2.08× 10−3 2.37× 10−3 2.90× 10−3

1600 6.60× 10−4 7.24× 10−4 9.00× 10−4 1.15× 10−3 1.24× 10−3 1.53× 10−3

RoC 0.85 0.93 0.91 0.88 0.85 0.87

Table 3.3: Convergence of the L1 norm of the density error with respect to degrees of freedom
M for the Sod shock tube problem at t = 0.2 with varying orders. Rate of convergence shown on
bottom.

M P2 P3 P4 P5 P6 P7

100 1.21× 10−3 1.42× 10−3 1.95× 10−3 1.78× 10−3 1.94× 10−3 2.34× 10−3

200 6.62× 10−4 7.21× 10−4 7.89× 10−4 9.23× 10−4 1.07× 10−3 1.07× 10−3

400 2.72× 10−4 3.24× 10−4 4.26× 10−4 3.75× 10−4 4.76× 10−4 5.68× 10−4

800 1.81× 10−4 1.71× 10−4 1.58× 10−4 1.92× 10−4 2.78× 10−4 2.44× 10−4

1600 9.47× 10−5 7.39× 10−5 1.15× 10−4 1.09× 10−4 1.46× 10−4 1.17× 10−4

RoC 0.92 1.06 1.05 1.03 0.95 1.08

Table 3.4: Convergence of the L2 norm of the density error with respect to degrees of freedom
M for the Sod shock tube problem at t = 0.2 with varying orders. Rate of convergence shown on
bottom.
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solved on the domain Ω = [−5, 5] with the initial conditions

q(x, 0) =


ql, if x ⩽ −4,

qr, else,
given ql =


3.857143

2.629369

10.333333

 , qr =


1 + 0.2 sin 5x

0

1

 .

The problem consists of a shock front propagating through a sinusoidally-perturbed density field,

the interaction between which can induce instabilities in the flow field. However, these instabilities

can be erroneously damped by overly dissipative shock capturing schemes. The predicted density

profile at t = 1.8 computed using a P3 FR approximation with 100 and 200 elements is shown in

Fig. 3.2. A reference solution was computed using a highly-resolved exact Godunov-type solver

[26]. The results show good resolution of the leading and trailing shock waves, and no spurious

oscillations were observed. The instabilities in the field aft of the leading shock were also well-

resolved, particularly with increasing resolution.
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Figure 3.2: Density profile of the Shu-Osher problem at t = 1.8 computed using a P3 FR approx-
imation with 100 (left) and 200 (right) elements.
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3.4.1.3 Isentropic Euler Vortex

For an extension to two-dimensional problems, the entropy filtering approach was initially

applied to a smooth solution to verify the accuracy of the underlying DSEM was not detrimentally

affected. The isentropic Euler vortex problem [66] was used as its analytic solution can be utilized

to evaluate the convergence of the error. The initial conditions of the problem are given as

q(x, 0) =



p
1
γ

Vx +
S

2πR
(y − y0)ϕ(r)

Vy − S
2πR

(x− x0)ϕ(r)

1
γM2

(
1− S2M2(γ−1)

8π2 ϕ(r)2
) γ

γ−1


, where r = ∥x−x0∥2 and ϕ(r) = exp

(
1− r2

2R2

)
,

with the parameters S = 13.5 denoting the strength of the vortex, R = 1.5 the radius, Vx = 0,

Vy = 1 the advection velocities, and M = 0.4 the freestream Mach number. The domain was

set to Ω = [−10, 10]2, and a series of uniform quadrilateral meshes of size N ×N was generated

with periodic boundary conditions. After a single pass-through of the domain, the L2 norm of the

density error was calculated as

ϵρ2 =

√
1

|Ω|

∫
Ω

(ρ− ρexact)2 dx, (3.18)

with the quadrature calculated on (2p)2 Gauss-Legendre nodes. This error is tabulated in Table 3.5

for a series of experiments with varying mesh resolution and approximation order. The conver-

gence rate of the error was generally in the range of p to p + 1 for the varying approximation

orders, on par with the theoretical rate of p+ 1. These findings indicate that the entropy filter does

not appreciably degrade the accuracy of the underlying DSEM for smooth solutions.

To verify the computational efficiency of the entropy filter for smooth solutions where the

unfiltered solution remains stable, the compute time for a solution without filtering and with a

varying number of filter iterations was compared. The comparison was performed on an NVIDIA
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N P2 P3 P4 P5 P6 P7

20 - - - - 2.59× 10−5 5.37× 10−6

25 - - 7.80× 10−4 7.73× 10−5 6.84× 10−6 9.85× 10−7

33 1.80× 10−2 1.79× 10−3 2.50× 10−4 1.11× 10−5 1.26× 10−6 9.58× 10−8

40 1.10× 10−2 7.58× 10−4 1.08× 10−4 2.86× 10−6 3.75× 10−7 1.97× 10−8

50 6.30× 10−3 3.02× 10−4 4.03× 10−5 7.52× 10−7 - -
67 2.86× 10−3 1.05× 10−4 - - - -

RoC 2.59 4.00 4.27 6.73 6.10 8.13

Table 3.5: Convergence of the L2 norm of the density error with respect to mesh resolution N for
the isentropic Euler vortex problem with varying approximation order. Rate of convergence shown
on bottom.

V100 GPU over 5 flow-throughs of the domain on an N = 40 mesh with a P3 approximation and

∆t = 2·10−4. For 5, 10, and 20 iterations of the filter, the relative computational cost increase

(as measured by relative time-to-solution) was 1.1%, 1.7%, and 2.0%, respectively. These findings

indicate that the entropy filter does not have a notable detrimental impact on the computational

efficiency of the scheme for smooth solutions as it is primarily inactive. Furthermore, it also indi-

cates that further improvements to the efficiency are possible through more sophisticated iterative

solvers that require fewer iterations.

3.4.1.4 Double Mach Reflection

The double mach reflection problem of Woodward and Colella [86] was subsequently used to

evaluate the ability of the entropy filter to resolve strong discontinuities in multiple dimensions.

This case consists of a Mach 10 shock impinging on a 30 degree ramp and results in multiple

strong shock-shock and shock-contact interactions. The problem is solved on the domain Ω =

[0, 4]× [0, 1] with the initial conditions
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q(x, 0) =


ql, if x < 1/6 + tan(30◦)y,

qr, else,
given ql =



8

7.14471

−4.125

116.5


, qr =



1.4

0

0

1


.

At the left boundary and the bottom boundary for x < 1/6, the solution was set to the post-shock

state ql. No-slip adiabatic wall boundary conditions were applied for the bottom boundary for

x ⩾ 1
6
. At the right boundary, the solution was set to the pre-shock state qr. For the top boundary,

the exact solution is enforced, given as

q(x, t)|y=1 =


ql, if x ⩽ 1/6 + tan(30◦)y + 10

cos(30◦)
t,

qr, else.

The contours of density at t = 0.2 as predicted by a P3 FR scheme on a 2400 × 600 mesh are

shown in Fig. 3.3. The results show sub-element resolution of discontinuities without the presence

of spurious oscillations. Furthermore, the application of the filter did not excessively dissipate the

Kelvin-Helmholtz instabilities along the contact line, indicating that the filter is not erroneously

dissipating small-scale features. To verify this, the distribution of the filter parameter ζ is also

shown in Fig. 3.3 overlaid on the isocontours of density. The filter was primarily active in the

leading shock fronts, with minimal activation within the small-scale structures along contact line.

Furthermore, even along the shock front, a relatively small value of ζ was required, significantly

less than the value corresponding to the recovery of the mean mode.

3.4.1.5 Kelvin–Helmholtz Instability

To further evaluate the ability of the entropy filtering approach to resolve small-scale flow fea-

tures in the vicinity of discontinuities, the roll-up of a Kelvin-Helmholtz instability was simulated.
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Figure 3.3: (Left) Contours of density on the subregion [0, 3]×[0, 1] for the double Mach reflection
problem at t = 0.2 using a P3 FR approximation with a 2400× 600 mesh. (Right) Enlarged view
of the distribution of the filter parameter ζ overlaid on isocontours of density.

The problem is solved on the domain Ω = [−0.5, 0.5]2 with the initial conditions

q(x, 0) =


ql, if |y| ⩽ 0.25,

qr, else,
given ql =



2

0.5

0

2.5


, qr =



1

−0.5

0

2.5


.

No explicit seeding of the instabilities was performed – the instabilities originate from roundoff

errors in the solver. The contours of density at t = 2 as predicted by a P4 FR scheme with various

mesh resolutions are shown in Fig. 3.4. The roll-up of the vortices was well-resolved by the

approach, with complex small-scale vortical structures beginning to appear with increasing mesh

resolution. No spurious oscillations were observed in the vicinity of the discontinuities, and more

subtle features such as pressure waves were not excessively dissipated.

3.4.1.6 Mach 800 Astrophysical Jet

As a verification of the positivity-preserving properties of the filter for very extreme conditions,

the case of high-speed astrophysical jets is considered. The test case, introduced by Balsara [87],

consists of a Mach 800 jet in the presence of an ambient gas. The problem setup is identical to the

work of Wu and Shu [88] in which a provably-positive third-order discontinuous Galerkin approach
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(a) N = 1002 (b) N = 2002

(c) N = 4002 (d) N = 8002

Figure 3.4: Contours of density for the Kelvin-Helmholtz instability problem at t = 2 using a P4

FR approximation with varying mesh resolutions.
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is used, although the magnetic field is neglected in this case. A half domain Ω = [0, 0.5]× [0, 1.5]

is considered with symmetry (slip adiabatic) boundary conditions along the y-axis. The domain is

filled with an ambient gas of density 0.1γ, zero velocity, and unit pressure. For the y = 0 boundary,

the inlet region is defined on x ⩽ 0.05, and the solution is set to q = [γ, 0, 800, 1]T which yields a

Mach number of 800 with respect to the inflow gas. The remaining boundary conditions are set as

free.

The contours of density at t = 0.002 as predicted by a P3 FR scheme with a coarse (200×600)

and fine (800 × 2400) mesh are shown in Fig. 3.5. Excellent resolution of the leading shock

wave was obtained, and the small-scale structures in the vicinity of the cocoon/jet interface were

well-resolved even with the coarse mesh. Additionally, the distribution of the filter parameter ζ

is shown in Fig. 3.5 overlaid on the isocontours of density. For both the coarse and fine mesh,

the filter was primarily active at the leading shock region. Some regions of activation within

the cocoon/jet interface were observed for the coarse mesh, but this behavior was reduced with

increasing resolution, such that minimal activation away from the leading shock was observed

with the fine mesh.

Given a similar case setup, a comparison can be made between the proposed approach on the

coarse mesh and the mildly-magnetized results of Wu and Shu [88] (Fig. 6.i), which were obtained

by the linear limiting approach of Zhang and Shu [75]. Significantly better resolution was obtained

using the entropy filter, particularly with regards to the small-scale features near the cocoon/jet

interface, although some of this may be attributed to the stabilizing effect of the magnetic field in

their case. However, this suggests that the nonlinear limiting performed by the entropy filter offers

noticeable advantages in comparison to a linear limiting approach with minimal computational

overhead.
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(a) N = 200× 600 (b) N = 800× 2400

Figure 3.5: Contours of density (top) and distribution of the filter parameter ζ (bottom) for the
Mach 800 astrophysical jet problem at t = 0.002 using a P3 FR approximation with a 200 × 600
mesh (left) and 800×2400 mesh (right). Contours are reflected about the y-axis. View is reoriented
such that the +y direction is shown left-to-right.

3.4.2 Navier–Stokes Equations

3.4.2.1 Taylor–Green Vortex

The entropy filtering approach was then extended to turbulent compressible flows through the

Navier–Stokes equations. To verify that the filter does not unnecessarily dissipate small-scale tur-

bulent fluctuations in the absence of shocks, the proposed approach was applied to the subsonic

Taylor–Green vortex at a Reynolds number of 1600, a canonical fluid dynamics problem for study-

ing vortex dynamics and turbulent transition and decay [89]. The problem is solved on the periodic

domain Ω = [−π, π]3 with the initial conditions

q(x, 0) =



1

sin(x) cos(y) cos(z)

− cos(x) sin(y) cos(z)

0

P0 +
1
16
(cos(2x) + cos(2y)) (cos(2z + 2))


,
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where P0 = 1/γM2 for a reference Mach number M = 0.08. Given the unit density and velocity,

the dynamic viscosity µ is set to 1/1600 to recover a Reynolds number of 1600.

The quantity of interest for this problem is the dissipation rate of the kinetic energy in the flow.

The non-dimensional integrated kinetic energy can be defined as

K(t) =
1

V

∫
Ω

1

2
ρv·v dx, (3.19)

where V = 8π3 is the volume of the domain. From this, a dissipation rate based on the kinetic

energy can be calculated as

εK =
dK

dt
. (3.20)

A similar measure of the dissipation can be obtained through a scaled form of the non-dimensional

integrated enstrophy, defined as

εE =
β

V

∫
Ω

1

2
ρω·ω dx, (3.21)

where ω is the vorticity and β = 2µ is the scaling factor. For purely incompressible flows, these

two quantities are equal, but for compressible flows, they differ by the contribution of the deviatoric

strain and pressure dilatation to the dissipation. At low Mach numbers, the enstrophy-based dissi-

pation can reasonably approximate the kinetic energy-based dissipation for well-resolved flows.

The prediction of these two quantities as computed by the entropy filtering approach with vary-

ing resolution and approximation order is shown in Fig. 3.6 in comparison to the DNS results of

van Rees et al. [1]. For visualization of the kinetic energy-based dissipation, a moving-average

smoothing operation was performed prior to computing the temporal derivative to reduce oscilla-

tions. For a P3 FR approximation, the number of degrees of freedom was varied from 963-1603.

Relatively good agreement was observed between the kinetic energy-based dissipation and the ref-

erence data across this entire range of resolution, with the most resolved case showing negligible

deviation from the reference. For the enstrophy-based dissipation, the profiles evidently showed

convergence to the reference with increasing resolution, and for a given resolution, showed similar

results to unfiltered approaches [90]. When fixing the degrees of freedom to ∼120 and varying the
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approximation order, improvements in the prediction of both the kinetic energy- and enstrophy-

based dissipation were observed with increasing approximation order. Additionally, nearly iden-

tical results were obtained without filtering (see Trojak et al. [91], Fig. 3b), which supports the

presumption that the filter is predominantly inactive for turbulent flows without discontinuities.
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Figure 3.6: Dissipation measured by kinetic energy (black) and enstrophy (red) for the Taylor-
Green vortex using a P3 FR approximation with varying DoF (left) and ∼120 DoF with varying
approximation order (right). DNS results of van Rees et al. [1] (obtained by private communica-
tion) shown for reference.

3.4.2.2 Viscous Shock Tube

To assess the efficacy of the entropy filtering approach for predicting shock-boundary layer

interactions, a two-dimensional viscous shock tube was simulated. The problem, introduced by
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Daru and Tenaud [92], is solved on the half-domain Ω = [0, 1]× [0, 0.5] with the initial conditions

q(x, 0) =


ql, if x ⩽ 0.5,

qr, else,
given ql =



120

0

0

120/γ


, qr =



1.2

0

0

1.2/γ


.

For the top wall, a slip adiabatic wall boundary condition is applied to enforce symmetry. No

slip adiabatic wall conditions are applied for the remaining walls. This case contains the standard

features of the Riemann problem, namely a rarefaction wave, a contact discontinuity, and a shock

wave, in addition to viscous interactions between these features and the wall. This interaction

forms a complex lambda shock impinging on a viscous boundary layer, and as a result, presents a

suitable test case for shock-boundary layer interactions.

(a) µ = 1·10−3 (b) µ = 5·10−4

(c) µ = 2·10−4 (d) µ = 1·10−4

Figure 3.7: Schlieren-type representation of the density gradient norm for the viscous shock tube
problem using a P4 FR approximation with a 800 × 400 mesh for varying values of the dynamic
viscosity µ. Contours shown at t = 1 on the subregion [0.35, 1]× [0, 0.25].
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Numerical Schlieren results at t = 1 computed using a P4 FR approximation on a uniform

800 × 400 mesh are shown in Fig. 3.7 for varying values of the dynamic viscosity µ. As the

Reynolds number was increased, progressively smaller-scale features became evident in the flow,

particularly along the contact line and in the separation region. The discontinuities as well as the

small vortical structures in the flow were both well-resolved. The predicted results show relatively

good agreement with the results of Guermond et al. [93], although some small-scale features at

higher Reynolds numbers were notably more pronounced in the present work. These results sug-

gest that the entropy filter used in conjunction with an operator splitting approach is an effective

tool for approximating mixed hyperbolic-parabolic systems that exhibit discontinuities as well as

complex small-scale flow structures.

3.4.2.3 Transonic Delta Wing

As a final evaluation of the proposed approach for complex aeronautical applications including

three-dimensional high Reynolds number flows computed on unstructured meshes, the test case

of large eddy simulation around a transonic VFE-2 delta wing was considered. The geometry,

introduced by Chu and Luckring [94], consists of a sharp leading edge delta wing with a sweep

angle of 65◦ and a thickness to root chord ratio of 3.4%. To match the experimental setup of

Konrath et al. [2], the Reynolds number is set to 3·106 based on a unit root chord (i.e., 2·106 based

on the mean aerodynamic chord), and the freestream Mach number is set to 0.8, yielding locally

supersonic turbulent flow on the suction side of the wing. For these geometry and flow conditions,

the separation and roll-up of the primary vortex is triggered by the sharp leading edge which

immediately transitions into turbulence. Secondary and tertiary vortices are then subsequently

formed through near-wall viscous interactions. An angle of attack of 20.5◦ was chosen as these

conditions yield strongly nonlinear behavior on the suction side as the primary vortex is on the

precipice of vortex burst.

A second-order unstructured mesh was generated by extruding a triangular surface mesh in

the near wall region and filling the remaining domain with tetrahedral elements. The resolution

of the surface mesh was approximately uniform with an average edge length of h = 0.003, and
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Figure 3.8: Isosurface of instantaneous Q-criterion colored by local Mach number (left) and time-
averaged surface pressure coefficient contours (right) for the transonic VFE-2 delta wing computed
using a P3 FR approximation.
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the near-wall prismatic region was extruded over a length of 0.02. To simplify the meshing, the

sting and fairing from the experimental model were neglected. Since the separation and roll-up

of the primary vortex is primarily governed by inviscid effects due to the sharp leading edge [95],

the wall-normal resolution requirements are relaxed in comparison to standard wall-resolved large

eddy simulation [96]. As such, the wall-normal resolution was set such that the y+ value of the first

solution point away from the wall was approximately 30 (i.e., the element y+ was ∼120) based

on equivalent flat plate conditions matching the freestream flow and root chord. In the separated

region above the suction side, the resolution of the tetrahedral mesh was such that the average

edge length was approximately h = 0.01. The overall mesh consisted of 4.1 million elements,

yielding a total of 104 million degrees of freedom per component with a P3 approximation. At

the wing, no slip adiabatic wall boundary conditions were applied, and characteristic Riemann

invariant boundary conditions were used for the farfield.

At startup, the approximation order and Reynolds number were progressively increased until

the initial transients were convected away. Averaging was then performed for a time period cor-

responding to five flows over root chord. The results of a P3 FR approximation are presented in

Fig. 3.8, showing instantaneous Q-criterion isosurfaces colored by local Mach number and time-

averaged surface pressure coefficient contours. The Q-criterion isosurfaces showed the canonical

vortex structure of delta wing flows with the primary and secondary vortices evident in the flow.

Due to the relatively high angle of attack, a local Mach number of approximately 2 was observed

near the primary vortex core, and indication of the onset of vortex burst was seen near the trailing

edge. Furthermore, the average surface pressure coefficient contours clearly showed the presence

of a primary and secondary vortex, and good agreement was observed between the predicted results

and the experimental results of Konrath et al. [2].

The surface pressure coefficient at various streamwise locations is presented in Fig. 3.9 in com-

parison to the experimental data. At x/c = 0.2, 0.4, and 0.6, excellent agreement was observed,

both in terms of the location and the magnitude of the primary and secondary vortex pressure

peaks. At x/c = 0.8, the location and magnitude of the primary vortex pressure peak was well-
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resolved, but a slight overprediction in the magnitude of the secondary vortex pressure peak was

seen. This effect may be attributed to the strong sensitivity of the flow regime prior to vortex burst

in conjunction with the slight discrepancies between the experimental and computational geometry

at the trailing edge of the wing. Overall, the computational results were in-line with the experi-

mental data, indicating that the entropy filtering approach can be successfully used for complex

supersonic turbulent flows.
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Figure 3.9: Surface pressure coefficient at various streamwise locations for the transonic VFE-2
delta wing computed using a P3 FR approximation. Experimental results of Konrath et al. [2]
shown for reference. Dotted line denotes the sonic pressure coefficient. Spanwise extent is nor-
malized by the local semispan s.
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3.5 Conclusions

A novel adaptive filtering approach for shock capturing in discontinuous spectral element meth-

ods was presented in this chapter. The proposed entropy filtering approach formulates the fil-

tering operation as an element-wise scalar optimization problem designed to enforce constraints

such as positivity and a local discrete minimum entropy principle. As a result, this method is

free of problem-dependent tunable parameters and can be easily implemented on arbitrary un-

structured meshes with minimal computational effort. To evaluate the efficacy of the proposed

filtering approach, a series of numerical experiments was performed on multi-dimensional hy-

perbolic and mixed hyperbolic-parabolic conservation laws such as the Euler and Navier–Stokes

equations. Even for extremely strong shocks, sub-element resolution of the discontinuities was

generally obtained with minimal spurious oscillations, and high-order accuracy was recovered for

smooth solutions. Furthermore, for more complex problems including shock-vortex interactions

and compressible turbulent flows, the filter was able to robustly resolve discontinuities without

unnecessarily dissipating small-scale vortical structures in the flow. These results indicate that the

proposed entropy filtering approach can be an effective and robust technique for shock capturing

in discontinuous spectral element approximations of hyperbolic and mixed hyperbolic-parabolic

conservation laws.

73



4. POSITIVITY-PRESERVING AND CONSERVATIVE APPROXIMATION OF THE

POLYATOMIC BOLTZMANN–BGK EQUATION

The development and application of computational fluid dynamics methods have, for the most

part, focused on solutions of the Euler and Navier–Stokes equations to give insight into the dy-

namics of fluid flow. These approaches naturally rely on the notion that the continuum assumption

can be regarded as valid for the given fluid, such that transport phenomena can be adequately de-

scribed solely through the macroscopic flow variables (e.g., density, velocity, etc). However, for

many problems of interest, such as rarefied gases and hypersonic flows, the continuum assump-

tion starts to break down as collisions between molecules become less frequent and regions of the

flow significantly deviate from thermodynamic equilibrium. In such cases, it becomes necessary

to revert to the governing equations of molecular gas dynamics which underpin the macroscopic

behavior of the fluid. These methods, which derive from the kinetic theory of gases, can offer a

more detailed description of non-equilibrium systems and flows outside of the continuum regime

while seamlessly recovering the hydrodynamic equations in the asymptotic limit.

Continuum
regime

Slip
regime

Transition
regime

Free molecular
regime

0 0.01 0.1 10
Kn

Navier–Stokes equation

Boltzmann equation

Figure 4.1: Validity of the governing equations across flow regimes of varying degrees of rarefac-
tion characterized by the Knudsen number Kn.

To characterize gas dynamics at the molecular level, the Boltzmann equation can be used to

provide a statistical description of particle transport and collision [32]. This significantly more

general governing equation opens up the possibility of simulating a wider variety of flow regimes,

shown in Fig. 4.1 with respect to the Knudsen number, the ratio of the particle mean free path to the
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characteristic length scale. In comparison to the Euler and Navier–Stokes equations, which solve

for the nonlinear transport of the conserved flow variables, the Boltzmann equation simply solves

for a scalar quantity, the distribution function or probability density function, for which the trans-

port can be represented linearly. The complexity of this governing equation instead comes from

two main sources: dimensionality and suitable modeling of the interactions among molecules.

With regard to the former, the distribution function can be considered as a probability measure for

particles existing at a given location with a certain velocity. As such, it must be defined over phys-

ical space and velocity space (and time), which can require discretization of up to 6-dimensional

spaces. This problem is further compounded when attempting to model additional internal degrees

of freedom (e.g., rotation, vibration, etc.), which can require discretizations of even higher dimen-

sionality [97]. Furthermore, the proper discretization of the velocity space, which is, in theory,

unbounded, is an open problem, with varying methods offering differing advantages in terms of

accuracy, stability, and computational cost [98]. For the latter, the approximation of particle inter-

actions in velocity space can be the most costly and algorithmically complex part of the Boltzmann

equation, requiring integration over spaces of even higher dimension than the velocity space itself.

This collision approximation also can, in many scenarios, cause the governing equation to become

exceedingly stiff, further complicating attempts at efficient computation.

To reduce the computational cost associated with the direct computation of the collision term,

an approximate model of the collision process can instead be used. One such approach, the BGK

(Bhatnagar–Gross–Krook) [36] model, simplifies this process to a relaxation of a gas in non-

equilibrium tending towards thermodynamic equilibrium, avoiding much of the computational

cost associated with computing the collision integrals. This simplified model retains much of

the behavior of the full collision operator, including its entropy-satisfying properties embedded in

Boltzmann’s H-theorem and convergence to the continuum approximation in the asymptotic limit,

albeit with some corrections necessary to recover the proper transport coefficients. One additional

drawback of the BGK model is that for general implementations, conservation of the macroscopic

flow variables is only guaranteed if the integration in velocity space can be carried out exactly,

75



which is usually not the case for discrete representations [99]. A common approach to remedy this

issue is to resolve the velocity space finely enough such that the integration errors are negligible

[100], but this comes at the expense of even further increasing the computational cost of solving

the system.

A potential improvement in the cost of solving the Boltzmann equation can be obtained through

the use of a higher-fidelity spatial discretization. The typical schemes of choice for implementa-

tions of the Boltzmann equation on general unstructured grids are low-order finite volume methods

[3, 101] which are generally simple to implement and numerically robust. However, these benefits

come with the drawback of low accuracy per degree of freedom and excessive numerical dissi-

pation that makes them prohibitively expensive for scale-resolving simulations. Instead, the use

of high-order DSEM may offer many advantages due to their accuracy and efficiency, and their

extension to the approximation of the Boltzmann equation has been attempted in the recent works

of Xiao [33] and Jaiswal [34] with very promising results. The drawback of these methods is that

they are more algorithmically complex and typically far less robust, which can limit their potential

as a method of reducing the computational cost associated with the Boltzmann equation.

The objective of this chapter is therefore to propose, develop, and validate an efficient nu-

merical approach for accurately and robustly solving the Boltzmann–BGK equation with the goal

of drastically reducing the computational cost and enabling its application to three-dimensional

problems that were hitherto intractable. We utilize the FR scheme augmented with a positivity-

preserving limiter that ensures the positivity of the distribution function as well as the macroscopic

density/pressure. This spatial discretization is paired with a nodal discretization of the velocity

space utilizing a modified form of the discrete velocity model of Mieussens [3] which guarantees

the scheme remains conservative and well-balanced regardless of the resolution. Furthermore, we

extend the approach to polyatomic molecules and general constitutive laws through an appropriate

model for the internal degrees of freedom. The applicability of the proposed approach is shown in

a series of complex numerical experiments, ranging from shock-dominated flows computed on un-

structured grids without any numerical shock capturing algorithm to direct numerical simulation of
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three-dimensional compressible turbulent flows, the latter of which is, to the author’s knowledge,

the first instance of such a flow computed by directly solving the Boltzmann equation.

To this end, the organization of this chapter is as follows. Some preliminaries on the various

properties of the Boltzmann–BGK equation and the associated discretization methods are pre-

sented in Section 4.1. The methodology of the proposed approach is then presented in Section 4.2,

followed by the details of the numerical implementation in Section 4.3. The results of various

numerical experiments are then shown in Section 4.4, and conclusions are drawn in Section 4.5.

4.1 Preliminaries

The work in this chapter pertains to approximations of the polyatomic Boltzmann equation with

arbitrary constitutive laws, given as

∂tf(x,v, ζ, t) + v·∇f = C(f, f ′), (4.1)

where x ∈ Ωx is the physical space for some physical domain Ωx ⊆ Rd and spatial dimension

d, v ∈ Ωv is the associated velocity space for some velocity domain Ωv ∈ Rm and velocity

dimension m ≥ d, ζ ∈ R+ is the internal energy, f(x,v, ζ, t) ∈ R is a scalar particle distribution

function, and C(f, f ′) is some collision operator that accounts for intermolecular interactions [32].

This distribution function, describing the microscopic state of the system, gives a measure of the

probability density of particles existing at a given location x traveling at a given velocity v (the

combination of which is referred to as a point in phase space) with an internal energy ζ . The

internal energy is given as a continuous variable that takes into account any additional degrees of

freedom such as rotational and vibrational modes or unresolved velocity components [97]. From

this distribution, one can gather information about the unique macroscopic state of the system (i.e.,

the conserved flow variables Q(x, t)) through its moments,

Q(x, t) = [ρ, ρV, E]T =

∫
Rd

∫ ∞

0

f(x,v, ζ, t) ψ(v, ζ) dζ dv (4.2)
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where ψ(v, ζ) := [1,v, (v · v)/2 + ζ]T is the vector of collision invariants. We utilize a slightly

modified notation here where the lowercase symbol v refers to the microscopic velocity and the up-

percase symbol V refers to the macroscopic velocity, such that ρV is the macroscopic momentum

vector.

4.1.1 Bhatnagar-Gross-Krook Operator

Due to its high-dimensional nature, the computational cost of solving the scalar Boltzmann

equation is considerably higher than the associated conservation laws for the conserved variables

Q(x, t). This is further exacerbated by the complexity of the collision operator C(f, f ′), which in

its full form can require integration over spaces of even higher dimension. To ameliorate this cost,

an approximate form of the collision operator was introduced by Bhatnagar et al. [36] by modeling

the collision of particles as a multidimensional relaxation process of a gas tending towards thermo-

dynamic equilibrium. The collision operator for the BGK (Bhatnagar–Gross–Krook) model can

be given as

C(f, f ′) ≈ g(x,v, ζ, t)− f(x,v, ζ, t)

τ
, (4.3)

where g(x,v, ζ, t) is the equilibrium distribution function and τ is the collision time scale. It can

be shown that if the following compatibility condition is satisfied,

∫
Rd

∫ ∞

0

g(x,v, ζ, t) ψ(v, ζ) dζ dv =

∫
Rd

∫ ∞

0

f(x,v, ζ, t) ψ(v, ζ) dζ dv, (4.4)

the resulting system is conservative with respect to the conserved flow variables.

For the polyatomic case, the equilibrium distribution function is given as

g(x,v, ζ, t) = gv(x,v, t)× gζ(x, ζ, t), (4.5)

where gv is the equilibrium distribution function of the monatomic case and gζ(x, ζ, t) is an addi-

tional term used to augment the equilibrium distribution function to account for internal degrees

of freedom. We will assume that gζ(x, ζ, t) is properly normalized such that its inclusion does not
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affect the moments, i.e.,

∫
Rd

∫ ∞

0

g(x,v, ζ, t) ψ(v, ζ) dζ dv =

∫
Rd

gv(x,v, t) ψ(v) dv = Q(x, t). (4.6)

From the H-theorem, the monatomic equilibrium state is generally taken to be the state that mini-

mizes the entropy H(z), i.e.,

gv = arg min
z

H(z), (4.7)

where

H(z) =

∫
Rd

z log(z) dv. (4.8)

In the continuous case, the distribution function in velocity space that minimizes this entropy and

satisfies Eqs. (4.2) and (4.5) is a Maxwellian of the form

gv(x,v, t) =
ρ(x, t)

[2πθ(x, t)]d/2
exp

[
−∥v −V(x, t)∥22

2θ(x, t)

]
, (4.9)

where θ = P/ρ is a scaled temperature. We utilize the notation ∥ · ∥22 to denote the squared

norm along the spatial dimension and g(Q(x, t)) to denote the Maxwellian corresponding to the

conserved variables Q(x, t).

4.1.2 Internal Degrees of Freedom

In its standard form, the Boltzmann–BGK approach assumes a monatomic molecule in which

the only degrees of freedom are its translational components. This limits the number of degrees of

freedom, n, to the dimensionality of the velocity space (i.e., n = m), which in turn, constrains the

specific heat ratio by the relation γ = 1 + 2/n. This constraint on the degrees of freedom imposes

several difficulties for the application of the approach to practical problems. First, there is signif-

icant interest in the simulation of real gases, many of which are polyatomic in nature, for which

the standard approach cannot be used. Secondly, even for monatomic molecules, certain flow con-

ditions such as high temperatures can induce additional kinetic effects such as vibration which
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cannot be accounted for without additional degrees of freedom. Lastly, although this drawback is

less critical, the simulation of monatomic flows with spatial homogeneity (e.g., one-dimensional

flows) requires the discretization of higher-dimensional velocity spaces to recover the proper spe-

cific heat ratio, unnecessarily increasing the computational cost.

To simultaneously account for the additional degrees of freedom of polyatomic gases, ancillary

kinetic modes such as rotation and vibration, and arbitrary constitutive laws, Baranger et al. [97]

introduced a model for internal degrees of freedom for the molecule. In this approach, an additional

dimension is considered to account for the internal energy of the molecule ζ , and the equilibrium

distribution function is modified by the factor

gζ(x, ζ, t) = Λ(δ)

(
ζ

θ(x, t)

) δ
2
−1

1

θ(x, t)
exp

(
− ζ

θ(x, t)

)
, (4.10)

where δ ≥ 0 is the number of internal degrees of freedom and Λ(δ) = 1/Γ(δ/2) is a normalization

factor to ensure Eq. (4.6) is satisfied. With this model, the total degrees of freedom are then

n = m+δ, such that a specific heat ratio of γ = 1+2/(m+δ) can be recovered. For the monatomic

case, the internal degrees of freedom are simply set as δ = 0 and the ζ domain is neglected. Note

that δ does not necessarily have to be an integer nor a constant (see Baranger et al. [97], Section 3),

which allows for the implementation of arbitrary constitutive laws for multi-physics applications

(e.g., temperature-dependent internal degrees of freedom).

4.1.3 Velocity and Internal Energy Spaces

Discretizations for the velocity space generally fall into one of two approaches: nodal form or

moment form. In the former approach, the infinite velocity space is truncated onto a finite domain

and represented by a set of discrete points. The associated transport equation, Eq. (4.1), is then

solved for each one of these discrete points. In the latter approach, the distribution function and the

velocity space are represented by a set of global basis functions, and the transport equation is solved

for the entire velocity space using an appropriate treatment of the inner product in Eq. (4.1). (e.g.,

orthogonal projection). Due to their orthogonality with respect to the measure exp(−x2) on the
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real domain, Hermite polynomials are a natural choice for the basis functions, typically allowing

for a more computationally efficient representation but at the expense of robustness, particularly

for flows deviating from equilibrium [98]. However, for the internal energy domain, finding a set

of suitable global basis functions becomes less trivial.

The focus of this work is on the former approach – nodal discretizations of the velocity and in-

ternal energy spaces – as this method is the most general, encompassing arbitrary distribution func-

tions and enabling the straightforward implementation of additional physics such as the inclusion

of body forces. For this approach, the discretization for the resulting system of equations becomes

greatly simplified, reducing to a set of linear advection equations that are essentially independent

across the spatial and velocity/internal energy domains and share a dependency only through the

nonlinear source term. However, to accurately resolve the underlying physics, it must be ensured

that the resolution is fine enough and the truncated velocity domain encompasses enough of the

predominant behavior of the distribution function. Therefore, the proper discretization of the veloc-

ity/internal energy domains becomes a critical factor in the accuracy of the Boltzmann approach,

and, as will be shown in Section 4.2.4, can also affect the numerical properties of the scheme such

as conservation and well-balancing.

4.1.4 Limiting Behavior

The Boltzmann–BGK model is a significantly more general approach than the equations gov-

erning fluid flow in the continuum limit, and it can be shown to recover these hydrodynamic equa-

tions in the asymptotic limit. The primary non-dimensional quantity characterizing the Boltzmann

equation is the Knudsen number, defined as the ratio

Kn =
λ

Lref

, (4.11)

where Lref is the characteristic length scale and λ is the particle mean free path. In the limit as

Kn→ 0, the continuum approximation can be regarded as valid, whereas for higher Kn, the flow

enters the rarefied regime. The Knudsen number can be related to Mach number M and Reynolds
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number Re as

Kn =

√
γπ

2

M

Re
. (4.12)

The Knudsen number can similarly be expressed in terms of the macroscopic flow variables as

Kn =

√
γπ

2

µ

ρcsLref

. (4.13)

In the low Knudsen number limit, the BGK approximation converges to the hydrodynamic

limit governed by the Euler/Navier–Stokes equations with the dynamic viscosity given as

µ = τP, (4.14)

which defines the collision time in terms of the Knudsen number and the macroscopic flow quan-

tities as

τ = Kn

√
2

γπ

ρcsLref

P
=

√
2γ

π

KnLref

cs
. (4.15)

In the low Mach number limit, the variations in pressure become small, such that for a fixed colli-

sion time, the dynamic viscosity remains essentially constant. However, for higher Mach numbers

where the pressure, and therefore the viscosity, is expected to vary more strongly, the collision time

can be set adaptively based on the macroscopic flow state to recover a more physically consistent

viscosity coefficient that varies as a function of temperature instead of pressure [3]. This method is

briefly explored in this work. Furthermore, due to the use of a single relaxation time, momentum

relaxation and thermal relaxation are assumed to be identical, such that the model recovers a unit

Prandtl number (Pr = 1). Relatively simple modifications to the equilibrium distribution function

can be performed to recover other values for the Prandtl number [102, 103], but they are omitted

in this work.
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4.2 Methodology

A description of the proposed numerical approach for discretizing the Boltzmann–BGK equa-

tion is presented in this section, including details on the positivity-preserving high-order spatial

discretization, the discretely conservative velocity and internal energy discretizations, boundary

conditions for the system, and a guideline for the required resolution levels. A schematic of this

discretization is presented in Fig. 4.2.

Ωx

Ωx
k

Ωv

u

v

rmax

Figure 4.2: Schematic of a two-dimensional phase space discretization using an unstructured
spatial domain Ωx with P2 elements and a velocity domain Ωv with Nr = 8, Nϕ = 16 and no
internal degrees of freedom. Circles denote the spatial solution nodes (red), interface flux nodes
(blue), and velocity space nodes (orange), respectively.

4.2.1 Spatial Discretization

For a fixed location v0 in velocity space, the evolution of the particle distribution function is

equivalent to a linear advection equation with a nonlinear source term S. With a slight abuse of

notation, we let f(x, ζ, t) = f(x,v0, ζ, t) for some arbitrary v0 ∈ Ωv, which yields the transport

equation

∂tf(x, ζ, t) +∇·F(f) = S, f(f) = v0f. (4.16)
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Here, v0 represents some constant advection velocity and f(f) is the flux. Due to the linearity of

the flux, the discontinuous flux fD(x) can be simply represented as

fD(x) = v0f(x). (4.17)

Due to the point-wise equivalency of the Boltzmann equation to the linear advection equation, the

common interface flux can be computed using a simple upwinding approach as

F i =


vnf

−
i , if vn > 0

vnf
+
i , else,

(4.18)

where vn = v0 ·ni. With this discretization and an approximation of the source term S, the system

can be evolved using a suitable temporal integration approach.

4.2.2 Velocity Discretization

For the velocity discretization, the velocity space was truncated onto a finite domain Ωv ⊂ Rd

and represented nodally by Nv discrete points, shown on the right-hand side of Fig. 4.2. As the

distribution functions tend to have a radially-symmetric nature in many cases, particularly for flows

near equilibrium, it is convenient for m > 1 to represent the space in polar/spherical coordinates

as u
v

 =

r cosϕ+ U0

r sinϕ+ V0

 and


u

v

w

 =


r sinψ cosϕ+ U0

r sinψ sinϕ+ V0

r cosψ +W0

 , (4.19)

where r ∈ (0, rmax] is the radial distance for some maximum radial extent rmax, ϕ ∈ [0, 2π) is

the polar angle, ψ ∈ [0, π) is the azimuthal angle, and V0 = [U0, V0,W0] is a vector of velocity

offsets. The offsets were computed as the component-wise average of the minima and maxima of
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the initial macroscopic velocities in the domain.

V0 =
1

2

(
max
x∈Ωx

[V(x, 0)] + min
x∈Ωx

[V(x, 0)]

)
. (4.20)

The two primary parameters in the velocity space discretization are the radial extent of the

domain and the distribution of the nodes. For the former, the choice of the radial extent plays a large

role in the properties of the scheme – too small of an extent can cause inaccurate predictions of the

underlying physics due to the loss of information regardless of the resolution of the discretization,

whereas too large of an extent can degrade the efficiency of the discretization while also restricting

the maximum permissible explicit time step due to unnecessarily large particle velocities. As

described in Evans et al. [100], a standard approach is to prescribe the radial extent as some factor

of the thermal velocity (i.e., speed of sound). In this work, we take a similar approach but apply an

a priori case-dependent metric to automatically account for variation in the velocity distributions

between problems. The radial extent is computed as

rmax = kmax
x∈Ωx

[cs(x, 0)] +
1

2
∥δV∥2, (4.21)

where ∥δV∥2 is the component-wise maximum difference in the macroscopic velocities in the

domain, i.e.,

δV = max
x∈Ωx

[V(x, 0)]− min
x∈Ωx

[V(x, 0)] . (4.22)

The parameter k is chosen such that the contribution of the distribution function outside of the

domain is negligible. Therefore, k is computed such that the relative magnitude of the distribution

function outside of the velocity domain compared to the maximum is of O(ϵv), where ϵv is some

small user-defined constant to be presented in Section 4.3. If the distribution function within the

domain is assumed to be initially Maxwellian, then k can be analytically computed as

k =

√
−2

γ
log(ϵv), (4.23)
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which guarantees that the relative magnitude of the initial distribution function outside of velocity

domain is at least a factor of ϵv smaller than the maxima everywhere in the domain. Note that this

choice of domain extent does not take into account flows whose temperature/velocity are expected

to drastically differ from their initial conditions. In those scenarios, it may be necessary to verify

the sensitivity of the solution on the domain extent a posteriori.

The distribution of nodes was chosen with polar/spherical integration in mind without a priori

knowledge of the expected distribution function. Since there should be no bias for any particular

angle in the polar/azimuthal distribution, a constant spacing with equal weighting was used. For

Nϕ polar and Nψ azimuthal nodes, the nodal locations and weights were given as

ϕi = i∆ϕ ∀ i ∈ {0, ..., Nϕ − 1}, ∆ϕ =
2π

Nϕ

, wϕi = ∆ϕ, (4.24)

ψi = (i+ 1/2)∆ψ ∀ i ∈ {0, ..., Nψ − 1}, ∆ψ =
π

Nψ

, wψi = ∆ψ. (4.25)

respectively. Note that one end is open for the polar distribution and both ends are open for the

azimuthal distribution to account for periodicity in the respective components and to avoid coinci-

dent nodal points. For the radial distribution, the Gauss-Legendre nodes xg and weights wg were

chosen as they provide satisfactory integration properties, avoid the singularity at r = 0, and clus-

ter nodes at both the head and tail of the distribution. By applying a suitable normalization, the

radial nodal locations and weights can be given as

ri = rmax
xgi + 1

2
, wri =

rmax

2
wgi J(ri), (4.26)

where J(ri) is the Jacobian of the transformation from polar/spherical coordinates to Cartesian

coordinates. For a velocity domain dimension m, the Jacobian is calculated as the surface area of
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an m-ball of radius ri, e.g.,

J(ri) =


2πri, if m = 2,

4πr2i , if m = 3.

(4.27)

The dimensionality of the velocity space can then be calculated as Nv = NrNϕ for m = 2 and

Nv = NrNϕNψ for m = 3.

In the case ofm = 1, the nodal distribution can be given across [−rmax, rmax]. To maintain con-

sistency with the polar/spherical nodal distributions and to retain the clustering of the nodes around

the head and tail, the nodal distribution was computed as the concatenation of two Gauss-Legendre

nodal distributions of size Nv/2 on [−rmax, 0] and [0, rmax], respectively, which is identical to the

two-dimensional case with Nϕ = 2. As such, for the one-dimensional cases in this work, Nv is set

to an even integer.

4.2.3 Internal Energy Discretization

For the internal energy discretization with δ > 0, a similar methodology as with the radial

velocity discretization was applied. The internal energy nodal locations and weights are given in

terms of the normalized Gauss-Legendre quadrature as

ζi = ζmax
xgi + 1

2
∀ i ∈ {1, ..., Nζ}, wri =

ζmax

2
wgi . (4.28)

For the choice of ζmax, similar arguments as with rmax can be made, but in this case, the upper

bound does not have an impact on the maximum permissible explicit time step. To calculate ζmax,

a similar approach was taken as with rmax by solving for a value such that the relative contribution

of the internal energy distribution outside of the domain is of O(ϵζ), where ϵζ is again some small

user-defined constant to be presented in Section 4.3. However, unlike for the velocity domain,

there does not exist a closed-form solution to this problem for general values of δ, and therefore it

must be computed numerically. For several values of δ and ϵζ , the ratio ζmax/θmax was computed
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and presented in Table 4.1.

δ ϵζ = 10−2 ϵζ = 10−4 ϵζ = 10−6 ϵζ = 10−8 ϵζ = 10−10 ϵζ = 10−12 ϵζ = 10−14

2 4.605 9.210 13.816 18.421 23.026 27.631 32.236
3 5.453 10.380 15.175 19.916 24.628 29.320 33.999
4 6.471 11.667 16.627 21.488 26.295 31.067 35.815
5 7.656 13.065 18.165 23.133 28.026 32.870 37.680

Table 4.1: Numerically computed values of the relative domain extent ζmax/θmax for varying
values of the tolerance ϵζ and internal degrees of freedom δ.

4.2.4 Discrete Velocity Model

For the Boltzmann–BGK equation, accurate integration over the velocity and internal energy

spaces is of key importance to the properties of the numerical scheme such as conservation and

well-balancing. However, issues can arise when these infinite, continuous spaces are represented

discretely. If M is a discrete nodal integration operator over Ωv × Ωζ with strictly non-negative

entries and x represents some discrete nodal values, i.e.,

M (x) ≈
∫
Rd

∫ ∞

0

x dζ dv, (4.29)

then it can be seen that in the limit of infinite resolution and infinite domain size, the discrete

integral will converge towards the continuous integral if the integration operator is consistent.

However, for finite approximations, this equality does not hold in general, and therefore for some

discrete equilibrium distribution function g,

M (ψ ⊗ g(Q)) ̸= Q. (4.30)

Without this equality, the moments of the equilibrium distribution function do not yield the same

conserved variables used to create the equilibrium distribution function, which results in a scheme
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that is not conservative and is not well-balanced (i.e., a constant solution in thermodynamic equi-

librium does not remain constant nor in thermodynamic equilibrium).

For nodal discretizations of the velocity and internal energy spaces, a standard approach is

to discretize these spaces with enough resolution such that the integration errors are negligible

[]. However, due to the high-dimensional nature of the governing equations, this combinatorial

explosion results in computational costs that severely limit the applicability of these methods.

As an alternative approach, Mieussens [3] introduced a discrete velocity model (DVM) for the

Boltzmann–BGK equation to address these issues. In the DVM approach, a discrete equilibrium

distribution function g is sought that satisfies the discrete compatibility condition,

M (ψ ⊗ g) = M (ψ ⊗ f) = Q, (4.31)

and minimizes the discrete entropy H ′,

g = arg min
z

H ′(z), H ′(z) = M (z log z) . (4.32)

It was shown in Mieussens [3] that there exists a unique solution g′ to this problem, given by a

modified Maxwellian of the form

g′ = g(Q′), (4.33)

where g(Q′) is a discrete Maxwellian corresponding to a modified set of conserved variables Q′ ̸=

Q that converge to Q in the limit of infinite resolution. However, in general, the values of Q′ that

satisfy the discrete compatibility condition do not have a closed form solution, and therefore they

must be found iteratively. This can be cast as a root-finding problem, where Q′ is the root of

M (ψ ⊗ g(Q′))−Q = 0. (4.34)

Note that due to the dimensional reduction caused by the discrete integration operator, this non-

linear optimization problem is only of the same dimension as Q (i.e., d + 2), irrespective of the
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dimensionality of g. Furthermore, the Jacobian J of the root-finding problem can be analytically

calculated, allowing for the use of efficient root-finding algorithms such as Newton’s method with

minimal overhead.

To simplify the presentation, we will use the same notation as Mieussens [3], where the equili-

birum distribution function is given with respect to a vector α(Q) = [α1, α2, ..., αd+2]
T instead of

Q as

g(α) = α1 exp

[
−α2

(
d∑
i=1

(vi − αi+2)
2

)]
, (4.35)

where for d = 3,

α1 =
ρ

(2πθ)d/2
, α2 =

1

2θ
, α3 = U, α4 = V, α5 = W. (4.36)

The Jacobian can then be given as

J(α) = M (Θ⊗ψ ⊗ g(α)) , (4.37)

where

Θ =
∂g(α)

∂α

1

g(α)
, (4.38)

such that for d = 3,

Θ1 =
1

α1

, (4.39)

Θ2 = −(u− α3)
2 − (v − α4)

2 − (w − α5)
2 +

δ − 4ζα2

2α2

, (4.40)

Θ3 = 2α2(u− α3), (4.41)

Θ4 = 2α2(v − α4), (4.42)

Θ5 = 2α2(w − α5). (4.43)

Note that due to the inclusion of the internal energy components, Θ differs from the expression in
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Mieussens [3] by the quantity
δ − 4ζα2

2α2

=
∂gζ(α)

∂α

1

gζ(α)
. (4.44)

For the case of δ = 0, this term is simply neglected as gζ = 1. The root can then be found using

Newton’s method through the relation

αn+1 = αn − J(αn)
−1 [M (ψ ⊗ g(αn))−Q] , (4.45)

with the initial guess α0 taken as

α0 = α(Q). (4.46)

In practice, since α0 is generally a good guess for even moderately resolved velocity and internal

energy spaces, very few iterations are required to bring the residual down to machine precision

levels, with 1-2 iterations generally being sufficient.

4.2.5 Positivity-Preserving Limiter

As the distribution function f represents the number density of particles, it is inherently a

non-negative quantity. However, as the high-order spatial scheme does not preserve a maximum

principle on its own, a distribution function that is non-negative at t = 0 may not remain non-

negative for t > 0. In addition to the fact that negative values of f are non-physical, this effect

can result in stability problems. It is trivial to show that if f is strictly non-negative, the resulting

density and specific internal energy are guaranteed to be non-negative given a discrete integration

operator M with all positive values. The issue arises when f is no longer non-negative – then

the density or specific internal energy values may become negative for which the equilibrium

Maxwellian distribution is severely ill-behaved, causing the scheme to diverge. Therefore, for

the purpose of robustness, it is necessary to modify the spatial scheme to ensure that f remains

non-negative.

In this work, this property is enforced similarly to the work of Jaiswal [34] by using the

"squeeze" limiter of Zhang and Shu [75]. Within each element Ωk, the spatial average of the
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distribution function for each velocity and internal energy node vq and ζr is computed as

f̄q,r =
Ns∑
i=1

mifq,r(xi), (4.47)

where the subscripts q, r denote the q-th velocity node and r-th internal energy node, respectively,

and mi are a set of quadrature weights such that

Ns∑
i=1

miz(xi) =

∫
Ωk
z(x) dx∫
Ωk

dx
, (4.48)

for any polynomial z(x) of degree ≤ p. In Zhang and Shu [75] and Zhang and Shu [76], it was

shown that the maximum principle is preserved for f̄ under a standard CFL condition with strong-

stability preserving temporal integration and an upwind interface flux. Due to the positivity of the

equilibrium distribution function g in the source term of the Boltzmann–BGK equation, this prop-

erty can be extended to the element-wise mean of high-order flux reconstruction approximations

of the Boltzmann–BGK equation under the condition ∆t ≤ τ as this results in a convex combi-

nation of two positive states g and f . With the maximum principle property on f̄ , a conservative,

positivity-preserving, and formally high-order reconstruction of f can be given as

f̂q,r(xi) = f̄q,r(xi) + βq,r
[
fq,r(xi)− f̄q,r

]
, (4.49)

where

βq,r = min

[∣∣∣∣∣ f̄q,r
f̄q,r − fmin

q,r

∣∣∣∣∣ , 1
]

and fmin
q,r = min fq,r(xi) ∀ i ∈ {1, ..., Ns}. (4.50)

This limiting is performed on a per-node basis in the velocity and internal energy spaces prior to

each evaluation of the time derivative of the distribution function. Note that unlike some systems

where an arbitrarily small positive constant must be given as a minimum to prevent numerical

complications (e.g., Euler equations), f is allowed to attain a zero value, such that there is no need
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to prescribe an arbitrary minimum.

4.2.6 Discontinuity Capturing

Although the limiting approach in Section 4.2.5 is guaranteed to preserve the positivity of

density and internal energy, the use of a high-order spatial discretization may still result in the

introduction of spurious oscillations in the vicinity of discontinuities without proper treatment.

For the Boltzmann equation, this is generally less of a problem as the discontinuous structures can

in fact be resolved with some finite thickness at the particle mean free path level [33]. However, if

the numerical resolution is not fine enough such that these structures are resolved, they can behave

as discontinuities which can lead to numerical instabilities in the solution. For many high-order

numerical schemes for both continuum gas dynamics and kinetics, it is commonplace to modify

the parameters of the system in the vicinity of discontinuities such that they can be resolved on the

order of the mesh scale (e.g., artificial viscosity [33]). However, as the focus of this work is on

directly resolving flow physics, we instead pose some resolution requirements of the scheme such

that the structures can be resolved without any additional treatment.

For a given numerical resolution, there exists some maximal mesh scale hmax such that features

of a smaller scale cannot be resolved. For a high-order discontinuous spectral element method,

computing this scale is more ambiguous due to the presence of multiple solution points within

an element and inhomogeneity in the distribution of solution points. In this work, we compute

this scale as the maximal distance between any solution point and its Voronoi neighbors within

the element (see Section 2.4 of Guermond et al. [10]). To resolve "discontinuous" structures, it is

necessary for their thickness ∆ to be greater than this maximal mesh scale, i.e.,

∆ ≥ hmax. (4.51)

To form an a priori estimate of this thickness, we follow the methodology of Xiao [33], where the
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thickness is calculated in terms of the molecular mean free path λ as

∆ ∼ 10λ, (4.52)

using the relation that the thickness of a weak shock wave is on the order of 10 mean free paths.

Note that for strong shocks or other discontinuities, this relation may vary but it is generally of the

same order of magnitude [4]. A mesh Knudsen number may then be calculated as

Knh =
λ

hmax

=
KnL0

hmax

. (4.53)

From Eq. (4.51) and Eq. (4.52), an approximate resolution requirement can be posed in terms of

this mesh Knudsen number as

Knh ≥ 1/10. (4.54)

In practice, this requirement is checked a priori based on the initial Knudsen number but may also

be observed over the course of the simulation based on the local mesh scale and local Knudsen

number. Note that this requirement does not guarantee that the resulting scheme will be monotone

in the vicinity of discontinuities, particularly due to the ambiguity in calculating hmax and the

shock thickness, but it does form a suitable estimate such that the predicted results are generally

well-behaved.

4.2.7 Boundary Conditions

The enforcement of boundary conditions in the solution of the Boltzmann equation is nontriv-

ial, and there exist a variety of approaches for dealing with this problem. In this work, the boundary

conditions are weakly enforced via the standard FR approach of forming a boundary state f+(v)

that is used in conjunction with the interior solution values f−(v) to calculate the interface flux at

the boundary. As the interface flux is computed using an upwinding approach, the boundary state

can only affect the incoming particles at the boundary while the outgoing particles are essentially

left unmodified.
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The presentation of these boundary conditions will generally follow the work of Evans et al.

[100]. The most straightforward boundary condition to enforce is a Neumann-type boundary con-

dition, which can be implemented by simply setting the boundary state as

f+(v) = f−(v). (4.55)

This boundary condition essentially assumes that the boundary has no effect on the solution, such

that the correction terms associated with the interface flux are zero. For Dirichlet-type boundary

conditions, the implementation becomes slightly more involved. It can be assumed in most sce-

narios that the boundary state can be represented in terms of the macroscopic variables Q. The

simplest case for this boundary condition is to assume that the boundary state is in thermodynamic

equilibrium, such that the distribution function can be represented as a Maxwellian. Therefore, the

boundary state can be set as

f+(v) = g(Q′), (4.56)

where Q′ is the modified Maxwellian used to ensure a conservative scheme. Since the boundary

state is typically fixed, this modified Maxwellian can be pre-computed.

Wall boundary conditions for the Boltzmann equation are significantly more complex, and in

most cases, it is still an open problem as to what the proper approach is for representing interactions

of the particles with the wall. Some theoretical development on wall boundary conditions for

the Boltzmann equation is presented in Williams [104], and numerical applications of various

approaches for wall boundary conditions are shown in Evans et al. [100]. The focus of this work is

strictly on specular wall boundary conditions for convex surfaces which model the wall interaction

as a reflection of the incoming particles, mimicking an effect that is somewhat similar to a slip-

wall boundary condition for continuum approximations. For this boundary condition, the boundary

state is set as

f+(v) = f−(v − 2(v · n)n), (4.57)

where n is the outward-facing normal direction of the wall. In general, the implementation of
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this boundary condition requires interpolation in velocity space, but for simple geometries, the

implementation can be vastly simplified by use of a velocity space that is symmetric with respect

to the wall-tangent directions.

4.3 Implementation

For the spatial discretization, the solution nodes were placed on the Gauss–Lobatto quadra-

ture nodes for tensor-product elements and α-optimized points [13] for simplex elements, but any

closed nodal set would essentially be identical due to the linearity of the flux. Temporal integration

was performed via an explicit, fourth-order, four-stage Runge–Kutta scheme. Although the posi-

tivity property of the element-wise mean required by the positivity-preserving limiter theoretically

requires strong stability preserving temporal integration, this is almost never an issue in practice,

and it is therefore advantageous to utilize more efficient temporal schemes. The time step was

chosen as the minima of the collision time scale τ and the maximum allowable time step by the

Courant—Friedrichs—Lewy (CFL) condition ∆tCFL, i.e.,

∆t = min (τ,∆tCFL) , (4.58)

where ∆tCFL was computed using the estimate of Cockburn and Shu [105] as

∆tCFL =
CFL

2p+ 1

hmin

cmax

. (4.59)

Here, CFL = 0.5 is the chosen CFL number, p is the order of the scheme, hmin is the minimum el-

ement edge length in the domain, and cmax = rmax is the maximum particle velocity in the domain.

For certain problems, such as ones in the zero Mach number limit or ones that converge to a steady

state, it may be advantageous to utilize implicit time stepping due to the stiffness of the source

term. However, as this work is primarily focused on problems tending towards direct numerical

simulation, where the time step limit imposed by the source term usually does not drastically differ

from the CFL-based time step, explicit time stepping was deemed preferable due to its significant
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benefits in terms of computational efficiency on massively-parallel GPU computing architectures.

To simplify the presentation, the initial conditions are given in terms of the primitive variables

q = [ρ,V, P ]T . The initial distribution function was set as the modified Maxwellian corresponding

to the initial macroscopic variables through 5 iterations of the DVM, after which the DVM residual

was generally on the order of machine precision. Throughout the simulations, a fixed number of

iterations (2) was used for the DVM, which will be later shown to be sufficient to ensure con-

servation of the macroscopic flow variables. The extent of the velocity domain was computed as

presented in Section 4.2.2 and the velocity tolerance was set as ϵv = 10−15 as the estimated extent

did not vary strongly with the tolerance (e.g., a velocity tolerance of ϵv = 10−6 would only de-

crease the extent by 37%). However, for cases with internal degrees of freedom, since the extent

of the internal energy domain varied more strongly with the internal energy tolerance (as shown in

Table 4.1), the internal energy tolerance was instead set as ϵζ = 10−6. The effects of this truncation

will be explored in Section 4.4. The velocity discretization was generally chosen with the goal of

minimizing the necessary resolution, particularly for larger-scale problems, usually through qual-

itative convergence studies performed by incrementally increasing the resolution and comparing

with established results.

Unless otherwise stated, the Knudsen number was computed with respect to a unit reference

length and the discrete maximum of the initial wavespeed in the domain, and the velocity dimen-

sion m was set equal to the spatial dimension d. Furthermore, the collision time τ was set as con-

stant based on the Knudsen number in almost all scenarios, except for problems where a variable

collision time model is explicitly defined. For some problems, comparisons were made between the

Boltzmann–BGK approach and a standard Navier–Stokes approach implemented within an identi-

cal codebase. The Navier–Stokes results were computed using the HLLC [81] Riemann solver for

the inviscid fluxes and the BR2 approach of Bassi and Rebay [43] for the viscous fluxes, and a unit

Prandtl number and identical specific heat ratio was used for consistency with the Boltzmann–BGK

approach.
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4.4 Results

4.4.1 Smooth Pulse Propagation

As an initial evaluation of the accuracy of the proposed scheme, the propagation of a smooth

density pulse is considered. The problem is defined on a one-dimensional periodic domain Ωx =

[0, 1] and the initial conditions are given as

q(x, 0) =


ρ

U

P

 =


1 + exp

(
−β (x− 0.5)2

)
1

1

 , (4.60)

where β = 100 is a parameter controlling the pulse width. The problem was investigated with

Kn = 10−1, 10−2, and 10−3 based on a unit characteristic length and the maximum wavespeed in

the domain, with an example of the resulting density profiles shown in Fig. 4.3. Additionally, the

effects of including internal degrees of freedom were explored. Given a single velocity dimension

(m = 1), a comparison was made between the monatomic case (δ = 0, γ = 3) and the polyatomic

case mimicking a diatomic molecule in three dimensions (δ = 4, γ = 1.4).

4.4.1.1 Spatial Convergence

To verify the high-order spatial accuracy of the flux reconstruction approach, the convergence

of the density error was evaluated. After one flow-through of the domain (t = 1), the L∞ norm of

the density error was calculated as

ϵρ,∞ = ∥ρ(x, t)− ρref(x, t)∥∞,Ωx , (4.61)

where the extremum was computed on the discrete solution nodes and ρref is the reference density

computed with a highly-resolved numerical scheme. For this case, the reference simulation was

performed using a P5 scheme with 100 elements. To isolate the effects of the spatial discretization

error from the velocity discretization error, a very high resolution, Nv = 128, was used for the
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Figure 4.3: Density profile of the smooth pulse propagation problem at t = 1 with varying Knud-
sen numbers computed using a P5 scheme with 20 elements, the discrete velocity model (DVM)
with Nv = 32, and δ = 0 (γ = 3).

velocity space for all tests with Nζ = Nv for the polyatomic case. The convergence of the density

error for Kn = 10−1, 10−2, and 10−3 is shown in Table 4.2, Table 4.3, and Table 4.4 for the

monatomic case and Table 4.5, Table 4.6, and Table 4.7 for the polyatomic case, respectively.

For almost all cases, the expected theoretical p + 1 convergence rate was recovered or exceeded,

although some variation is expected due to the lack of an analytic solution. These results confirm

the high-order spatial accuracy afforded by the flux reconstruction scheme.

4.4.1.2 Velocity Convergence

To evaluate the effects of the velocity/internal energy discretization as well as the discrete

velocity model on the solution, the density error was similarly analyzed while varying the veloc-

ity/internal energy resolution. To isolate the effects of the velocity/internal energy discretization

error from the spatial discretization error, a highly-resolved P5 scheme with 20 elements was used

for all tests. The L∞ norm of the density error with respect to the resolution Nv, Nζ after one

flow-through of the domain is shown in Fig. 4.4 for Kn = 10−1, 10−2, and 10−3 with and with-
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∆x P2 P3 P4 P5

1/4 3.37× 10−2 1.97× 10−3 1.20× 10−4 6.61× 10−5

1/8 7.03× 10−4 5.42× 10−5 2.61× 10−6 7.24× 10−8

1/12 4.52× 10−5 1.49× 10−6 5.51× 10−8 1.69× 10−9

1/16 1.84× 10−5 4.75× 10−7 1.10× 10−8 2.81× 10−10

1/20 9.04× 10−6 1.91× 10−7 3.61× 10−9 7.27× 10−11

RoC 5.26 5.98 6.71 8.63

Table 4.2: Convergence of the L∞ norm of the density error with respect to mesh resolution ∆x
and varying approximations orders for the smooth pulse propagation problem with Kn = 10−1

and δ = 0 (γ = 3). Rate of convergence shown on bottom.

∆x P2 P3 P4 P5

1/4 1.43× 10−1 1.63× 10−2 3.33× 10−3 1.20× 10−3

1/8 1.59× 10−2 9.56× 10−4 1.30× 10−4 1.15× 10−5

1/12 2.85× 10−3 1.82× 10−4 1.54× 10−5 1.34× 10−6

1/16 9.67× 10−4 5.76× 10−5 3.90× 10−6 2.88× 10−7

1/20 4.55× 10−4 2.36× 10−5 1.21× 10−6 8.12× 10−8

RoC 3.63 4.06 4.93 5.92

Table 4.3: Convergence of the L∞ norm of the density error with respect to mesh resolution ∆x
and varying approximations orders for the smooth pulse propagation problem with Kn = 10−2

and δ = 0 (γ = 3). Rate of convergence shown on bottom.

∆x P2 P3 P4 P5

1/4 3.54× 10−1 1.32× 10−1 4.69× 10−2 1.57× 10−2

1/8 1.03× 10−1 1.24× 10−2 2.16× 10−3 2.59× 10−4

1/12 3.25× 10−2 1.98× 10−3 2.25× 10−4 1.83× 10−5

1/16 1.08× 10−2 6.20× 10−4 4.76× 10−5 4.53× 10−6

1/20 4.37× 10−3 2.32× 10−4 1.76× 10−5 1.39× 10−6

RoC 2.71 3.96 4.98 5.85

Table 4.4: Convergence of the L∞ norm of the density error with respect to mesh resolution ∆x
and varying approximations orders for the smooth pulse propagation problem with Kn = 10−3

and δ = 0 (γ = 3). Rate of convergence shown on bottom.
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∆x P2 P3 P4 P5

1/4 3.76× 10−3 4.91× 10−4 1.98× 10−4 2.96× 10−5

1/8 7.46× 10−4 5.55× 10−5 2.80× 10−6 1.59× 10−7

1/12 2.22× 10−4 1.19× 10−5 4.67× 10−7 1.88× 10−8

1/16 9.68× 10−5 3.91× 10−6 1.05× 10−7 3.61× 10−9

1/20 5.00× 10−5 1.63× 10−6 3.64× 10−8 9.58× 10−10

RoC 2.70 3.55 5.31 6.35

Table 4.5: Convergence of the L∞ norm of the density error with respect to mesh resolution ∆x
and varying approximations orders for the smooth pulse propagation problem with Kn = 10−1

and δ = 4 (γ = 1.4). Rate of convergence shown on bottom.

∆x P2 P3 P4 P5

1/4 3.06× 10−2 5.36× 10−3 5.93× 10−3 5.28× 10−4

1/8 5.92× 10−3 4.87× 10−4 5.59× 10−5 4.10× 10−6

1/12 1.88× 10−3 9.30× 10−5 6.53× 10−6 4.08× 10−7

1/16 8.19× 10−4 2.94× 10−5 1.68× 10−6 9.55× 10−8

1/20 4.33× 10−4 1.19× 10−5 5.80× 10−7 2.93× 10−8

RoC 2.65 3.81 5.72 6.07

Table 4.6: Convergence of the L∞ norm of the density error with respect to mesh resolution ∆x
and varying approximations orders for the smooth pulse propagation problem with Kn = 10−2

and δ = 4 (γ = 1.4). Rate of convergence shown on bottom.

∆x P2 P3 P4 P5

1/4 5.07× 10−2 9.73× 10−3 5.09× 10−3 1.52× 10−3

1/8 6.34× 10−3 3.75× 10−4 2.97× 10−5 6.76× 10−6

1/12 2.10× 10−3 7.56× 10−5 4.11× 10−6 6.39× 10−7

1/16 9.09× 10−4 1.95× 10−5 1.16× 10−6 2.68× 10−7

1/20 4.62× 10−4 8.86× 10−6 5.24× 10−7 1.24× 10−7

RoC 2.90 4.37 5.71 5.89

Table 4.7: Convergence of the L∞ norm of the density error with respect to mesh resolution ∆x
and varying approximations orders for the smooth pulse propagation problem with Kn = 10−3

and δ = 4 (γ = 1.4). Rate of convergence shown on bottom.
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out the DVM and internal degrees of freedom, respectively. For Kn = 10−1, the results of the

DVM and the standard approach were essentially identical over the resolution range. However, for

smaller Kn, the difference between the standard approach and the DVM became more evident.

ForKn = 10−2 andKn = 10−3, the use of the DVM resulted in 1-3 orders of magnitude lower er-

ror than the standard approach over a large range of resolution, with this disparity becoming more

evident with lower Kn. Furthermore, the use of the DVM sometimes resulted in a lower minimal

stable resolution requirement for the velocity/internal energy spaces, with an example being the

case of Kn = 10−3 where the DVM was stable even with lowest resolution (Nv, Nζ = 12) while

the standard approach diverged for Nv, Nζ < 20.
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Figure 4.4: Convergence of the L∞ norm of the density error with respect to velocity space
resolution Nv computed using a P5 scheme with 20 elements and Kn = 10−1 (left), Kn = 10−2

(middle), and Kn = 10−3 (right) with and without the discrete velocity model (DVM). Results for
δ = 0 (γ = 3) and δ = 4 (γ = 1.4) shown in black and red, respectively. Diverged solutions not
plotted.

To verify the conservation properties of the DVM in comparison to the standard approach, the

mass conservation error, defined as

ϵm =

∣∣∣∣∫
Ωx

ρ(x, t) dx−
∫
Ωx

ρ(x, 0) dx

∣∣∣∣ , (4.62)

was similarly analyzed after one flow-through of the domain. The convergence of this mass con-
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servation error with respect to the velocity/internal energy resolution is shown in Fig. 4.5 for

Kn = 10−1, 10−2, and 10−3. In all cases, with just two iterations of the DVM, the mass con-

servation error was essentially negligible regardless of the resolution, varying from 10−13 to 10−10

across the various problem setups. However, without the DVM, the conservation error was sig-

nificant, particularly at lower resolutions where errors of O(10−2) and larger were observed. For

the monatomic case, where the domain bounds were chosen such that the values of the distribu-

tion function outside of the domain were essentially negligible (ϵv), the conservation error without

the DVM did eventually converge to the DVM results with increasing resolution, but the reso-

lution required to match the DVM results was significantly larger, such that the velocity/internal

energy discretization required a factor of 3−4 times as many nodes per dimension. In contrast,

for the polyatomic case, the bounds of the internal energy domain were chosen such that value of

the distribution function outside of it was small but non-negligible (ϵζ) to decrease the resolution

requirements. In this case, the mass conservation error with the DVM was still negligible, but

without the DVM, the error was significant and did not converge with increasing resolution. This

effect in the standard approach can be attributed to the error introduced by truncating the infinite

domain. As a result, the DVM offers even more advantages in the overall computational cost as

it allows for the use of smaller domain sizes which can be better resolved for the same number of

discrete nodes.

4.4.2 Double Expansion Wave

A double expansion wave was subsequently considered as a verification of the entropy-satisfying

and positivity-preserving properties of the scheme. This problem, known as the 123 problem (or

Test 2) in Toro [26], is solved on the domain Ωx = [0, 1] with the initial conditions

q(x, 0) =


qL, ifx ≤ 0.5,

qR, else,

where qL =


1

−2

0.4

 , qR =


1

2

0.4

 . (4.63)
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Figure 4.5: Convergence of the mass conservation error with respect to velocity space resolution
Nv computed using a P5 scheme with 20 elements and Kn = 10−1 (left), Kn = 10−2 (middle),
and Kn = 10−3 (right) with and without the discrete velocity model (DVM). Results for δ = 0
(γ = 3) and δ = 4 (γ = 1.4) shown in black and red, respectively. Diverged solutions not plotted.

The initial discontinuous state develops into two outrunning expansion waves with a low densi-

ty/pressure region in the center. The resulting symmetric wave structure is difficult to resolve,

particularly in the center region, with even robust first-order numerical schemes for gas dynamics

frequently failing [26].

The problem was simulated using a P3 scheme with Ne = 100 elements and Nv = Nζ = 32

with Dirichlet boundary conditions. For consistency with the original problem setup, the poly-

atomic case was chosen, with δ = 4 such that γ = 1.4. The predicted density and specific internal

energy e = θ/(γ−1) at t = 0.15 is shown in Fig. 4.6 and Fig. 4.7 forKn = 10−2 andKn = 10−3,

respectively, based on the initial macroscopic state. For both Knudsen numbers, the density profile

was well-resolved even in the low-density center region, with convergence to the exact Euler re-

sults qualitatively observed with decreasing Kn and near identical behavior with and without the

DVM. For the specific internal energy profile, which is generally much more difficult to accurately

resolve in this region as errors are amplified by the low density and pressure, the predicted results

showed good agreement in the decreasing Kn limit on the exterior of the expansion waves. How-

ever, the center region shows a spike in the internal energy profile, indicative of spurious physical

entropy generation in the center. This effect is quite common for gas dynamics solvers, with al-
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most all schemes producing this energy spike (see Toro [26], Section 6.4). Interestingly enough,

we also observe this effect when solving the Boltzmann equation, which should, in theory, be

entropy-satisfying.
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Figure 4.6: Density (left) and specific internal energy (right) profile for the double expansion
wave problem at t = 0.15 with Kn = 10−2 computed using a P3 scheme with 100 elements,
Nv = Nζ = 32, and δ = 4 (γ = 1.4). Results shown in comparison to the exact Euler profiles.

To discern the cause of this spurious entropy generation, we explore several possibilities. One

may attribute this problem to the effects of a non-zero Knudsen number, but Fig. 4.6 and Fig. 4.7

show that although the profiles in the expansion region tend toward the Euler results with decreas-

ing Kn, the magnitude of the spike actually increases with decreasing Kn. Another explanation

may be that this is an artifact of the mesh resolution, which is generally the case for gas dy-

namics solvers but would certainly raise questions about the entropy-satisfying properties of the

proposed scheme. To explore this possibility, the problem was solved on a progression of meshes

with increasing resolution, both with a fixed Kn = 10−3 and with a proportionally decreasing

Kn = h/10, where h = 1/Ne is the mesh size. The predicted specific internal energy profiles for

these cases is shown in Fig. 4.8. It can be seen that for the decreasing Kn case (i.e., constant mesh
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Figure 4.7: Density (left) and specific internal energy (right) profile for the double expansion
wave problem at t = 0.15 with Kn = 10−3 computed using a P3 scheme with 100 elements,
Nv = Nζ = 32, and δ = 4 (γ = 1.4). Results shown in comparison to the exact Euler profiles.

Knudsen number), the profiles converge to the Euler results, but the spike does not proportionally

decrease. In contrast, the fixed Kn case (e.g., decreasing mesh Knudsen number) shows a signif-

icant decrease in the energy spike with increasing resolution, indicating that the problem is more

associated with the mesh Knudsen number than the resolution itself.

We posit that this effect is related to a violation of the resolution requirements proposed in

Section 4.2.6. Although it may seem that for the given parameters, the resolution condition in

Eq. (4.54) is easily satisfied, the assumptions posed in Section 4.2.6 are not valid for the initial

conditions — regardless of the Knudsen number of the problem, the initial discontinuity thickness

given by Eq. (4.63) is exactly zero. Therefore, the actual mesh Knudsen number for the initial state

is zero, such that the scales are not properly resolved and Eq. (4.54) is not actually satisfied. This

issue is exacerbated by the stationary nature of the center region in symmetric Riemann problems,

which does not benefit from “correcting” effects such as compression in shocks or numerical dis-

sipation in traveling contact discontinuities. To verify this claim, the previous mesh convergence

study was run again utilizing the case of a decreasing Knudsen (Kn = h/10), but the discontinuous

original initial condition was modified to a continuous initial condition with a finite discontinuity
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Figure 4.8: Convergence of the specific internal energy profile with respect to mesh resolution Ne

for the double expansion wave problem at t = 0.15 computed using a P3 scheme, Nv = Nζ = 32
with the discrete velocity model, and δ = 4 (γ = 1.4). Left: Discontinuous initial conditions
(∆ = 0). Right: Continuous initial conditions (∆ ∼ h). Results shown in comparison to the exact
Euler profiles.

thickness ∆. The modified initial velocity profile was chosen as

U(x, 0) =
UR − UL

2
tanh

[
1

h
(x− 0.5)

]
+
UR + UL

2
= 2 tanh

[
1

h
(x− 0.5)

]
, (4.64)

such that the discontinuity thickness ∆ is of O(h) which satisfies the resolution requirements at

t = 0 and recovers the Euler equations in theKn→ 0, h→ 0 limit. A comparison of the predicted

specific internal energy profile for the discontinuous and continuous initial conditions is shown in

Fig. 4.9. As it can clearly be seen, modifying the initial conditions to be consistent with the system

in question completely removes the spurious spike in specific internal energy (and consequently,

physical entropy) while converging towards the Euler results in the Kn → 0, h → 0 limit. Note

that the modification was only necessary due to a pathological test case known to be sensitive to

this issue — for practical purposes (and for the remaining numerical experiments in this work),

the modification to the initial conditions was neglected as its effect was generally negligible in

comparison to numerical approximation errors.
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Figure 4.9: Convergence of the specific internal energy profile with respect to mesh resolution Ne

and Kn = h/10 for the double expansion wave problem at t = 0.15 computed using a P3 scheme,
Nv = Nζ = 32 with the discrete velocity model, and δ = 4 (γ = 1.4). Left: Discontinuous initial
conditions (∆ = 0). Right: Continuous initial conditions (∆ ∼ h). Results shown in comparison
to the exact Euler profiles.

4.4.3 Normal Shock Structure

As a verification of the proposed method for more complex flow regimes and a comparison of

the Boltzmann-BGK method to continuum approaches, the structure of a normal shock in argon

was computed over a range of Mach numbers. For this problem, the domain is set as Ωx =

[−25, 25] and the initial conditions are given as

q(x, 0) =


qL, ifx ≤ 0,

qR, else,

where qL =


1

M
√
γ

1

 . (4.65)
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The left-hand state qL is given in terms of the incoming (upstream) Mach number M , and the

right-hand state qR can be computed through the Rankine–Hugoniot conditions as

ρR
ρL

=
(γ + 1)M2

(γ − 1)M2 + 2
,

UR
UL

=
(γ − 1)M2 + 2

(γ + 1)M2
, and

PR
PL

=
2γM2 − (γ − 1)

γ + 1
.

(4.66)

For comparison with experimental data and other numerical approaches, the specific heat ratio γ

was set as 5/3 (i.e., δ = 2) to mimic a monatomic molecule (argon) in three dimensions. The

quantity of interest for this problem is the inverse ratio of the shock thickness ∆, defined as

∆ =
ρR − ρL

max [∂xρ(x)]
, (4.67)

relative to the upstream mean free path λL.

Since the shock structure is highly sensitive to the transport coefficients, the use of a constant

collision time τ , for which the viscosity would depend on pressure, can result in inaccurate pre-

dictions. One can instead adapt the collision time based on the solution to recover more physically

consistent transport coefficients similarly to the approach of Mieussens [3] as

τ(Q) = τref
ρrefθ

1−ω
ref

ρθ1−ω
. (4.68)

Here, ω refers to the viscosity law exponent of the gas, taken as ω = 0.81 for argon, and the

reference quantities are taken from the incoming macroscopic state QL. The reference collision

time τref was computed by setting the Knudsen number as Kn = 1 based on a unit reference

length and the incoming macroscopic state QL, such that λL = Kn.

The shock structure was computed using a P3 scheme with 100 elements with Nv = Nζ = 32

which allows for the structure to be fully resolved based on the Knudsen number and the spatial

resolution. The boundary conditions were set to Dirichlet on both ends. To compute the shock

thickness, the corrected gradients were used, with the common interface solution taken as the mean

of the interior and exterior values similarly to the BR1 approach of Bassi and Rebay [106]. The
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solution was advanced to a final time of t = 100, after which the L∞ norm of the temporal residual

was generally converged to values less than 10−5. The computed inverse thickness ratio λL/∆

is shown in Fig. 4.10 over a range of Mach numbers in comparison to the Navier–Stokes results

of Mieussens [3] and experimental results of Alsmeyer [4], Linzer and Hornig [5], and Camac

[6]. The predictions of the present Boltzmann–BGK approach were in much better agreement

with the experimental data than the Navier–Stokes results, properly predicting both the critical

Mach number where this inverse thickness ratio is at its maxima and the decay of the ratio with

increasing Mach number. The predicted inverse thickness ratio was generally on the higher end of

the experimental data but still within the range of uncertainty between the various experiments.
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Figure 4.10: Inverse thickness ratio with respect to inflow Mach number for a stationary normal
shock in argon (δ = 2, γ = 5/3) computed using a P3 scheme with 100 elements and Nv = Nζ =
32. Navier–Stokes results of Mieussens [3] and experimental results of Alsmeyer [4] (squares),
Linzer and Hornig [5] (triangles), and Camac [6] (diamonds) shown for reference.

For a more direct comparison of the shock structures, the predicted normalized density profiles

(ρ∗) as well as normalized velocity (U∗) and pressure (P ∗) profiles at two Mach numbers, M = 3.8

110



and M = 9.0, were compared to the experimental density profiles of Alsmeyer [4] in Fig. 4.11. At

M = 3.8, the predicted density profile was generally in good agreement with the experiment with

respect to both the thickness and the structure, although some minor undershoot in the upstream

section of the shock was observed. At M = 9.0, even better agreement with the experiment

was observed, with the predicted density profiles matching up almost exactly. The benefits of the

kinetic approach to predicting shock structures are clearly evident in these results.
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Figure 4.11: Normalized density, velocity, and pressure profiles for a stationary normal shock in
argon (δ = 2, γ = 5/3) at M = 3.8 (left) and M = 9.0 (right) computed using a P3 scheme with
100 elements and Nv = Nζ = 32. Experimental density profiles of Alsmeyer [4] (square markers)
shown for reference.

To observe the effects of the various flow conditions on the distribution function, the profiles of

the distribution function at various locations in the flow were visualized forM = 3.8 andM = 9.0.

Since the velocity/internal energy domain is two-dimensional in this case, the velocity component

fv(v) was extracted by taking the discrete maxima over the internal energy domain, i.e.,

fv(v) = max
ζ

f(u, ζ). (4.69)
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The predicted distribution function profiles forM = 3.8 andM = 9.0 are shown in Fig. 4.12 at

the upstream (x = −25), shock (x = 0), and downstream (x = 25) locations. The discrete values

of the distribution function are shown as markers, but for presentation purposes, a spline interpo-

lation of these values is also shown. The profiles indicate that the a priori approach for choosing

the extent of the velocity domain is sufficient as all of the statistically significant variation in the

profiles was completely captured within the domain. For both Mach numbers, the upstream and

downstream distribution functions appeared Maxwellian, indicating the flow is in thermodynamic

equilibrium, whereas at the shock showed clear non-equilibrium behavior. The distribution func-

tions both also showed the increase of the thermal velocity across the shock. These results appear

to agree qualitatively with the results of Mieussens [3] obtained with a three-dimensional velocity

space at a slightly different Mach number.
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Figure 4.12: Velocity component of the distribution function at various spatial locations for a
stationary normal shock in argon (δ = 2, γ = 5/3) at M = 3.8 (left) and M = 9.0 (right)
computed using a P3 scheme with 100 elements and Nv = Nζ = 32. Nodal values shown as
markers, spline interpolation shown as lines.
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4.4.4 Sod Shock Tube

Extensions to unsteady gas dynamics with discontinuities was performed through the Sod

shock tube [85]. This one-dimensional test case exhibits the three main features of the Riemann

problem, namely a shock wave, a contact discontinuity, and a rarefaction wave, which makes it

a suitable test for the discontinuity-resolving properties of the proposed scheme. The problem is

computed on the domain Ωx = [0, 1] and the initial conditions are given as

q(x, 0) =


qL, ifx ≤ 0.5,

qR, else,

where qL =


1

0

1

 , qR =


0.125

0

0.1

 , (4.70)

with Dirichlet boundary conditions on both ends. The specific heat ratio γ was set to 1.4 (δ = 4)

for consistency with the original problem setup.

To evaluate the validity of the resolution requirements posed in Section 4.2.6, the parameters

of the scheme were fixed while modulating the mesh Knudsen number. A P3 scheme with 50 ele-

ments was used with Nv = Nζ = 16 and mesh Knudsen numbers of Knh = 1, 1/10, and 1/100

based on the initial macroscopic state. The predicted macroscopic solution profiles are shown in

Fig. 4.13 at t = 0.2 for these respective mesh Knudsen numbers. For Knh = 1, the solution

was excessively diffused, although the locations and magnitudes of most discontinuities were rea-

sonably predicted. With Knh = 1/10 (the proposed resolution limit), the solution was in good

agreement with the exact Euler results, with excellent resolution of the location and magnitude of

the discontinuities and minimal observable spurious oscillations. The contact discontinuity was

more diffused compared to the shock, but this behavior is expected due to the compressive na-

ture of shock waves. When the mesh Knudsen number was lowered past the proposed limit to

Knh = 1/100, spurious oscillations began to appear in the predicted profiles, severely degrading

the accuracy of the solution. However, the location and magnitude of the discontinuities were still

reasonably well predicted, indicating that the prediction of the governing physics is not severely
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degraded even with a numerically ill-behaved solution.
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Figure 4.13: Density, velocity, and pressure profiles for the Sod shock tube problem at t = 0.2
with varying mesh Knudsen number Knh computed using a P3 scheme with 50 elements, Nv =
Nζ = 16, and δ = 4 (γ = 1.4). Results shown in comparison to the exact Euler profiles.

The proposed resolution limit was further explored with a mesh convergence study. The mesh

Knudsen number was fixed at Knh = 1/10 while the mesh resolution was varied with Ne = 50,

100, and 200. The predicted solution profiles showed excellent convergence to the exact Euler

results with increasing resolution (i.e., decreasing Knudsen number). Sub-element resolution of

the shock was generally observed, whereas the contact was generally resolved over 1-2 elements.

As mentioned in Section 4.2.6, the resolution limit does not guarantee monotonicity of the solution

in the vicinity of a discontinuity. This was observed in the predicted velocity profiles with very

minor overshoots in the vicinity of the shock. However, the predicted density and pressure profiles

were (visually) monotonic in the vicinity of the discontinuities. These results indicate that the mesh

Knudsen number offers a suitable indicator metric for the resolution of discontinuous structures.

4.4.5 Mach 3 Forward Facing Step

The proposed approach was then extended to large-scale problems on two-dimensional unstruc-

tured grids with complex flow physics including strong shocks and boundary interactions through

the forward facing step problem of Woodward and Colella [86]. This problem originally consists of
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Figure 4.14: Density, velocity, and pressure profiles for the Sod shock tube problem at t = 0.2
with a fixed mesh Knudsen number Knh = 1/10 computed using a P3 scheme with varying mesh
resolution, Nv = Nζ = 16, and δ = 4 (γ = 1.4). Results shown in comparison to the exact Euler
profiles.

an inviscid Mach 3 flow in a wind tunnel with a step perturbation that forms strong shocks, rarefac-

tion fans, and contact discontinuities. The domain is set as Ωx = [0, 3]×[0, 1]\[0.6, 3]×[0, 0.2] with

the initial conditions set as q(x, 0) = [1, 1, 0, 1/(γM2)]T for a specific heat ratio γ = 1.4 (δ = 3)

and Mach number M = 3. Dirichlet boundary conditions were applied on the inlet (x = 0) and

Neumann boundary conditions were applied on the outlet (x = 3). The remaining boundaries were

set to specular wall boundary conditions. To vastly simplify the implementation of the specular

wall boundary conditions, the velocity offsets were set as V0 = 0 and the polar resolution Nϕ was

set as a multiple of 4, such that the velocity space was symmetric about the wall normal direc-

tions and the reflection operator in Eq. (4.57) could be easily and efficiently implemented without

requiring interpolation in velocity space.

The problem was solved using a P4 scheme on a series of meshes of increasing resolution

with Nr = Nϕ = 16 and Nζ = 8. The coarse, medium, and fine meshes were generated using

approximately homogeneous unstructured triangles with characteristic mesh lengths of h = 1/50,

1/100, and 1/200, respectively, resulting in 2.3·104, 7.6·104, and 3.1·105 elements. For the given

resolution in the spatial, velocity, and internal energy domains, this resulted in approximately 703

million total degrees of freedom for the coarse mesh, 2.38 billion total degrees of freedom for the
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medium mesh, and 9.65 billion total degrees of freedom for the fine mesh. The Knudsen number

was set based on the initial conditions asKn = 1·10−2, 2·10−3, and 2·10−3 for the coarse, medium,

and fine meshes, respectively, such that the mesh Knudsen number was approximately constant and

the flow structures could be fully resolved. The approximate computational cost of the finest case

was 480 GPU-hours (15 hours on 32 NVIDIA V100 GPUs), which, given such a large number of

degrees of freedom, shows the efficiency of the proposed approach.

The predicted density profiles at t = 12, represented through isocontours equispaced on the

range [0, 5], are shown in Fig. 4.15 for the various meshes and problem setups. The results show

the canonical structure of the forward-facing step, with a strong shock reflected from the step, a

rarefaction fan centered on the corner, and a Mach stem emanating from the top wall. For each

case, the discontinuities in the flow were very well resolved and showed no spurious oscillations in

the vicinity of the shocks. Furthermore, the thickness of the discontinuities decreased accordingly

with decreasing mesh size and Knudsen number. With decreasing Knudsen number, it can be seen

that the results are converging to predictions in the Euler limit (see Dumbser et al. [107], Fig. 8).

These effects were most noticeable in the “liftoff” of the Mach stem emanating from the bottom

wall, which should decrease to zero in the absence of physical and numerical viscosity, and the

behavior of the contact line emerging from the triple point. In the Euler limit, the onset of Kelvin–

Helmholtz instabilities should become evident along this contact line, but with a finite Knudsen

number, these instabilities can be stabilized due to viscous effects.

To evaluate the ability of the proposed approach to resolve shock structures, the contours of

density in the region of the leading shock are shown in Fig. 4.16 in comparison to the computational

mesh. It can be seen that the flow fields show quite impressive sub-element resolution of the

shock, effectively predicting a monotonic shock structure over a length of only 1-2 spatial solution

points. Furthermore, this behavior was maintained with decreasing mesh scale by fixing the mesh

Knudsen number. The level of resolution of shocks relative to the mesh scale afforded by the

present Boltzmann–BGK approach without any numerical shock capturing scheme rival that of

a high-order discontinuous spectral element method augmented with highly-resolved a posteriori
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(a) Coarse mesh, Kn = 1·10−2

(b) Medium mesh, Kn = 5·10−3

(c) Fine mesh, Kn = 2·10−3

Figure 4.15: Isocontours of density (equispaced on the range [0, 5]) for the Mach 3 forward facing
step problem at t = 12 computed using a P4 scheme with Nr = Nϕ = 16, Nζ = 8, and δ = 3
(γ = 1.4). Top row: Coarse mesh (2.3·104 elements) with Kn = 1·10−2. Middle row: Medium
mesh (7.6·104 elements) with Kn = 5·10−3. Bottom row: Fine mesh (3.1·105 elements) with
Kn = 2·10−3.
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(a) Coarse mesh, Kn = 1·10−2 (b) Medium mesh, Kn = 5·10−3 (c) Fine mesh, Kn = 2·10−3

Figure 4.16: Enlarged view of the contours of density with mesh overlay near the leading shock
for the Mach 3 forward facing step problem at t = 12 computed using a P4 scheme on a coarse
(left), medium (middle), and fine (right) mesh.

WENO-type reconstruction [107]. These results indicate that the proposed approach can be a very

effective tool for directly resolving shock structures in more complex fluid flows.

4.4.6 Kelvin–Helmholtz Instability

As an initial evaluation of the Boltzmann–BGK approach in predicting turbulent flow phenom-

ena, the onset and development of a two-dimensional Kelvin–Helmholtz instability was computed,

where two counter-flowing fluids of varying density exhibit a fluid instability which transitions

into complex vortical flow. The domain is set as periodic on Ωx = [−0.5, 0.5]2 and the initial

conditions are given as

q(x, y, 0) =


qL, if |y| ≤ 0.25,

qR, else,

where qL =



2

0.5

V (x, y)

6.25


, qR =



1

−0.5

V (x, y)

6.25


, (4.71)

which yields an Atwood number of 1/3 and a maximum Mach number of 0.2. To seed instabilities

in the flow, a single mode is excited similarly to Springel [108] by setting the initial vertical velocity
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component as

V (x, y) = κ sin(ωπx)

[
exp

(
−(y − 0.25)2

2σ2

)
+ exp

(
−(y + 0.25)2

2σ2

)]
, (4.72)

where the parameters κ = 0.02, ω = 128, and σ = 0.0035 dictate the perturbation strength,

frequency, and vertical decay, respectively. The collision time τ was set constant according to a

reference dynamic viscosity µ = τP = 10−5 based on the initial static pressure. Due to the low

Mach number, the variations in pressure, and therefore viscosity, were relatively low.

To verify the ability of the proposed scheme to predict the onset of flow instabilities con-

sistent with the hydrodynamic equations, a comparison between the solution computed with the

Boltzmann–BGK equation and the solution computed with the Navier–Stokes equations was per-

formed. For both cases, the solution was computed on a uniform 4002 quadrilateral mesh with a

P3 scheme, and to reduce the overall computational cost, the monatomic case was chosen (δ = 0,

γ = 2). For the velocity space discretization of the Boltzmann–BGK approach, the resolution

was set as Nr = Nϕ = 32, yielding approximately 2.62 billion degrees of freedom. To maintain

consistency between the two methods, the Navier–Stokes approach was computed with Pr = 1,

γ = 2, and µ = 10−5, and the previously-developed entropy filtering method was used to stabilize

the high-order scheme in the vicinity of discontinuities [109].

The predicted density profiles, represented as equispaced isocontours on the range [1, 2], at

unit time intervals are shown in Fig. 4.17 for both the Boltzmann–BGK and Navier–Stokes ap-

proaches. It can be seen that even though transport in the Boltzmann–BGK equation is linear,

the predicted results evidently show the development of the instability into complex vortical flow.

In fact, in the earlier time intervals, the large-scale coherent structures of the flow were almost

identically computed by the Navier–Stokes and the Boltzmann–BGK approaches. The two flow

fields did start to diverge at later times, but this is expected due to the chaotic nature of the Kelvin–

Helmholtz instability. Furthermore, the range of scales of the flow features were generally similar

between the two approaches, indicating that the turbulent length scales are properly resolved by
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the Boltzmann–BGK approach. Some discrepancies in the smallest scales did exist between the

two approaches, with the Boltzmann–BGK approach showing marginally smaller flow features.

This may be attributed to the numerical dissipation introduced by the discontinuity capturing ap-

proach for the Navier–Stokes method which artificially inflates the physical viscosity and the minor

fluctuations in viscosity of the Boltzmann–BGK approach related to low pressure regions in the

vortex cores. However, the marked similarities between the predicted flow fields still indicate that

the Boltzmann–BGK approach can accurately resolve multi-scale nonlinear flow phenomena in a

manner that is consistent with predictions in the continuum limit.

(a) Boltzmann–BGK

(b) Navier–Stokes

Figure 4.17: Isocontours of density (equispaced on the range [1, 2]) for the Kelvin–Helmholtz
instability problem at t = 1 (left), t = 2 (middle-left), t = 3 (middle-right), and t = 4 (right)
computed using a P3 scheme with 4002 elements and µ = 10−5. Top row: Boltzmann–BGK with
Nr = Nϕ = 32 and δ = 0 (γ = 2). Bottom row: Navier–Stokes with Pr = 1 and γ = 2.
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4.4.7 Compressible Taylor–Green Vortex

As the final and most rigorous test case, the transition to turbulence of a three-dimensional

compressible Taylor–Green vortex was studied. To the author’s knowledge, this is the first direct

numerical simulation of three-dimensional turbulent flows performed by directly solving the Boltz-

mann equation, made possible by the efficiency of the proposed approach. This canonical test case

consists of an initially laminar flow that transitions as time evolves, forming large coherent vortical

structures that eventually break down to small-scale isotropic turbulence. The problem is solved

the periodic domain Ωx = [−π, π]3, and the initial conditions are given as

q(x, y, z, 0) =



1

sin(x) cos(y) cos(z)

− cos(x) sin(y) cos(z)

0

P0 +
1
16
(cos(2x) + cos(2y)) (cos(2z + 2))


. (4.73)

The reference pressure was set as P0 = 1/(γM2), where γ = 5/3 and M = 0.2. The monatomic

case (δ = 0) was chosen to make the computational cost tractable and the Mach number was

slightly increased over its typical value of M = 0.08 to decrease the stiffness of the source term.

The collision time was set constant as τ = µ/P0, where the reference dynamic viscosity was set as

µref = 1/1600 corresponding to a Reynolds number of 1600. Through a posteriori analysis, the

variation in the viscosity due to the fixed collision time was deemed to be negligible due to the low

Mach number.

The problem was solved on a series of increasingly-resolved meshes and compared to a stan-

dard Navier–Stokes approach. As a point of reference, direct numerical simulation was performed

by solving the flow field with the same Navier–Stokes approach (γ = 5/3, Pr = 1) on a Ne = 643

mesh with a P3 scheme, a suitable level of resolution for capturing all statistically significant phys-

ical scales [17]. Comparison was then performed on a series of meshes with Ne = 163, 323, and
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483, also discretized with a P3 scheme. For the Boltzmann–BGK approach, the velocity domain

was discretized with Nr = 16, Nϕ = 16, and Nψ = 8, which will later be shown to be sufficiently

resolved. For the finest case, where the resolution level corresponded to approximately 14.5 billion

degrees of freedom, the computational cost was on the order of 3000 GPU-hours (72 hours on 40

NVIDIA V100 GPUs).
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Figure 4.18: Dissipation measured by enstrophy for the compressible Taylor-Green vortex at
Re = 1600 computed using a P3 scheme with 163 (left), 323 (middle), and 483 (right) elements.
Boltzmann–BGK results computed with Nr = 16, Nϕ = 16, Nψ = 8, and δ = 0 (γ = 5/3).
Navier–Stokes results computed with Pr = 1 and γ = 5/3.

The standard metric of comparison for the Taylor–Green vortex is the dissipation εE measured

by a scaled form of the non-dimensional volume-integrated enstrophy, given as

εE =
β

V

∫
Ωx

1

2
ρω·ω dx, (4.74)

where ω is the vorticity, β = 2µ is the scaling factor, and V = 8π3 is the domain volume. The

viscosity was taken as a constant corresponding to the reference value µref , but the differences to

the enstrophy values computed using the pressure-dependent viscosity µ = τP were confirmed to

be negligible. The profiles of the enstrophy-based dissipation rate are shown in Fig. 4.18 for the

various meshes. For the coarsest mesh, the enstrophy was underpredicted for both the Boltzmann–
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BGK and the Navier–Stokes approaches in comparison to the reference results due to the low

levels of resolution, However, the profiles showed relatively good agreement between the two

approaches, with the Boltzmann–BGK results showing some more oscillations in the profile and

an overprediction of the enstrophy at later times. When the resolution was increased to the medium

mesh, the enstrophy profile of the Boltzmann–BGK approach showed much better agreement with

the reference results, with better agreement at the enstrophy peak than the Navier–Stokes results

at the same resolution but with a spurious secondary peak at a later time. For the finest mesh, the

results of the Boltzmann–BGK approach converged excellently to the reference results with nearly

an identical enstrophy profile. Furthermore, these results were consistent with the work of Cao

et al. [110] which utilized a gas kinetic scheme derived from the Chapman—Enskog expansion of

the Boltzmann–BGK equation that directly solves for the conserved flow variables.
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Figure 4.19: Convergence of dissipation measured by enstrophy (left) and mass conservation
error (right) with respect to velocity space resolution Nv = Nr × Nϕ × Nϕ for the Boltzmann-
BGK approximation of the compressible Taylor–Green vortex at Re = 1600 computed using a P3

scheme with the DVM and Ne = 323. Default velocity space resolution shown in red.

To verify that the results were converged in the velocity domain and the scheme remained con-

servative, the spatial resolution was fixed at Ne = 323 and the velocity resolution was modulated.
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The predicted enstrophy profiles and the mass conservation error for the various velocity resolu-

tion levels are shown in Fig. 4.19. In comparison to the standard resolution used in this study

(Nv = 16 × 16 × 8), lowering the resolution to Nv = 12 × 12 × 6 resulted in a very similar

enstrophy profiles, with just a slightly deviation in the second spurious enstrophy peak. When the

resolution was increased to Nv = 20× 20× 10, the results were essentially indistinguishable from

the standard resolution, indicating that the results were well-converged in the velocity domain for

the choice of velocity resolution used for the experiments. Furthermore, regardless of the choice

of the resolution, the scheme remained conservative, with a mass conservation error of less than

10−10 purely as a result of the linear accumulation of mass conservation error roughly on the order

of machine precision per time step.

A comparison between the flow fields was then performed to confirm that the turbulent struc-

tures in the flow were accurately predicted. The isosurfaces of Q-criterion (with Q = 0.2) col-

ored by density are shown for the various meshes in Fig. 4.20 at t = 10 where the enstrophy is

near its peak. It can be seen that the dominant flow structures were accurately predicted by the

Boltzmann–BGK approach in comparison to the reference results, even at the lowest mesh resolu-

tion, and these results were very similar to the Navier–Stokes predictions at the same resolution.

When the resolution was increased, the predicted results converged excellently to the reference re-

sults, with effectively identical prediction of the flow structures and the density distribution within

the domain.

As a final verification of the ability of the Boltzmann–BGK approach in predicting turbulent

flow phenomena, the behavior of the turbulent kinetic energy spectra was examined. Similarly to

the Q-criterion isosurfaces, this analysis was performed near the enstrophy peak at t = 10. The

spectra E(k) was computed by taking the three-dimensional fast Fourier transform of the square of

the velocity magnitude (V ·V) interpolated onto a uniform grid of the same number of degrees of

freedom and then performing a spherical averaging operation with the number of bins set identical

to the maximum resolvable wavenumber in one-dimension (Ne(p + 1)/2). The predicted energy

spectra are shown in Fig. 4.21 for the various meshes. It can be seen that the predicted spectra
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(a) Boltzmann-BGK, Ne = 163 (b) Navier–Stokes, Ne = 163

(c) Boltzmann-BGK, Ne = 323 (d) Navier–Stokes, Ne = 323

(e) Boltzmann-BGK, Ne = 483 (f) Navier–Stokes, Ne = 483

(g) Reference

Figure 4.20: Isosurfaces of Q-criterion = 0.2 colored by density at t = 10 for the compressible
Taylor–Green vortex at Re = 1600 computed using a P3 scheme with varying mesh resolution.
Left column: Boltzmann–BGK results with Nr = 16, Nϕ = 16, Nψ = 8, and δ = 0 (γ = 5/3).
Right column: Navier–Stokes results with Pr = 1 and γ = 5/3.
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Figure 4.21: Turbulent kinetic energy spectra at t = 10 for the compressible Taylor-Green vortex
computed using a P3 scheme with 163 (left), 323 (middle), and 483 (right) elements. Boltzmann–
BGK results computed with Nr = 16, Nϕ = 16, Nψ = 8, and δ = 0 (γ = 5/3). Navier–Stokes
results computed with Pr = 1 and γ = 5/3.

converged to the reference results with increasing resolution. Furthermore, for a given resolution,

the Boltzmann–BGK approach remarkably predicts the energy spectra almost identically to the

Navier–Stokes approach. These results present a validation of the Boltzmann–BGK approach for

three-dimensional turbulent flows and indicate that the approach can accurately resolve turbulent

flow phenomena in a consistent manner with respect to the hydrodynamic equations.

4.5 Conclusions

A novel numerical approach for the solving the polyatomic Boltzmann equation with a BGK

collision model was presented in this chapter [111]. The proposed approach utilizes a combi-

nation of an efficient implementation of a high-order FR spatial discretization augmented with

a positivity-preserving limiter and a discrete velocity model ensuring the conservation and well-

balancing properties of the scheme. As a result, the computation of three-dimensional problems on

arbitrary domains becomes entirely feasible on the current generation of high-performance com-

puting architectures. The method was validated on a series of canonical flow problems in both the

continuum and rarefied regime, showing high-order spatial accuracy and discrete conservation as

well as sub-element resolution of shock waves without the need of any ad hoc numerical shock cap-

turing techniques. Furthermore, the results of the simulation of a three-dimensional compressible
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Taylor–Green vortex, which is, to the author’s knowledge, the first such case of a three-dimensional

turbulent flow simulated via directly solving the Boltzmann equation, demonstrate the ability of

the proposed approach as a method for direct numerical simulation of compressible turbulence.

The ability of directly solving the Boltzmann equation opens a new path for the study of transition

to turbulent and shock boundary layer interactions in high speed flow since the evolution of the

probability density function encodes the dynamics of the flow in a form that is not accessible from

the solution of the compressible Navier–Stokes equations. Furthermore, this approach allows for a

unified framework for simulating flows in both the continuum and rarefied regime.

127



5. CONCLUSION

Various algorithmic developments for high-order DSEM were proposed in this work to tackle

problems in continuum fluid mechanics and molecular gas dynamics. The effects of high-order

discretizations on hybrid turbulence models were first explored through simulations of turbulence

using the Partially-averaged Navier–Stokes approach. The approach was applied to two canonical

flows, the wall-bounded periodic hill and a circular cylinder at a Reynolds number of 3900. It was

found that this method particularly benefited from the reduced numerical dissipation and increased

accuracy of DSEM in comparison to approaches without models and that the results were less

sensitive to the resolution-control parameter.

Extensions of DSEM to flows with discontinuous features was then performed by introducing

an adaptive entropy-based filtering approach as a shock capturing technique. By formulating con-

vex invariants such as positivity of density and pressure and a local minimum entropy principle

as discrete constraints on the solution, the filter strength was computed through an element-wise

nonlinear optimization process. The proposed filtering approach, which can be implemented on

general unstructured grids and does not require any tunable parameters, could robustly resolve

strong discontinuities without excessively dissipating away small-scale flow features. The efficacy

of the method was shown in numerical experiments on hyperbolic and mixed hyperbolic-parabolic

conservation laws such as the Euler and Navier–Stokes equations for problems including extreme

shocks, shock-vortex interactions, and complex compressible turbulent flows.

Finally, the simulation of non-equilibrium and rarefied flows was performed by utilizing DSEM

for the approximation of the nonlinear Boltzmann equation. Through the combination of a positivity-

preserving limiter and a discrete velocity model, the resulting scheme guaranteed the positivity of

the macroscopic density and pressure as well as discrete conservation and well-balancing regard-

less of the velocity resolution. The approach was validated on a series of large-scale complex

numerical experiments, ranging from shock-dominated flows computed on unstructured grids to

direct numerical simulation of three-dimensional compressible turbulent flows, the latter of which
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is the first instance of such a flow computed by directly solving the Boltzmann equation. The

results showed the ability of the scheme to directly resolve shock structures without any ad hoc

numerical shock capturing method and correctly approximate turbulent flow phenomena in a con-

sistent manner with the hydrodynamic equations.

Future work can further improve upon these proposed developments and address additional

challenges of DSEM. For hybrid turbulence modeling, limiters can be implemented to enhance the

robustness of the approximation of the turbulence variables, and the resolution control parameter

can be adaptively chosen by estimating the level of resolution in the flow field through a modal

decomposition of the velocity field within elements. For shock capturing within the entropy filter-

ing framework, the proposed approach can be improved by increasing the locality of the filtering

kernel to mimic that of methods such as artificial viscosity and subcell approaches, modifying the

approach to remove the need for operator splitting in mixed systems, and applying a more robust

method for calculating the entropy tolerance. Finally, the approximation of the Boltzmann equa-

tion would benefit from implicit time integration schemes and the implementation of an adaptive

discretization in velocity space.
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APPENDIX A

TURBULENCE MODEL PARAMETERS

The constants for the SST model are as tabulated by Menter [48]. Certain constants in the SST

model are defined with an inner (1) and outer (2) constant, such that its value is defined as

ϕ = F1ϕ1 + (1− F1)ϕ2

for the following inner and outer values

α1 = 0.5532, α2 = 0.4403,

β1 = 0.075, β2 = 0.0828,

σk1 = 0.85, σk2 = 1.0,

σω1 = 0.5, σω2 = 0.856.

The remaining constants are explicitly defined as

a1 = 0.31, β∗ = 0.09, P rt = 0.9.
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APPENDIX B

PROPER ORTHOGONAL DECOMPOSITION

The POD method, as described by Weiss [112], can be used to decompose a time-dependent

velocity fluctuation field, u′(x, t), into a set of orthonormal spatial modes, Φk(x), such that

u′(x, t) =
∞∑
k=1

ak(t)Φk(x), (B.1)

for some temporal coefficient ak(t). In the discrete form, this is performed by first forming a matrix

of "snapshots" of the solution,

U =



u11 . . . u1n

u21 . . . u2n
... . . . ...

um1 . . . umn


=



u′(x1, t1) . . . u′(xn, t1)

u′(x1, t2) . . . u′(xn, t2)

... . . . ...

u′(x1, tm) . . . u′(xn, tm)


, (B.2)

where n denotes the number of sample points in space and m denotes the number of sample points

in time. A correlation matrix C can then be defined as

C =
1

m− 1
UUT . (B.3)

By performing an eigendecomposition of C, a set of eigenvectors Ψk and their associated eigen-

values λk can be extracted and sorted such that |λk| > |λk+1|. The spatial modes are then defined

as

Φk = UTΨk (B.4)

and normalized such that ∥Φk∥2 = 1.

In this work, the snapshots were formed by resampling the flow field to a two-dimensional
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grid on the spanwise periodic boundary. 800 and 200 points were sampled in the streamwise

and normal directions, respectively, and 20,000 snapshots were obtained over the time-averaging

horizon, corresponding to values of n = 160, 000 and m = 20, 000.
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APPENDIX C

ALGORITHMIC IMPLEMENTATION OF ENTROPY FILTERING

An in-depth description of the computational details of the proposed filtering approach is pre-

sented below. In Algorithm C.0.1, the computation of the entropy constraints is presented. This

method computes the discrete local minima of the entropy function σk∗ at the solution nodes for

each element Ωk. The entropy constraint σkmin is then taken as the minima of σk∗ across the face-

neighbors of Ωk, including Ωk itself.

Algorithm C.0.1 Calculate entropy constraints
INPUT: u // Global solution
OUTPUT: σmin // Global entropy constraints

GetEntropyConstraints(u) :
for Ωk ∈ Ω do
σk∗ = min

i∈S(Ωk)
σ(ui)

end for
for Ωk ∈ Ω do
σkmin = min

j∈A(k)
σj∗

end for
return σmin

In Algorithm C.0.2, the element-wise filtering operation is outlined. This method takes in the

unfiltered element-wise solution u and its associated entropy constraint σmin as the input in addition

to a precomputed Vandermonde matrix V (from the nodal basis to a modal basis). If the discrete

solution is within bounds, it returns the unfiltered solution. If not, it performs niters iterations of

the bisection approach. The initial guess for the upper bound of the bisection method is taken as

− log(ε) for some value of machine precision ε as this effectively approximates an infinite filter

strength down to machine precision.

145



Algorithm C.0.2 Filter solution
INPUT: u, σmin // Element-wise solution, element-wise entropy constraint
OUTPUT: ũ // Element-wise filtered solution

FilterSolution(u, σmin) :
// PARAMETERS
ρmin = 10−8 // Minimum density
Pmin = 10−8 // Minimum pressure
ϵσ = 10−4 // Entropy tolerance
ε = 10−8 // Machine precision (FP32)
niters = 20 // Number of filter iterations

// Compute minima within element
[ρ∗, P∗, σ∗] = min

i∈S
[ρ(ui), P (ui), σ(ui)]

// Return unfiltered solution if within bounds
if (ρ∗ ≥ ρmin) & (P∗ ≥ Pmin) & (σ∗ ≥ σmin − ϵσ) then

return u
else
ζ1 = 0.0
ζ2 = − log(ε)

// Compute modal basis
û = V−1u

for i ∈ {0, .., niters} do
ζ3 = 0.5(ζ1 + ζ2)
ũ = V (û⊙ exp(−ζ3p2))

// Compute minima within element
[ρ∗, P∗, σ∗] = min

i∈S
[ρ(ũi), P (ũi), σ(ũi)]

// Choose new midpoint
if (ρ∗ ≥ ρmin) & (P∗ ≥ Pmin) & (σ∗ ≥ σmin − ϵσ) then
ζ2 = ζ3

else
ζ1 = ζ3

end if
end for

// Compute filtered solution with bounds-preserving filter
ζ = ζ2
ũ = V (û⊙ exp(−ζp2))
return ũ

end if
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In Algorithm C.0.3, an outline of the temporal integration approach utilizing an SSP-RK3

scheme for purely hyperbolic systems is given. For a given time step ∆t and number of time

steps nt, the method computes each intermediate stage of the temporal integration scheme and

filters the solution based on the constraints computed on the previous stage. A similar outline is

shown in Algorithm C.0.4 for mixed hyperbolic-parabolic systems that details the operator splitting

approach.

Algorithm C.0.3 SSP-RK3 stepper for hyperbolic systems
// PARAMETERS
∆t = ... // Time step
nt = ... // Number of time steps

// Step in time
for n ∈ {0, .., nt} do

// Calculate entropy constraints for each element
σmin = GetEntropyConstraints(un)
// Compute first stage
u(1) = un +∆t (−∇·F(un))
// Check if constraints are satisfied and filter if not
for Ωk ∈ Ω do

u
(1)
k = FilterSolution(u(1)

k , σkmin)
end for

// Repeat procedure for second stage
σmin = GetEntropyConstraints(u(1))
u(2) = 3

4
un + 1

4
u(1) +∆t

(
−∇·F(u(1))

)
for Ωk ∈ Ω do

u
(2)
k = FilterSolution(u(2)

k , σkmin)
end for

// Repeat procedure for third stage and compute next temporal step
σmin = GetEntropyConstraints(u(2))
un+1 = 1

3
un + 2

3
u(2) +∆t

(
−∇·F(u(2))

)
for Ωk ∈ Ω do

un+1
k = FilterSolution(un+1

k , σkmin)
end for

end for

147



Algorithm C.0.4 SSP-RK3 stepper for mixed hyperbolic-parabolic systems
// PARAMETERS
∆t = ... // Time step
nt = ... // Number of time steps

// Step in time
for n ∈ {0, .., nt} do

// Calculate entropy constraints for each element
σmin = GetEntropyConstraints(un)
// Compute inviscid and viscous first stages
u(1,I) = un +∆t (−∇·FI(u

n))
∆u(1,V ) = ∆t (−∇·FV (u

n))
// Check if constraints are satisfied and filter if not
for Ωk ∈ Ω do

// Enforce positivity/entropy constraints for inviscid component
u
(1,I)
k = FilterSolution(u(1,I)

k , σkmin)
// Add viscous component to filtered inviscid component
u
(1)
k = u

(1,I)
k +∆u

(1,V )
k

// Enforce only positivity constraints for inviscid + viscous component
u
(1)
k = FilterSolution(u(1)

k , −∞)
end for

// Repeat procedure for second stage
σmin = GetEntropyConstraints(u(1))
u(2,I) = 3

4
un + 1

4
u(1) +∆t

(
−∇·FI(u

(1))
)

∆u(2,V ) = ∆t
(
−∇·FV (u

(1))
)

for Ωk ∈ Ω do
u
(2,I)
k = FilterSolution(u(2,I)

k , σkmin)
u
(2)
k = u

(2,I)
k +∆u

(2,V )
k

u
(2)
k = FilterSolution(u(2)

k , −∞)
end for

// Repeat procedure for third stage and compute next temporal step
σmin = GetEntropyConstraints(u(2))
un+1,I = 1

3
un + 2

3
u(2) +∆t

(
−∇·FI(u

(2))
)

∆un+1,V = ∆t
(
−∇·FV (u

(2))
)

for Ωk ∈ Ω do
un+1,I
k = FilterSolution(un+1,I

k , σkmin)
un+1
k = un+1

k +∆un+1,V
k

un+1
k = FilterSolution(un+1

k , −∞)
end for

end for
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