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ABSTRACT

Deep learning has gained considerable interest due to its record-breaking performance in a

variety of different domains, including computer vision, natural language processing, multimodal

understanding, etc. Meanwhile, deep neural networks are usually parameter-heavy, inefficient, and

highly specialized. As a result, there has been a growing demand to improve the efficiency and

interoperability of deep neural networks motivated by different needs. In this dissertation, we pro-

posed to address those problems via serial of approaches, including (a) reducing the memory stor-

age and energy footprint via parameter sharing (b) improving the trade-off between performance

and computation via neural architecture search (c) unifying neural architectures across different

modalities via cross-modality gradient harmonization.
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1. INTRODUCTION1

Deep learning has gained significant interest due to its record-breaking performance in various

domains, including computer vision[10, 11, 12], natural language processing[13, 14, 15], and mul-

timodal learning[16, 17, 6]. However, deep neural networks are often parameter-heavy[18, 10] and

inefficient[13]. Consequently, there is a growing demand to enhance the efficiency of deep neural

networks across multiple dimensions, motivated by the need to amortize computational costs dur-

ing (pre-)training, reduce memory, computation, and energy footprints, and enable deployment on

resource-constrained platforms.

In response to these demands, we aim to achieve efficient deep learning by combining efforts

from various aspects, including (a) Neural Network Compression, (b) Neural Architecture Search,

and (c) Neural Architecture Unification.

1.1 Neural Network Compression

The recent surge in edge computing has led to a tremendous need to deploy CNNs on resource-

constrained mobile devices. Traditional neural networks, being large and inefficient, are not well-

suited for such deployment. We propose using neural network compression techniques to bridge

this gap, enabling the deployment of existing neural networks on resource-constrained devices.

1.2 Neural Architecture Search

Traditionally, neural networks have been designed manually[10, 18], yielding considerable

performance but often being inefficient due to limited human expertise. Neural Architecture Search

(NAS), on the other hand, aims to automate the architectural design process, ensuring an optimal

trade-off between performance and efficiency by employing automated algorithms to search for

the ideal architecture.
1Partial text and images of this chapter is reprinted with permission from “Deep k-means: Re-training and param-

eter sharing with harder cluster assignments for compressing deep convolutions.” by Junru Wu et al. In International
Conference on Machine Learning, pp. 5363-5372. PMLR, 2018., Copyright 2023 by Junru Wu.
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1.3 Neural Architecture Unification

In the past, specialized neural architectures tailored for different modalities and tasks were re-

quired to achieve high performance. However, this approach is inherently inefficient when scaling

up to accommodate the exponentially increasing number of modalities and tasks, as it necessitates

training numerous specialized neural networks. With the recent advancements in transformer ar-

chitectures, a unified transformer[6] has proven effective in tackling a variety of visual, audio, and

language tasks. We refer to this new, unified approach as Neural Architecture Unification (NAU).
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2. NEURAL NETWORK COMPRESSION1

2.1 Introduction

Convolutional neural networks (CNNs) have gained considerable interest due to their record-

breaking performance in many recognition tasks [10, 11, 12]. In parallel, there has been a tremen-

dously growing need to bring CNNs into resource-constrained mobile devices in line with the

recent surge of edge computing in which raw data are processed locally in edge devices using

their embedded machine learning algorithms [19] [20]. The advantage lies in that local process-

ing avoids transferring data back and forth between data centers and edge devices, thus reducing

communication cost, latency, and enhancing privacy. However, deploying CNNs into resource-

constrained platforms is a non-trivial task. Devices at the edge, such as smart phones and wear-

ables, have limited energy, computation and storage resources since they are battery-powered and

have a small form factor. In contrast, powerful CNNs require a large number of weights that cor-

responds to considerable storage and memory bandwidth. For example, the amount of weights in

state-of-the-art CNNs AlexNet and VGG-16 are over 200MB and 500MB, respectively [21]. Fur-

ther, CNN-based applications can drain a battery very quickly if executed frequently. For example,

smartphones nowadays cannot even run classification using AlexNet in real-time for more than one

hour [22].

To close the gap between the constrained resources of edge devices and the growing com-

plexity of CNNs, compression techniques have been widely investigated to reduce the precision

of weights and the number of operations during or after CNN training in order to shrink their

large implementation cost while maintaining the desired inference performance. Various CNN

compression techniques have been proposed, such as weight compression [23] [21] [24] and de-

composition [25] [26] [27], and compact architectures [28] [29]. However, there are two major

shortcomings in existing CNN compression techniques.

1Partial text and images of this chapter is reprinted with permission from “Deep k-means: Re-training and param-
eter sharing with harder cluster assignments for compressing deep convolutions.” by Junru Wu et al. In International
Conference on Machine Learning, pp. 5363-5372. PMLR, 2018., Copyright 2023 by Junru Wu.
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• A myriad of CNN compression techniques focus on the fully-connected layers of CNNs

which conventionally have dominant parameters. However, recent successful CNNs tend

to shift more parameters towards convolutional layers and have only one or even no fully-

connected layers. For example, 85% of the parameters lie in the convolutional layers of

GoogleNet [8]. Despite the growing trend toward CNN models using more convolutional

layers and fewer fully-connected layers, only few compression techniques are dedicated for

convolutional layers.

• The majority of CNN compression techniques, including most of the very few that focus on

compressing convolutional layers, are designed to merely reduce the CNN model size or the

amount of computation, which does not necessarily lead to reduced energy consumption.

In fact, the recent work [22] argues that the number of weights, multiply-and-accumulate

(MAC) operations, and speedup ratio are often not good approximations for energy con-

sumption, which also heavily depends on memory data movement and more. For exam-

ple, the authors show an interesting result that although SqueezeNet [28] has 51.8× fewer

weights than AlexNet, it consumes 33% more energy. A compression technique that can be

evaluated to reduce both model size and energy-aware complexity is hence highly desired

for enabling extensive resource-constrained CNN applications.

2.1.1 Contribution

In this paper, we propose Deep k-Means, a compression pipeline that is well suited for trim-

ming down the complexity of convolutional layers that dominate both the model size as well

as energy consumption of recently developed state-of-the-art CNNs. Deep k-Means consists of

two steps. First, a novel spectrally relaxed k-means regularization is developed to enforce highly

clustered weight structures during re-training. After that, compression is performed via weight-

sharing, by only recording cluster centers and weight assignment indexes. We evaluate the per-

formance of Deep k-Means in comparison with several state-of-the-art compression techniques

focused on compressing convolutional layers. The results show that Deep k-Means consistently
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achieves higher accuracy at the same compression ratio (CR) as its competitors. Furthermore,

Deep k-Means is also evaluated in terms of energy-aware metrics developed by us, and its com-

pressed models show favorable energy efficiency as well. Our main contributions are summarized

as follows:

• We introduce a novel spectrally relaxed k-means regularization that automatically learns

hard(er) assignments of convolutional layer weights during re-training, to favor the subse-

quent compression via k-means weight-sharing. Our regularization approach is effective,

efficient, simple to implement and use, and easily scalable to large CNN models.

• Inspired by a recently developed dataflow called “row-stationary”, that minimizes data move-

ment energy consumption on CNN hardware implementation [30], we reformulate the weights

into row vectors for weigh-sharing clustering. Such a formulation has the potential to result

in CNN models that are in favor of energy-efficient hardware implementation.

• In order to bridge the gap between algorithm and hardware design of CNNs, we propose an

improved set of energy-aware metrics based on [31]. Our energy consumption estimation

results are verified to be consistent with those from the tool in [22], which was extrapo-

lated from actual hardware measurements. We expect our metrics to broadly benefit future

research in energy-aware CNN design.

2.1.2 Related Work

Parameter pruning and sharing has been used both to reduce network complexity and to avoid

over-fitting. Early pruning approaches include Biased Weight Decay [32], Optimal Brain Damage

[33], and Optimal Brain Surgeon [34]. Recent works [35] made use of the redundancy among

neurons. The Deep Compression method introduced in [21] employed a three stage pipeline to

prune the redundant connections, quantize the weights via scalar weight sharing, and then encode

the quantized weights using Huffman coding. An effective soft weight-sharing method described

in [9] showed competitive CRs on state-of-the-art CNNs, e.g., Wide ResNet.
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With fully-connected layers traditionally considered as the memory bottleneck, numerous works

focused on compressing these layers. For example, [36] proposed applying k-means clustering to

the densely-connected layers and showed a good balance between model size and accuracy. [37]

proposed HashedNet that used a low-cost hash function to group weights into hash buckets for

parameter sharing. On the other hand, a few recent works embraced the trend towards more con-

volutional layers in CNNs and attempted to compress convolutional layers. For example, [8] pro-

posed an architecture called FreshNets to compress filters of convolutional layers in the frequency

domain. The recent work [1] iteratively pruned filters based on the classification accuracy reduc-

tion index, and achieved substantially higher classification accuracy compared to other structural

compression schemes, e.g., [38, 39].

2.2 Proposed Approach

2.2.1 Parameter Sharing via Row-wise K-means

Assuming a convolutional layer ∈ Rs×s×c×m, where s denotes the filter size, c the input channel

number, and m the output channel number. Following the convention in CNNs, we reshape it as a

matrix W ∈ Rs×N , where N = s× c×m, each column vector ∈ Rs being a row from an original

convolutional filter. Following the product quantization approach for fully-connected layers in

[40], we treat all columns of W as N samples, and apply k-means to assign them with K clusters.

When K ≪ N , we need only to store the cluster indexes and codebooks after k-means, thus

effectively compressing the convolution kernels. We show the detailed pipeline in Figure 2.1 and

we define the cluster rate for each layer as K
N

here.

For compressing multiple convolutional layers, we adopt a “uniform parameter sharing” scheme

for simplicity, i.e., each convolutional layer chooses its K value such that all layers have the same

cluster rate, expect for the first layer whose cluster rate is often set higher.

We notice other alternatives to enforce structured parameter sharing among convolutional lay-

ers using k-means, e.g., reshaping each convolutional filter as vectors Rs2 and then clustering over

c × m samples, or converting each output channel into Rs×s×c and clustering over resulting m
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samples. In practice, we find their performance to be close (with k chosen in different proper

ways). One major motivation for choosing the row-wise k-means is that it could lead to higher

data reuse opportunity and thus result in more energy-efficient hardware implementations, accord-

ing to the row-stationary dataflow recently proposed in [30], which has shown to be superior in

terms of energy efficiency compared to other dataflows. Another motivation arises from reducing

the complexity (see Section 2.2.2).

Figure 2.1: An illustration of our proposed Deep-k-Means methods: (a) We first reshape it as
a matrix W ∈ Rs×N , where N = s × c × m, each column vector ∈ Rs being a row from an
original convolutional filter. (b) We then treat all columns of W as N samples, and apply k-means
to assign them with K clusters. (c) After that, we reshape W ∈ Rs×N back to its original shape.
Since K ≪ N , we need only to store the cluster indexes and codebooks after k-means, thus
effectively compressing the convolution kernels.
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2.2.2 K-means Regularized Re-Training

Simply pruning or sharing weights in CNNs will usually hurt the inference accuracy. Re-

training has often been exploited to enforce the favorable structures in the pruned/shared weights

and compensate for the accuracy loss [21]. In order to be compatible with k-means parameter

sharing, we would favor a re-training scheme that “naturally” encourages the weights to be con-

centrated tightly around, or exactly at, a number of cluster components which are optimized for

high predictive accuracy. The goal is fulfilled by introducing a novel spectrally relaxed k-Means

regularization below.

The original sum-of-squares function of k-Means usually employs a Lloyd-type algorithm to

solve. The spectral relaxation technique of k-Means was introduced in [41], by first equivalently

re-formulating sum-of-squares into a trace form with special constraints. Specifically, to cluster

N samples of Rs, represented as W ∈ Rs×N , into K clusters, the spectral relaxation converts the

k-means objective into the following problem:

min
W ;F∈F

Tr(W TW )− Tr(F TW TWF ), (2.1)

where Tr denotes the matrix trace. F ∈ RN×k is the normalized cluster index matrix, and F

denotes its special structure requirement: Fij = 1/
√
nj if column i belongs to the cluster j and

there is a total of nj samples in the cluster j; and Fij = 0 otherwise, i = 1, ..., N , j = 1, ..., K, and∑K
j=1 nj = N . The original spectral relaxation [41] considers W as given; thus (2.1) is reduced

to:

max
F∈F

Tr(F TW TWF ) (2.2)

The authors of [41] then proposed ignoring the special structure of F and let it be an arbitrary

orthogonal matrix. (2.2) is thus relaxed to a trace maximization problem over a Stiefel manifold:

max
F

Tr(F TW TWF ), s.t. F TF = I (2.3)
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It results in a closed-form solution of F , by composing the first k singular vectors of W , according

to the well-known Ky Fan theorem.

As a critical difference with [41], here our goal is not to cluster a static W . Rather, we would

like to encourage W to stay “suited” for k-means during the dynamic re-training, without incurring

a significant increase in complexity. We are thus motivated to utilize (2.1) as a regularization term

on learning W , rather than a stand-alone objective. We discuss just one convolutional layer W for

simplicity: assume that the original CNN training minimizes the energy function E(W ), w.r.t. W .

The retraining minimizes the regularized objective below (λ is a scalar):

min
W,F

E(W ) +
λ

2
[Tr(W TW )− Tr(F TW TWF )],

s.t. F TF = I

(2.4)

Note that F is treated as an auxiliary variable to promote a clustered structure in W . Solving (2.4)

could be iterated between the updates of W and F . Updating W can follow the standard stochastic

gradient descent (SGD), with the gradient given as: ∇E(W )+λW (I−FF T ). F is updated using

the same closed-form solution to (2.3), by computing the k-truncated singular value decomposition

(SVD) of W .

By the interaction between F and W during re-training, the regularization keeps W in a highly

clustered state, in addition to optimizing it for inference accuracy. Although F has been relaxed

from the “hard” normalized cluster index matrix to an arbitrary orthogonal one, we observe in prac-

tice that it still tends to enforce weights close to those taking around K unique vector values, i.e.,

encouraging “approximately hard” (or “harder” than soft weight sharing) K-cluster assignments

during re-training.

In Deep k-Means, starting from an uncompressed pre-trained model as initialization, we will

re-train it with adding this novel data-dependent weight regularizer (2.4) to each convolutional

layer, while other training protocols remain unchanged. The re-training typically converges into

a much smaller number of epochs than in the original training. After that, we apply row-wise

k-means on the learned W for the final parameter-sharing step.
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Complexity Analysis For each convolutional layer W , the extra complexity incurred by ap-

plying the spectrally relaxed k-means regularization term includes two parts: (1) updating W : the

only extra burden is to compute λW (I − FF T ), which takes O(sKN) or O(s2cmK) (computing

WFF T ); (2) updating F via SVD, which costs O(s2N) or O(s3cm): that also serves another

motivation to create W with lower row dimensions (e.g., s rather than s2 or s2c), since it will

reduce the SVD complexity of W . Considering that s is usually small, the total extra complex-

ity O((s2K + s3)cm) is quite affordable, enabling our methods to scale well for modern CNNs.

In practice, we also implement the F update in a very “lazy” way so that SVD will merely be

computed once for every five epochs, for further accelerating the re-training, with only marginal

impacts on the result.

2.2.3 Comparison with Existing Work

Directly enforcing a k-means friendly weight structure is not straightforward. [9] presents

an elegant and inspiring Bayesian regularization form of “soft cluster assignment”. During re-

training, the authors fit a Gaussian mixture model (GMM) prior model over the weights, to en-

courage the distribution of weights to be close to K clusters. After re-training, each weight was

quantized to the mean of the GMM component that takes most responsibility, for parameter shar-

ing. Their pipeline is the closet peer work to ours, with the major difference being that we pursue

harder cluster assignment during re-training. As is well known, GMM is reduced to k-means when

the mixture variance gets close to zero. Therefore, the retraining process in [9] could also be

viewed as a “softened” version of k-means. However, the differences between the two methods

manifest in multiple folds:

• First, our “harder” cluster assignment is directly derived from the original k-means objective

(2.1). We expect it to be better aligned with the k-means parameter sharing stage. Our

experimental observations show that this leads to more skewed weight distributions, and

achieves better results than [9].

• Second, compared to the Bayesian form in [9], our regularization adds very little extra com-
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plexity to the standard SGD. The implementation only calls for minor changes (a new reg-

ularizer term); and thanks to its low complexity, it is ready to be applied to larger-scale

CNNs.

• Third, [9] discussed their high sensitivity to the choices of learning rates for mixture param-

eters (e.g., means, log-variances): a higher learning rate may cause model collapse and a

lower one results in slow convergence. In contrast, Deep k-Means has merely one hyper-

parameter λ. We find Deep k-Means insensitive to λ (λ between 10−4 and 10−3 is found to

work almost equally well). Deep k-Means needs no special learning rate scheduling. It is

also free of postprocessing, e.g., removing redundant components as [9] needed to.

2.3 Energy-Aware Metrics for CNN Energy Consumption Estimation

While CR or reduction in the number of operations are widely adopted by existing CNN com-

pression techniques as generic performance metrics, these metrics are not necessarily tied to im-

proved energy efficiency as pinpointed by [22] according to their energy estimation tool extrap-

olated from actual hardware measurements. Therefore, it is important to evaluate compression

techniques using a set of energy-aware metrics other than CR.

However, it is non-trivial to estimate the energy consumption of CNNs because a significant

portion of energy consumption in CNNs is consumed by data movement, which mainly depends on

the employed memory hierarchy and dataflow when implementing CNNs and is thus difficult to be

estimated directly from the model. An energy estimation tool extrapolated from actual hardware

measurements was proposed by [22] to bridge the gap between algorithm and hardware design.

Unfortunately, their tool currently only supports AlexNet and GoogLeNetv1.

We hereby propose the following energy-aware metrics:

• Computational cost measures the computational resources needed to generate a single de-

cision and is defined in terms of the number of 1 bit full adders (FAs), which is a canonical

building block of arithmetic units. Specifically, assuming that the arithmetic operations are

executed using the commonly employed ripple carry adder and BaughWooley multiplier ar-
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chitectures, the number of FAs needed to compute a D-dimensional dot product between the

activations and weights is [42]:

DBwBx + (D − 1)(Bx +Bw + ⌈log2(D)⌉ − 1) (2.5)

where Bw and Bx denote the fixed-point precision assigned to the weights and activations,

respectively.

• Weight representational cost measures the storage complexity and data movement costs

corresponding to the weights and is defined as the product between the total number of bits

needed to represent all weight parameters and the total number of times that the weights are

used to compute convolutions:

Nw |W|Bw (2.6)

where Nw and W denote the total number of times that the weights are used to compute

convolutions and the index sets of all weights in the network, respectively.

• Activation representational cost is similar to the weight representational cost above and is

defined as:

Nx |X |Bx (2.7)

Nx and X denote the total number of times that the activations are used to compute convo-

lutions and the index sets of all activations in the network, respectively.

The concepts of computational and representational costs were first proposed in [31] to describe

network complexity. To better reflect the CNN energy cost, we modify the definition of repre-

sentational cost in [31] to include the number of times that weights or activations are loaded for

computing convolutions, in order to capture the associated data movement cost. Specifically, if a
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certain weight filter is removed due to compression, then the corresponding activation would be

loaded less frequently, thus leading to reduced data movement costs. This can be reflected by the

reduction of Nx in our modified definition but not the originally defined representational cost in

[31]. Also, we separate the representational costs for the weights and activations to evaluate the

impact of compression in more detail.

2.4 Experiments

We evaluate Deep k-Means in terms of CR and energy-aware metrics respectively, with the

resulting accuracy loss ∆ after compression, using two sets of experiments. The default λ is 10−4.

Unless otherwise specified, we will focus on compressing convolutional layers only.

For the first set of experiments on CR, we first create a simple baseline CNN for simulation

experiments w.r.t. varying CR. The CR definition follows [21]. We then compare Deep k-Means

against four latest and competitive comparison baselines for compressing convolutional layers:

Ultimate Tensorization [7], FreshNet [8], Greedy Filter Pruning [1], and Soft Weight-Sharing [9].

The first three have been optimized towards compressing CNNs dominated by the convolutions

and reported results on their self-designed models. [9] outperformed strong baselines such as [43]

on the standard MNIST benchmark; the authors then reported compression results on the state-

of-the-art Wide ResNet model [44] that mainly consist of convolutions. We also compare Deep

k-Means with the baseline of Deep k-Means without re-training (Deep k-Means WR), i.e., directly

performing row-wise k-means on original weights.

For the second set of experiments, we first validate the estimated energy consumption using

our metrics to match the actual hardware-based extrapolation [22], and then evaluate Deep k-

Means against the aforementioned baselines from an energy consumption perspective. While it

is overall challenging to estimate energy consumption accurately due to the multitude of factors

involved, our proposed metrics are simple, effective (i.e., showing a good match with the results

extrapolated by actual hardware measurement), and thus can help CNN model designers under-

stand various design trade-offs. We also provide insights regarding the impact of different types

(i.e., parameter-sharing or pruning) of compression techniques on the computational and represen-
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tational costs in Eqs. (2.5), (2.6) and (2.7).

2.4.1 Comparison on Compression Ratio

2.4.1.1 Comparison with Ultimate Tensorization

Model ∆ (%) CR

TT-conv (naive) -2.4 2.02
TT-conv (naive) -3.1 2.90
TT-conv -0.8 2.02
TT-conv -1.5 2.53
TT-conv -1.4 3.23
TT-conv -2.0 4.02
Deep k-Means +0.05 2
Deep k-Means -0.04 4

Table 2.1: Compressing TT-conv-CNN in [7]. Reprinted with permission from [2].
.

[7] proposed a tensor factorization based method specifically for compressing convolutional

layers. The authors proposed a Tensor Train (TT) Decomposition approach for convolutional ker-

nel, denoted as TT-conv (naive). It could be further enhanced by introducing a new type of TT-conv

layer, denoted as TT-conv. The authors evaluated TT-conv (naive) and TT-conv on a self-designed

architecture, called TT-conv-CNN, consisting of six convolutional layers and one fully-connected

layer. TT-conv-CNN is dominated by the convolutions (occupying 99.54% parameters of the net-

work), and the authors reported the uncompressed model’s top-1 accuracy of 90.7% on CIFAR-10

[45].

We evaluate Deep k-Means on the TT-conv-CNN model at CR = 2 and 4. Table 2.1 compares

them with the compression results in [7]. Deep k-means incurs minimal accuracy loss even at

CR = 4. More surprisingly, it even slightly increases the accuracy after compression at CR = 2.

It concurs with the previous observations by [9, 46]: removing parameter redundancy improves

CNN generalization on some small networks.
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2.4.1.2 Comparison with FreshNet

The Frequency-Sensitive Hashed Nets (FreshNets) was proposed in [8] to exploit inherent re-

dundancy in convolutional layers. The authors observed that convolutional weights to be typically

smooth and low-frequency. They were thus motivated to first convert filter weights to the frequency

domain, after which they group frequency parameters into hash buckets to achieve parameter shar-

ing. The authors evaluated their method on their self-designed CNN (referred to as FreshNet-CNN

hereinafter) consisting of five convolutional layers and one fully-connected layer. They reported

the uncompressed FreshNet-CNN to obtain the top-1 accuracy of 85.09% on CIFAR-10.

Table 2.2 reports the compression results of Deep k-Means and Deep k-Means WR on FreshNet-

CNN at CR = 16. We also include two original baselines in [8]: low-rank decomposition (LRD)

[47] and HashedNet [37]. In this example, even the accuracy of Deep k-Means WR is very com-

petitive. After re-training, Deep k-Means shows a sharp further improvement.

Model ∆ (%) CR

LRD -8.32 16
HashedNet -9.79 16
FreshNet -6.51 16
Deep k-Means WR -5.95 16
Deep k-Means -1.30 16

Table 2.2: Compressing FreshNet-CNN in [8]. Reprinted with permission from [2].
.

2.4.1.3 Comparison with Greedy Filter Pruning

The recent work [1] introduced a greedy structural compression scheme that prunes redun-

dant convolutional filters in a trained CNN, based on a classification accuracy reduction (CAR)

algorithm. The authors reported promising results on LeNet-5, AlexNet and ResNet-50, and their

evaluations adopted a unique layer-wise compression fashion: taking LeNet-5 for example, each
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time the authors pruned filters in one convolutional layer (first or second) while leaving other layers

untouched, and then reported the overall accuracy.

We compare Deep k-Means with CAR (with re-training, the best performer in [1]) using LeNet-

5 on MNIST, and follow their layer-wise compression setting. Thus, unlike our other experiments,

we report the accuracy w.r.t. “layer-wise” CR, i.e., measuring how many times the current layer is

compressed, rather than the overall CR that measures the entire model. As Figure 2.2 shows, both

Deep k-Means and CAR produce similar results at small layer-wise CRs; CAR is more competitive

at small CRs for Conv2. However, Deep k-Means is clearly superior at high layer-wise CRs for

both layers.

(a) Comparison in the first convolutional layer (b) Comparison in the second convolutional layer

Figure 2.2: Compressing LeNet following the layer-wise setting in [1]: (a) The overall classifi-
cation accuracy of LeNet when only the first convolutional layer (Conv1) is compressed, w.r.t.
layer-wise CR; (b) The overall classification accuracy of LeNet when only the second convolu-
tional layer (Conv2) is compressed, w.r.t. layer-wise CR. Reprinted with permission from [2].

2.4.1.4 Comparison with Soft Weight Sharing

[9] reported the compression performance of soft weight-sharing on the state-of-the-art Wide

ResNet model [44], a convolution-dominant CNN with 2.7M parameters, at one single CR = 45

using CIFAR-10 (the uncompressed baseline top-1 error is 6.48%). Thanks to the light computa-

tional burden of Deep k-Means, we are able to evaluate various CRs. Note that at the same CR,
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Model ∆ (%) CR

Soft Weight-Sharing -2.02 45
Deep k-Means WR -16.02 45
Deep k-Means WR -25.45 47
Deep k-Means WR -45.08 50
Deep k-Means -1.63 45
Deep k-Means -2.23 47
Deep k-Means -4.49 50

Table 2.3: Compressing Wide ResNet in comparison to soft weight-sharing [9]. Reprinted with
permission from [2].

.

soft weight-sharing and Deep k-Means will lead to identical layer-wise dimensions and the same

number of unique weights in each layer. Thus, their performance difference can only arise from

the effects of their different regularization ways during re-training.

Promoting Sparsity in Re-Training. During the review stage, one anonymous reviewer com-

mented that [9] tried to explicitly enforce weight values to a cluster centered at zero, while the

above default routine of Deep k-Means had not such constraint. Such a sparsity-promotion op-

eration may marginally decrease compression performance as it restricts the flexibility of setting

centroids, but can gain more in both speedup and energy savings [48]. To ensure a fair comparison

with [9], we implement a similar sparsity-promoting feature for Deep k-Means, in this specific ex-

periment only. Without referring to sophisticated options such as semi-supervised clustering [49],

we follow a simple heuristic which incurs almost no extra complexity: at each time of “lazy up-

date” for layer W ∈ Rs×N , we first rank all N columns of W in terms of their ℓ2 norms. We then

assign the pN (0 < p <1) smallest-norm columns to one cluster with a fixed center at zero, before

solving (2.4). At the parameter-sharing step, we similarly threshold pN smallest-norm columns

in W to be all-zero, and then perform (k − 1)-clustering for remaining columns. The group of

layer-wise p that we used for all 16 layers is: [0, 0.3, 0.4, 0.5, 0.4, 0.4, 0.5, 0.5, 0.5, 0.5, 0.5, 0.6,

0.9, 0.5, 0.75, 0.9].

Table 2.3 demonstrates the superiority of Deep k-Means (with the above-described sparsity
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promotion) over [9], by comparing their top-1 accuracy drops: 1.63% versus 2.02 %, at CR = 45.

We further display the results at CR = 47 and 50, with a smooth accuracy decrease.

2.4.1.5 Evaluation with GoogleNet on ImageNet

We finally evaluate Deep k-Means on the GoogleNet [50] trained with the ImageNet ILSVRC12

dataset [51]. We use single center crop during testing, and evaluate the performance based on the

top-1 and top-5 accuracy drops on the validation set, compared to the uncompressed baseline

whose top-1 accuracy is 69.76% and top-5 89.63%. We include two comparison methods: one-

shot network compression [52], and low-rank regularization [53]. According to Table 2.4, Deep

k-Means proves to scale well on large models/datasets, and achieves significantly better results

over the two baselines: its compression at CR ≤ 3 is almost lossless, with top-5 errors again ob-

served to slightly increase after compression. The GoogleNet compression performance is found

to deteriorate quickly when CR > 4.

Model ∆† % ∆‡ % CR

One-shot [52] N/A -0.24 1.28
Low-rank [53] N/A -0.42 2.84
Deep k-Means WR -1.22 -0.65 1.5
Deep k-Means WR -3.7 -2.46 2
Deep k-Means WR -13.72 -10.05 3
Deep k-Means WR -48.95 -48.82 4
Deep k-Means -0.26 0.00 1.5
Deep k-Means -0.17 +0.06 2
Deep k-Means -0.36 +0.03 3
Deep k-Means -1.95 -1.14 4

Table 2.4: Compressing GoogLeNet on ILSVRC12 († and ‡ are top-1 and top-5 accuracies respec-
tively). Reprinted with permission from [2].
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2.4.2 Comparison on Energy-Aware Metrics

2.4.2.1 Energy-Aware Metrics Verification

We first evaluate our energy-aware metrics by comparing its estimated energy consumption

with that of the tool in [22]. Note that the unit of energy: 1) in [22] is normalized in terms of

number of MAC operations while the computational cost in Eq. (2.5) is normalized in terms of

number of FAs; and 2) for the representational cost in Eqs. (2.6) and (2.7) is different from that

of the computational cost in Eq. (2.5). Therefore, we first normalize the representational cost in

terms of the computational cost assuming that a global on-chip buffer is employed, implying that

the representational cost of a MAC is about 6 times that of performing a MAC computation [30].

This normalized representational cost is then added to the computational cost to obtain our total

energy. Lastly, we normalize this total energy in terms of the number of MACs to be the same as

that of [30].

We calculate the coefficient of determination (R2), between the estimated energy consumptions

using our proposed metrics, and using the tool in [22], of the same compressed models. We use

Deep k-means to compress both AlexNet and GoogLeNetv1 2, which are the only two CNN models

currently supported by [22]. The energy consumptions are estimated as we choose the cluster rate

to vary between: (AlexNet) [0.5, 0.3, 0.25, 0.2, 0.15, 0.1, 0.05, 0.01], and (GoogLeNetv1) [0.33,

0.18, 0.05, 0.012], respectively, to ensure negligible accuracy loss. We have R2 to be 0.9931

for AlexNet, and 0.9675 for GoogLeNetv1, suggesting the estimated energy consumptions using

our proposed metrics to be strongly linearly correlated with the results extrapolated from actual

hardware measurements [22]. Yet different from their tool, our metrics are generally applicable to

any CNN.

2For both networks, we employ our proposed methods in convolutional layers only. For AlexNet, we only quantize
weight and activation to 8 bit and to 16 bit in fully-connected layers, respectively. For GoogLeNetv1, we use the one
with global average pooling, which has no fully-connected layer.
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2.4.2.2 Comparison with Greedy Filter Pruning

An ideal CNN model to be deployed on resource-constrained platforms should simultaneously

possess compact model size and low energy cost. In general, the resulting computational/representational

cost reduction via compression depends on how the network is trimmed, i.e., which parts of the

network is compressed. Conceptually, we point out that different compression schemes (e.g.,

parameter-sharing versus pruning) will affect the analysis of the computational and representa-

tional costs defined in Eqs. (2.5), (2.6) and (2.7). First, the weight representational cost is directly

proportional to CR in both parameter-sharing (e.g. Deep k-Means and soft weight-sharing) and

pruning (e.g. CAR) cases, because they both in effect can reduce the term |W| in (2.6). Second,

the activation representational cost is proportional to CR for the case of weight pruning, but is

independent of CR if the compression is done by weight sharing. This is because weight pruning

results in skipping of the corresponding computations and thus can reduce the number of times that

the corresponding activations are used (i.e.,W in (2.7)), whereas there is no computation or con-

nection skipping in the case of weight-sharing. Third, the computational cost is again proportional

to CR for weight pruning; yet it would become input-dependent when it comes to weight sharing.

Specifically, only when all the weights corresponding to the same input/activation are shared, the

computational cost reduction ratio becomes equal to CR.

Deep k-Means has constantly obtained the best CR performance among the aforementioned

baselines. To provide a concrete example, we choose the CAR (with re-training) baseline in [1],

which produces slightly inferior but still competitive CR results, and discuss its potential energy

efficiency improvement compared with Deep k-Means. The same layer-wise compression setting

in Section 2.4.1.3 is adopted, for the first two convolutional layers of LeNet-5. A similar analysis

could be done for other methods too.

Before we compare the impact of Deep k-Means and the baselines on the computational and

representational costs, we discuss the relationship between CR and these energy-aware metrics to

provide conceptual insights.

First, the weight representational cost is directly proportional to CR in both weight-sharing (e.g.
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(a) Comparison in the first convolutional layer (b) Comparison in the second convolutional layer

Figure 2.3: Comparison between Deep k-Means and CAR, in terms of the ratio between weight
representational cost reduction. Reprinted with permission from [2].

Deep k-Means and soft weight-sharing) and weight pruning (e.g. CAR) cases, because they both

in effect can reduce the term |X | in (2.6). Second, the activation representational cost is directly

proportional to CR for the case of compression via weight pruning, and is independent of CR for

the case of compression via weight sharing. This is because weight pruning results in skipping of

the corresponding computations and thus can reduce the number of times that the corresponding

activations are used (i.e., Nx in (2.7)), whereas there is no computation or connection skipping in

the case of weight-sharing. Third, the computational cost is directly proportional to CR when using

the compression is performed through weight pruning, and it would depends on the positions of

shared weights for the case of compression through weight sharing. Specifically, only when all the

weights corresponding to the same input/activation can be shared, the ratio on the computational

cost reduction over the original model is equal to CR.

Deep k-Means compresses the network via weight sharing, whereas CAR relies on weight

pruning. The accuracy versus CR comparison (i.e., Figure 2.2) in Section 2.4.1.3 shows that Deep

k-Means is clearly superior to CAR at high layer-wise CRs, for either of the two convolutional

layers. The potential energy consumption comparison between Deep k-Means and CAR in terms
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of the three metrics are as follows3.

First, Deep k-Means will achieve higher weight representational cost reduction since it mostly

offers higher CR with the same or even better accuracy, in particular at high CRs. Figure 2.3 (a)

and (b) compares the accuracy versus weight representational cost reduction ratio of Deep k-Means

and CAR for compressing the first and second convolutional layers in LeNet 5, respectively4. We

observe that Deep k-Means achieves about 10% and 17.2% higher weight representational cost

reduction, respectively, compared to CAR when compressing the first and second layers, without

incurring accuracy loss. Second, CAR always outperforms Deep k-Means in terms of activation

representational cost, because it removes filters and thus reduces the numbers of feature maps.

In theory, CAR can achieve up to (layer-wise) “CR times” better activation representational cost

reduction ratio than Deep k-Means. Third, the achievable computational cost reduction by Deep

k-Means is either smaller or equal to that of CAR, depending on the inputs.

2.5 Conclusion and Discussions

We proposes Deep k-Means, a retraining-then-parameter-sharing pipeline for compressing

convolutional layers in deep CNNs. A novel spectrally relaxed k-means regularization is derived to

make hard assignments of convolutional layer weights to learned cluster centers during re-training.

Deep k-Means demonstrates clear superiority over several recently-proposed competitive meth-

ods, in terms of both compression ratio and energy efficiency. Our future work will exploit more

adaptive cluster rates for different layers instead of the current uniform scheme. Based on our pro-

posed metrics, we also aim to incorporate more energy-aware regularizations into Deep k-Means

for direct minimization of energy consumptions.

3We are unable to directly verify the total energy consumption of CAR using our metrics due to the lack of their
model parameters or pre-trained model.

4We did not consider the cost of weight assignment indexes as it is negligible due to achievable high CR.
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3. NEURAL ARCHITECTURE SEARCH1

3.1 Introduction

Figure 3.1: An analogy can be drawn between the Neural Architecture Search (NAS) process
and mountaineering. To illustrate this, we use Attitude to represent the performance of Neural
Architectures and Latitude/Longitude coordinates to depict the distance between different Neural
Architectures. For example, the coordinate of ResNet is closer to DenseNet than that of MobileNet.
The rugged terrain of the mountain reflects the complexity of the neural architecture subspace. The
main objective of NAS is to explore this intricate subspace and identify the path that leads to the
optimal architecture.

Neural Architecture Search (NAS)[54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65] methods

aim to identify the best network architecture by exploring the relationship between architecture

1Partial text and images of this chapter is reprinted with permission from “Stronger nas with weaker predictors.”
by Junru Wu et al. In Advances in Neural Information Processing Systems 34 (2021): 28904-28918., Copyright 2023
by Junru Wu.
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and performance. This is achieved by searching the architecture-to-performance manifold, which

can be compared to a mountaineering expedition, as illustrated in Figure 3.1. In this analogy,

performance is analogous to altitude, while the distance between different neural architectures is

represented by the latitude and longitude coordinates. For instance, the coordinate of ResNet is

closer to DenseNet than MobileNet. The rugged terrain of the mountain symbolizes the complexity

of the neural architecture subspace. The goal of NAS is to navigate this intricate terrain and

discover the path that leads to the optimal architecture.

Some common approaches in NAS includes reinforced-learning-based [66], evolution-based

[67, 68] or gradient-based [54, 69] methods. However, in order to cover the entire search space,

they often train and evaluate a large number of architectures, leading to tremendous computation

cost. Recently, predictor-based NAS methods alleviate this problem with two key steps: one sam-

pling step to sample some architecture-performance pairs, and another performance modeling step

to fit the performance distribution by training a proxy accuracy predictor. An in-depth analysis

of existing methods [55] found that most of those methods [58, 59, 70, 60, 61, 62, 71] consider

these two steps independently and attempt to model the performance distribution over the whole

architecture space using a strong2 predictor. However, since the architecture space is often ex-

ponentially large and highly non-convex, even a very strong predictor model has difficulty fitting

the whole space given limited samples. Meanwhile, different types of predictors often demand

handcraft design of the architecture representations to improve their performance.

This paper reflects on a fundamental question for predictor-based NAS: “if our final goal is to

find the best architecture, do we really need to model the whole space well?”. We investigate the

alternative of utilizing a few weak2 predictors to fit small local spaces, and to progressively move

the search space towards the subspace where good architecture resides. Intuitively, we assume the

whole space could be divided into different sub-spaces, some of which are relatively good while

2“Strong” vs “Weak” predictors: we name a “weak” predictor if it only predicts a local subspace of the search
space thus can be associated with our iterative sampling scheme; such predictors therefore usually do not demand
very heavily parameterized models. On the contrary, “strong” predictors predict the global search space and are often
associated with uniform sampling. The terminology of strong versus weak predictors does not represent their number
of parameters or the type of NAS predictor used. An overparameterized NAS predictor with our iterative sampling
scheme may still be considered as a “weak” predictor.
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some are relatively bad. We tend to choose the good ones while discarding the bad ones, which

makes sure more samples will be focused on modeling only the good subspaces and then find the

best architecture. It greatly simplifies the learning task of each predictor. Eventually, a line of

progressively evolving weak predictors can connect a path to the best architecture.

We present a novel, general framework that requires only to estimate a series of weak predictors

progressively along the search path, we denoted it as WeakNAS in the rest of the paper. To ensure

moving towards the best architecture along the path, at each iteration, the sampling probability of

better architectures keep increasing through the guidance of the previous weak predictor. Then,

the consecutive weak predictors with better samples will be trained in the next iteration. We iterate

until we arrive at an embedding subspace where the best architectures reside and can be accurately

assessed by the final weak predictor.

Figure 3.2: Comparison between our method using a set of weak predictors (iterative sampling), and a
single strong predictor (random sampling) on NAS-Bench-201. For fair comparison, the NAS predictor in
both methods adtops the same type of MLP described in 3.2.4. Solid lines and shadows denote the mean
and standard deviation (std), respectively. Reprinted with permission from [3].

Compared to the existing predictor-based NAS, our proposal represents a new line of attack

and has several merits. First, since only weak predictors are required, it yields better sample

efficiency. As shown in Figure 3.2, it costs significantly fewer samples to find the top-performance
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Figure 3.3: An illustration of WeakNAS’s progressive approximation. Previous predictor-based
NAS uniformly sample in the whole search space to fit a strong predictor. Instead, our method
progressively shrinks the sample space based on predictions from previous weak predictors, and
update new weak predictors towards subspace of better architectures, hence focusing on fitting the
search path. Reprinted with permission from [3].

architecture than using one strong predictor, and yields much lower variance in performance over

multiple runs. Second, it is flexible to the choices of architecture representation (e.g., different

architecture embeddings) and predictor formulation (e.g., multilayer perceptron (MLP), gradient

boosting regression tree, or random forest). Experiments show our framework performs well in

all their combinations. Third, it is highly generalizable to other open search spaces, e.g. given a

limited sample budget, we achieve the state-of-the-art ImageNet performance on the NASNet and

MobileNet search spaces. Detailed comparison with state-of-the-art predictor-based NAS [72, 73,

74, 61] is presented in Section 4.

3.2 Our Framework

3.2.1 Reformulating Predictor-based NAS as Bi-Level Optimization

Given a search space of network architectures X and an architecture-to-performance mapping

function f : X → P from the architecture set X to the performance set P , the objective is to find
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the best neural architecture x∗ with the highest performance f(x) in the search space X:

x∗ = argmax
x∈X

f(x) (3.1)

A naïve solution is to estimate the performance mapping f(x) through the full search space. How-

ever, this is prohibitively expensive since all architectures have to be exhaustively trained from

scratch. To address this problem, predictor-based NAS learns a proxy predictor f̃(x) to approxi-

mate f(x) by using some architecture-performance pairs, which significantly reduces the training

cost. In general, predictor-based NAS can be re-cast as a bi-level optimization problem:

x∗ = argmax
x∈X

f̃(x|S), s.t. f̃ = argmin
S,f̃∈F̃

∑
s∈S

L(f̃(s), f(s)) (3.2)

where L is the loss function for the predictor f̃ , F̃ is a set of all possible approximation to f ,

S := {S ⊆ X | |S| ≤ C} all architectures satisfying the sampling budget C. C is directly related

to the total training cost, e.g., the total number of queries. Our objective is to minimize the loss L

based on some sampled architectures S.

Previous predictor-based NAS methods attempt to solve Equation 3.2 with two sequential steps:

(1) sampling some architecture-performance pairs and (2) learning a proxy accuracy predictor. For

the first step, a common practice is to sample training pairs S uniformly from the search space X

to fit the predictor. Such sampling is however inefficient considering that the goal of NAS is only

to find well-performed architectures without caring for the bad ones.

3.2.2 Progressive Weak Predictors Emerge Naturally as A Solution to the Optimization

Optimization Insight: Instead of first (uniformly) sampling the whole space and then fitting

the predictor, we propose to jointly evolve the sampling S and fit the predictor f̃ , which helps

achieve better sample efficiency by focusing on only relevant sample subspaces. That could be

mathematically formulated as solving Equation 3.2 in a new coordinate descent way, that iterates

between optimizing the architecture sampling and predictor fitting subproblems:
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(Sampling) P̃ k = {f̃k(s)|s ∈ X \ Sk}, SM ⊂ TopN(P̃
k), Sk+1 = SM ∪ Sk,

where TopN(P̃
k) denote the set of top N architectures in P̃ k

(3.3)

(Predictor Fitting) x∗ = argmax
x∈X

f̃(x|Sk+1), s.t. f̃k+1 = argmin
f̃k∈F̃

∑
s∈Sk+1

L(f̃(s), f(s)) (3.4)

In comparison, existing predictor-based NAS methods could be viewed as running the above

coordinate descent for just one iteration – a special case of our general framework.

As well known in optimization, many iterative algorithms only need to solve (subsets of) their

subproblems inexactly [75, 76, 77] for properly ensuring convergence either theoretically or empir-

ically. Here, using a strong predictor to fit the whole space could be treated as solving the predictor

fitting subproblem relatively precisely, while adopting a weak predictor just imprecisely solves

that. Previous methods solving Equation 3.2 truncate their solutions to “one shot" and hinge on

solving subproblems with higher precision. Since we now take a joint optimization view and allow

for multiple iterations, we can afford to only use weaker predictors for the fitting subproblem per

iteration.

Implementation Outline: The above coordinate descent solution has clear interpretations and

is straightforward to implement. Suppose our iterative methods has K iterations. We initialize S1

by randomly sampling a few samples from X , and train an initial predictor f̃1. Then at iterations

k = 2, . . . K, we jointly optimize the sampling set Sk and predictor f̃k in an alternative manner.

Subproblem 1: Architecture Sampling. At iteration k + 1, we first sort all architectures3

in the search space X (excluding all the samples already in Sk) according to its predicted per-

formance P̃ k at every iteration k. We then randomly sample M new architectures from the top

N ranked architectures in P̃ k. Note this step both reduces the sample budget, and controls the

exploitation-exploration trade-off (see Section 3.3.2). The newly sampled architectures together

3One only exception is the Section 3.3.3 open-domain experiments: we will sub-sample all architectures in the
search space before sorting. More details can be found in Section 3.3.1.2
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(a) (b) (c)

Figure 3.4: Visualization of the search dynamics in NAS-Bench-201 Search Space. (best viewed
in color) (a) The trajectory of the predicted best architecture and global optimal through out 5
iterations; (b) Error empirical distribution function (EDF) of the predicted top-200 architectures
throughout 5 iterations (c) Triangle marker: probability of sampling top-50 architectures through-
out 5 iterations; Star marker: Kendall’s Tau ranking of NAS predictor in Top 50 architectures
through out 5 iterations. Reprinted with permission from [3].

with Sk become Sk+1.

Subproblem 2: (Weak) Predictor Fitting. We learn a predictor f̃k+1, by minimizing the loss L

of the predictor f̃k+1 based on sampled architectures Sk+1. We then evaluate architectures using

the learned predictor f̃k+1 to get the predicted performance P̃ k+1.

As illustrated in Figure 3.3, through alternating iterations, we progressively evolve weak pre-

dictors to focus on sampling along the search path, thus simplifying the learning workload of each

predictor. With these coarse-to-fine iterations, the predictor f̃k would guide the sampling process to

gradually zoom into the promising architecture samples. In addition, the promising samples Sk+1

would in turn improve the performance of the updated predictor f̃k+1 among the well-performed

architectures, hence the ranking of sampling space is also refined gradually. In other words, the

solution quality to the subproblem 2 will gradually increase as a natural consequence of the guided

zoom-in. For derivation, we simply choose the best architecture predicted by the final weak pre-

dictor. This idea is related to the classical ensembling [78], yet a new regime to NAS.

Proof-of-Concept Experiment.Figure 3.4 (a) shows the progressive procedure of finding the
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Figure 3.5: Visualization of search dynamics in NAS-Bench-201 Search Space via t-SNE. At i-th
iteration, we randomly sample M = 40 new architectures from the top N = 400 ranked architectures
in P̃ k. The top row from (a)-(d) show the sampling space TopN(P̃

k), and the bottom row from
(e)-(h) show the sampled architectures Sk. The performance ranking of architectures is encoded
by color, and those not-sampled architectures are colored in grey. Reprinted with permission from
[3].

optimal architecture x∗ and learning the predicted best architecture x̃∗
k over 5 iterations. As we can

see from Figure 3.4 (a), the optimal architecture and the predicted best one are moving towards

each other closer and closer, which indicates that the performance of predictor over the optimal

architecture(s) is growing better. In Figure 3.4 (b), we use the error empirical distribution function

(EDF) [79] to visualize the performance distribution of architectures in the subspace. We plot the

EDF of the top-200 models based on the predicted performance over 5 iterations. As is shown,

the subspace of top-performed architectures is consistently evolving towards more promising ar-

chitecture samples over 5 iterations. Then in Figure 3.4 (c), we validate that the probabilities of

sampling better architectures within the top N predictions keep increasing. Based on this property,
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we can just sample a few well-performing architectures guided by the predictive model to estimate

another better weak predictor. The same plot also suggests that the NAS predictor’s ranking among

the top-performed models is gradually refined, since more and more architectures in the top region

are sampled.

In Figure 3.5, we also show the t-SNE visualization of the search dynamic in NAS-Bench-201

search space. We can observe that: (1) NAS-Bench-201 search space is highly structured; (2) the

sampling space TopN(P̃
k) and sampled architectures Sk are both consistently evolving towards

more promising regions, as can be noticed by the increasingly warmer color trend.

3.2.3 Relationship to Bayesian Optimization: A Simplification and Why It Works

Our method can be alternatively regarded as a vastly simplified variant of Bayesian Optimiza-

tion (BO). It does not refer to any explicit uncertainty-based modeling such as Gaussian Process

(which are often difficult to scale up); instead it adopts a very simple step function as our acqui-

sition function. For a sample x in the search space X , our special “acquisition function" can be

written as:

acq(x) = u(x− θ) · ϵ (3.5)

where the step function u(x) is 1 if x ≥ θ, and 0 otherwise; ϵ is a random variable from the uniform

distribution U(0, 1); and θ is the threshold to split TopN from the rest, according to their predicted

performance P̃ k(x). We then choose the samples with the M largest acquisition values:

SM = argmax
TopM

acq(x) (3.6)

Why such “oversimplified BO" can be effectively for our framework? We consider the reason to be

the inherently structured NAS search space. Specifically, existing NAS spaces are created either by

varying operators from a pre-defined operator set (DARTS/NAS-Bench-101/201 Search Space) or

by varying kernel size, width or depth (MobileNet Search Space). Therefore, as shown in Figure

3.5, the search spaces are often highly-structured, and the best performers gather close to each

other.
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Here comes our underlying prior assumption: we can progressively connect a piecewise search

path from the initialization, to the finest subspace where the best architecture resides. At the be-

ginning, since the weak predictor only roughly fits the whole space, the sampling operation will

be “noisier", inducing more exploration. When it comes to the later stage, the weak predictors fit

better on the current well-performing clusters, thus performing more exploitation locally. There-

fore our progressive weak predictor framework provides a natural evolution between exploration

and exploitation, without explicit uncertainty modeling, thanks to the prior of special NAS space

structure.

Another exploration-exploitation trade-off is implicitly built in the adaptive sampling step of

our subproblem 1 solution. To recall, at each iteration, instead of choosing all Top N models by the

latest predictor, we randomly sample M models from Top N models to explore new architectures

in a stochastic manner. By varying the ratio ϵ = M/N and the sampling strategy (e.g., uniform,

linear-decay or exponential-decay), we can balance the sampling exploitation and exploration per

step, in a similar flavor to the ϵ-greedy [80] approach in reinforcement learning.

3.2.4 Our Framework is General to Predictor Models and Architecture Representations

(a) CIFAR10 (b) CIFAR100 (c) ImageNet16-120

Figure 3.6: Evaluations of robustness across different predictors on NAS-Bench-201. Solid lines
and shadow regions denote the mean and std, respectively. Reprinted with permission from [3].

Our framework is designed to be generalizable to various predictors and features. In predictor-

based NAS, the objective of fitting the predictor f̃ is often cast as a regression [60] or ranking [58]
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problem. The choice of predictors is diverse, and usually critical to final performance [58, 59,

55, 60, 61, 62]. To illustrate our framework is generalizable and robust to the specific choice of

predictors, we compare the following predictor variants.

• Multilayer perceptron (MLP): MLP is the common baseline in predictor-based NAS [58] due

to its simplicity. For our weak predictor, we use a 4-layer MLP with hidden layer dimension

of (1000, 1000, 1000, 1000).

• Regression Tree: tree-based methods are also popular [62, 81] since they are suitable for cat-

egorical architecture representations. As our weak predictor, we use the Gradient Boosting

Regression Tree (GBRT) based on XGBoost [82], consisting of 1000 Trees.

• Random Forest: random forests differ from GBRT in that they combines decisions only at

the end rather than along the hierarchy, and are often more robust to noise. For each weak

predictor, we use a random forest consisting of 1000 Forests.

The features representations to encode the architectures are also instrumental. Previous methods

hand-craft various features for the best performance, e.g., raw architecture encoding [59], supernet

statistics [83], and graph convolutional network encoding [60, 58, 61, 72] Our framework is also

agnostic to various architecture representations, and we compare the following:

• One-hot vector: In NAS-Bench-201 [84], its DARTS-style search space has fixed graph

connectivity, hence the one-hot vector is commonly used to encode the choice of operator.

• Adjacency matrix: In NAS-Bench-101, we used the same encoding scheme as in [85, 59],

where a 7×7 adjacency matrix represents the graph connectivity and a 7-dimensional vector

represents the choice of operator on every node.

As shown in Figure 3.6, all predictor models perform similarly across different datasets. Compar-

ing performance on NAS-Bench-101 and NAS-Bench-201, although they use different architec-

ture encoding methods, our method still performs similarly well among different predictors. This

demonstrates that our framework is robust to various predictor and feature choices.
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3.3 Experiments

3.3.1 Implementation details

Setup: For all experiments, we use an Intel Xeon E5-2650v4 CPU and a single Tesla P100 GPU,

and use the Multilayer perceptron (MLP) as our default NAS predictor, unless otherwise specified.

3.3.1.1 Implementation details on NAS-Bench Search Spaces

NAS-Bench-101 [85] provides a Directed Acyclic Graph (DAG) based cell structure. The connec-

tivity of DAG can be arbitrary with a maximum number of 7 nodes and 9 edges. Each nodes on the

DAG can choose from operator of 1×1 convolution, 3×3 convolution or 3×3 max-pooling. After

removing duplicates, the dataset consists of 423,624 diverse architectures trained on CIFAR10[45].

NAS-Bench-201 [84] is a more recent benchmark with a reduced DARTS-like search space. The

DAG of each cell is fixed, and one can choose from 5 different operations (1×1 convolution,

3×3 convolution, 3×3 avg-pooling, skip, no connection), on each of the 6 edges, totaling 15,625

architectures. It is trained on 3 different datasets: CIFAR10, CIFAR100 and ImageNet16-120 [86].

For experiments on both NAS-Benches, we followed the same setting as [61].

For random search and regularized evolution[67] baseline, we use the public implementation

from this link4. For random search, we selection 100 random architectures at each iteration. For

regularized evolution, We set the initial population to 10, and the sample size each iteration to 3.

3.3.1.2 Implementation details on Open Domain Search Space

Open Domain Search Space: We follow the same NASNet search space used in [87] and Mo-

bileNet Search Space used in [88] to directly search for the best architectures on ImageNet[89].

Due to the huge computational cost to evaluate sampled architectures on ImageNet, we lever-

age a weight-sharing supernet approach. On NASNet search space, we use Single-Path One-shot

[90] approach to train our SuperNet, while on MobileNet Search Space we reused the pre-trained

supernet from OFA[88]. We then use the supernet accuracy as the performance proxy to train

weak predictors. We clarify that despite using supernet, our method is more accurate than exist-

4https://github.com/D-X-Y/AutoDL-Projects
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ing differentiable weight-sharing methods, meanwhile requiring less samples than evolution based

weight-sharing methods, as manifested in Table 3.10 and 3.11. We adopt PyTorch and image mod-

els library (timm) [91] to implement our models and conduct all ImageNet experiments using 8

Tesla V100 GPUs. For derived architecture, we follow a similar training from scratch strategies

used in LaNAS[74].

Open Domain Setting: We extend WeakNAS to open domain settings by (a) Construct the evalua-

tion pool X̄ by uniform sampling the whole search space X (b) Apply WeakNAS in the evaluation

space X̄ to find the best performer. (c) Train the best performer architecture from scratch.

For instance, when working with MobileNet search space that includes ≈ 1018 architectures,

we uniformly sample 10K models as an evaluation pool, and further apply WeakNAS with a sample

budget of 800 or 1000. When working with NASNet search space that includes ≈ 1021 architec-

tures, we uniformly sample 100K models as an evaluation pool, and further apply WeakNAS with

a sample budget of 800.

In the following part, we take MobileNet open domain search space as a example, however we

follow a similar procedure for NASNet search space.

(a) Construct the evaluation pool X̄ from the search space X We uniformly sample an eval-

uation pool to handle the extremely large MobileNet search space (|X| ≈ 1018), since its not

doable to predict the performance of all architectures in X . We use uniform sampling due to a

recent study [79] reveal that human-designed NAS search spaces usually contain a fair proportion

of good models compared to random design spaces, for example, in Figure 9 of [79], it shows

that in NASNet/Amoeba/PNAS/ENAS/DARTS search spaces, Top 5% of models only have a <1%

performance gap to the global optima. In practice, the uniform sampling strategy has been widely

verified as effective in other works of predictor-based NAS such as [60, 92, 93], For example, [60]

[92][93] set to be 112K, 15K, 20K in a search space of 1018 networks. In our case, we set |X̄| =

10K.

(b) Apply WeakNAS in the evaluation space X̄ We then further apply WeakNAS in the evalua-

tion pool X̄ . This is because even with the evaluation pool |X̄| = 10K, it still takes days to evaluate
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all those models on ImageNet (in a weight-sharing SuperNet setting). Since the evaluation pool

X̄ was uniformly sampled from NAS search space X , it preserves the highly-structured nature of

X . As a result, we can leverage WeakNAS to navigate through the highly-structured search space.

WeakNAS build a iterative process, where it searches for some top-performing cluster at the initial

search iteration and then “zoom-in” the cluster to find the top performers within the same cluster

(as shown in Figure 3.5). At k − th iteration, WeakNAS balance the exploration and exploitation

trade-off by sampling 100 models from the Top 1000 predictions of the predictor f̃k, it use the

promising samples to further improve performance of the predictor in the next iteration f̃k+1. We

leverage WeakNAS to further decrease the number of queries to find the optimal in X̄ by 10 times,

the search cost has dropped from 25 GPU hours (evaluate all 10K samples in random evaluation

pool) to 2.5 GPU hours (use WeakNAS in 10K random evaluation pool), while still achieving a

solid performance of 81.3% on ImageNet (MobileNet Search Space).

(c) Train the best performer architecture from scratch. We follow a similar setting in LaNAS[74],

where we use Random Erase and RandAug, a drop out rate of 0.3 and a drop path rate of 0.0, we

also use exponential moving average (EMA) with a decay rate of 0.9999. During training and

evaluation, we set the image size to be 236x236 (In NASNet search space, we set the image size to

be 224x224). We train for 300 epochs with warm-up of 3 epochs, we use a batch size of 1024 and

RMSprop as the optimizer. We use a cosine decay learning rate scheduler with a starting learning

rate of 1e-02 and a terminal learning rate of 1e-05

3.3.2 Ablation Studies

We conduct a series of ablation studies on the effectiveness of proposed method on NAS-

Bench-101.

3.3.2.1 Ablation on our iterative scheme

To validate the effectiveness of our iterative scheme, In Table 3.1, we initialize the initial Weak

Predictor f̃1 with 100 random samples, and set M = 10, after progressively adding more weak

predictors (from 1 to 191), we find the performance keeps growing. This demonstrates the key
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property of our method that probability of sampling better architectures keeps increasing as more

iteration goes. It’s worth noting that the quality of random initial samples M0 may also impact on

the performance of WeakNAS, but if |M0| is sufficiently large, the chance of hitting good samples

(or its neighborhood) is high, and empirically we found |M0|=100 to already ensure highly stable

performance at NAS-Bench-101: a more detailed ablation can be found in the Section 3.3.2.3.

Sampling #Predictor #Queries Test Acc.(%) SD(%) Test Regret(%) Avg. Rank

Uniform 1 Strong Predictor 2000 93.92 0.08 0.40 135.0

Iterative

1 Weak Predictor 100 93.42 0.37 0.90 6652.1
11 Weak Predictors 200 94.18 0.14 0.14 5.6
91 Weak Predictors 1000 94.25 0.04 0.07 1.7

191 Weak Predictors 2000 94.26 0.04 0.06 1.6

Optimal - - 94.32 - 0.00 1

Table 3.1: Ablation on the effectiveness of our iterative scheme on NAS-Bench-101. Reprinted
with permission from [3].

3.3.2.2 Ablation on exploitation-exploration trade-off

We then study the exploitation-exploration trade-off in Table 3.2 in NAS-Bench-101 (a similar

ablation in Mobilenet Search space on ImageNet is also included in Table 3.3) by investigating

two settings: (a) We gradually increase N to allow for more exploration, similar to controlling ϵ

in the epsilon-greedy [80] approach in the RL context; (b) We vary the sampling strategy from

Uniform, Linear-decay to Exponential-decay (top models get higher probabilities by following

either linear-decay or exponential-decay distribution).

NAS-Bench Search Spaces We empirically observed that: (a) The performance drops more (Test

Regret 0.22% vs 0.08%) when more exploration (TopN=1000 vs TopN=10) is used. This indicates

that extensive exploration is not optimal for NAS-Bench-101; (b) Uniform sampling method yields

better performance than sampling method that biased towards top performing model (e.g. linear-

decay, exponential-decay). This indicates good architectures are evenly distributed within the Top
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100 predictions of Weak NAS, therefore a simple uniform sampling strategy for exploration is

more optimal in NAS-Bench-101. To conclude, our Weak NAS Predictor strikes a good balance

between exploration and exploration.

Apart from the above exploitation-exploration trade-off of WeakNAS, we also explore the pos-

sibility of integrating other meta-sampling methods. We found that the local search algorithm

could achieve comparable performance, while using Semi-NAS [73] as a meta sampling method

could further boost the performance of WeakNAS: more details are in Section 3.3.2.5.

Sampling (M from TopN) M TopN #Queries Test Acc.(%) SD(%) Test Regret(%) Avg. Rank

Exponential-decay 10 100 1000 93.96 0.10 0.36 85.0
Linear-decay 10 100 1000 94.06 0.08 0.26 26.1
Uniform 10 100 1000 94.25 0.04 0.07 1.7

Uniform 10 1000 1000 94.10 0.19 0.22 14.1
Uniform 10 100 1000 94.25 0.04 0.07 1.7
Uniform 10 10 1000 94.24 0.04 0.08 1.9

Table 3.2: Ablation on exploitation-exploration trade-off on NAS-Bench-101. Reprinted with
permission from [3].

Open Domain Search Space For the ablation on open-domain search space, we follow the same

setting in the Section 3.3.1.2 and use Mobilenet Search space on ImageNet, however due to the

prohibitive cost of training model from scratch in Section 3.3.1.2 (c), we directly use accuracy

derived from supernet.

WeakNAS uniformly samples M samples from TopN predictions at each iteration, thus we can

adjust N/M ratio to balance the exploitation-exploration trade-off. In Table 3.3, we set the total

number of queries at 100, fix M at 10 and while adjusting N from 10 (more exploitation) to 1000

(more exploration), and use optimal in the 10K evaluation pool to measure the ranking and test

regret. We found WeakNAS is quite robust within the range where N/M = 2.5 - 10, achieving the

best performance at the sweet spot of N/M = 5. However, its performance drops significantly (by

rank), while doing either too much exploitation (N/M <2.5) or too much exploration (N/M >25).
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Sampling methods M TopN #Queries SuperNet Test Acc.(%) SD(%) Test Regret(%) Avg. Rank

Uniform - - 100 79.0609 0.0690 0.1671 94.58

Iterative

10 10 100 79.1552 0.0553 0.0728 20.69
10 25 100 79.1936 0.0289 0.0344 4.68
10 50 100 79.2005 0.0300 0.0275 4.05
10 100 100 79.1954 0.0300 0.0326 4.63
10 250 100 79.1755 0.0416 0.0525 10.58
10 500 100 79.1710 0.0388 0.0570 10.80
10 1000 100 79.1480 0.0459 0.0800 19.70
10 2500 100 79.1274 0.0597 0.1006 33.64

Table 3.3: Ablation on exploitation-exploration trade-off over 100 runs on MobleNet Search Space
over ImageNet. Reprinted with permission from [3].

Figure 3.7: Comparison with SoTA methods on NAS-Bench-101. Solid lines and shadow regions
denote the mean and std, respectively. Reprinted with permission from [3].
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3.3.2.3 Ablation on number of initial samples

We conduct a controlled experiment in varying the number of initial samples |M0| in Table 3.4.

On NAS-Bench-101, we vary |M0| from 10 to 200, and found a "warm start" with good initial

samples is crucial for good performance. Too small number of |M0| might makes the predictor

lose track of the good performing regions. As shown in Table 3.4. We empirically found |M0|=100

can ensure highly stable performance on NAS-Bench-101.

|M0| #Queries Test Acc.(%) SD(%) Test Regret(%) Avg. Rank

10 1000 94.14 0.10 0.18 9.1
100 1000 94.25 0.04 0.07 1.7
200 1000 94.19 0.08 0.13 5.2

10 200 94.04 0.13 0.28 33.5
100 200 94.18 0.14 0.14 5.6
200 200 93.78 1.45 0.54 558.0

Optimal - 94.32 - 0.00 1.0

Table 3.4: Ablation on number of initial samples M0 on NAS-Bench-101. Reprinted with permis-
sion from [3].

3.3.2.4 Ablation on the architecture encoding

We also compare WeakNAS with NAS using custom architecture representation either in a

unsupervised way such as arch2vec [94], or a supervised way such as CATE [95]. We compare

the effect of using different architecture encodings in in Table 3.5. We found when combined

with CATE embedding [95], the performance of WeakNAS can be further improved, compared

to WeakNAS baseline with adjacency matrix encoding used in [85]. This also leads to stronger

performance than cate-DNGO-LS baseline in CATE [95], which demonstrates that CATE embed-

ding [95] is an orthogonal contribution to WeakNAS, and they are mutually compatible.
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Methods #Queries Test Acc.(%) SD(%) Test Regret(%) Avg. Rank

CATE (cate-DNGO-LS)[95] 150 94.10 - 0.22 12.3
WeakNAS + Adjacency matrix[85] 150 94.10 0.19 0.22 12.3
WeakNAS + CATE[95] 150 94.19 0.12 0.13 5.24

Table 3.5: Ablation on architecture encoding on NAS-Bench-101. Reprinted with permission from
[3].

3.3.2.5 Abaltion of meta-sampling methods in WeakNAS

We also show that local search algorithm (hill climbing) or Semi-NAS [73] can be used as a

meta sampling method in WeakNAS, which could further boost the performance of WeakNAS,

here are the implementation details.

Local Search Given a network architecture embedding s in NAS-Bench-101 Search Space, we

first define a nearest neighbour function N(s) as architecture that differ from s by a edge or

a operation. At each iteration, we random sample a initial sample si from TopN predictions

TopN(P̃
k) and sample all of its nearest neighbour architecture in N(v0). We then let the new

si+1 = argmaxs∈N(si)
f(s). We repeat the process iteratively until we reach a local maximum

such that ∀v ∈ N(s), f(s) ⩾ f(v) or the sampling budget M of the iteration is reached.

Semi-NAS At the sampling stage of each iteration in WeakNAS, we further use Semi-NAS as a

meta-sampling methods. Given a meta search space of 1000 architectures and a sample budget of

100 queries each iteration. We following the setting in Semi-NAS, using the same 4-layer MLP

NAS predictor in WeakNAS and uses pseudo labels as noisy labels to augment the training set,

therefore we are able to leverage “unlabeled samples" (e.g., architectures with accuracy generated

by the predictors) to update the predictor. We set the initial sample to be 10, and sample 10 more

samples each iteration. Note that at the start of k-th WeakNAS iteration, we inherent the weight of

Semi-NAS predictor from the previous (k-1)-th WeakNAS iteration.
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Sampling (M from TopN) M N #Queries Test Acc.(%) SD(%) Test Regret(%) Avg. Rank

WeakNAS 100 1000 1000 94.25 0.04 0.07 1.7

Local Search - - 1000 94.24 0.03 0.08 1.9
Semi-NAS - - 1000 94.26 0.02 0.06 1.6

Table 3.6: Ablation on meta-sampling methods on NAS-Bench-101. Reprinted with permission
from [3].

3.3.3 Comparison to State-of-the-art (SOTA) Methods

NAS-Bench-101: On NAS-Bench-101 benchmark, we compare our method with several popular

methods [67, 96, 74, 55, 60, 73, 72, 94, 97, 95, 98].

Table 3.8 shows that our method significantly outperforms baselines in terms of sample ef-

ficiency. Specifically, our method costs 964×, 447×, 378×, 245×, 58×, and 7.5× less sam-

ples to reach the optimal architecture, compared to Random Search, Regularized Evolution [67],

MCTS [96], Semi-NAS[73], LaNAS[74], BONAS[72], respectively. We then plot the best accu-

racy against number of samples in Table 3.7 and Figure 3.7 to show the sample efficiency on the

NAS-Bench-101, from which we can see that our method consistently costs fewer sample to reach

higher accuracy.

We conduct a controlled experiment on NAS-Bench-201 by varying number of samples. As

shown in Figure 3.8, our average performance over different number of samples is clearly better

than Regularized Evolution [67] in all three subsets, with better stability indicated by confidence

intervals.

NAS-Bench-201: We further evaluate on NAS-Bench-201, and compare with random search,

Regularized Evolution [67], Semi-NAS[73], LaNAS[74], BONAS[72]. As shown in Table 3.8,

we conduct searches on all three subsets (CIFAR10, CIFAR100, ImageNet16-120) and report the

average number of samples needed to reach global optimal on the testing set over 100 runs. It

shows that our method has the smallest sample cost among all settings.

Open Domain Search: we further apply our method to open domain search without ground-truth,
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Method #Queries Test Acc.(%) SD(%) Test Regret(%) Avg. Rank

Random Search 2000 93.64 0.25 0.68 1750.0
NAO [55] 2000 93.90 0.03 0.42 168.1
Reg Evolution [67] 2000 93.96 0.05 0.36 85.0
Semi-NAS [73] 2000 94.02 0.05 0.30 42.1
Neural Predictor [60] 2000 94.04 0.05 0.28 33.5
WeakNAS 2000 94.26 0.04 0.06 1.6

Semi-Assessor [97] 1000 94.01 - 0.31 47.1
LaNAS [74] 1000 94.10 - 0.22 14.1
BONAS [72] 1000 94.22 - 0.10 3.0
WeakNAS 1000 94.25 0.04 0.07 1.7

Arch2vec [94] 400 94.10 - 0.22 14.1
WeakNAS 400 94.24 0.04 0.08 1.9

LaNAS [74] 200 93.90 - 0.42 168.1
BONAS [72] 200 94.09 - 0.23 18.0
WeakNAS 200 94.18 0.14 0.14 5.6

NASBOWLr [99] 150 94.09 - 0.23 18.0
CATE (cate-DNGO-LS) [95] 150 94.10 - 0.22 12.3
WeakNAS 150 94.10 0.19 0.22 12.3

Optimal - 94.32 - 0.00 1.0

Table 3.7: Comparing searching efficiency by limiting the total query amounts on NAS-Bench-
101. Reprinted with permission from [3].

Method NAS-Bench-101 NAS-Bench-201

Dataset CIFAR10 CIFAR10 CIFAR100 ImageNet16-120

Random Search 188139.8 7782.1 7621.2 7726.1
Reg Evolution [67] 87402.7 563.2 438.2 715.1

MCTS [96] 73977.2 †528.3 †405.4 †578.2
Semi-NAS [73] †47932.3 - - -

LaNAS [74] 11390.7 †247.1 †187.5 †292.4
BONAS [72] 1465.4 - - -

WeakNAS 195.2 182.1 78.4 268.4

Table 3.8: Comparison on the number of samples required to find the global optimal on NAS-
Bench-101 and NAS-Bench-201. † denote reproduced results using adapted code. Reprinted with
permission from [3].
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(a) CIFAR10 (b) CIFAR100 (c) ImageNet16-120

Figure 3.8: Comparison to SOTA on NAS-Bench-201 by varying number of samples. Solid lines
and shadow regions denote the mean and std, respectively. Reprinted with permission from [3].

and compare with several popular methods [87, 67, 100, 55, 101, 93, 74]. As shown in Tables 3.10

and 3.11, using the fewest samples (and only a fraction of GPU hours) among all, our method can

achieve state-of-the-art ImageNet top-1 accuracies with comparable parameters and FLOPs. Our

searched architecture is also competitive to expert-design networks. On the NASNet Search Space,

compared with the SoTA predictor-based NAS method LaNAS (Oneshot) [74], our method reduces

0.6% top-1 error while using less GPU hours. On the MobileNet Search Space, we improve the

previous SoTA LaNAS [74] to 81.3% top-1 accuracy on ImageNet while costing less FLOPs.

BO-based NAS methods [72, 99]: BO-based methods in general treat NAS as a black-box opti-

mization problem, for example, BONAS [72] customizes the classical BO framework in NAS with

GCN embedding extractor and Bayesian Sigmoid Regression to acquire and select candidate archi-

tectures. The latest BO-based NAS approach, NASBOWL [99], combines the Weisfeiler-Lehman

graph kernel in BO to capture the topological structures of the candidate architectures.

Compare with those BO-based method, our WeakNAS is an “oversimplified" version of BO

as explained in Section 3.2.3. Interestingly, results in Table 3.7 suggests that WeakNAS is able to

outperform BONAS [72], and is comparable to NASBOWLr [99] on NAS-Bench-101, showcasing

that the simplification does not compromise NAS performance. We hypothesize that the following

factors might be relevant: (1) the posterior modeling and uncertainty estimation in BO might

be noisy; (2) the inherently structured NAS search space (shown in Figure 3.5) could enable a
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“shortcut" simplification to explore and exploit. In addition, the conventional uncertainty modeling

in BO, such as the Gaussian Process used by [99], is not as scalable when the number of queries

is large. In comparison, the complexity of WeakNAS scales almost linearly, as can be verified in

Table 3.13. In our experiments, we observe WeakNAS to perform empirically more competitively

than current BO-based NAS methods at larger query numbers, besides being way more efficient.

To further convince that WeakNAS is indeed an effective simplification compared to the ex-

plicit posterior modeling in BO, we report an apple-to-apple comparison, by use the same weak

predictor from WeakNAS, plus obtaining its uncertainty estimation by calculating its variance us-

ing a deep ensemble of five model [102]; we then use the classic Expected Improvement (EI) [103]

acquisition function. Table 3.9 confirms that such BO variant of WeakNAS is inferior our proposed

formulation.

Method #Queries Test Acc.(%) SD(%) Test Regret(%) Avg. Rank

WeakNAS 1000 94.25 0.04 0.07 1.7

WeakNAS (BO Variant) 1000 94.12 0.15 0.20 8.7

Optimal - 94.32 - 0.00 1.0

Table 3.9: Comparing to the BO variant of WeakNAS on NAS-Bench-101. Reprinted with per-
mission from [3].

LaNAS [74]: LaNAS and our framework both follow the divide-and-conquer idea, yet with two

methodological differences: (a) How to split the search space: LaNAS learns a classifier to do bi-

nary “hard” partition on the search space (no ranking information utilized) and split it into two

equally-sized subspaces. Ours uses a regressor to regress the performance of sampled architec-

tures, and utilizes the ranking information to sample a percentage of the top samples (“soft” par-

tition), with the sample size N being controllable. (b) How to do exploration: LaNAS uses Upper

Confidence Bound (UCB) to explore the search space by not always choosing the best subspace

(left-most node) for sampling, while ours always chooses the best subspace and explore new archi-

tectures by adaptive sampling within it, via adjusting the ratio ϵ = M/N to randomly sample M

45



models from Top N . Tables 3.7 and 3.8 shows the superior sample efficiency of WeakNAS over

LaNAS on NAS-Bench-101/201.

Semi-NAS [73] and Semi-Assessor[97]: Both our method and Semi-NAS/Semi-Assessor use an

iterative algorithm containing prediction and sampling. The main difference lies in the use of

pseudo labels: Semi-NAS and Semi-Assessor use pseudo labels as noisy labels to augment the

training set, therefore being able to leverage “unlabeled samples" (e.g., architectures without true

accuracies, but with only accuracies generated by the predictors) to update their predictors. Our

method explores an orthogonal innovative direction, where the “pseudo labels" generated by the

current predictor guide our sampling procedure, but are never used for training the next predictor.

That said, we point out that our method can be complementary to those semi-supervised meth-

ods [73, 97], thus they can further be integrated as one, For example, Semi-NAS can be used as a

meta sampling method, where at each iteration we further train a Semi-NAS predictor with pseudo

labeling strategy to augment the training set of our weak predictors. We show in Table 3.6 that the

combination of our method with Semi-NAS can further boost the performance of WeakNAS.

BRP-NAS [61]: BRP-NAS uses a stronger GCN-based binary relation predictor which utilize

extra topological prior, and leveraged a different scheme to control exploitation and exploration

trade-off compare to our WeakNAS. Further, BRP-NAS also use a somehow unique setting, i.e.

evaluating Top-40 predictions by the NAS predictor instead of the more common setting of Top-1

[55, 72, 74, 73]. Therefore, we include our comparison to BRP-NAS and more details in Sec-

tion 3.3.4.

3.3.4 Comparison to BRP-NAS

Evaluation strategy: BRP-NAS[61] uses a unique setting that differs from other predictor-based

NAS, i.e., evaluating Top 40 predictions by the NAS predictor instead of Top 1 prediction, and the

later was commonly followed by others[55, 72, 74, 73] and WeakNAS.

Sampling strategy: WeakNAS uses a different sampling strategy than that of BRP-NAS, given a

sample budget of M , BRP-NAS picks both samples from Top-K and (M − K) random models

from the entire search space, while our WeakNAS only picks M random models in Top-N , thus
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Model Queries(#) Top-1 Err.(%) Top-5 Err.(%) Params(M) FLOPs(M) GPU Days

MobileNetV2 - 25.3 - 6.9 585 -
ShuffletNetV2 - 25.1 - 5.0 591 -

SNAS[104] - 27.3 9.2 4.3 522 1.5
DARTS[54] - 26.9 9.0 4.9 595 4.0
P-DARTS[105] - 24.4 7.4 4.9 557 0.3
PC-DARTS[106] - 24.2 7.3 5.3 597 3.8
DS-NAS[106] - 24.2 7.3 5.3 597 10.4

NASNet-A [87] 20000 26.0 8.4 5.3 564 2000
AmoebaNet-A [67] 10000 25.5 8.0 5.1 555 3150
PNAS [100] 1160 25.8 8.1 5.1 588 200
NAO [55] 1000 24.5 7.8 6.5 590 200

LaNAS [74] (Oneshot) 800 24.1 - 5.4 567 3
LaNAS [74] 800 23.5 - 5.1 570 150

WeakNAS 800 23.5 6.8 5.5 591 2.5

Table 3.10: Comparison to SOTA results on ImageNet using NASNet search space. Reprinted with
permission from [3].

Model Queries(#) Top-1 Acc.(%) Top-5 Acc.(%) FLOPs(M) GPU Days⋆

Proxyless NAS[107] - 75.1 92.9 - -
Semi-NAS[73] 300 76.5 93.2 599 -
BigNAS[101] - 76.5 - 586 -
FBNetv3[93] 20000 80.5 95.1 557 -
OFA[88] 16000 80.0 - 595 1.6
LaNAS[74] 800 80.8 - 598 0.3

WeakNAS 1000 81.3 95.1 560 0.16
800 81.2 95.2 593 0.13

Table 3.11: Comparison to SOTA results on ImageNet using MobileNet search space. ⋆Does not
include supernet training cost. Reprinted with permission from [3].
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is a more “greedy” strategy. BRP-NAS controls the exploitation and exploration trade-off by ad-

justing α = (M −K)/M , however they did not have any ablation discussing the exploitation and

exploration trade-off and only empirically choose α = 0.5 as the default ratio. Our WeakNAS

instead controls the exploitation and exploration trade-off by adjusting N/M ratio, and we did

a comprehensive analysis on the exploitation and exploration trade-off on both NAS-Bench and

MobileNet Search Space on ImageNet in Section 3.3.2.

NAS predictor: BRP-NAS uses a stronger GCN-based binary relation predictors which utilizes

extra topological prior, on the other hand, our framework generalizes to all choices of predictors,

including MLP, Regression Tree and Random Forest, thus is not picky on the choice of predictors.

To fairly compare with BRP-NAS, we follow the exact same setting for our WeakNAS pre-

dictor, e.g., incorporating the same graph convolutional network (GCN) based predictor and using

Top-40 evaluation. As shown in Table 3.12, at 100 training samples, WeakNAS can achieve com-

parable performance to BRP-NAS [61].

Method #Train #Queries Test Acc.(%) SD(%) Test Regret(%) Avg. Rank

BRP-NAS [61] 100 140 94.22 - 0.10 3.0

WeakNAS 100 140 94.23 0.09 0.09 2.3

Optimal - - 94.32 - 0.00 1.0

Table 3.12: Comparison to BRP-NAS on NAS-Bench-101. Reprinted with permission from [3].

3.3.5 Runtime analysis of WeakNAS

We show the runtime analysis of WeakNAS and its BO variant in Table 3.13. We can see

the BO variant is much slower in training proxy models due the ensembling of multiple models.

Moreover, it’s also several magnitude slower when deriving new samples, due to the calculation of

its Expected Improvement (EI) acquisition function [103] being extremely costly.
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Method Predictors Config Train proxy model (s/arch) Derive new samples (s/arch)

WeakNAS
MLP 4 layers @1000 hidden 8.59× 10−5 3.53× 10−5

Gradient Boosting Tree 1000 Trees 5.70× 10−4 5.54× 10−7

Random Forrest 1000 Forests 3.20× 10−3 1.77× 10−4

WeakNAS (BO Variant) 5 x MLPs EI acquisition 2.84× 10−4 1.32× 10−1

Table 3.13: Runtime Comparsion of WeakNAS. Reprinted with permission from [3].

3.3.6 Founded Best Architecture on Open Domain Search

We show the best architecture founded by WeakNAS on the MobileNet search space with

800/1000 queries in Table 3.14.

Id Block Kernel #Out Channel Expand Ratio
WeakNAS @ 593 MFLOPs, #Queries=800

0 Conv 3 24 -
1 IRB 3 24 1
2 IRB 3 32 4
3 IRB 5 32 6
4 IRB 7 48 4
5 IRB 5 48 3
6 IRB 7 48 4
7 IRB 3 48 6
8 IRB 3 96 4
9 IRB 7 96 6

10 IRB 5 96 6
11 IRB 7 96 3
12 IRB 3 136 6
13 IRB 3 136 6
14 IRB 5 136 6
15 IRB 5 136 3
16 IRB 7 192 6
17 IRB 5 192 6
18 IRB 3 192 4
19 IRB 5 192 3
20 Conv 1 192 -
21 Conv 1 1152 -
22 FC - 1536 -

Id Block Kernel #Out Channel Expand Ratio
WeakNAS @ 560 MFLOPs, #Queries=1000

0 Conv 3 24 -
1 IRB 3 24 1
2 IRB 5 32 3
3 IRB 3 32 3
4 IRB 3 32 4
5 IRB 3 32 3
6 IRB 5 48 4
7 IRB 5 48 6
8 IRB 5 48 4
9 IRB 7 96 4
10 IRB 5 96 6
11 IRB 7 96 6
12 IRB 3 136 6
13 IRB 5 136 6
14 IRB 5 136 6
15 IRB 7 192 6
16 IRB 5 192 6
17 IRB 3 192 6
18 IRB 5 192 3
19 Conv 1 192 -
20 Conv 1 1152 -
21 FC - 1536 -

Table 3.14: Neural architecture found by WeakNAS on ImageNet using MobileNet search space.
Reprinted with permission from [3].
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3.4 Conclusions and Discussions

We present a novel predictor-based NAS framework named WeakNAS that progressively shrinks

the sampling space, by learning a series of weak predictors that can connect towards the best ar-

chitectures. By co-evolving the sampling stage and learning stage, our weak predictors can pro-

gressively evolve to sample towards the subspace of best architectures, thus greatly simplifying

the learning task of each predictor. Extensive experiments on popular NAS benchmarks prove that

the proposed method is both sample-efficient and robust to various combinations of predictors and

architecture encoding means. However, WeakNAS is still limited by the human-designed encoding

of neural architectures, and our future work plans to investigate how to jointly learn the predictor

and encoding in our framework.

For broader impact, the excellent sample-efficiency of WeakNAS reduces the resource and en-

ergy consumption needed to search for efficient models, while still maintaining SoTA performance.

That can effectively serve the goal of GreenAI, from model search to model deployment. It might

meanwhile be subject to the potential abuse of searching for models serving malicious purposes.
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4. NEURAL ARCHITECTURE UNIFICATION1

4.1 Introduction
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Figure 4.1: Evolution of Neural Architectures in Self-supervised Multimodal Learning

Since the advent of deep learning, specialized neural architectures are usually designed to

tackle different modalities and tasks, for example, 3D convolution[108, 109, 110] over raw video/optical

flow is preferred in video classification, 2D convolution[111] over spectrogram is preferred in au-

dio classification, while in NLP tasks word2vec[112] model is the popular choice (shown in Fig-

ure 4.1a). Meanwhile, the transformer architectures was first introduced in NLP[113], thanks to

its capability to capture "global" statistics using self-attention, it has proven to be a strong baseline

beyond its original scope in tasks across a wide range of modality, including image [114, 115],

video[116, 117], audio[117] and natural language processing[13][15] (shown in Figure 4.1b), with

its performance surpassing many previous specialized neural architectures. Recently, VATT[6] has

move a step further, validate the idea of using a modality-agnostic single-backbone transformer

(shown in Figure 4.1c), to work on video, audio and text modalities, we named this line of ap-

proaches Neural Architecture Unification (NAU).

1Partial text and images of this chapter is reprinted with permission from “Scaling Multimodal Pre-Training via
Cross-Modality Gradient Harmonization.” by Junru Wu et al. In Advances in Neural Information Processing Systems
35 (2022), Copyright 2023 by Junru Wu.
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On the other hand, the recent success on multimodal pre-training [16, 118] demonstrates the

versatility to synergize the rich multimodal information and to benefit a variety of downstream

tasks. Many methods of this category [119, 120, 121, 16], especially the latest contrastive pre-

training methods [118, 122, 123, 6], consider the most organic supervision as the cross-modality

alignment (CMA), e.g., in the same video sequence, the video frames, audio stream, and text

scripts are temporally aligned and hence should naturally have correspondence. Such assumed

cross-modal correspondence could be exploited as “mutual supervision" for each modality to learn

consistent semantic features with others. For example, the latest Video-Audio-Text Transformer

(VATT) [6] hinges on this multimodal CMA a priori to train a transformer-based architecture

(even a single backbone by sharing weights among three modalities), using two contrastive losses

to align video-text and video-audio pairs, respectively. Their results set many new records in

downstream tasks with neither supervised pre-training nor predefined inductive biases, showing

strong “universal" generalizability despite the modality and domain gaps. In this paper, we focus

on studying gradients in a modality-agnostic single-backbone setting of VATT [6].

Aligned

“On the football pitch” “World Cup Semi Final” “Raising fund for UNICEF”“Whether it's in a kitchen”

Misaligned

Figure 4.2: Examples of cross-modality alignment and misalignment existing in the complicated
and non-narrative Youtube8M dataset [4]. Here we show a video sequence whose theme is a
football match, while in some of its clips: (a) the text mentions content unrelated to the football,
e.g., "kitchen","raising fund"; and (b) the visual content could also be unrelated to the football,
e.g., TV cutscenes, the scene of the broadcast studio, etc. Reprinted with permission from [5].
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Unfortunately, the CMA assumption rests on a very shaky foundation, especially for uncurated

videos collected in the wild. The CMA can be weak even for the instructional videos such as

HowTo100M [124] that are commonly adopted as the current multimodal pre-training data source.

For instance, a speaker can refer to something before or after actually demonstrating it visually;

she or he could also skip verbally explaining something that is visually happening, because that

may be trivial or be already clear enough in the visual context [125]. Such discrepancy would be

amplified if considering many other outliers in video (e.g. background objects) or language (e.g.

off-topic small talks). The semantic misalignment will be even more severe, and in unpredictable

forms, when we go beyond instructional videos and explore training with non-narrative, free-from

internet videos. Figure 4.2 shows a few examples of such cross-modal misalignment in the non-

narrative Youtube8M dataset [4], which would put CMA-guided pre-training in jeopardy. This

important problem is yet under-studied in the self-supervised multimodal pre-training literature.

That said, there has been a few recent efforts such as Multiple-Instance Learning (MIL) NCE

[125] and noisy pair pruning as in [126].

We conjecture that the vanilla CMA might provide only weak, noisy and even misleading su-

pervision for multimodal pre-training; hence it might constitute a hidden bottleneck when scaled

up with more realistic data (beyond instructional videos) whose modalities are poorly aligned. We

verify our conjecture by inspecting two large-scale multimodal datasets, HowTo100M [127] and

Youtube8M [4]. Specifically, when we adopt pairwise CMA losses (e.g. video-audio, video-text)

within the cross-modal sample triplets (video, audio, text), a majority of the gradients strongly

conflict with each other in terms of their directions. We further identify (in Figure 4.4) that such

strong conflict in gradients are correlated to noisiness of samples, indicating the noisy and mis-

aligned supervision could be an important cause of gradient conflicts. Moreover, the cross-modal

conflict leads to not only unstable training convergence, but also modality-specific overfitting; e.g.

semantically strong representations for one modality while collapsed representations for another

[128], yielding weak overall performance in cross-modality tasks such as Text-Video Retrieval as

shown in Table 4.1.
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Build upon the above conjectures and observations, we propose to harmonize those gradients so

that they become mutually compatible in learning the unified representations. Specifically, we in-

troduce two techniques: (i) cross-modal gradient realignment, where we modify different pairwise

CMA loss gradients to align their directions for the same sample triplet, using gradient surgery

[129] developed for multi-task learning; and (ii) gradient-based curriculum learning, where we

leverage the gradient conflict information to indicate sample noisiness (e.g. a triplet whose CMA

gradients are in more agreement is considered less “noisy" and would be prioritized for cross-

modal pre-training) and a curriculum learning strategy is developed accordingly. Both techniques

are found to boost VATT performance on downstream tasks, not only on instructional videos, but

even more when the more complicated non-narrative data is involved.

Our contributions can be summarized as the following:

• We suggest that the commonly assumed CMA might be an important yet overlooked perfor-

mance hurdle for scaling up multimodal pre-training, and we observe severe misalignment

even from the state-of-the-art (SOTA) model [6] on the relatively aligned data [124].

• We propose to consistently improve the pre-training pipeline in the only baseline in this

direction, VATT (modality-agnostic setting), resulting in better downstream performance.

• With the help of our proposed techniques, we consistently improve the pre-training of VATT,

resulting in better downstream performance, e.g. up to 58% gain in the rank metric of video-

text retrieval task. Moreover, we are able to scale VATT pre-training to more complicated

non-narrative Youtube8M dataset, which further yields new state-of-the-art performance in

a modality-agnostic setting.

4.2 Related Work

4.2.1 Self-Supervised Multimodal Pre-training

The most organic self-supervision can arguably be found in the multimodal data that are abun-

dantly available in the digital world: their temporal alignment naturally lead to cross-modality mu-

tual supervision, hence meaningful features can be learned without requiring human annotation.
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Multimodal pre-training can thus leverage richer semantic cues than single-modality counterparts,

and outperform in various downstream tasks such as image classification [118, 6], video action

recognition [118, 6, 125, 123], audio event classification [118, 6, 123], and video-text retrieval

[118, 6, 125]. Most of those methods formulate pre-text tasks, including cross-modality corre-

spondence [119, 120, 121, 123], cross-modality clustering [130], cross-modality longer context

prediction [131], or a combination of multiple pre-text tasks [17].

Contrastive learning [132, 133] has recently emerged as one dominant approach in self-supervised

learning. In multimodal pre-training, the temporal co-occurrence naturally supplies the positive

sample to contrast with. [118] adopts a multimodal versatile network to embed each modality into

the same vector space, that is trained from end to end with multimodal pairwise contrastive losses

(video-audio, and video text). CrossCLR [122] further takes the intra-modality similarities into

account. [123] generalizes the instance discrimination idea to design a cross-modal discrimination

task, i.e., predicting which audio matches a video. Most recently, VATT [6] combines the strength

of convolution-free Transformer and multimodal contrastive learning. Specifically, it first vali-

date the idea of using a modality-agnostic single-backbone transformer, to work on video, audio

and text modalities, it follows the exact BERT [13] and ViT [114] architecture, except injecting

modality-specific tokenization layers and linear projections.

Despite their success, existing multimodal contrastive learning methods [118, 122, 6] hinge

on the “free" cross-modalities correspondence mined through the multimodal contrastive loss, i.e.,

the CMA assumption. As a result, they are often trained with well curated or narrated video

datasets, such as AudioSet [134], YouCook2 [127], and HowTo100M [124]. It remains question-

able whether such CMA-guided contrastive learning can generalize well to larger-scale multimodal

data in the wild. In fact, even in the HowTo100M dataset, the authors of [124] estimate that around

50% of clip-narration pairs are not well aligned. The validity of CMA has arisen concerns. Most

related to us is [125] which explicitly models the misalignment noise using the MIL-NCE loss,

that is inherited by VATT [6].
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4.2.2 Multi-task versus Multimodal Learning

“He's a professional 
whether it's in a kitchen or 

on the football pitch”

Audio Tokenizer

Video Tokenizer

Text Tokenizer

Audio Head

Video Head

Text Head

Video-Audio
CMA Loss

Video-Text
CMA Loss

Gradient Flow gvt

Unified Transformer 
Encoder

gva

gvt

Gradient Flow gvaForward Path

Figure 4.3: One main model used in this paper: the VATT model [6] with a modality-agnostic,
single-backbone Transformer by sharing weights among the three modalities. VATT is trained
with two contrastive losses between video-audio and video-text pairs, respectively. The positive
cross-modality pairs to contrastive with are based on their temporal co-occurrence (e.g., the CMA
assumption). We primarily study the conflicts between gradients gva and gvt, which indicate the
often poor alignments, and discuss how to harmonize their conflicts. Reprinted with permission
from [5].

While earlier self-supervised works used different modality-specific encoders, the latest mul-

timodal pre-training sees a tendency to explore a versatile and “universal" model shared across

modalities [118, 6]. It is easy to notice the resemblance between multimodal learning (especially

with a unified backbone) and multi-task learning [135, 136]. The later often assumes multiple

tasks to share transferable knowledge and can help each other learn. Yet in practice, different tasks

can be heterogeneous in nature too, often leading to heavily misaligned gradient scales [137] or

directions [129]. Such conflicting gradients from multiple losses would lead to several undesirable

effects, including (i) strong bias towards learning some tasks with largest gradient scales; and (2)

slow and unstable convergence. Similar problems are often faced by multimodal pre-training too.

As a result, several works have been developed to mitigate the gradient dilemma in multi-task

learning. Methods such as gradient normalization [137] and adaptive loss weight [138, 139] ad-

dress the gradient scale/learning speed imbalance issues. Gradient surgery [129] tries to project
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gradients with conflicting directions onto the normal plane of each other, to prevent each gradient’s

interfering component from being applied to the network. Later, Gradient vaccine [140] further

generalizes this idea extending the gradient projection to arbitrary angle, and uses the exponential

moving average of cosine similarity to measure the alignment between different tasks. When it

comes to the multimodal learning, [141] investigates optimally blending modality-specific gradi-

ents by linearly re-scaling them. Meanwhile, to our best knowledge, there has been no prior study

on modality-specific gradient directions.

4.3 Methodology

Pre-requisites: Without loss of generality, we focus on the SOTA multimodal contrastive learning

model, VATT [6], as our default subject of study; and we follow its modality-agnostic single-

backbone setting due to its compelling performance-efficiency trade-off, and due to the fact that it

is the most intuitive setting to modify gradients (shared between paired modalities) w.r.t different

end-point objectives.

In our modality-agnostic single-backbone setting of VATT, the goal of pre-training is to find

the parameter θ of the model fθ to learn meaningful features for all target modalities (video, audio,

text), usually measured by a set of pairwise similarity metrics. VATT uses two pairwise contrastive

losses for video-audio and video-text respectively to solve cross-modal alignment:

min
θ

CMAva(θ) + CMAvt(θ) (4.1)

where CMAva and CMAvt penalize the cross-modal alignment for video-audio and video-text

pairs, using the Noise-Contrastive Estimation objective [142], respectively.

Figure 4.3 illustrates the VATT pipeline. First, video-audio-text triplets are sampled from ran-

dom temporal locations, and then video-text and video-audio pairs are formed accordingly. Pos-

itive pairs are formed by selecting the two modalities at the same temporal locations from the

same video clip; while the negative pairs are obtained by randomly sampling any video, audio, or

text from other video clips. We follow the convention in [118, 6] to use the vanilla NCE loss for
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video-audio pairs, and to use the MIL-NCE loss proposed in [125] to align video-text pairs. Hence,

CMAva and CMAvt are defined as follows:

CMAva(θ) = − log

(
exp(z⊤v za/τ)

exp(z⊤v za/τ) +
∑

z′∈N exp(z′⊤v z
′
a/τ)

)
(4.2)

CMAvt(θ) = − log

( ∑
zt∈Pk(zt)

exp(z⊤v zt/τ)∑
zt∈Pk(zt)

exp(z⊤v zt/τ) +
∑

z′∈N exp(z′⊤v z
′
t/τ)

)
(4.3)

where N is the pool of negative pairs, Pk(zt) denotes the k-neighbouring narrations surround-

ing the original text zt. The gradients of two pairwise losses CMAva and CMAvt, denoted as gva

and gvt, will be together applied (i.e. simple adding) to updating the model fθ.

4.3.1 Observation of Conflicting Gradients

While qualitatively recognizing the cross-modal misalignment is easy, it is a highly challenging

endeavor to quantify the misalignment and to automatically find misaligned triplets at scale, due to

the vaguely defined criterion as well as the absence of labels [125, 126]. Therefore, the foremost

need is to identify a surrogate indicator on how noisy the alignment of a sample triplet is, without

making unrealistic assumptions nor incurring much computational overhead.

Our empirical choice of surrogate indicator is the directional alignability (i.e., vector angle) of

gradients generated by different pairwise cross-modal losses, i.e., the cosine similarity between

gva and gvt in the particular example of VATT, after flattening them into two vectors. The choice

is firstly rationalized by the coherent gradient hypothesis [143], that healthy model training should

witness the overall gradient stronger in certain directions along which the samples’ gradients re-

inforce each other. Secondly, comparing the gradient directions between multiple pairwise losses

could be considered as an ensemble or “cross-check": intuitively, if both video-audio and video-

text pairwise consistency lead to the same update direction, then there is a good chance that those

modalities are well aligned and the update direction is reliable; otherwise, at least one pair (video-

audio, or video-text) might suffer from misalignment and provides noisy cross-modality guidance.

Overall, we conjecture that: aligned video-text-audio triplets should have higher cosine simi-
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larity for gva and gvt, and vice versa.

To further validate the conjecture, we conduct a sanity check, where we started from a pre-

trained VATT network and further optimize it for 200 iterations with a batch size of 64, on

Youtube8M dataset. We then randomly sample video-text-audio triplets out of the samples with

top 5% and bottom 5% most aligned gradient, measured by cos(g′va, g
′
va). In Figure 4.4, we vi-

sualize 10 frames within a 32-frame video clip and its corresponding text narration (including 8

neighbouring text narrations similar to [125]). We visually observed that the top 5% group triplets

has more semantically aligned words in the corresponding text narration (highlighted in green)

thus enjoy a better cross-modality alignment, while the bottom 5% group triplets has fewer se-

mantically aligned words, therefore are much more noisy in their alignments. We include more

visualization samples in Figure 4.5 and 4.6.

cos(gva,gvt )

brazil…the <unk> cookies in crackers market in the world there are over…the main ingredients…successful recipe and now you will know what…manufacturers and <unk> code 
is one of the three major…side by side with crack and nestle…points of sales in brazil and in over 50 countries worldwide…in the wafers market ahead of nestle and luden

0.0858

team america its exciting i mean like literally the proudest moment of…cup in ohio set to square off against tiger woods…career the pressure the energy the emotion 
everything…goes into it and you know thats one of the things that im really looking forward…prize a berth on the world team this coming week at the prestigious…who is this 
guy to find out we spent some time with him while practicing…hed hoped he finished 28th but graham had already scored a decent…the presidents cup how often do you 
practice like you are you out…called that his playoff beard the tournament didn’t end quite

0.0583

lightning could pull off a <unk> finish if they can hurry up here alright joe jonas…hes very close <unk> close…all raises his flag jonas and roger..looks like brand command is 
gonna finish first the battle for second in third place still…hes still going to they gotta finish this trade to figure out <unk> gonna get third…like their comments are gonna take 
second brand <unk> still struggling in freshman

-0.0547

this advice but your love hes stronger than waffle house coffee…ahead of you there will be times of conflict in times of joy harmony would be…find in your partner and ask for 
help when you need it learn the wisdom of…before this benefit then the break remember that it meets will love of hash browns…keenan willie cindy and donnie in 
the…smothered and covered and ice is the basis of any lasting…this union we call marriage and they ask for your blessings on this joyous day…now this is especially true for 
you girls look for the best of your beloved…w co l today <unk> ready to pledge their love to one another

-0.0533

Top 5%

Bottom 5%

Figure 4.4: Qualitative example of our proposed measure based on agreement of gradients on
Youtube8M dataset, semantically aligned words are highlighted in green, cos(gva, gvt) reflect the
agreement of between gva and gvt, by measuring their cosine similarity. Reprinted with permission
from [5].
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With the assumption that misalignment in gradients correlates to the noisiness of the sample’s

cross-modality alignment, we use the former as the computable surrogate indicator of the later,

and examine the cosine similarity between gradient gva and gvt (over 500k iterations) of VATT

on the HowTo100M dataset [124]. In Figure 4.7a, we plot the distribution of cosine similarities,

cos(gva, gvt), across 500k iterations of pre-training. We observe that cos(gva, gvt) at any iteration

resembles a normal distribution, and about half of the gradients gva and gva have misaligned direc-

tions (negative cosine similarities). The plot echos the empirical finding in [127] that around 50%

of video-text pairs are not well-aligned on the HowTo100M dataset.

In Figure 4.8, we plot the distribution of cosine similarities, cos(gva, gva), across 500k iterations

of pre-training, on the noisy Youtube8M dataset. We observe that cos(gva, gva) at any iteration

also resembles a normal distribution, and about half of the gradients gva and gva have misaligned

directions (negative cosine similarities). We also calculate the mean of cos(gva, gva) across all 500k

iterations on Youtube8M dataset, and found it to be 30% smaller than that on Howto100M dataset,

indicating stronger mis-alignment in gradient directions on Youtube8M, which further verify that

non-narrative video sets such as Youtube8M have more severe misalignment than the narrative

ones such as Howto100M, hence challenging the CMA assumption commonly used in multimodal

pre-training[6, 125].

The existence of conflicting gradients not only makes the convergence harder, but also makes

the learned representation heavily overfit some modalities. In our case, we observe the train-

ing to be biased towards video/audio modalities, which favors the downstream performance of

video/audio classification task, yet sets back the performance of video-to-text retrieval task (veri-

fied in Table 4.1).

4.3.2 Harmonizing Gradients during Pre-training

We present two strategies to mitigate the conflicting gradients: a “hard" way to project gradient

directions, and a “soft" way to progressively select sample triplets in curriculum.
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…to actually watch the popup systems tonight regardless of the lack of severe warnings…but no severe warnings anywhere in the country and i do think it would be very…if 
you’re in that strong northern flow bringing that southern heat up we had a…of <unk> tremors in unusual places starting with the near six pointer in…eastern convergence to its 
southeast as well a flood watch persists at the gulf…caribbean anything from high for range there is noteworthy coming in second place for the…flash flooding in isolated areas 
meanwhile the second load to the north is pulling a…last 24 hours is new zealand and then south along the fault lines there were also…gulf flow is stronger than it looks it 
dropped hail in a tornado last night along…

cos(gva,gvt )

0.0506

yes you can that right there is a classic nelle messi fifa gold…you know hes good all this other stuff but can he pull away free kicks well…up we have this hes just slicing and 
dicing people man he turns him inside out…what countries in and messi puts it past the keeper again on his left foot hes…boost and what does he do of course his left peg he 
buries that he puts…skills to pay the bills whats he gonna do this guy rulings him and <unk> good…is fifa 15 street code there we go messi flying through and he hits the…it 
past the keeper for a nautical i mean im telling you guys this player is…headers with the likes of company and things like that but you can score him with

0.0523

0.0676

im gonna wrap up the day here at vision fitness home of garage in powerlifting…kunz getting ready to travel example…hearing the brogue <unk> delta road road…mike coons 
from allentown pennsylvania…wrap up his day 365 opener here in the pool…gonna give him a 1215 total just eyes open a pool at

brazil…the <unk> cookies in crackers market in the world there are over…the main ingredients…successful recipe and now you will know what…manufacturers and <unk> code 
is one of the three major…side by side with crack and nestle…points of sales in brazil and in over 50 countries worldwide…in the wafers market ahead of nestle and luden

0.0858

not a vegetable eater this adds a lot of interest and the contrast of…is just wonderful in fact it is so good that it is a…i think <unk> like this more than you might imagine if…dish 
its not something that i just made up its been around for a long…in thats good so were going to stir this around…and it is commonly known as a very tasty dish so…on the 
seasoning salt but definitely do put a little bit…you eat a lot of this instead of maybe a lot of fatty or…pepper there dont overdo it and then the seasoned salt also a light

0.0775

team america its exciting i mean like literally the proudest moment of…cup in ohio set to square off against tiger woods…career the pressure the energy the emotion 
everything…goes into it and you know thats one of the things that im really looking forward…prize a berth on the world team this coming week at the prestigious…who is this 
guy to find out we spent some time with him while practicing…hed hoped he finished 28th but graham had already scored a decent…the presidents cup how often do you 
practice like you are you out…called that his playoff beard the tournament didn’t end quite

0.0583

Top 5%

today im going to show you how to make some porridge my way…marvel is…softer and smoother what we need is good…porridge not the chief burns because the cheaper 
would…go lumpy and…never turns out right <unk> tried it so its good for tea but what happened here…two and a half cups of porridge oats

we present an original and uniquely designed boat…qualities unite in the best possible way the top technical features an innovative…functional design along with the luxury 
equipment…41 made of aluminum hull and represents an…step forward in market and confirms the fact that the good design solutions…optimum technology result in top quality 
…product…<unk> as…basis of the description of both how of modern and pure lines is

0.0615

0.0524

what you think let me know if you want me to do more on videos on…on the nba or reactions to stuff that happened let me know if you want that…um who you thinks one with 
the finals who you think um is…out my horizon with games and videos so anything you guys think could help me…hes tired of coming number two of the brawn james um let 
me know what you…on my channel so just let me know if you want to see…this ring for his organization for himself to prove people that hes not number two because…different 
teams i use or whatnot just let me know in the comment below i remember…up to the plate and shows the world that why he is the svp and why

just tastes like a regular pringles chip with like some questionable cheese flavor added in i…the shade its good but what are you saying its lacking flavor…eat the entire 
goddamn yeah yeah and i was pretty good i give it a 4…<unk> that difficult to contain there may just bend our mouth door and hands cant you…of pringles a lot better like the 
pizza flavors hands down their best one yeah i…some nothing bursting in my mouth whoa why we know that robyn pringles chips like…a high three its not…its cheese its 
definitely not bursting with real chance later yeah theres…with flavor yeah lets get up you just get a slight cheese taste at the end

our hands on and then spend hours building them and tons of other creations out of…we can all remember the days we used to pester our parents to go out and…lego is now 
giving us the opportunity to really have that nostalgia one more time through…im…lego universe when i first heard that lego universe was coming out i thought someone 
was…with me because i had never heard of this before but lo and behold iii impacts…featured pretty prominently because it was such a unique idea it was the first mmo 
for…has a ton of customization theres no limit to what you can and cant do

0.0524

0.0544

0.0560

Figure 4.5: Visualization of Top 5% examples measured by the agreement of gradients on
Youtube8M dataset, semantically aligned text are highlighted in green, cos(gva, gvt) reflect the
agreement of between gva and gvt, by measuring their cosine similarity. Reprinted with permission
from [5].
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however existing road signs were totally inadequate for the new…was booming in the government alarmed at the clogged up roads decided to build the first…highways no one 
had designed motorway signs before because we…<unk> work began in the 1950s when car…had a motorway before and the whole job of making that system of…important 
than i really am i doubt it…clear to the car which was still a new thing remains me and at speeds that…all fell to a man and his former student from an art college they gave 
you…perhaps maybe

cos(gva,gvt )

-0.0473

kind of doing your gs this way also…so you can so you can…yeah its good over and…so yeah shes just for it…into that jesus…and then you can also pay this…you just play 
this its like a million f major seven

-0.0458

-0.0507

to a 20 in the series it started out fairly stalled a little bit or pace…nexus they will and in under 24 minutes shall goo were gonna go up a…out of the way cacao is up in 10 
seconds shall <unk> may have enough to…have at the first exit are will fall the second does not look particularly healthy as…as the copper behind them ig may have just traded 
two members of xiao do for…shower get themselves an age and they have a massive mini way to cannock creeps as…and that is cleaning houses at i the only member of ig left 
alive will fall…of damage swift who died back in hell get the kill…but ill come to their…hair down there for kitty so im you get a ride in up to cacao will

this advice but your love hes stronger than waffle house coffee…ahead of you there will be times of conflict in times of joy harmony would be…find in your partner and ask for 
help when you need it learn the wisdom of…before this benefit then the break remember that it meets will love of hash browns…keenan willie cindy and donnie in 
the…smothered and covered and ice is the basis of any lasting…this union we call marriage and they ask for your blessings on this joyous day…now this is especially true for 
you girls look for the best of your beloved…w co l today <unk> ready to pledge their love to one another

-0.0533

lightning could pull off a <unk> finish if they can hurry up here alright joe jonas…hes very close <unk> close…all raises his flag jonas and roger..looks like brand command is 
gonna finish first the battle for second in third place still…hes still going to they gotta finish this trade to figure out <unk> gonna get third…like their comments are gonna take 
second brand <unk> still struggling in freshman

-0.0547

up on the outside he <unk> moved but hes coming into it strongly and further back…then mr jackman open book followed by barbed as held in a pocket <unk> is…zoo stars 
about the claim them cassidy had a look then i look to the left…and <unk> is racing away with it at the hundred meter mark zoo start…bella ed lost in was referred little miss 
smiley led from var penn zero…putting a gap in them here hands and heels only wins it by four on barbed…shes got them covered the dominant philly beat sensibility bound for 
earth in arabian gulf…mr jackman followed by penn zero then havana flak jacket and little miss…grid one sensibility sticking on on the outside but quilts to good despite sitting 
wide

-0.0487

Bottom 5%

-0.0459

-0.0477

seconds still down continuing into this tight <unk> still down…the short rise because its not worth putting it up then over the bridge and…except for a <unk> climb in there 
somewhere its settled down for the next…here for to ops and a rough downhill sweeper and tight turns…it up for only the third time in three minutes here just before this steep
and some more climbing as you can see a dropper post can give you gains just…for the climb then <unk> got some flat trail then the saddle down again…everywhere it doesnt 
have to be downhill here are my top three…look for wide lines on such a narrow trail the saddle goes

it goes on to baby care which and then you delicates then <unk> got your daily…know looks at what you your load is that <unk> put into machine…which you can choose a 
really quick wash on that if you want to and i…is friendly on how much water it uses and…wash that it does on here is a <unk> wash when we get…need on this machine and 
you go here from the super eco wash…to this lcd display you can choose your temperatures so…watches and i cant think of anything else that you…when you select from any 
one of these programs which is

i would definitely wear something like this one of my own wedding functions…it is me and i think he he…so fine and feminine and elegant and i …sees maybe look good today 
and im babe i wake up i always believe that theres…everything that he does is his structure is very sharp but the the workmanship is…of people doing by the way im very heavy 
by the way but no ones really…about her grandmas clothes is that he maintains a traditional aesthetic…way for people who are going to thailand to get married or going to who 
<unk>...stunning in that beautiful attire i think experimentation is great but i what what i truly

cut these molds real easily ill finish packing this mold and ill let these…and be really careful if you scrape away the clay like this you…pieces dry ill dry these either in the 
refrigerator or just air dry now to…with the excess im going to pack that into the antique mold to make that little…the two pieces i mix up some thick copper clay paste you can 
follow our…pick and i hold that straight up and down so i get a nice straight edges
…on making bronze clay pastes its the exact same method…cut out the cushion shape that i need using my ultra…then i need to position it right in the center

there and theres the top right there as exceeds black and great yeah…definitely love the gorilla logo so on japanese with the little top…got some nice little detailing on what not 
on the top and bottom oh you can…copper color and yeah so overall it looks like a…what kind of can its supposed to be representing but it looks cool are definite like…of nice 
representation of a can of some sort of…back to the can i can see see here the kind of a soda can the…thing very cool now to get this into…really keen yeah now

-0.0502

-0.0502

-0.0477

Figure 4.6: Visualization of Bottom 5% examples measured by the agreement of gradients on
Youtube8M dataset, semantically aligned text are highlighted in green, cos(gva, gvt) reflect the
agreement of between gva and gvt, by measuring their cosine similarity. Reprinted with permission
from [5]. 62
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Figure 4.7: Visualization of cosine similarity between gradient gva and gvt across 500K Itera-
tions on the HowTo100M dataset. (a) shows the baseline setting in multimodal pre-training; (b)
with only cross-modality gradient realignment; (c) with only gradient-based curriculum learning.
Reprinted with permission from [5].
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Figure 4.8: Visualization of cosine similarity between gradient gva and gvt across 500K Iterations
on the Youtube8M dataset. (a) shows the baseline setting in multimodal pre-training; (b) with only
cross-modality gradient realignment; (c) with only gradient-based curriculum learning. Reprinted
with permission from [5].
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Algorithm 1 Cross-Modality Gradient Realignment
Require: Model parameter θ , minibatchs Bva, minibatchs Bvt

for (bva, bvt) ∈ (Bva, Bvt) do
gva ← ∇θCMAva(θ), gvt ← ∇θCMAvt(θ)
gva ← flatten(gva), gvt ← flatten(gvt)
ĝva ← gva, ĝvt ← gvt
if gva · gvt < 0 then

ĝva ← ĝva − ĝva·gvt
||gvt||2 ▷ projection gvt ← gva

ĝvt ← ĝvt − ĝvt·gva
||gva||2 ▷ projection gva ← gvt

end if
ĝva ← reshape(ĝva), ĝvt ← reshape(ĝvt)
∆θ ← ĝvt + ĝva ▷ sum up gradients
update θ with ∆θ ▷ update parameter

end for

4.3.2.1 Cross-Modality Gradient Realignment

Since gva and gvt are misaligned in terms of their directions, one natural idea is to re-align the

cross-modality gradients, by enforcing or re-projecting their directions to be aligned. An intuitive

choice is an effective remedy developed for multi-task learning named Gradient Surgery [129].

Here, instead of applying it to gi and gj where i, j are the two heterogeneous tasks, we apply it to

gva and gvt, which refer to the gradients of the two pairwise losses CMAva and CMAvt w.r.t the

weights in the model, following our rationale in Section 4.3.1.

If the gradients gva and gvt have negative cosine similarity, we alter them by projecting each

onto the normal plane of the other. Otherwise, if gva and gvt have zero or positive similarity, we

retain the original gradients. We refer to this particularly adapted form of gradient surgery as

Cross-Modality Gradient Realignment. Its update procedure is outlined in Algorithm 1, and the

overhead very cheap, mainly just computing inner products of two flattened gradients. We also

tried another similar algorithm named Gradient Vaccine [140], and the results are almost identical

to using Gradient Surgery [129]. We hence only report one for the sake of conciseness.
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4.3.2.2 Gradient-based Curriculum Learning

We next propose a gradient-based curriculum learning strategy that gradually identifies and re-

moves more misaligned samples based on the similarity indicator as the training goes on. Formally,

given a video-audio pair bva and video-text pair bvt, we only update the parameter if cos(gva, gvt) >

γ and drop this sample triplet otherwise. This ensures us to gradually prioritize training with well-

aligned samples while suppressing the noisy supervision from potentially misaligned samples. The

drop rate here is controlled by a cut-off threshold γ. In general, γ is a negative value monotonically

increasing during training, and there is an underlying rationale.

Algorithm 2 Gradient-based Curriculum Learning
Require: Model parameter θ, minibatchs Bva, minibatchs Bvt, initial γ0

for (bva, bvt) ∈ (Bva, Bvt) do
update γ ▷ curriculumly update γ
gva ← ∇θCMAva(θ), gvt ← ∇θCMAvt(θ)
gva ← flatten(gva), gvt ← flatten(gvt)
if gva · gvt > γ then

gva ← reshape(gva), gvt ← reshape(gvt)
∆θ ← gva + gvt ▷ sum up gradients
update θ with ∆θ ▷ update parameter

end if
end for

Initially, the network is under-trained and the similarity between its learned features is not

reliable to indicate a strong CMA; hence we are more conservative in excluding samples. As

the network becomes more sufficiently trained, the features become more semantically aligned,

allowing us to remove more misaligned samples in the later stage of training. The full procedure of

Gradient-based Curriculum Learning is outlined in Algorithm 2. We empirically choice γ0 = −0.3

at the beginning and linearly increase it to γ500K = 0 at the end, we include an ablation on the

adaptive choice of γ in the Table 4.2.
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Similar classes of ideas, i.e, “gradually focusing a small training subset", have been explored

by a prominent class of algorithms which rely on sample selection to robustify [144, 145, 146] or

to accelerate [147] training. Most of them use the “small loss trick" wherein a fraction of samples

with smallest loss values below a certain threshold are considered as reliable. However, they did

not explore gradient conflict indicators, which targets solving our CMA problem here. Also note

that our two steps can fully reuse the cosine similarity computed, so applying them together incurs

no extra overhead.

4.4 Experiments

4.4.1 Pre-Training Datasets and Settings

In this paper, we focus on studying gradients in a modality-agnostic single-backbone set-

ting, thus we do not consider multimodal pre-training baseline with modality-specific models, e.g.

HERO[148], MMV[118], PerceiverIO[149], AVLnet[150]. Apart from VATT[6], there exist other

concurrent work that use modality-agnostic setting[17, 151, 152], yet they all have their respective

limitations. For example, UniVL[17] lacks audio modalities thus cannot constitute video-audio

CMA loss, VLM[151] applies separate attention mask for each modality while PolyViT[152] use

alternate training between modalities and tasks, thus eliminate the possibilities of any gradients

conflicts. Therefore, this leave VATT[6] to be the most suitable baseline besides it SoTA perfor-

mance.

Our pre-training adopts three settings for comprehensive comparison: (1) using HowTo100M

as our training set, following [17, 124]; (2) combining HowTo100M and AudioSet as our train-

ing set following [118] and VATT [6]; and (3) additionally merging a noisy Youtube8M dataset

alongside with HowTo100M and AudioSet, to create a much more compound and complicated

training set than considered before, to stretch-test our proposal’s benefits to scale up pre-training

in uncurated and poorly aligned data.

For each setting, we i.i.d sample video-audio-text clips from the mixture of all candidate sets in

every batch. (HowTo100M, Audioset or Youtube8M, if applicable). For all setting, we only use a
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subset of HowTo100M, AudioSet, Youtube8M, Kinetics400 and Youcook2 dataset in compliance

with Youtube’s wipe-out policies.

HowTo100M1[124] is a large-scale dataset of narrated videos with an emphasis on instructional

videos that have well synchronized modalities. The training set consists of 127 Millions video

clips with the corresponding close-captioned text from automatic speech recognition (ASR).

AudioSet1[134] is a large-scale audio-visual dataset originally intended for audio event classifi-

cation. It consists of 1.78 Million 10-second clips sampled from Youtube Videos that contains a

variety of audio tracks, such as musical instruments, animals or mechanical sounds.

Youtube8M1[4] is a large-scale video classification dataset based on Youtube videos. It consists of

a diverse vocabulary of 3862 visual entities and a total number of 8 Million videos. To the best of

our knowledge, we are the first to scale contrastive multimodal pre-training beyond instructional

videos, onto this noisy Youtube8M videos that more faithfully represent videos the wild. For

data pre-processing, we split each video into 5s clips and use ASR close-captions to generate the

corresponding text, resulting in 165 Millions video-audio-text clips.

4.4.2 Pre-Training Settings

Network Architecture: For all of our experiments, we use modality-agnostic Transformer variant

in [6], VATT-MA-Medium. Specifically, we use a 12-layer Transformer, in which each layer has a

feed-forward MLP with hidden size of 4096, and 16 attention heads with a hidden size of 1024.

Pre-training Hyperparameter: We strictly follow the setting in [6], pre-training VATT from

scratch with Adam optimizer with an initial learning rate of 1e-4, 10k warmup steps, 500k steps

in total, a batch size of 2048 and using a cosine learning rate scheduler to anneal the learning rate

from 1e-4 to 5e-5. Our framework is implemented in Tensorflow 2.8, and train with 256 TPUV3s,

it took a total of 3 days to train our models.

4.4.3 Downstream Tasks for Evaluation

We evaluate the performance of our pre-trained representations when tuned towards various

downstream tasks, including a variety of video/audio and cross modalities tasks.
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Video Action Recognition: Following [118], we evaluate on UCF101[153] (101 action classes,

13,320 videos) and the HMDB51[154] (51 classes, 6,766 videos) benchmarks. For both settings,

we directly attach a linear classifier on the learned representations while freezing the transformer

backbone. We also evaluate on Kinetics4001[155] dataset (400 classes, 234,584 video), where we

fine-tune the transformer backbone.

Audio Event Classification: Following [118], we used ESC50[156] (50 classes, 2000 audio clips)

as the benchmark for audio modalities. Similarly, we directly attach and tune a linear classifier on

top of the frozen transformer backbone.

Zero-shot Video-Text Retrieval: To evaluate our performance on cross-modality task, we follow

[118] using YouCook21[127] (3.1K video-text clips) and MSR-VTT1[157] (1K video-text clips)

as our evaluation datasets. We directly use the embedding from the pre-trained model without any

fine-tuning, and report the recall at 10 (R@10) and Median Rank as described in [118].

4.4.4 Result Analysis on HowTo100M and AudioSet Pre-training

Gradient Re-weighting We set up a simple gradient re-weighting baseline similar to [141], where

we simply scale up the gradient magnitude of gva by 2.5 times and scale down the gradient mag-

nitude of its counterpart gvt by 0.5 times, we denote this baseline as Gradient Re-weighting (VA),

we also did it vice versa and denoted it as Gradient Re-weighting (VT). As shown in Table 4.1,

we did not observe much performance boost with gradient re-weighting, on the contrary, there

are significant performance drop in Text-Video Retrieval task on both YouCook2 and MSRVTT

datasets.

Cross-Modality Gradient Realignment Compared to Gradient Re-weighting, our Cross-Modality

Gradient Realignment mitigates the gradient conflicts by modifying gradients direction. In Ta-

ble 4.1, we can see significant performance gains in video-text retrieval task (e.g. 58% gain in rank

metric on YouCook2, 46% gain in R@10 metric on MSR-VTT), while maintaining a comparable

performance in video/audio tasks. Since video-text retrieval task heavily hinge on cross-modality

1It is important to note that Howto100M, Youtube8M, AudioSet, Kinetics400, MSRVTT and YouCook2 videos
are sourced from YouTube. Many of the videos have been made explicitly unavailable [158], hence we only train and
evaluate over the subset of data that is publicly available at the time.
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Dataset Tasks Video Action Cls Text-Video Retrieval Audio Cls

Dataset UCF101 HMDB51 Kinetics400 YouCook2 MSRVTT ESC50

Metric Top1↑ Top5↑ Top1↑ Top5↑ Top1↑ Top5↑ Rank↓ R@10↑ Rank↓ R@10↑ Top1↑ Top5↑

HT100M

VATT [6] 78.53 95.24 57.36 86.07 74.71 92.69 93.50 17.10 73.00 16.70 71.50 91.75

+ RW (VA) 78.24 95.01 58.74 85.39 70.55 90.41 168.90 9.24 100.20 13.56 71.56 93.02
+ RW (VT) 78.03 95.35 58.23 86.80 75.66 92.80 90.35 19.26 62.50 18.02 71.29 91.38

+ GR 78.44 95.37 54.38 83.64 76.72 92.72 47.00 24.94 68.00 19.20 69.00 93.00

+ CL 79.10 96.16 56.41 86.06 77.25 93.38 40.00 26.01 56.00 23.90 72.50 94.25
+ Both 79.24 96.58 58.24 87.37 76.59 93.26 42.00 25.87 54.00 24.50 72.05 94.16

HT100M
+

AudioSet

VATT [6] 84.40 - 63.10 - 79.23 94.30 34.00 29.00 67.00 23.60 81.20 -

+ RW (VA) 83.44 97.28 59.55 88.02 76.56 93.52 238.50 6.80 147.00 12.30 81.75 97.25
+ RW (VT) 84.42 97.49 62.30 86.61 78.59 94.17 76.00 18.72 120.00 15.20 80.75 96.75

+ GR 84.77 97.38 62.30 90.38 79.29 94.32 29.00 31.65 70.00 21.40 81.50 97.00
+ CL 86.04 97.75 65.45 88.94 79.89 94.71 33.00 29.17 65.50 20.97 82.00 97.25
+ Both 85.46 97.58 65.52 89.74 79.26 94.48 31.50 30.26 69.50 19.96 82.00 97.00

HT100M
+

AudioSet
+

YT8M

VATT [6] 88.28 98.73 65.84 91.43 79.39 94.56 29.00 29.66 56.00 26.90 80.75 97.00

+ RW (VA) 86.97 98.09 61.06 89.66 77.70 93.83 99.00 14.25 75.50 19.70 83.50 97.25
+ RW (VT) 88.19 97.96 61.13 90.51 78.43 94.38 27.00 31.07 48.50 27.70 82.25 96.75

+ GR 87.49 98.10 60.99 88.35 79.73 94.57 32.00 29.56 60.00 27.20 85.00 98.00
+ CL 89.02 98.33 65.77 92.15 79.70 94.80 31.00 31.34 48.50 28.70 83.50 97.75
+ Both 89.70 98.35 64.35 92.08 80.01 94.69 29.00 31.86 45.00 29.10 84.50 98.00

Table 4.1: Results of pre-training on HowTo100M, AudioSet and Youtube8M. Best results are
highlighted in blue, second best results are highlighted in light blue. RW(VA): Gradient Re-
weighting (Scale up Video-Audio), RW(VT): Gradient Re-weighting (Scale up Video-Text), GR:
Cross-Modality Gradient Realignment, CL: Gradient-based Curriculum Learning (best view in
color). Reprinted with permission from [5].

Hyperparameter Video Action Cls Text-Video Retrieval Audio Cls

Dataset UCF101 HMDB51 YouCook2 MSRVTT ESC50

Metric Top1↑ Top5↑ Top1↑ Top5↑ Rank↓ R@10↑ Rank↓ R@10↑ Top1↑ Top5↑
VATT [6] 78.53 95.24 57.36 86.07 93.50 17.10 73.00 16.70 71.50 91.75

+ CL

(γ0, γ500K) = (−0.3, 0.0) 79.10 96.16 56.41 86.06 40.00 26.01 56.00 23.90 72.50 94.25

(γ0, γ500K) = (−0.2, 0.0) 77.75 94.94 56.87 87.18 53.00 22.21 57.00 20.80 70.75 94.75

(γ0, γ500K) = (−0.1, 0.0) 44.49 75.42 33.44 68.78 81.00 17.13 68.50 19.10 70.25 93.25

(γ0, γ500K) = (0.0, 0.0) 10.05 24.88 7.31 23.76 457.50 5.02 153.50 11.20 58.50 87.50

Table 4.2: Ablation on the choice of γ in Gradient-based Curriculum Learning on Howto100M.
We linearly decay γ during training, γ0, γ500K denote γ at the beginning and at the end of the train-
ing, respectively. Best results are highlighted in blue. CL: Gradient-based Curriculum Learning.
Reprinted with permission from [5].
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alignment (CMA), this improvement verify the benefits of re-aligning the cross-modality gradients.

Gradient-based Curriculum Learning Compared to Cross-Modality Gradient Realignment, Gradient-

based Curriculum Learning inherents its performance gains in video-text retrieval task, yet enjoy

an additional performance boost in audio classification (e.g. 1.40% gain ESC50 dataset in Ta-

ble 4.1) and video classification (e.g. 1.94% gains UCF101 dataset in Table 4.1). We also perform

an ablation on the adaptive choice of γ on Howto100M dataset in Table 4.2. We can see that

curriculumly evolving γ (i.e.(γ0, γ500K) = (−0.3, 0.0)) yields the best overall results, while main-

taining a fixed γ (i.e. (γ0, γ500K) = (0.0, 0.0)) yields the worst results, this verify the effectiveness

of curriculumly removing mis-aligned samples during training.

Cross-Modality Gradient Realignment + Gradient-based Curriculum Learning We further

verify the effectiveness with the combination of both techniques. Specifically, given a video-

audio pair and video-text pair, (a) if cos(gva, gvt) ≤ γ, we drop this sample triplet; (b) if γ <

cos(gva, gvt) < 0, we apply gradient projection in Algorithm 1; (c) if cos(gva, gvt) ≥ 0, we retain

the original gradients. We found they are complimentary to each other and the combination of both

lead to better performance in the majority of downstream tasks.

4.4.5 Scaling Pre-training to YouTube8M

As shown in Table 4.1, adding YouTube8M dataset brings the video classification and video-

text retrieval performance to a new level (e.g. 88.28% Top1 on UCF101, 56.0 rank on MSRVTT)),

yet it set back the performance in audio classification task, we conjecture this is largely due to the

noisy misaligned samples introduced by Youtube8M dataset.

However, by leveraging our proposed techniques, we further yields a new state-of-the-art

performance in the modality-agnostic setting, without any modification in architecture, striking

89.70% Top1 on UCF101, 92.15% Top5 on HMDB51, 80.01% Top1 on Kinetics400 and 85.00%

Top1 on ESC50 dataset, demonstrating the effectiveness of our method when scaling to noisy

Youtub8M dataset.
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4.4.6 Feature Visualization

To better illustrate why gradient harmonization techniques works, in Figure 4.9, we follow

the visualization used in VATT[6], which take YouCook2 Video-Text Retrieval dataset, showing

the output space visualization of video and text, respectively. We can see the initial video and text

feature representation of VATT baseline are mixed together (which aligned with the findings in [6]),

however, after using gradient realignment, curriculum learning or applying both, the video and text

representations become disentangled, this indicates our gradient harmonization techniques adds to

cross-modality diversity, which makes video/text more discriminative from each other, making the

model more discriminative and better in generalization.

4.4.7 Extending Gradient Realignment to Modality-Specific VATT

So far, our techniques were built upon the modality-agnostic setting of VATT with a shared

backbone. We also try to apply the same technique to the modality-specific setting, given there is

still a shared video head where we can harmonization the gradients. In Table 4.3, we observe that

applying Gradient Realignment (GR) to modality-specific setting has some gain over uni-modality

tasks (e.g. Video/Audio Classfication), yet set back on cross-modality tasks (e.g. Text-Video

Retrieval). We hypothesize this is due the lack of cross-modality signals: since there is no longer

shared backbone across modalities, the only shared video head would provide bias signala towards

the video modality, for cross-modality alignment. We leave the improvement of modality-specific

VATT for future work.

Methods Video Action Cls Text-Video Retrieval Audio Cls

Dataset UCF101 HMDB51 YouCook2 MSRVTT ESC50

Metric Top1↑ Top5↑ Top1↑ Top5↑ Rank↓ R@10↑ Rank↓ R@10↑ Top1↑ Top5↑
Modality-Specific VATT [6] 82.36 97.35 58.51 89.32 19.00 38.84 27.00 32.38 74.72 93.75

+ GR 82.06 97.35 61.45 90.45 22.00 36.82 40.00 27.32 76.50 93.00

Table 4.3: Extended experiments on applying Gradient Realignment to the modality-specific
VATT. Reprinted with permission from [5].
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(a) VATT Baseline (b) w/ Gradient Realignment

(c) w/ Curriculum Learning (d) w/ Both Techniques

Figure 4.9: t-SNE visualization of the VATT output space on YouCook2 dataset. Reprinted with
permission from [5].
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4.5 Conclusion and Discussions

We take a deep dive into the common CMA assumption used in multimodal pre-training in the

setting of Neural Architecture Unification. Using the gradient directions between pairwise losses

as the surrogate indicator, we observe ubiquitous gradient conflicts even in relatively well-aligned

narrative datasets. We then propose two plug-and-play techniques to harmonize the gradients dur-

ing training. They are demonstrated to substantially enhance VATT pre-training across a number

of downstream tasks, and further scale it up to pre-training with even more complicated and poorly

aligned data. Our findings underline the (often overlooked) importance to carefully revisit the basic

assumption and training dynamics of multimodal learning, besides advancing the model architec-

tures. However, our cross-modality gradient harmonization technique still has room to generalize

better to the modality-specific setting. Additionally, we did not fully explore other regularization

techniques in multi-tasking learning literature, such as [137, 138, 139]. The potential negative

societal impacts include the malicious use of multimodal models, such as unintended use of its

downstream visual/audio recognition capability.
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5. CONCLUSION

In this dissertation, we address Efficient Deep Learning from three distinct perspectives, namely

(a) Neural Network Compression, (b) Neural Architecture Search, and (c) Neural Architecture

Unification.

Firstly, we proposed a neural network compression algorithm called Deep k-Means for deep

convolutional neural networks (CNNs). The algorithm involves applying k-means clustering on

the weights of the CNN, which allows for weight-sharing and reduces the number of parameters

needed. A novel regularization technique called spectrally relaxed k-means is introduced to make

hard assignments of convolutional layer weights to learned cluster centers during re-training. The

performance of Deep k-Means is evaluated against several state-of-the-art compression techniques

and is shown to consistently achieve higher accuracy at the same compression ratio. Additionally,

energy-aware metrics are developed to estimate energy consumption of CNN hardware implemen-

tations, and Deep k-Means is shown to have favorable energy efficiency as well.

Secondly, We proposed a novel framework for predictor-based neural architecture search (NAS)

called WeakNAS. The approach utilizes a series of weak predictors to progressively shrink the

search space towards the subspace where good architectures reside, rather than modeling the entire

space with a strong predictor. By co-evolving the sampling stage and learning stage, WeakNAS

can greatly simplify the learning task of each predictor and is both sample-efficient and robust to

various combinations of predictors and architecture encoding means. Extensive experiments on

popular NAS benchmarks demonstrate the effectiveness of WeakNAS in finding high-performing

architectures while reducing computational costs.

Finally, we discuss the success of Neural Architecture Unification in self-supervised pre-training

on large-scale multimodal data and how state-of-the-art contrastive learning methods enforce fea-

ture consistency from cross-modality inputs. However, cross-modality alignment can be weak and

noisy supervision, which can negatively impact the performance of multimodal pre-training mod-

els. To address this issue, we proposes two plug-and-play techniques for cross-modality gradient
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harmonization during training. These techniques are demonstrated to substantially enhance VATT

pre-training across a number of downstream tasks and further scale it up to pre-training with even

more complicated and poorly aligned data. We underline the importance of carefully revisiting

the basic assumption and training dynamics of multimodal learning, besides advancing the model

architectures.

We strongly believe in the potential of Efficient Deep Learning for the future, and we believe

that the three distinct perspectives mentioned can be further combined and integrated to achieve

even greater efficiency and performance gains.
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vision transformer,” arXiv preprint arXiv:2103.15691, 2021.

[117] G. Bertasius, H. Wang, and L. Torresani, “Is space-time attention all you need for video

understanding,” arXiv preprint arXiv:2102.05095, vol. 2, no. 3, p. 4, 2021.

87



[118] J.-B. Alayrac, A. Recasens, R. Schneider, R. Arandjelovic, J. Ramapuram, J. De Fauw,

L. Smaira, S. Dieleman, and A. Zisserman, “Self-supervised multimodal versatile net-

works.,” NeurIPS, vol. 2, no. 6, p. 7, 2020.

[119] R. Arandjelovic and A. Zisserman, “Look, listen and learn,” in Proceedings of the IEEE

International Conference on Computer Vision, pp. 609–617, 2017.

[120] R. Arandjelovic and A. Zisserman, “Objects that sound,” in Proceedings of the European

conference on computer vision (ECCV), pp. 435–451, 2018.

[121] B. Korbar, D. Tran, and L. Torresani, “Cooperative learning of audio and video models from

self-supervised synchronization,” arXiv preprint arXiv:1807.00230, 2018.

[122] M. Zolfaghari, Y. Zhu, P. Gehler, and T. Brox, “Crossclr: Cross-modal contrastive learn-

ing for multi-modal video representations,” in Proceedings of the IEEE/CVF International

Conference on Computer Vision, pp. 1450–1459, 2021.

[123] P. Morgado, N. Vasconcelos, and I. Misra, “Audio-visual instance discrimination with cross-

modal agreement,” in Proceedings of the IEEE/CVF Conference on Computer Vision and

Pattern Recognition, pp. 12475–12486, 2021.

[124] A. Miech, D. Zhukov, J.-B. Alayrac, M. Tapaswi, I. Laptev, and J. Sivic, “Howto100m:

Learning a text-video embedding by watching hundred million narrated video clips,” in

Proceedings of the IEEE/CVF International Conference on Computer Vision, pp. 2630–

2640, 2019.

[125] A. Miech, J.-B. Alayrac, L. Smaira, I. Laptev, J. Sivic, and A. Zisserman, “End-to-end

learning of visual representations from uncurated instructional videos,” in Proceedings of

the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 9879–9889,

2020.

[126] J. Wang, H. Wang, J. Deng, W. Wu, and D. Zhang, “Efficientclip: Efficient cross-

modal pre-training by ensemble confident learning and language modeling,” arXiv preprint

arXiv:2109.04699, 2021.

88



[127] L. Zhou, C. Xu, and J. J. Corso, “Towards automatic learning of procedures from web

instructional videos,” in Thirty-Second AAAI Conference on Artificial Intelligence, 2018.

[128] Y. Huang, J. Lin, C. Zhou, H. Yang, and L. Huang, “Modality competition: What makes

joint training of multi-modal network fail in deep learning?(provably),” arXiv preprint

arXiv:2203.12221, 2022.

[129] T. Yu, S. Kumar, A. Gupta, S. Levine, K. Hausman, and C. Finn, “Gradient surgery for

multi-task learning,” arXiv preprint arXiv:2001.06782, 2020.

[130] H. Alwassel, D. Mahajan, B. Korbar, L. Torresani, B. Ghanem, and D. Tran,

“Self-supervised learning by cross-modal audio-video clustering,” arXiv preprint

arXiv:1911.12667, 2019.

[131] A. Recasens, P. Luc, J.-B. Alayrac, L. Wang, F. Strub, C. Tallec, M. Malinowski, V. Pa-

traucean, F. Altché, M. Valko, et al., “Broaden your views for self-supervised video learn-

ing,” arXiv preprint arXiv:2103.16559, 2021.

[132] T. Chen, S. Kornblith, M. Norouzi, and G. Hinton, “A simple framework for contrastive

learning of visual representations,” in International conference on machine learning,

pp. 1597–1607, PMLR, 2020.

[133] X. Chen, H. Fan, R. Girshick, and K. He, “Improved baselines with momentum contrastive

learning,” arXiv preprint arXiv:2003.04297, 2020.

[134] J. F. Gemmeke, D. P. Ellis, D. Freedman, A. Jansen, W. Lawrence, R. C. Moore, M. Plakal,

and M. Ritter, “Audio set: An ontology and human-labeled dataset for audio events,” in

2017 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP),

pp. 776–780, IEEE, 2017.

[135] Y. Zhang and Q. Yang, “A survey on multi-task learning,” arXiv preprint arXiv:1707.08114,

2017.

[136] C. Fifty, E. Amid, Z. Zhao, T. Yu, R. Anil, and C. Finn, “Efficiently identifying task group-

ings for multi-task learning,” arXiv preprint arXiv:2109.04617, 2021.

89



[137] Z. Chen, V. Badrinarayanan, C.-Y. Lee, and A. Rabinovich, “Gradnorm: Gradient normal-

ization for adaptive loss balancing in deep multitask networks,” in International Conference

on Machine Learning, pp. 794–803, PMLR, 2018.

[138] O. Sener and V. Koltun, “Multi-task learning as multi-objective optimization,” arXiv

preprint arXiv:1810.04650, 2018.

[139] A. Kendall, Y. Gal, and R. Cipolla, “Multi-task learning using uncertainty to weigh losses

for scene geometry and semantics,” in Proceedings of the IEEE conference on computer

vision and pattern recognition, pp. 7482–7491, 2018.

[140] Z. Wang, Y. Tsvetkov, O. Firat, and Y. Cao, “Gradient vaccine: Investigating and

improving multi-task optimization in massively multilingual models,” arXiv preprint

arXiv:2010.05874, 2020.

[141] W. Wang, D. Tran, and M. Feiszli, “What makes training multi-modal classification net-

works hard?,” in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern

Recognition, pp. 12695–12705, 2020.

[142] M. Gutmann and A. Hyvärinen, “Noise-contrastive estimation: A new estimation principle

for unnormalized statistical models,” in Proceedings of the thirteenth international confer-

ence on artificial intelligence and statistics, pp. 297–304, JMLR Workshop and Conference

Proceedings, 2010.

[143] S. Chatterjee, “Coherent gradients: An approach to understanding generalization in gradient

descent-based optimization,” arXiv preprint arXiv:2002.10657, 2020.

[144] B. Han, Q. Yao, X. Yu, G. Niu, M. Xu, W. Hu, I. W. Tsang, and M. Sugiyama, “Co-teaching:

robust training of deep neural networks with extremely noisy labels,” in Proceedings of the

32nd International Conference on Neural Information Processing Systems, pp. 8536–8546,

2018.

90



[145] L. Jiang, Z. Zhou, T. Leung, L.-J. Li, and L. Fei-Fei, “Mentornet: Learning data-driven

curriculum for very deep neural networks on corrupted labels,” in International Conference

on Machine Learning, pp. 2304–2313, PMLR, 2018.

[146] T. Zhou, S. Wang, and J. Bilmes, “Robust curriculum learning: From clean label detection

to noisy label self-correction,” in International Conference on Learning Representations,

2021.

[147] A. H. Jiang, D. L.-K. Wong, G. Zhou, D. G. Andersen, J. Dean, G. R. Ganger, G. Joshi,

M. Kaminksy, M. Kozuch, Z. C. Lipton, et al., “Accelerating deep learning by focusing on

the biggest losers,” arXiv preprint arXiv:1910.00762, 2019.

[148] L. Li, Y.-C. Chen, Y. Cheng, Z. Gan, L. Yu, and J. Liu, “Hero: Hierarchical encoder for

video+ language omni-representation pre-training,” arXiv preprint arXiv:2005.00200, 2020.

[149] A. Jaegle, S. Borgeaud, J.-B. Alayrac, C. Doersch, C. Ionescu, D. Ding, S. Koppula, D. Zo-

ran, A. Brock, E. Shelhamer, et al., “Perceiver io: A general architecture for structured

inputs & outputs,” arXiv preprint arXiv:2107.14795, 2021.

[150] A. Rouditchenko, A. Boggust, D. Harwath, B. Chen, D. Joshi, S. Thomas, K. Audhkhasi,

H. Kuehne, R. Panda, R. Feris, et al., “Avlnet: Learning audio-visual language representa-

tions from instructional videos,” arXiv preprint arXiv:2006.09199, 2020.

[151] H. Xu, G. Ghosh, P.-Y. Huang, P. Arora, M. Aminzadeh, C. Feichtenhofer, F. Metze, and

L. Zettlemoyer, “Vlm: Task-agnostic video-language model pre-training for video under-

standing,” arXiv preprint arXiv:2105.09996, 2021.

[152] V. Likhosherstov, A. Arnab, K. Choromanski, M. Lucic, Y. Tay, A. Weller, and M. De-

hghani, “Polyvit: Co-training vision transformers on images, videos and audio,” arXiv

preprint arXiv:2111.12993, 2021.

[153] K. Soomro, A. R. Zamir, and M. Shah, “Ucf101: A dataset of 101 human actions classes

from videos in the wild,” arXiv preprint arXiv:1212.0402, 2012.

91



[154] H. Kuehne, H. Jhuang, E. Garrote, T. Poggio, and T. Serre, “Hmdb: a large video database

for human motion recognition,” in 2011 International conference on computer vision,

pp. 2556–2563, IEEE, 2011.

[155] W. Kay, J. Carreira, K. Simonyan, B. Zhang, C. Hillier, S. Vijayanarasimhan, F. Viola,

T. Green, T. Back, P. Natsev, et al., “The kinetics human action video dataset,” arXiv preprint

arXiv:1705.06950, 2017.

[156] K. J. Piczak, “Esc: Dataset for environmental sound classification,” in Proceedings of the

23rd ACM international conference on Multimedia, pp. 1015–1018, 2015.

[157] J. Xu, T. Mei, T. Yao, and Y. Rui, “Msr-vtt: A large video description dataset for bridging

video and language,” in Proceedings of the IEEE conference on computer vision and pattern

recognition, pp. 5288–5296, 2016.

[158] L. Smaira, J. Carreira, E. Noland, E. Clancy, A. Wu, and A. Zisserman, “A short note on the

kinetics-700-2020 human action dataset,” arXiv preprint arXiv:2010.10864, 2020.

92


	ABSTRACT
	ACKNOWLEDGMENTS
	CONTRIBUTORS AND FUNDING SOURCES
	TABLE OF CONTENTS
	LIST OF FIGURES
	LIST OF TABLES
	Introduction
	Neural Network Compression
	Neural Architecture Search
	Neural Architecture Unification

	Neural Network Compression
	Introduction
	Contribution
	Related Work

	Proposed Approach
	Parameter Sharing via Row-wise K-means
	K-means Regularized Re-Training
	Comparison with Existing Work

	Energy-Aware Metrics for CNN Energy Consumption Estimation
	Experiments
	Comparison on Compression Ratio
	Comparison with Ultimate Tensorization
	Comparison with FreshNet
	Comparison with Greedy Filter Pruning
	Comparison with Soft Weight Sharing
	Evaluation with GoogleNet on ImageNet

	Comparison on Energy-Aware Metrics
	Energy-Aware Metrics Verification
	Comparison with Greedy Filter Pruning


	Conclusion and Discussions

	Neural Architecture Search
	Introduction
	Our Framework
	Reformulating Predictor-based NAS as Bi-Level Optimization
	Progressive Weak Predictors Emerge Naturally as A Solution to the Optimization
	Relationship to Bayesian Optimization: A Simplification and Why It Works
	Our Framework is General to Predictor Models and Architecture Representations

	Experiments
	Implementation details
	Implementation details on NAS-Bench Search Spaces
	Implementation details on Open Domain Search Space

	Ablation Studies
	Ablation on our iterative scheme
	Ablation on exploitation-exploration trade-off
	Ablation on number of initial samples
	Ablation on the architecture encoding
	Abaltion of meta-sampling methods in WeakNAS

	Comparison to State-of-the-art (SOTA) Methods
	Comparison to BRP-NAS
	Runtime analysis of WeakNAS
	Founded Best Architecture on Open Domain Search

	Conclusions and Discussions

	Neural Architecture Unification
	Introduction
	Related Work
	Self-Supervised Multimodal Pre-training
	Multi-task versus Multimodal Learning

	Methodology
	Observation of Conflicting Gradients
	Harmonizing Gradients during Pre-training
	Cross-Modality Gradient Realignment
	Gradient-based Curriculum Learning


	Experiments
	Pre-Training Datasets and Settings
	Pre-Training Settings
	Downstream Tasks for Evaluation
	Result Analysis on HowTo100M and AudioSet Pre-training
	Scaling Pre-training to YouTube8M
	Feature Visualization
	Extending Gradient Realignment to Modality-Specific VATT

	Conclusion and Discussions

	Conclusion
	REFERENCES

