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ABSTRACT

Mission-adaptive aerostructural design considers the alteration of structural geometries to im-

prove multi-objective performance in multiple aerodynamic environments. Geometric structural

alterations can be tailored to flight conditions derived from specific mission profiles, but adaptive

structures design requires evaluating the aerostructural responses for each geometry to determine

the optimal configuration for each mission stage. However, the addition of adaptive structures

increases the design difficulty for several reasons. First, the aerostructural response must be evalu-

ated over a range of feasible geometries, and morphing feasibility between each possible geometric

configuration must be determined considering the proposed actuation method. Next, the effects of

altering geometry must be related to vehicle performance. From a mission-driven perspective, al-

tering the geometry may lead to changes in vehicle control inputs necessary to maintain specified

velocity, attitude, etc., and the vehicle must be properly trimmed to match mission requirements.

Finally, adaptive structures can increase design complexity, with configurations for each objective.

This work develops a mission-driven design framework combining aerodynamic, structural,

mission, and optimization computational tools to design and optimize adaptive aerostructures.

Aerodynamic conditions and vehicle properties are defined by mission requirements, where a mis-

sion is defined as a sequence of specified flight phases with a unique set of mission performance

objectives. Aerodynamic and structural analysis tools iteratively trim the vehicle for each mis-

sion stage while considering geometric changes, viable actuation methods, and actuator sizing

required for a complete structural description. Preferred geometries for each mission stage are

then determined via optimization to improve performance metrics defined by mission objectives

and requirements. The computational framework searches algorithmically for structural configu-

rations that improve mission-driven objectives based on trim flight for each mission stage using a

novel algorithm to consider both adaptive and fixed design variable selection to effectively solve

this complex design problem.

Framework effectiveness will be evaluated by considering multiple mission-driven adaptive de-
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sign and optimization problems. Specifically, the framework will evaluate mission-driven morph-

ing rotorcraft designs, which consider dynamic multi-physical responses and cyclic control inputs

to trim the vehicle. First, the computational framework will determine the placement of adaptive

systems in the rotor blade based on multi-objective optimizations to improve individual mission

objectives to determine preferred actuator locations and sets of adaptive geometric configurations

for each mission phase.

A wide range of adaptive technologies can be explored for mission-driven configurations early

in the design process with effective aircraft modeling. However, many existing design and op-

timization methods, including genetic optimization techniques, are not specifically designed for

optimizations in which some design variables are adaptive while others are not. A common tech-

nique to utilize these tools is to consider each morphable design variable as a different design

variable for each state or objective, which can increase the optimization problem complexity.

A novel optimization technique is developed and evaluated in this work for mission-driven,

multi-objective design of adaptive structures. By considering design variables that can and can-

not adapt differently, preferred configurations can be evaluated based on adaptive multi-objective

performance and feasibility across the design space. It will be shown that this design space de-

composition can used both as a post-processing technique and as a selection technique during

multi-objective genetic optimizations to determine sets of realizable adaptive designs.
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1. INTRODUCTION AND LITERATURE REVIEW

1.1 Introduction

Mission-adaptive aerostructural design considers the altering of structural geometries to im-

prove multi-objective performance in multiple aerodynamic environments. Geometric structural

alterations can be tailored to flight conditions derived from specific mission profiles, but adaptive

structures design requires evaluating the aerostructural responses for each geometry to determine

the optimal configuration for each mission stage. However, the addition of adaptive structures

increases the design difficulty for several reasons. First, the aerostructural response must be evalu-

ated over a range of feasible geometries, and morphing feasibility between each possible geometric

configuration must be determined considering the proposed actuation method. Next, the effects of

altering geometry must be related to vehicle performance. From a mission-driven perspective, al-

tering the geometry may lead to changes in vehicle controls to maintain the same velocity, attitude,

etc. The vehicle must be properly trimmed to match mission requirements. Finally, the design

space is dramatically increased for adaptive structures since morphable parameters can change for

each configuration, often with a range of intermediate geometries.

In the aerospace engineering design process, it is advantageous to assess the maximum number

of concepts and configurations in the earliest possible design stages. However, comprehensive

vehicle modeling and simulation during preliminary design increases computational costs. Trade-

offs between fidelity, computational requirements, and time must then be carefully considered.

Competing objectives and the resulting trade-offs are common in aerospace engineering de-

sign, especially in the design of rotorcraft. Some competing objectives are highly distinct (power

vs. weight, strength vs. flexibility, etc.) while others represent identical performance metrics as

measured at different times (power at takeoff vs. power in steady flight, etc.). With respect to

both competing objective classes, the potential to replace traditional permanent design variables

(i.e., set during design and built into the vehicle) with non-permanent alternatives (i.e., changeable
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during flight) offers potential multi-objective performance improvements when prioritizing com-

peting objectives at different times. Vehicle adaptivity, especially of the structural variety, enables

this change in design approach. In this work, we will refer to the former static design variables as

fixed while the reconfigurable variables that form the basis of morphing structures design will be

referred to as adaptive.

Optimization methods navigate a design space by altering input variable values (typically en-

gineering design variables) of individuals (designs) over generations (sets of designs) to determine

preferred variables given specified objectives. The population evolves based on the performance of

previous generations, prioritizing designs yielding better performance across multiple optimization

selection criteria and constraints. When multiple objectives are considered in the design process,

they must either be i) combined into a single objective (i.e., score), which allows down-selection of

a single design later in the process or ii) considered independently, which allows effective design

exploration early in the process. A common multi-objective optimization determines and priori-

tizes non-dominated designs, from which, given n objectives, “it is impossible to depart without

making at least one of the n objectives worse [146].” Maximizing performance over multiple

objectives requires considering trade-offs between each objective; final design requires design de-

cisions to be made, variables to be set at a value, and a single down-selected design configuration

to be propagated along the development process.

Restrictive trade-offs between competing objectives become possible and strict down-selection

becomes unnecessary when in situ adaptivity is introduced. Structural geometric morphing is a

particularly impactful, if highly challenging, option for such adaptivity. Altering vehicle geom-

etry based on changes in forward flight speed, loading requirements, pilot maneuvers, and even

environmental conditions can potentially eliminate the need for permanent compromises between

performance metrics [5]. In other words, a single performance value is replaced by a performance

range via adaptive changes in formerly fixed variables. Rotorcraft in particular experience large

changes in flight conditions due to differences between hover and forward flight, as will be demon-

strated later.
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This novel work focuses on the adaptive aspect of aerostructural design to increase vehicle per-

formance when considering multiple objectives and will introduce a completely new formulation

of the design optimization problem to do so. In multi-stage missions, such as air assault or medi-

cal evacuation (MEDEVAC) missions, rotor morphing will be shown to improve performance via

geometric alterations between mission stages such as hover or high-speed flight. However, many

non-morphable design decisions, such as the fixed location and size of adaptive structural compo-

nents, must also be determined in the engineering design problem. Since structural reconfiguration

generally focuses on a limited number of concepts (e.g., twisting, camber changes, etc.), not all

design variables can be adaptive, and it is important to recognize which structural variables should

be targeted for geometric adaptivity.

Relating design variables to changes in objective space can highlight potential performance

increases via adaptivity. Variables that, when altered, improve some competing objectives (Design

Variable 2 from Fig. 1.1) without requiring any significant alteration of other variables offer adap-

tive advantages such as increased performance across multiple missions. Thus, the selection of

adaptive design variables is dependent on both the performance benefits and the feasibility of mor-

phing the design variable in question. A new mathematical problem formulation and associated

computational framework has been developed to determine optimal morphing design parameters

over multi-stage missions considering both fixed and adaptive variables. Rotorcraft performance

analysis tools have been developed to relate design variables to both single-objective and more

general multi-objective mission performance goals. It will be shown how genetic optimization

algorithms can drive a targeted search exploring the multi-objective design space to determine

both traditional fixed design variables (i.e., optimal actuator placement and sizing) and adaptive

variables (e.g. active material stimulus level), arriving at a truly realizable adaptive rotorcraft de-

sign with the performance advantages of adaptivity. These optimization methods are powerful

tools for optimizing adaptive structural designs while considering both local morphing subsystem

performance and overall vehicle performance, including the effect of fixed design variables on

objectives.
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Figure 1.1: Adaptivity offers the potential to realize multiple positions in the objective space (mis-
sion performance) via changes in a limited number of variables in the design space. Here, changes
in variable 2 effect performance even when variable 2 is unchanged, indicating that variable 2 may
be a good candidate for adaptation.

1.2 Adaptive Aircraft

Adaptive aerostructures in the most general sense have been developed for over 100 years. In

the late 1800s Otto Lilienthal demonstrated George Cayley’s proposed concept originally from

the late 1700s of breaking aircraft functions into lift, propulsion, and control; the concept has

remained ubiquitous in aircraft design to this day [45, 114]. Controls (logic, electronics, and

physical surfaces) by definition adapt an aerospace system to its environment or updated functional

goals, and thus all aircraft are adaptive in some manner. Since control elements exist throughout
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all aircraft, the specific term "adaptive" has come to refer to changes in geometry that go beyond

the conventionally accepted and implemented control surfaces required for flight maneuvers and/or

stability. It has specifically come to be associated with conformal alterations of structural shape,

and such conformal changes represent the focus of this work.

Aircraft morphing beyond controls has also existed for a long time, though less often in mass

production. The addition of such adaptive systems must prove advantageous when compared to

drawbacks such as additional weight, controls, and complexity. One example of adaptive advan-

tages warranting mass production were the Mission Adaptive Wing (MAW) and the variable sweep

wing, used on the F-111 and F-14 [94, 125]. These aircraft could change the trailing edge camber

and level of sweep while keeping the actuation systems inside the fuselage. The effects of different

wing sweep values at various supersonic velocities on shock waves and maneuverability could be

leveraged to select the best wing sweep for a given flight condition.

Additional work was performed to explore the effects of trailing edge camber on the variable

sweep wing for the F-111 after its development [58, 145, 20]. While this work showed advan-

tages and applicable actuation mechanisms, the technology was only demonstrated and was not

transitioned to mass production. One limitation on the adoption of adaptive novel aerospace tech-

nologies as applied to existing aircraft concepts is the difficulty of changing existing technologies

and designs. It would be far more attractive for a team to consider adaptive technologies targeted

towards novel aircraft concepts relatively early in design. For example, the rapid expansion of

unmanned aerial vehicles (UAVs) [23, 18] research and development has provided an attractive

opportunity to explore new adaptive structures solutions from the very beginning of their design.

Several aircraft wing morphing methods have been evaluated to match optimal configurations

with specific mission operations [77], as shown in Fig. 1.2. Often designers have looked to nature

for inspiration, such as studying bat and bird wings [25, 159], where the shape of lifting surfaces

may change substantially as the animal seeks to match changing flight conditions or objectives.

Thus, it may be advantageous to apply similar principles to designing aircraft for sets of specific

aerospace missions that may be strikingly diverse and may change over the course of operating
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a given vehicle. This is particularly true of high-performance military aircraft. Of these, rotor-

craft missions are particularly diverse, considering both the aerodynamic environment and flight

requirements. For this reason, rotorcraft design was considered an attractive demonstration case

for the new fixed-adaptive design approach.

Figure 1.2: Different maneuvers and flight conditions will lead to different optimal designs.

1.3 Adaptive Rotorcraft

Adaptive rotorcraft technologies must consider a wide range of dynamic effects not seen in

fixed wing aircraft due in general to the unique multi-modality of vertical lift and in particular

to the challenges of rotor rotation. These added dynamic, and often harmonic, responses may

increase the difficulty quantifying adaptive advantages over fixed rotor designs. For instance, the

mass distribution of the rotor is critical due to inertial forces in rotation, and those effects change

6



with rotor angular velocity and disk loading. Adding actuation systems into a rotor blade alters

rotor mass distribution, leading to increased modeling complexity. Rotors are typically carefully

designed to minimize unwanted drag, moments, and the creation of and sensitivity to vibrations.

The addition of adaptive elements on or in the rotor blade must both consider these effects and

others while justifying added complexity.

In general, given a specific objective for an aerodynamic surface (i.e., minimize drag) under

a specific aerodynamic condition, there exists an optimal set of design variables (chord, taper,

twist, etc.) [55, 56]. Thus, the number of optimal shapes for a given mission will in general equal

the number of different flight aerodynamic conditions, which are driven by both environmental

conditions and mission requirements such as a specified forward flight speed. Changes in these

conditions inform the optimal design, particularly for rotorcraft, where inflow conditions can vary

significantly as a function of velocity through the rotor disk. Since there exists for a given rotor

blade an optimal shape schedule corresponding to the best performance, a rotor blade that matches

such an optimal shape considering the aerodynamic profile during a mission stage such as cruise,

is preferred. The local angle of attack is a function of rotor blade attitude, twist, incoming air-

flow due to forward flight (if applicable), and inflow induced by the rotor blade [101, 74, 149],

which will affect the rotor blade performance. High performance static rotor blades are typically

designed with a twist and geometry schedule to equalize the angle of attack and inflow such that

high lift-to-drag ratios can be achieved along the rotor blade across a broad range of flight condi-

tions. However, such designs are inherently a compromise between the best designs for each given

aerodynamic environment.

Changes in flight condition and objectives may impede static, manufactured designs from meet-

ing all the challenges of a mission effectively; as an example, the local trim flight pitching angle

for a high lift objective may be very different from the local pitch required for a low lift objective.

In the case of competing objectives and changing flight conditions, adaptive structures have been

studied in rotorcraft with varying levels of success to morph between preferred geometries. One

study [175] listed the active subsystems considered as including 1) full blade feathering, 2) con-
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trollable twist, 3) propulsive jet flap, 4) non-propulsive jet flap, 5) circulation control, 6) X-wing,

7) advanced center blades.

Tests were performed in the early 1990’s on a number of actuation devices and active structures

at the subsystem level (local regions of the rotor blade) to explore practicality [151, 103]. Piezo-

electric methods were explored for both internal actuators and external flaps [150, 152]. These

piezoelectric systems were popular actuation methods due to their fast response times and smaller

volume when compared to hydraulic systems. Work was performed to develop actuators that could

cycle significant strains over large numbers of cycles [150, 119, 152], then those actuators cycled

trailing edge flaps to explore a number of potential adaptive advantages [169, 170, 73].

Other actuation mechanisms include integrated shape memory alloys (SMAs), known for their

high power density and large recoverable strains [91]. SMAs have slower actuation frequencies

than piezoelectric actuators, but can generate higher strains with high power density. Embedded

shape memory alloy (SMA) torque tubes have been thoroughly investigated, with studies demon-

strating their feasibility for morphing trailing edges [154]. Numerous morphing rotor blade ac-

tuation systems have been developed and tested for various morphing rotor mechanisms, to be

described herein. One such conclusion stated in [151] was: "it is seen that imbedded actuator con-

cepts, i.e. pitch, twist, and camber control, are not practical at this time. Servoflap control, using

hinged control surfaces driven by discrete actuators emerges as the most suitable candidate for

smart material actuation." This would notably not discourage other work on internal, embedded

actuation, but encouraged new research exploring active edge flaps on the trailing edge of rotor

blades.

1.3.1 Adaptive Rotorcraft Advantages

Several benefits of active structures in rotor blades have been identified, including noise reduc-

tion. Interactions between the main rotor blades and the vortices generated by those same rotors,

called blade-vortex interactions (BVI) [123, 175, 83], generate a significant level of noise. Fixed

wing aircraft rarely encounters similar phenomena because vortices generated by the wing trail be-

hind the vehicle in forward flight. A rotorcraft in hover or low speed forward flight may encounter
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vortices generated by a previous rotation or another rotor blade several times a second. A number

of methods have been investigated to reduce the noise generated by BVI. One such method slightly

adjusts the swash plate mechanism to change the blade pitch and twist slightly to limit BVI without

requiring high-frequency active actuations systems. This method is limited in that the generally

swash plate responses are necessary for full vehicle control. Another method to reduce BVI is

to disrupt the trailing edge aerodynamic environment via active trailing edge tabs, which will be

discussed later.

Reducing power required for trim flight is another common design objective. Minimizing

main rotor power P , coefficient of power CP and coefficient of thrust CT typically result in re-

duced fuel burn and emissions [74]. Lift can generally be increased by increasing the planform,

while increased camber is generally correlated with increased lift and drag [55, 56]. Thus, it can

be advantageous at different times under different loading requirements to change the relevant ge-

ometric parameters best suited to minimize drag and the associated power to overcome said drag.

Reducing trim power for a given lifting surface can generally be posed as reducing drag given a

certain lift and rotor disk plane requirement, thus maximizing lift over drag (L/D). For fixed wing

aircraft this L/D performance metric may be sufficient for design selection, especially if the aero-

dynamic environment stays largely within the linear region of the airfoil. This local performance

metric enables easier analysis by focusing on the local airfoil region under a steady state flight

condition. However, often a more robust vehicle evaluation may be required to determine trim

power. For instance, changing incoming angles of attack and velocities on the rotor blade due to

rotation around the hub requires additional analysis.

Rotor blades are subject to a particularly dynamic aerodynamic environment when compared

with fixed wings. Increased rotor performance analysis to determine required power follows from

increased complexity due to dynamic lift generation, which may be difficult to treat as a steady

analysis. One reason for this increased difficulty is determining the overall power required to

rotate the rotor, which may change depending on the angle of rotation around the hub. Another

reason is the changing aerodynamic environment may lead to aerodynamic conditions requiring
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analysis beyond steady laminar flow, such as rotor wakes in forward flight. When flow is laminar

or simply does not separate from the airfoil, panel methods and other low-fidelity analysis tools

may be employed with reasonable accuracy. As viscous effects increase, more complex analysis

tools may be required. A more thorough review of the aerodynamic analysis tools will be further

discussed and evaluated as a trade-off between fidelity and computational costs.

Vibration reduction is another objective that varies significantly between rotorcraft and fixed-

wing aircraft. Rotor blade rotation generates dynamic effects such as vibrations which can lead to

harmonic effects impacting performance and stability. Responsive actuation systems as the rotor

rotates around the hub would be valuable for balancing unsteady forces or neutralizing unwanted

high-speed dynamic and vibratory effects. Piezoelectric actuators have been proposed as an effi-

cient, lightweight method for high-frequency adaptive vibration control, with actuation cycles over

4 times per revolution.

Rotor blade morphing takes many forms with a particular distinction between reconfigurable

and high frequency active morphing. Reconfigurable camber morphing considers different aero-

dynamic environments for the vehicle, while high frequency active morphing considers different

aerodynamic environments for the local rotor blade regions. For example, a reconfigurable rotor

may alter camber between sea level and 10,000 feet to account for changes in air density or dif-

ferent forward flight speeds between mission stages such as hover and cruise. Meanwhile, high

frequency active camber morphing may change camber between advancing and retreating sides of

the rotorcraft to reduce power, BVI, vibrations, etc.

1.3.2 Adaptation I: Active Rotor Twist

A wide range of adaptive rotor blade technologies altering twist, airfoil shape, and dynamic

responses have been explored for the main rotor [60]. The first branch of adaptive technologies

discussed in this work is active twist, in which the rotor blade is altered from its manufactured twist

schedule during flight, either as a function of rotation around the rotor blade or as a function of the

environment. The advantages and limitations of altering the rotor blade twist schedule during flight

have been explored using multiple actuation mechanisms. Piezoelectric actuation has been devel-
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oped for active twist rotor blades for several purposes, include reducing vibrations generated due

to the dynamic effects of the rotor blade. Fiber-reinforced piezoelectric actuators were developed

to actively dampen the rotor blade and thus reduce vibrations [169, 126]. These designs have been

tested in a full-scale wind tunnel, generating a maximum active twist change of 1.1-1.4 degrees

and reducing vibration-generated loading up to 90% [169, 165]. In another work a Mach-scale

piezo-induced active twist rotor blade achieves an amplitude of 0.78 degrees, increasing thrust au-

thority [14]. Such active twist rotor blades have also been optimized to maximize active rotor twist

deflection while maintaining mass and structural constraints [29].

Other piezoelectric active twist systems have been developed for lower voltage requirements

and increased actuation power densities [168]. Extensive work has also been conducted towards

controlling and modeling adaptive piezoelectric adaptive systems [28, 119, 31]. As piezoelectric

technology has become more used and standardized, the technological readiness and applications

have steadily increased. Active rotor blade twist has also been shown to increase required power,

particularly small harmonic active twist in higher-speed forward flight [63].

Not all active rotor twist systems are high frequency. There also exist advantages for reconfig-

urable twist rotor blades, enabling different levels of twist for different missions, flight conditions,

mission stages, etc. One common objective-driven need for adaptive rotor blade twist is due to

a change in required lift, either due to increased vehicle cargo or changes in air density. Such

changes do not require actuation systems with actuation frequencies comparable to rotor blade

rotation.

One such adaptive design method utilizes shape memory alloys as compact actuators. Shape

memory alloys couple strain with stress, temperature, and even electromagnetic state and can

generate large recoverable strains. Shape memory alloys (SMAs) have been developed for high

strength and extended life cycles [8, 26].

Shape memory alloys also have a wide range of uses as active actuators, including in active

twist rotor blades [104, 103, 151, 70]. Shape memory alloy torque tubes have been developed

as twisting mechanisms with high forces, ideal for twisting high-stiffness rotor blades and have
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Figure 1.3: SMA torque tubes were embedded in the rotor blade near the spar to alter the twist
schedule [34].

been. SMA wires have also been implemented as tensegrity mechanism components [61] rotor

rotor blade twisting. Other morphing SMA active twist wire exploration includes skewed SMA

wires around an internal cylinder, but this study deemed simply using an SMA torque tubes as

more promising [34] and is shown in Fig. 1.3. SMA actuators are often actuated thermally [137],

leading to much more compact designs than other high power-dense actuation mechanisms such

as hydraulic systems. These SMA tubes are often heated with small heaters, which can be actuated

very quickly with little excess weight for controls [108]. Camber morphing is another method

of adaptive rotors which has generated significant interest recently, as actuation response has in-

creased and actuator size has decreased. Often camber morphing devices on rotorcraft are referred

to as active trailing edge flaps. In this work, the change of trailing edge camber due to active trail-

ing edge flaps in which the chord is not actively altered will be considered alongside work done

specifically changing the camber of the rotor blade.

1.3.3 Adaptation II: Active Camber Morphing

Camber morphing alters the shape of the local airfoil, often around the trailing edge. These

changes in the airfoil outer mold lines (OMLs) alter the local lift, drag, and moment profiles with
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respect to incoming velocity and angle of attack. This adaptive morphing category can be used

for a number of purposes; the dynamic environment limits the advantages of simply maximizing a

single lift-to-drag ratio, and camber morphing can also be actuated at higher velocities as demon-

strated using piezoelectric actuation. As with active twist, cyclic changes have been investigated

for camber morphing to match the dynamic local aerodynamic environment of the rotor blade, par-

ticularly noting the differences between the advancing and retreating sides of the rotor disk plane.

Most work considering cyclic active camber morphing considers the outer regions of the rotor

blade; those regions encounter the most substantial local rotor blade velocity changes in forward

flight.

Several applications for adaptive camber morphing have been identified for rotorcraft, as have

different methods of altering the overall airfoil shape. Geometric changes near the rotor blade

trailing edge can significantly alter the local aerodynamics. These changes to the trailing edge can

notably alter the rotor blade aerodynamic response and are often easier to implement compared

with geometric changes to other OML regions due to the highest pressures on the airfoil usually

being located on the leading edge. However, this has not eliminated effects to morph the airfoil

leading edge, as active leading-edge morphing has been investigated to reduce dynamic stall with

an active dropping leading edge [54]. Integrated shape memory alloy actuators have also been

developed for active deicing via leading-edge rotor blade morphing [155]. Active trailing edge

flaps driven by piezoelectric actuators have been integrated into the rotor blade for vibration con-

trol [116, 92]. Another camber morphing system changes the trailing edge shape via an internal

piezo-electric active linkage structure near the center of the rotor blade [51]. These active trailing

edge flaps have also been shown to offer power reductions [106] due to vibration reduction [135]

(shown in Fig. 1.4) and have also been used to reduce rotor noise due to blade vortex interac-

tions [175, 84, 83]. Pitch link load reduction has also been achieved by trailing edge flaps [86, 85].

Numerous local aerostructural advantages have been demonstrated via active camber morphing.

Active frequency inputs have enabled active camber morphing to reduce vibrations, prevent dy-

namic stall, and reduce required power. The effects vary depending on the specific controls and in-
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Figure 1.4: Trailing edge flap mechanisms have been developed and tested for vibration reduc-
tion [135].

puts, as well aerodynamic environment. Torsionally softer blades have been introduced to facilitate

easier actuation with lower loading and stresses [134, 133, 172]. Such active systems require care-

ful controls and dynamic analysis. Comprehensive analysis tools have been developed to account

for the dynamic effects of active trailing edge camber morphing added into a rotor blade [113].

Reconfigurable camber morphing using shape memory alloys offers increased ranges of actu-

ator motion when compared with piezoelectric actuation at the cost of frequency. These actuators

have also been integrated into rotor blade design as passively adaptive systems with geometries

correlated with specific temperatures, morphing the rotor based on the external environment. For

instance, at higher temperatures air density decreases, so passively increasing camber can increase

the coefficient of lift to maintain lift generation under changing temperatures [41], as shown in

Fig. 1.5. Work has also been performed to change the rotor blade airfoil camber using SMA

wires [153]. Computational frameworks have been developed to consider camber morphing which

does not require high frequency actuation [118], some considering optimal mission-based perfor-

mance [109]. Piezo-electric actuators have also been used for reconfigurable trailing edge rotor

blade design to increase L/D over a fixed rotor blade when fight requirements change [176].
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Figure 1.5: In this work by DiPalma and Gandhi, a region of the rotor blade span passively changes
camber as a function of temperature using shape memory alloys [41].

1.3.4 Adaptation III: Active Chord and Span

The rotor blade morphing previously described considers changing twist and shape, altering

the local aerodynamic profile and angle of attack. Additional morphing rotor blade methods have

been developed to explore the benefits of an active extendable trailing edge tab to reduce blade

vortex interactions. The addition of active tabs has been shown to reduce rotor noise and power

when properly applied [121].

The use of internal extendable honeycomb structures in the rotor blade has enabled adaptive

rotors in which the rotor chord can be extended for different mission objectives [11]. This ex-

tendable chord research has included NiTiNOL bistable arches as actuators and von-Mises trusses

with variable length links [10], along with a biased, spring-based bistable systems [129]. Other

research has investigated optimal chord changes based on mission-driven objectives in larger de-

sign optimization frameworks. Linearly-variable chord extensions are still being investigated and

developed, including additional work under SABRE [13, 110, 109]. Extendable trailing edges to

increase the chord have been shown to provide different power benefits at different forward flight

speeds, suggesting benefits for change the extendable chord based on advance ratio [132]. Such
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extendable trailing edges were predicted to increase power at low speeds and loading conditions,

but decrease required power under higher loads and altitudes, resulting in faster maximum speeds

and loads [81]. Active trailing tabs have also been modeled to help balance slightly unstable rotor

blade motion for the main rotors in the UH-60, reducing in-plane forces at hover and low speed

flight and all forces at higher forward velocities [87]. Required control models were also developed

through this research to simulate the necessary active controls [88]. One simulation considered a

combination of 2-5 trailing edge flap control inputs per revolution, at best reducing power by 1.9%

and vibratory loads by 70% [133].

The bistable actuation mechanisms developed to enable rotor blade chord extension have also

been developed for rotor blade span extension [117]. The mechanism holding the rotor extension

in its shorter configuration serves as a biased load, such that when the rotor rpm is increased

beyond a critical threshold the system will overcome the biased mechanism and the rotor will

extend and increase span due to the increased rotor inertial forces at higher rpm. Another work

considering reconfigurable rotor morphing evaluates variable span, rpm, and camber using a quasi-

static analysis [118].

1.3.5 Non-Rotor Adaptations

Active systems do not have to be located directly on the rotor blade to improve rotor perfor-

mance. One active method typically used for vibration and noise reduction is higher harmonic con-

trol (HHC) [140, 80]. Higher harmonic control systems have been developed and tested [141, 124]

to adjust swash plate oscillations with hydraulic actuators to reduce BVI [69]. HHC reduced BVI

on an XV-15 main rotor tested in the large NASA Ames wind tunnel up to 12 dB in peak noise

reduction [123].

These actuation systems often replace connections between the swash plate and rotor blade to

create active pilot inputs beyond a typical rotor blade swash plate for specific objectives. Such

HHC inputs have been shown to dramatically lower vertical vibratory loads, particularly at higher

forward speeds and advance ratios [49]. Piezoelectric actuators have also been combined with hy-

draulic systems to combine the larger extensions of hydraulic systems with the faster piezoelectric
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actuation [143].

1.4 Aerodynamic Computational Modeling

1.4.1 Local Subsystem Aerodynamic Characterization

Adaptive geometries driven by structural morphing must be related to the rotorcraft aerody-

namic response. Vehicle aerodynamic response can be related to parameterized morphing by first

relating local subsystem aerodynamic responses to local geometries based on parameterized shapes

whether they are morphed or not. Total vehicle response can be determined only after all such local

responses are calculated and integrated together.

To date, the bulk of literature published on morphing rotorcraft design focuses on the re-

lationship between local (subsystem/subcomponents) shape [150, 135, 28] and vehicle perfor-

mance [90, 79]. Work on morphing rotorcraft, and adaptive structures more generally, has been

performed to relate local morphing to changes in vehicle performance at the design stage. Morph-

ing design and analysis typically begins with the subsystem level (i.e. individual local components

such as the main rotor, tail rotor, etc.). The aerodynamic effects of altering geometry and structure

must be quantified locally before evaluating vehicle-wide performance.

Significant existing work, including the work described herein, on subsystem morphing has

demonstrated the effects of local alterations for increased lift [41], lower loading, and other changes

to structural and aerodynamic response. Demonstrating adaptivity may be valuable in its own

regard, since adaptive technologies can be used in situations tailored for these specific advantages

when competing objectives are determined early in the design process.

Existing experimental data provides a resource-efficient but often limited aerodynamic charac-

terization. This data may have limited applicability beyond the geometries and flight conditions

tested. Existing aerodynamic data can provide an efficient though limited set of known designs

for optimization when parameterized then interpolated. While using existing interpolation tables

requires capturing the entire range of aerodynamic responses to be evaluated, such tables can be

generated with ranges informed by knowledge of the expected aerodynamic environment for a
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Figure 1.6: Experimental data can be used to relate aerodynamic environments with local airfoil
lift and drag properties.

given subsystem. An example of experimental data to characterize the SC-1095 airfoil used on the

UH-60 main rotor at various Mach numbers and is shown in Fig. 1.6 [156]. Numerous tools have

been demonstrated for effective aerodynamic characterization at the subsystem level. In analyzing

the overall effects of local rotor blade changes, 2-D methods are often employed, neglecting or

simplifying 3-D effects to increase computational efficiency. Thus, 3-D effects are often approxi-

mated as a series of continuous 2-D local effects, though XFLR5 is also used to consider 3D effects

similarly to XFOIL [2]. These 2-D aerodynamic tools used for rotor blades include JBlade [120]

and XFOIL [43], as well as empirical solutions for existing airfoils.

Low-fidelity panel methods such as XFOIL allow for wide, generalized geometric ranges, but

with less accuracy and more convergence difficulties for the some unconventional geometric shapes

and aerodynamic environments [89]. Other tools have been developed to define airfoil shapes

using parameterized functions such as class/shape transformations (CSTs) [33] then determine

the aerodynamic characteristics using low-fidelity tools such as XFOIL [95, 96, 97]. Improved

aerodynamic properties such as increased lift-to-drag ratio were determined for different adaptive

NACA airfoils depending on the required angle of attack and airspeed [166]. These tools enable

relatively cost efficient geometric parameterized aerodynamic structural optimization.

More work has been developed relating adaptive geometric shapes with higher-quality aero-
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dynamic responses, often via computational fluid dynamics (CFD) [63, 46]. Other parameterized

interpolation functions such as Bezier curve parameterization and Non-Uniform Rational B-splines

(NURBS) have been used with higher fidelity CFD to determine optimal airfoil shapes for given

flight conditions [174]. CFD typically requires much more time and computational cost to con-

verge than lower-fidelity panel methods, but can more accurately determine pressure fields and

the corresponding lift, drag, and moments on an airfoil [147]. These higher fidelity computational

methods are particularly valuable at high Reynolds numbers and angles of attack beyond the stall

condition by considering flow separation and viscous effects.

Different techniques have been developed for local aerodynamic analysis of varying computa-

tional cost and fidelity [162]. These tools have different strengths and drawbacks; tool selection

depends on the specific application. Through computational aerodynamic modeling, most shapes

and surfaces can be accurately characterized at the local level, which is invaluable for airfoil and

rotor design. This local characterization is necessary but insufficient to determine overall vehicle

performance.

1.4.2 Rotorcraft Aerodynamic Modeling

Traditional morphing research and development often follows this pattern: establish local mor-

phing response, evaluate the adaptive subsystem under a specified configuration as part of the

vehicle, then exhibit when and where morphing is advantageous. Sometimes only subsystem anal-

ysis is required; increasing lift to drag ratio over a certain angle of attack range for fixed wing

vehicles may all but guarantee increased performance. However, rotorcraft morphing analysis may

require more comprehensive study due to additional dynamic responses not typically encountered

by fixed lifting surfaces. Inflow may vary dramatically depending on the rotation angle due to rotor

blade rotation, flapping, and damping. Fig. 1.7 shows the various different higher-order effects not

seen for fixed lifting surfaces. The contour represents local incoming velocity for the rotor blade

imposed on the rotor disk. Two important areas are highlighted: regions of reverse and transonic

flow; these two areas are important to account for accurately. Reverse flow occurs in high speed

forward flight on the retreating (seen in Fig 1.7 as the left side of the rotor disk) region of the
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Figure 1.7: Local blade incoming velocity in forward flight.

rotor blade because the rotor is moving the same direction as the incoming velocity. This aero-

dynamic response contrasts fixed wing aircraft and most other rotorcraft flight conditions, leading

to large angles of attack well beyond the stall flight condition. Another region of note is where

the local airflow, due to rotor rotation, reaches much higher velocities than the rotorcraft. These

high velocity regions on the outer edge of the advancing region of the rotor blade will experience

transonic flow, where significant viscous effects appear. These effects may be further compounded

when considering the changes in pilots inputs to maintain trim, or steady, flight. Thus, a subsys-

tem morphing-enabled parameter change such as local lift requires analysis of the entire vehicle to

evaluate benefits and trade-offs in trim flight.

1.4.3 Rotorcraft Vehicle Performance Modeling

A comprehensive analysis tool is required to determine the trim (level and steady) flight con-

dition given a set of design variables and requirements. Such a tool considers the entire vehicle

geometry and aerodynamic environment. Parameters relating adaptive rotor blades with overall
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Table 1.1: Preliminary list of vehicle parameters.

Category Parameter

Rotor Chord
Airfoil Section
Twist
Span
Camber

Mission Fixed Speed
Fuel Load
Altitude
Stage Time
Payload
Optimal Speed

Actuation Method
Rate
Location

Vehicle Turbine Power
Configuration
Sizing

mission performance include rotor geometry, mission definitions, actuation geometry, and vehicle

geometric parameters as seen in Table 1.1. Comprehensive rotorcraft analysis tools resolve local

aerodynamic effects to trim the vehicle. As computational power has increased, so have rotorcraft

analysis efforts and their aerodynamic tool fidelity. Significant existing work as been conducted

towards developing and validating the comprehensive rotorcraft tools used today, including CAM-

RAD II, CHARM, UMARC and NDARC [133, 35, 21, 75, 76]. These tools all considered, among

other rotorcraft, the UH-60, which is also used in this work due to the public availability of exist-

ing experimental test data and high-fidelity computational results. While the previously mentioned

tools focus on (but are not limited to) power, other computational frameworks have been devel-

oped for noise reduction [138, 111]. One such framework utilizes CAMRAD-II for the rotor trim

modeling combined with ANSYS to noise modeling to determine the noise profiles [83].

In mission-driven rotorcraft design the effects of each subsystem are interdependent. For exam-
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ple, changes in main rotor lift and drag may lead to changes in the pilot tail rotor controls. Steady

level (trim) flight requires balancing the loads and moments on the vehicle based on the pilot in-

puts. Thus, comprehensive rotorcraft analysis tools will be utilized to determine trim flight under

specified mission definitions. RCAS [19], for example, considers a finite element structural model,

an array of airloads models, induced velocity models, and controls models together. This compu-

tational framework can consider trim analysis (either static equilibrium or periodic steady-state),

maneuver analysis, and a number of stability analysis (such as linearization and model reduction).

Another comprehensive rotorcraft analysis code, TRAC, can perform trim analysis, extract linear

models, and simulate flights as a complete helicopter model [99]. A more general comparison

between different aerodynamic rotorcraft modeling methods can be seen in Table 1.2. These com-

putational resources may not necessarily be selected over one another, but rather in conjunction

depending on the specific modeling needs.

1.5 Design and Optimization

Accurate rotorcraft modeling enables comprehensive numerical tools for both analysis and de-

sign, but these should be deployed in an efficient manner. In particular, determining the optimal

design variables based on a given objective or set of objectives requires substantially more com-

putational resources than a single analysis. There exist several methods of relating variables at the

design stage to objectives determined by the vehicle modeling efforts.

A common optimization formulation is defined by an objective function, constraints, and

bounds [24]. A single-objective design optimization problem is defined as:

min
x
f(x), (1.1)

subject to inequality and equality constraints:

g(x) ≤ 0,

h(x) = 0.

(1.2)
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Table 1.2: Comparison of Various Rotorcraft Aerodynamic Solvers
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Here x is a vector {x1...xn} denoting the optimization variable for the objective function f(x).

g(x) and h(x) are inequality and equality functions used to define the constraints in equation 1.2.

In a single-objective optimization (i.e., f(x) is a single function or evaluation of the optimization

variable x resulting in a single output per evaluation) the final solution to equation 1.1 is a single

x, in the context of this work typically a set of design variables. The best design, or solution to this

problem is defined as J∗:

J∗ = min
x
f(x). (1.3)

This single-objective optimization can be extended to multiple objectives whereby a single score is

defined as some weighted sum of individual objectives. Trade-offs between the multiple objectives

could be further explored by altering the individual weights for each objective. However, multiple

objectives can be considered during the optimization based on trade-offs and relative dominance

in the objective space, as will be discussed next.

1.5.1 Multi-Objective Design and Optimization Methods

In multi-objective analysis, the best set of non-dominated designs represents trade-offs between

competing objectives. In traditional multi-objective analysis, the existence of trade-offs between

competing objectives means near-optimal designs cannot be fully realized. Often an optimization

is performed to determine the non-dominated designs, designated Pareto-optimal. Non-dominated

in this respect refers to designs wherein, for n objectives, "it is one from which it is impossible to

depart without making at least one of the n objectives worse (i.e., larger)[146]." This set of non-

dominated designs is referred to as the Pareto frontier, and shows trade-offs between competing

objectives. An example Pareto frontier for minimizing two objectives is shown in Fig. 1.8; for

every design on the frontier no other design has a lower Objective 1 and Objective 2.

Population-based optimization methods explore the design space by altering input variables

(typically engineering design variables) of individuals (designs) over iterations or time-like incre-

ments (sets of designs) to determine the preferred variables given specified objectives. The entire

set of designs in a given iteration or increment, designated the population, changes based on the
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Figure 1.8: The non-dominated designs in the objective space represent the best known trade-
offs between competing objectives. No design in such a set is worse than another across every
objective.

response of the previous generations.

Genetic algorithms (GAs) are commonly applied to complex engineering design problems, pro-

posed in the early 1970’s as computer programs which mimic natural evolutionary processes [148,

67, 47]. These optimization methods were developed based on encoding individual properties (pa-

rameters) as genes, with individual designs part of a larger population. This larger population is

evaluated based on objective values and ‘evolved’ over generations, favoring individuals exhibiting

preferred objectives. This evolution process crosses individual genes and introduces mutations to

increase genetic diversity.

NSGA-II [37], a genetic algorithm, explores these trade-offs by encouraging designs spanning

the non-dominated objective space. Other population-based optimization methods used for rotor-

craft design exploration include particle swarm optimizations (PSOs) [161], which consider the

individual designs in the design space as locations, updating positions and velocities based on the

best performance of each individual and the entire population. Particle swarm optimizations have
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been used in design and control optimization for rotorcraft missions [52].

More efficient trade-offs between competing objectives can be accomplished by morphing cer-

tain vehicle components. In an aerospace engineering context, changes in shape allow for different

objectives to be reached at different times and under different flight conditions. Altering vehicle

geometry to match changes in forward flight speed, loading requirements, pilot maneuvers, and

even environmental conditions can reduce trade-offs between performance metrics [5]. Rotorcraft

in particular see large changes in flight conditions due to differences between hover and forward

flight, as will be demonstrated later.

Optimization methods such as genetic algorithms require careful parameterization and tuning.

Work has been performed to characterize the proper methods for selecting ’good’ designs and

design variables in genetic optimization frameworks. One popular genetic optimization method is

to encourage both genetic diversity and elitism when selecting designs. For multi-objective design

optimization, the Non-dominated Sorting Genetic Algorithm-II (NSGA-II) [37] weighs both the

best sets of non-dominated designs, but also the diversity of the objective space. This work was

extended for larger objective spaces as NSGA-III, using reference points for comparison to reduce

computational costs [39]. When considering multiple objectives, these methods rank designs based

on frontiers of non-dominated designs. The first rank of non-dominated designs are identified as

‘Rank 1’, then the next frontier designated ‘Rank 2’, and so forth, as can be seen in Fig. 1.9.

NSGA-II prioritizes designs with better rank to improve sets of trade-offs between objectives,

then selecting designs with larger empty objective spacing to promote diversity. Since its original

implementation, NSGA-II and other genetic algorithms have been combined with adaptive muta-

tion mechanisms [27, 177] and other selectors [102, 30, 158] to improve convergence and diversity

for specific applications.

Other multi-objective population-based selection criteria include the Strength Pareto Evolu-

tionary Algorithm (SPEA) [178, 180] and its updated version SPEA-2 [179], which maintain

an archive of non-dominated designs and then truncate sets of equal rank based on the distance

between individuals. Both of these algorithms have been applied to numerous multi-objective
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test [38] and design [57, 78] problems. It is worth noting that computational design tools require

Figure 1.9: Designs can be ranked by non-dominated frontiers in the objective space, signifying
the best trade-offs in the multi-objective space.

optimization parameters such as selection criteria, population size, convergence criteria, etc. The

selection of such parameters is highly problem-dependent, and work has been performed to better

optimize engineering design problems using these tools [71, 42, 72]. Often the selection of param-

eters which do not necessarily need to be minimized is of notable importance, and recent work have

been performed to expand the engineering design problem to parameterized optimization [50, 166].

With increased computational power , numerical rotorcraft design and optimization frame-

works have been developed for a number of purposes. Mission-driven objectives such as fuel

burn, noise signature, and emissions have been incorporated into comprehensive analysis and de-

sign tools [59, 146]. Other trade-offs such as resiliency vs efficiency have been explored using

ecosystems as a natural inspiration [32]. Some recent computational frameworks include adaptive

technologies, which increases optimization with the addition of different design variables for dif-

ferent mission stages or objectives [5]. Much of this work is recent due to the high computational
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cost of modeling and evaluating complex aerostructural responses. Mission-based optimization

has also extended to flight planning [52, 164, 171], with specific requirements for the mission but

flexibility in the path selection.

1.5.2 Mission-Driven Design and Optimization

Mission-driven design extends beyond a traditional engineering multi-objective design formu-

lation, in that the objectives in different mission stages are not necessarily independent of each

other. Missions also have unique qualities present in many, but not all multi-objective engineering

design problems. An example mission can be seen in Fig. 1.10 [5]. For instance, mission stages

may occur over a range of different flight conditions. In the aerospace engineering design context,

changes in external environmental conditions lead to changes in air density, temperature, altitude,

pressure, etc. Some mission stages may contain similar flight conditions, but other parameters such

as weight may change due to fuel burn, ablation, etc. even if mission stages, objectives, and re-

quirements remain constant. Sometimes these changes may be considered insignificant compared

to other changes between mission stages, but such effects are generally initially considered, even

if then dismissed.

A given mission may have specific requirements between mission stages, or require trim

(steady, constant attitude) flight. A wide range of requirements and objectives can define a mission,

such as distance covered or trim flight at a given forward velocity or climb rate. As previously

mentioned, different mission stages may compete depending on the mission objective(s). If an

objective is to minimize fuel burn, the best designs at different stages may compete in an optimiza-

tion framework, depending on design problem definition. Also, a mission stage can be defined as

a given time or distance. This in turn may lead to different preferred designs depending on if the

mission objective is speed or range. Other objectives such as fastest climb will likewise compete

with efficiency requirements.

Mission definitions are traditionally sequential; a series of stages in pre-defined order. By this

formulation, the required pilot inputs and controls can be determined for each stage, reducing the

design problem complexity from continuous to discrete. However, this does not consider transi-
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Figure 1.10: A complete mission definition considers changes in aerodynamic environments, re-
quirements, and objectives.

tions between mission stages, which require increased computational costs [7]. Such transients

may also be considered, but at a considerable cost when compared with a set of discrete calcula-

tions equal to, at most, the total number of mission stages. Often transients are considered in the

engineering design problem after initial structures have been determined, with a focus on optimal

control given a final aerostructural design. Even when considering optimal control airspeeds for a

given structural design, often the optimization problem is confined to discrete mission stages and

yields valuable solutions [3]. Work has also been performed to determine optimal control across

multiple missions based on pilot inputs, though in [62] these missions were limited to single, aver-

aged, and discrete stages with a constant prescribed vehicle structural definition.

The transient ‘optimal control’ problem for a given mission increases the complexity beyond

some traditional mission definitions, for structural design but particularly adaptive structures de-

sign. Much of the work with transient design occurs after initial structural design, with a focus

on control system design after initial geometries are selected [9], while others may consider other

active or adaptive systems and some other design variables that could be considered in a limited

multi-disciplinary design optimization such as engine sizing [127, 6].
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1.6 Chapter 1 Summary

In this chapter, mission-driven adaptive aircraft (and more specifically adaptive rotorcraft) de-

sign and optimization is introduced and the existing research explored. A large number of adap-

tive rotorcraft techniques have been developed via modeling, fabrication, and experimental testing.

Concerning rotorcraft modeling, a number of numerical methods have been developed over a range

of accuracies and computational costs. Trade-offs between accuracy and resources must be con-

sidered, especially in early design stages. Both the local rotor blade aerodynamics and the entire

vehicle performance for trim, or constant attitude, flight must be determined. Additionally, large

scale optimizations are often used to determine optimal input parameters, both those that can and

cannot morph, for overall mission performance. Missions have been modeled both as a sequential

set of stages or as a set of multiple objectives during different flight conditions.

This work builds on existing design and optimization techniques to consider the differences

between adaptive and fixed design variables to reduce the design space and determine optimal

adaptive solutions using the rank and dominance methods discussed in this chapter. These op-

timization techniques are applied to mission-based adaptive rotorcraft design and optimization,

which requires numerous rotorcraft modeling techniques relating design inputs to vehicle perfor-

mance over the course of a mission. Several levels of fidelity are considered while modeling a

wide range of mission stage types to evaluate a wide range of adaptive rotorcraft technologies.

A comprehensive mission-driven adaptive rotorcraft framework was developed in this work en-

capsulating modeling, mission analysis, and multi-objective design and optimization. The frame-

work is modular and general, but applied specifically to the UH-60 Blackhawk due to existing

experimental and numerical data provided by the NASA UH-60 airloads program. Many of the

missions considered in this work are selected from Future Vertical Lift proposed missions as to be

realistic and of future interest [66].

A wide range of adaptive technologies can be explored for mission-driven configurations early

in the design process with effective aircraft modeling. However, many existing design and opti-

mization methods, including genetic optimization techniques, are not specifically designed for op-
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timizations in which some design variables are adaptive while others are not. A common technique

to utilize these tools is to consider each morphable design variable as a different design variable

for each state or objective, which can increase the optimization problem complexity. A novel op-

timization technique is developed and evaluated in this work for mission-driven, multi-objective

design of adaptive structures. By considering design variables that can and cannot adapt differently

in the optimization problem, preferred adaptive configurations can be determined in the objective

space and evaluated based on multi-objective performance and feasibility across adaptive designs.

It will be shown that this design space decomposition can be used both as a post-processing and a

selection technique during multi-objective genetic optimizations.

1.7 Dissertation Summary

In summary, this work is organized as follows:

• Chapter 2 provides an overview of the numerical and computational methods used to model

the rotorcraft aerodynamics considering adaptive rotor blades. This chapter describes the

implementation of structural and aerodynamic computational tools of various fidelities and

computational costs to capture the physics from local rotor blade sections to larger vehicle-

wide analysis under trim flight, including validation between existing computational and

experimental data for the UH-60 Blackhawk.

• Chapter 3 describes the most novel aspect of this dissertation: a decomposition of the engi-

neering design space into fixed and adaptive design variables for multi-objective optimiza-

tion. Methods for both optimizing over such a combined design space and the development

of adaptivity as an evolutionary selection criteria are developed, evaluated, and discussed

here.

• Chapter 4 applies the low-fidelity methods from Chapter 2 toward a comprehensive mission-

driven adaptive rotorcraft computational framework, which is applied to several adaptive

rotorcraft technologies from Chapter 1. Then the design space composition outlined in

Chapter 3 is applied to multi-objective optimization results to determine feasible adaptive
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designs for improved mission performance. An alternative mission-driven adaptive design

and optimization approach via sequential overall mission scoring is introduced and evaluated

here.

• Chapter 5 applies the computational framework developed in Chapter 4 to higher-fidelity

methods from Chapter 2 and extends the mission-driven framework beyond single missions

towards more general adaptivity. Multiple missions are considered for the same rotor blade

developed either via mission scoring or multi-objective optimization. Comparisons between

the design space decomposition approach from Chapter 3 and existing multi-objective adap-

tive optimization approaches are evaluated for mission-driven adaptive rotorcraft design.

Aerostructural coupling will also be introduced and evaluated.

• Chapter 6 details the development of a camber morphing optimized rotor blade created from

the results of aerodynamic and structural optimizations to develop a 2-D prototype. Internal

structural topologies are determined via genetic optimizations and then sizing optimizations

determine a morphing rotor blade design to match mission-driven preferred geometries. The

rotor blade is then tested to evaluate the structural morphing mechanisms developed to match

the mission-optimized blade. The outer mold line shapes are compared between the aerody-

namic optimization, structural optimization, and actuated prototype.

• Chapter 7 summarizes the entire dissertation. General conclusions, contributions, and future

work are discussed.
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2. ADAPTIVE ROTORCRAFT MODELING

Aerodynamic engineering design requires capturing and predicting both the structural and aero-

dynamic vehicle responses. Mission-driven design requires these models accommodate a range of

requirements and environments. Further, adaptivity introduces different geometric configurations

at different times during a mission. Thus, efficient modeling is required to consider relating a range

of adaptive geometries to mission-wide performance.

In this work a range of modeling tools are utilized and developed to determine local aerody-

namic effects, trim flight solutions under aerodynamic environments defined by mission stages,

changes in aerodynamic properties due to adaptive structures, and coupled aero-elastic effects.

Trade-offs between model fidelity and computational costs are considered; a range of aerodynamic

tools of varying fidelities and computational costs are evaluated.

The design and optimization of adaptive structures can require significant evaluations to de-

termine optimal design parameters, which in turn requires efficient rotorcraft performance assess-

ment. These adaptive rotorcraft modeling tools are all required to relate adaptive structures at

the rotor blade level to overall mission performance in a computationally efficient manner. The

work relates rotorcraft subsystems, currently focusing on main rotor blade contributions, to overall

vehicle performance under trim flight during mission stages.
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Chapter 2 Outline

This chapter is divided into 4 sections:

• In section 2.1, local airfoil characterization methods are analyzed relating rotor blade

geometries to aerodynamic properties. This work considers several models to deter-

mine lift, drag, and moments based on local rotor geometries using tools ranging from

linear aerodynamic properties and panel methods to computational fluid dynamics.

• In section 2.2, methods to characterize changes in aerodynamic properties via rotor

blade morphing are developed considering adaptive parameterized trailing edge cam-

ber, twist, and outer mold lines.

• In section 2.3, two methods of vehicle aerodynamic trim flight analysis are considered,

a hover BEMT code developed in this work and an existing comprehensive rotorcraft

analysis code for forward flight.

• In section 2.4, an efficient method for fully coupling aerodynamic and structural re-

sponses is developed based on the relative speeds of convergence for both structural

and aerodynamic analysis.

2.1 Rotor Blade Aerodynamic Characterization

Rotor blade aerodynamic properties must be specified or determined before any full-vehicle

aerodynamic analysis is possible. Aerodynamic properties such as lift and drag can be defined as

functions of local geometries and environmental parameters such as position, attitude, velocity, and

air properties. Changes in geometries such as twist, chord, and camber must also be considered for

local airfoil characterization. The methods of rotor blade aerodynamic characterization discussed

in section 1.4.1 are applied in this work to consider multiple techniques of various fidelity and

applicability while considering geometries to be altered during flight.
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2.1.1 Linear Aerodynamic Properties

One of the simplest relations between lift and drag is a linear relationship between angle of

attack and lift, and a low drag coefficient. This lift and drag profile can be seen in Fig. 2.1. This

method also includes a Prandtl-Glauert correction factor for 2D airfoil sections to account for

compressibility [64, 101, 157]:

CP =
cp0
β
, (2.1)

Cl =
cl0
β
, (2.2)

Cm =
cm0

β
, (2.3)

where:

β ≡
√
1−M2. (2.4)

This method yields the fastest computations but loses accuracy beyond the linear regions of

lift, such as at high angles of attack beyond stall, and through transonic flow (M > 0.7) where the

Prandtl-Glauert correction loses accuracy, where:

as M −→ 1, β −→ 0 and Cl −→ ∞. (2.5)

This aerodynamic characterization method is useful for low angles of attack and low Reynolds

numbers, but is limited outside of these regions.

Only considering the changes in a lift curve slope and constant drag also limits applicability

to capturing the effects of changing the rotor blade airfoil shape. Since altering the discretized

twist schedule of the rotor blade does not necessarily change the 2-D shape, only the local angle of

attack, twist morphing would still be feasible using this method for determining local lift and drag

within limited angle of attack bounds. It will be shown that this method is insufficient for many

missions and morphing applications, over-predicting performance for higher loading conditions.
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Figure 2.1: The simplest but most limited method of airfoil aerodynamic characterization: a linear
lift curve slope with a constant drag. Each rotor blade element lift and drag is determined via two
constants specific to that blade element.

2.1.2 Low-Fidelity Panel Methods

A more robust approach was developed to consider a wider range of adaptive rotor blade ge-

ometries and an increased range of aerodynamic effects. This approach utilized XFOIL [43] to

generate large interpolation tables of lift, drag, and moments as a function of Mach number and

angle of attack. A single, large interpolation table was generated for a given shape. When given

the local angle of attack, air properties, and incoming velocity, these interpolation tables determine

the the lift, drag, and moments for each blade element. An example of the lift, and drag profiles

generated for the SC-1095 airfoil used on the UH-60 can be seen in Fig. 2.2. These tables were

generated in Python [160] via an XFOIL interface developed in the Python library AeroPy [97]

and applied to fixed-wing airfoil design and optimization [96]. Evaluating the airfoil shapes in-

dividually during an optimization increases the runtime, but not significantly. This method also
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Figure 2.2: Interpolation tables are generated across a range of angles of attack and Mach numbers.

allows for evaluating any airfoil shape as a closed set of points.

XFOIL tables increase the accuracy of local lift, drag, and moments for complex airfoil profiles,

particularly near the stall condition, but were limited to angles of attack and Reynolds numbers

with converged solutions, which is not guaranteed. XFOIL can consider boundary layer effects and

separation, but not in the detail of a Navier-Stokes based method. Beyond stall, XFOIL may lose

accuracy or have trouble converging, limiting interpolation table ranges. In this implementation,

local blade elements are considered to generate zero lift and the maximum drag beyond stall and

XFOIL convergence ranges. Higher fidelity tools are needed to generate tables that encapsulate

regions well beyond stall, as well as trans-sonic effects near the rotor blade tip in forward flight.

Higher fidelity tools such as computational fluid dynamics (CFD) typically require more input

variables than XFOIL and take much longer to converge due to solving full-field equations. In

the case of a static rotor blade OML, i.e., no adaptive geometries, CFD tables could be created

separately for the current rotor blade shapes, and then incorporated into the lower fidelity tools

as a replacement for XFOIL. However, considering adaptive geometries in CFD may be cost-
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Figure 2.3: The 4-parameter CST equations were able to accurately represent both the SC-1095
(left) and SC-1094 r8 (right) airfoils.

prohibitive; XFOIL could generate interpolation tables for each geometry in minutes while it may

takes days, weeks, or months to generate the same data using CFD.

Since XFOIL can consider any closed set of points, any parameterized design optimization

must relate a limited set of shape parameters into a full airfoil outer mold line (OML). Class/shape

transformation equations (CSTs) were used to parameterize the airfoil OML, as they have been

shown to accurately represent realistic airfoil geometries with a minimum number of variables [89,

166].

A four-parameter CST equation was selected in an effort to both limit the number of parame-

ters necessary to capture conventional airfoil shapes and to accurately model existing airfoils. A

minimization procedure developed in [97] was used to minimize the mean squared error between

the existing UH-60 airfoils (SC-1095 and SC-1094 r8) by changing the CST parameters. These

CST parameters then defined the reference, unmorphed rotor blade configuration and a discretized

point-based OML could be defined and used in XFOIL to generate aerodynamic properties. A

comparison between the airfoils and 4-parameter CST approximations can be seen in Fig. 2.3. A

report on the aerodynamic characteristics for the two rotor blades pictured provides values for the

point-wise shape profiles [22].
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2.2 Adaptive Rotor Blade Modeling

The rotorcraft modeling methods developed and applied in this work can determine the trim

flight condition for a rotorcraft in hover and forward flight when given the aerodynamic properties

for the main rotor blade. Other contributions such as tail rotor contributions fuselage drag, and

even additional lifting surfaces (side wings, etc.) can be considered as additions to the trim flight

optimization considering the additional respective pilot inputs.

However, each of these contributions require other specified properties to model these geomet-

ric and aerodynamic effects accurately while morphing. Functions such as Cl = f(α,M) (equa-

tion 2.15) require the methods described in this section 2.1 applied to changing design variables in

a computationally efficient manner.

2.2.1 Parameterized Adaptive Camber Morphing

Parameterized adaptive rotor blade methods can take many forms, two examples being bistable

actuation mechanisms [117, 10, 11] and trailing edge flaps [135, 116]. Piezo-electric elements

have been used to actively twist the rotor blade [28], while shape memory alloy (SMA) torque

tubes have been used to deploy noise reduction tabs [108]. These adaptive technologies offer a

large potential to improve vehicle performance if properly applied.

One such geometric rotor blade morphing method is the smooth alteration of the outer mold

line of the rotorcraft via internal actuators. Proper parameterization of such airfoil shape morphing

(e.g., by limiting deflections to particular forms and regions, such as altering trailing edge camber)

imposes limits on more realizable geometries, which can reduce the design space and computa-

tional costs in multi-objective optimizations. Changes in rotor blade shape alter lift, drag, and

moments generated given a specified local angle of attack and Mach number. These changes in

aerodynamic properties alter the induced inflow generated by the rotor blade, particularly at hover.

Thus, the effects of morphing the rotor blade by changing the local camber on overall vehicle

performance must be determined iteratively until convergence with the complete vehicle analysis.

Computational fluid dynamics (CFD) (i.e., FUN3D [15]) tools were used to evaluate steady-
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state solutions for the UH-60 main rotor airfoil SC-1095 over a wide range of angles of attack,

Reynold’s numbers, and levels of parameterized trailing edge camber morphing. The converged

pressure fields were integrated over the airfoils to determine the local coefficients of lift, drag, and

moment. The ranges were informed by previous analysis of trim flight conditions for the UH-60,

and the expected angle of attack and Reynolds number ranges observed at different locations down

the rotor span. Span-wise local lift, drag, and moment coefficients from the CFD results were saved

as interpolation tables, which could be quickly accessed without further aerodynamic analysis.

The CFD tables were geometrically defined by altering the SC-1095 airfoil camber. The trail-

ing edge camber was altered parametrically, considering morphing to both a higher camber and,

conversely, a reflex shape. The trailing edge alterations generate several effects on the lift, drag,

and moment profiles of the airfoil, most significantly shifting the relationship between local angle

of attack, lift, and drag.

The dynamic state and rotorcraft attitude determine a local angle of attack and Mach number

for discretized 2D blade elements, then local aerodynamic properties are determined via the CFD

interpolation tables, as shown in Fig. 2.4. The ranges were informed by previous analysis of trim

flight conditions for the UH-60, and the expected ranges of angle of attack and Mach number

observed at different locations down the rotor span. The trailing edge camber of the SC-1095

airfoil was altered parametrically, considering morphing to both a higher and to a lower camber

(reflex) shape. The trailing edge alterations significantly shift the relationship between local angle

of attack, lift, and drag. An example of the lift profile of camber morphing data used in this work

can be seen in Fig. 2.5. Morphing the trailing edge of the airfoil down shifts the lift profile such that

the zero-lift angle of attack cl0 (the angle of attack where lift is zero) decreases and the maximum

lift coefficient clmax increases.

It is worth noting the camber morphing considered here is quasi-static; morphing is considered

between different mission stages or competing objectives but not on a per-revolution basis. High-

frequency morphing technologies have been considered elsewhere for adaptive rotor blades on a

per-revolution basis and cyclic inputs could be related to changing camber at different angles of
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Figure 2.4: CFD interpolation tables associated with the aerodynamic conditions for each local
blade element
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Figure 2.5: The effects of changing rotor camber localized near the trailing edge on the entire lift
profile. Morphing the rotor blade trailing edge down results in lower stall angles and higher cl0 .

rotation ψ, but that is beyond the scope of this work.

Minimizing total drag integrated over the rotor disk for trim flight given a specific aerodynamic

environment reduces required power, a common performance objective. However, it is difficult to

determine how local morphing in one rotor blade region will effect the overall integrated rotor disk

considering the changes in pilot inputs required to trim the vehicle.

Level, steady flight requires pilot inputs adjusting main rotor pitch (cyclic and collective) to

balance vehicle forces and moments appropriately. Determining the effect of local camber mor-

phing on lift, drag, and moment locally requires solving for the pilot controls necessary for trim

flight under aerodynamic conditions specified by mission stages. Thus, after the local morphing

configuration is selected, the changes in aerodynamic properties are conferred to their respective

local rotor blade regions as described in this section. Next, the vehicle aerodynamic modeling must

incorporate the effects of morphing in calculating the trim flight condition.
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2.2.2 Adaptive Rotor Blade Twist Morphing

Adaptive rotor morphing mechanisms have been developed and tested to alter the rotor blade

twist schedule down the span (see section 1.3.2). A static twist schedule is typically designed

to maintain the same or a similar inflow angle to maximize the lift-to-drag ratio down the rotor

blade span. Such a manufactured twist schedule (and the overall schedule, which is also dependent

on collective and cyclic pitching inputs as described in equation 2.19) is dependent on the flight

condition. An adaptive rotor blade twisting mechanism seeks to change the twist schedule based

on changing mission stages.

A simple adaptive twist analytical model is used in this work to based on specified torsional de-

flection. While useful for preliminary design and optimization, a full analysis could be performed

with a complete finite element analysis method in later stages of detailed design and sizing. The

torsional stiffness profile for the UH-60 rotor blade was taken from the RCAS implementation

compared in [40]. This model considers the torsional stiffness of the UH-60 rotor blade but not

the internal structure that ultimately creates the torsionally rigidity. Internal SMA actuators are

installed inside the rotor blade and provide a torque that is resisted by the rotor blade. The SMA

material has stress and strain limits, and is sized such that the inner radius is fixed at 0.6 the outer

radius.

The relationship between twist (θ), torsional stiffness (GJ), torque (T ), and the length down

the rotor span (L) is given by:

θ =
T L

GJblade
, (2.6)

which can be rearranged to calculate the applied torque necessary to generate a specified change

in twist via:

T =
θ GJblade

L
(2.7)

for a given region of the rotor blade. Then the internal SMA torque tubes are sized based on the

material properties of NiTiHf. Since the ratio between torque tube inner and outer diameter is
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specified, the minimum outer diameter required is:

ODSMA = (
16 T

σy
SMA π(1− 0.64)

)
1
3 . (2.8)

A constraint is applied limiting the outer diameter to a specified fraction of the total clear-

ance inside the rotor blade at the spar location. Alternatively, the maximum strain, and thus the

maximum twist, can be calculated in advance and used to set the bounds of any adaptive twist

optimization studies. Given a maximum SMA stress, the maximum twist rate can be written:

θ

Lmax
=
σy

SMA rclearance
3 (1− 0.64) π

2 GJblade
, (2.9)

where rclearance is the maximum torque tube radius satisfying internal rotor blade clearance con-

straints. Setting the solution to equation 2.9 as the bounds for an adaptive twist design optimiza-

tion problem ensures all solutions meet SMA yield stress and internal clearance requirements. The

maximum stress and strain limits for the NiTiHf are shown in Table 2.1.

Table 2.1: NiTiHf Material Limits

Property Value Units

Maximum Yield Stress 275 MPa

Maximum Transformation Strain 0.02

Multiple torque tubes could be introduced into the rotor blade, each changing the twist schedule

for not just the installed region, but also all outboard regions. For a rotor blade consisting of 2D

discrete elements, changes in twist schedule are easily implemented into rotorcraft trim analysis

tools described next in section 2.3, since the only addition necessary to include adaptive twist is

to update θblade from equation 2.36 to account for changes in manufactured twist due to adaptive

structures such as SMA torque tubes. In this analytical structural model, the attachment of internal
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SMA torque tubes is not considered, but the mass is added into the local rotor blade elements based

on the sizing described in equation 2.9 or 2.8.

2.2.3 Adaptive Rotor Outer Mold Lines

Morphing the main rotor blade outer mold line (OML) while considering a single trailing edge

parameter is valuable when generating high-fidelity but also computationally expensive aerody-

namic data, but limits the range of explorable geometries. Wider ranges of OMLs can be defined

and evaluated using an increased number of parameters, as described in section 1.4.1.

With class/shape transformations (CSTs), airfoil shapes can be altered beyond simply parame-

terized changes in trailing edge camber. Further, they can be altered from a parent (unmorphed or

manufactured) shape to a child (morphed) shape as outlined in works by Leal and Hartl [95]. These

transformation functions consider internal structural constraints applied as geometric restrictions,

a method of considering internal structures such as spars between top and bottom surfaces. This

formulation also ensures the distance between specified rotor blade geometries can be maintained

through morphing.

Combined with a faster aerodynamic analysis tool, such as a panel method solver (for example,

XFOIL or XFLR5), parameterized morphed OMLs can quickly be generated, then evaluated over

angle of attack and Mach number ranges to generate 2-D interpolation tables for lift, drag, and

moments in a manner not unlike those presented for CFD results. The key differences are two-

fold: i) CFD solutions require orders of magnitude more computational costs compared to XFOIL

evaluations and likely must be pre-computed instead of generated inside any optimization loop for

feasibility of computational costs in a large design and optimization framework, and ii) the XFOIL

interpolation tables are 2-D for a given CST shape (over angle of attack and Mach number for a

specific morphed/unmorphed geometry) while the CFD interpolation tables are 3-D interpolations

(across angle of attack, Mach number, and level of camber morphing).

45



2.3 Rotorcraft Modeling Methods

The objectives of a mission-driven optimization can range from minimizing fuel burn and

power to maximizing range and endurance, and rotorcraft trim analysis is necessary to relate design

variable inputs with these objectives. For a given mission stage pilot inputs must be determined

to trim the rotorcraft. The effects of morphing are first quantified at the subsystem level before

vehicle performance can be considered, though properties such as local lift and drag will typically

change with pilot trim inputs, altering the local aerodynamic environment.

The main focus in this and much other adaptive rotorcraft design research is the main rotor

blade. An efficient method for determining the main rotor contributions under specified pilot inputs

to the overall vehicle performance is required and developed herein.

2.3.1 Blade Element Momentum Theory

One method to determine the main rotor aerodynamic response, particularly induced inflow

at hover, is blade element momentum theory (BEMT). The BEMT code combines Blade Element

Theory (BET) and Momentum Theory (MT) for a discrete set of local rotor blade elements [101,

74].

In hover a BEMT code coupled with parameterized pilot inputs is utilized to determine the trim

flight condition. The pilot determines collective pitch θc, which defines the span-wise local section

pitch θ when combined with the twist schedule down the rotor blade. The implemented BEMT

code must determine the correct pilot collective pitch input such that there are no net forces. The

correct trim flight collective pitch is determined via the minimization function:

min
θc

f(θc), where f(θc) = |T −W | (2.10)

where T is the time-averaged vertical thrust component generated by the rotor disk and W is the

vehicle weight. Once collective pitch is determined, the total power and figure of merit (FM) can

be determined for trim, steady flight.

From BET, the local thrust dCT generated by a single blade element is a function of the lift
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coefficient Cl, the blade solidity σ, and the rotor span-wise position r as measured from the root:

dCT =
σ

2
Clr

2dr. (2.11)

From MT, local thrust dCT is a function of total inflow (λ), induced inflow (λi), and rotor span

location (r):

dCT = 4λλirdr. (2.12)

In hover, induced inflow and total inflow are equal. For both theories (BET and MT) to yield the

same local thrust coefficient, the local inflow is given as:

λ2 =
σClr

8
. (2.13)

σ is the local rotor blade solidity, given by:

σ =
Nbc

πR
, (2.14)

where Nb is the number of blades and c is the chord length of the local blade element. The lift

coefficient (Cl) is a function of angle of attack (α), which is in turn a function of local inflow. The

lift coefficient is also a function of the Mach Number (M ), or Reynolds number (Rex) for a rotor

blade with a constant chord under constant air properties:

Cl = f(α,M). (2.15)

The local Reynolds number Re for each element is given by:

Re =
rωρc

µ
, (2.16)

where ω, ρ, c, and µ represent the rotor angular velocity, air density, rotor chord, and dynamic
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viscosity of air. The Mach number is given locally by:

M =
ωr

c∞
, (2.17)

where c∞ is the speed of sound. It is worth noting the speed of sound is often referred to as c in

literature, but since chord is also referred to as such, the ∞ subscript has been added to the speed

of sound to avoid confusion when both are referenced together.

Due to the coupling between angle of attack, lift coefficient, and inflow, α, Cl, and λ must be

iteratively updated until convergence. The local angle of attack is the difference between the local

section pitch angle (θ and the local induced inflow angle:

α = θ − arctan (
λ

r
), (2.18)

where in hover the pitching angle θ is defined as

θ = θc + θblade, where (2.19)

θblade is the manufactured rotor blade twist schedule. Once the inflow is determined, the local angle

of attack and coefficient of thrust are determined via equations 2.18 and 2.12.

The local power coefficient (dCP ) is the sum of induced (dCpi) and profile (dCp0) power of the

blade element:

dCpi = dCtλ. (2.20)

The local profile power coefficient dCP 0 is given by:

dCP0 =
σCdr

3

2
dr, (2.21)
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and the total coefficient of power sums the profile and induced power such that:

dCP = dCPi
+ dCP0 . (2.22)

The local coefficient of drag (dCd) is a function of angle of attack (α) and Mach number (M )

similarly to the coefficient of lift, either through experimental or computational methods.

The individual elements are summed to determine the coefficients of thrust and power for the

entire rotor blade:

CT =
N∑
i=1

dCT (i), (2.23)

CPi
=

N∑
i=1

dCPi
(i), (2.24)

CP0 =
N∑
i=1

dCP0(i), (2.25)

CP =
N∑
i=1

dCP (i). (2.26)

The total trim power in hover, both a common objective and an input used to determine other

common objectives (fuel consumption, endurance, and range), is then calculated as:

Ph = CPρAVtip
3 = CPρπR

2 (ωR)3 . (2.27)

A comparison between BEMT code predictions, experimental testing results, and results from

the well known Comprehensive Hierarchical Aeromechanics Rotorcraft Model (CHARM) [131,

35, 138] can be seen in Fig. 2.6. The BEMT code was run using aerodynamic properties both from

XFOIL and from the parameterized CFD tables described in this chapter. It can be seen that the

use of XFOIL tables leads to over-predicting performance while the CFD tables result in much

better correlation with existing experimental and computational results. The figure of merit (FM)
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is defined as:

FM =
CPideal

CPactual

=
Pideal

Pactual

, (2.28)

where the ideal coefficient of power CPideal
is given by:

CT

3
2

√
2

(2.29)

The BEMT code determines pilot collective pitch input for trim flight in hover by determining the

Figure 2.6: Comparison of UH-60 main rotor performance from experimental data and computa-
tional models in hover as a function of coefficient of thrust normalized by rotor blade solidity (Ct

σ
)

lift, drag, and moment profiles integrated over the entire rotor disk considering local morphed states

for each blade element then calculating the force equilibrium. The trim hover condition can be

extended to climb based on hover-climb empirical relations. The hover rotorcraft trim code focuses
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on the main rotor and determining the trim condition for an axisymmetric rotor disk dependent only

on the pilot’s collective pitch input. However, this code does not consider additional forward flight

aerodynamic responses, which will be discussed in the following section.

The local lift coefficient is determined from interpolation tables over a wide range of angles

of attack and Mach numbers: Cl(α,M). The BEMT code determines the trim flight condition in

hover given the required lift, drag, and moment profiles for each local blade element. These aero-

dynamic profiles can be calculated via additional aerodynamic tools or precomputed in advance

over a range of rotor blade geometries as previously described for morphing CFD interpolation

tables. This versatility allows for a large range of parameterized designs to be explored using the

same BEMT code.

The BEMT code determines trim flight for hover and climb, based on hover-climb empirical

relations. For vertical climb, first the total power for hover is calculated via equation 2.27. Then

the power ratio for upward climb is given by:

P

Ph

=
Vc
2vh

+

√
Vc
2vh

2

+ 1, (2.30)

which is valid for:
vc
vh

≥ 0, (2.31)

signifying a positive climb rate.

In a vortex ring state (−2 ≤ vc
vh

≤ 0), the assumptions required for momentum theory to

hold (a steady, quasi 1-D problem in which air flows in one direction through the rotor blade

without recirculation) break down as the rotor can experience unsteady, recirculating flow. In

this work, the power required for hover (steady, level flight) is used for the vortex ring state as a

fairly conservative estimate, simply due to the physical limitations of calculating a true solution

for adaptive rotor blades without experimental data or high-fidelity solutions: in the case of low

speed descent, the preferred rotor blade in this work will be the best rotor blade for hover under

the exact same flight conditions. In higher speed descent (a ‘windmill brake’ state), the required
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power to maintain constant velocity descent is given by:

P

Ph

=
Vc
2vh

−

√
Vc
2vh

2

− 1, (2.32)

which is valid for:
vc
vh

≤ −2. (2.33)

A more detailed description of the momentum conservation analysis behind BEMT and its as-

sumptions can be found in [101].

Additionally, the main rotor generates a moment around the main hub. One common method

to alleviate this moment for rotorcraft is the addition of another rotor; coaxial rotors generate an

opposing moment along the same rotational axis, while tail rotors generate thrust to generate an

opposing moment arm farther away from the main rotor rotational axis. This work considers the

UH-60, which utilizes a tail rotor, so the tail rotor contributions were determined based on the

required torque necessary to balance out the main rotor contributions.

The tail rotor generates torque to counteract the main rotor. Main rotor torque can be calculated

from the total coefficient of power CP from equation 2.26:

Torque = CPAρω
2R3. (2.34)

With the torque defined, the tail rotor center a distance l must generate thrust TTR such that:

TTR =
Torque

l
. (2.35)

With tail rotor thrust defined, the required power is then determined using standard relations

between thrust, power, and efficiency using momentum theory (with a figure of merit of 0.7) as

given in equation 2.28. The total required power is then determined from the tail rotor power CP

similarly to that of the main rotor as defined in equation 2.27, now using the angular velocity and

geometry of the tail rotor. It is worth noting that for active tail rotor morphing a more comprehen-
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sive BEMT implementation would be necessary to determine the true figure of merit.

The hover rotorcraft trim code focuses on the main rotor and determining the trim condition for

an axisymmetric rotor disk dependent only on the pilot’s collective pitch input. However, this code

does not consider additional forward flight aerodynamic responses and pilot cyclic inputs, which

will be discussed next.

2.3.2 Comprehensive Rotorcraft Analysis Tools

In forward flight additional aerodynamic effects must be considered beyond solely the induced

inflow active in hover. Parasitic power is required to propel the vehicle forward and is propor-

tional to the forward flight speed cubed, becoming dominant at high speeds. The local rotor blade

inflow and incoming velocity contributions to the section and thus blade lift, drag, and moment

in forward flight are heavily dependent on the rotation angle of a given blade around the hub, ψ.

Such responses require a more robust, comprehensive analysis tool that incorporates aerodynamic

effects not seen in hover.

TAMU Rotorcraft Analysis Code (TRAC) was developed by Advanced Vertical Flight Labo-

ratory (AVFL) and written in MATLAB [112, 65] to integrate these aerodynamic responses with

pilot controls [100, 98]. Main rotor dynamics are developed according to BEMT, including dy-

namic forward flight effects such as rotor blade lead/lag and flapping with the Pitt-Peters linear

inflow model. TRAC determines attitude, power, and control inputs at designated forward veloc-

ities by resolving all forces and moments around the vehicle center of gravity, considering full

rotation of all main rotor blades [99].

Different rotorcraft can be modeled in TRAC by setting the relative locations between aerody-

namic surfaces and the vehicle center of gravity. TRAC resolves forces and moments of a main

rotor with cyclic controls, flapping, and damping. Prediction from the BEMT code and TRAC were

compared with experimental results on the UH-60 from NASA Ames [142] as shown in Fig. 2.7,

along with the different regions of inflow effects. TRAC is used in flight conditions where linear

effects dominate the inflow (advance ratio µ over 0.15 [101]); BEMT nonlinear inflow conditions

where considered, primarily in hover.
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The previously described computational tools (BEMT and TRAC) determine trim flight for

hover and forward flight based on the inflow conditions, as significant induced inflow nonlinearities

can exist in hover and low speed forward flight [101]. The BEMT code determines the collective

pitch for trim flight in hover, while TRAC also considers pilot cyclic inputs in forward flight. The

trim rotorcraft solutions are used to determine the performance metrics of interest in this design

optimization study, most often a measure of power in a given phase of flight. The power required

for steady-state, trim flight is the sum of the profile, parasitic, and induced power, as shown in

Fig. 2.8. Parasitic power, as previously described, is required to propel the vehicle forward and

overcome drag forces due to the incoming free-stream velocity on the airframe. Profile power is

required to rotate the rotor blade, overcoming the rotor blade aerodynamic drag forces. Induced

power produces lift, overcoming the rotor drag created by the induced inflow. The overall power

Figure 2.7: Comparison of UH-60 power profile from TRAC and from experimental test data in
forward flight. BEMT is used for hover, the low speed forward flight region is not considered, and
TRAC is used where there are insignificant nonlinear effects.

varies with vehicle velocity, with different aerodynamic contributions dominating for different ob-

jectives. In general, maximum loiter time (or maximum endurance) occurs in forward flight due to
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the decrease in induced drag, while the maximum range occurs at the lowest power-to-forward ve-

locity ratio. Cruise can be defined as either the maximum vehicle velocity given a power constraint

or as forward flight at a specified velocity. The combination of BEMT and TRAC allows for any

of these flight conditions to be accurately modeled as individual stages in a larger mission which

is the primary goal of this work as we consider adaptivity to maximize mission performance. The

Figure 2.8: Different airspeeds in the rotorcraft power profile correspond to different mission-
driven performance metrics.

general aerodynamic tools and trim solvers are applied here to the UH-60 Blackhawk helicopter

due to the generous existing experimental and computational results for comparison, partly due to

NASA’s UH-60 airloads program [1]. However, this computational framework can be applied to

other vehicles, as all the vehicle parameters can be altered to match aerostructural definition. Some

of those aerostructural parameters can be seen in Table 2.2.
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Table 2.2: Vehicle Parameters

Parameter Name Number of Values
Center of Gravity Location 3
Vehicle Moment of Inertia 3
Main Rotor Hub Location 3
Tail Rotor Hub Location 3
Horizontal Tail Location 2
Vertical Tail Location 2
Horizontal Tail Planform 1
Vertical Tail Planform 1

2.4 Fully Coupled Aerostructural Analysis

The previous analysis codes, BEMT and TRAC, consider the aerodynamic response for a de-

fined rotor blade shape. However, the rotor blade shape can change due to inertial and aerodynamic

loading during operation. Changes in these loads will affect the rotor blade geometry, while these

changes will alter local aerodynamic properties. This interdependency between aerodynamic and

structural responses has led to the development of a field known as aero-elasticity. To fully cap-

ture the aerostructural response of the rotor blade and full rotorcraft performance, the coupling of

aerodynamic and structural solvers must converge to a single solution.

Typically, aero-elastic coupling is achieved by passing values shared by both the structural

analysis and the aerodynamic analysis back and forth until convergence. In a fully-coupled analy-

sis, an aerodynamic evaluation could pass the pressure field to the structural analysis, which would

then pass the deflection back to the aerodynamic analysis as shown in Fig. 2.9. This process is

repeated until both the deflection and pressure field are converged.

However, such an aerodynamic process of calculating the pressure fields using CFD for every

rotor blade location while still solving for a trim flight condition is computationally impractical

during large design and optimization procedures without extensive time and resources. Large

numbers of aerostructural evaluations are required to determine the pilot inputs necessary for trim

flight, while large numbers of iterations are required for each fully coupled solution, each requiring
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Figure 2.9: At a high level, pressure information is passed from the aerodynamic analysis to the
structural analysis, while the deflection is passed from the structural analysis to the aerodynamic
analysis until both solutions are converged.

structural and aerodynamic evaluations. Considering the aerodynamic tools previously described,

a typical trim flight solution requires 60-120 evaluations in hover using the BEMT code, and 300-

400 evaluations for forward flight.

The addition of another iterative loop for each evaluation to represent a converged fully-coupled

aerostructural solution increases the number of evaluations by a multiplicative power while adding

additional structural evaluation time. Conducting structural analysis for each rotor blade aerody-

namic condition adds additional feasibility problems. In hover, assuming radial symmetry allows

for one structural evaluation for every aerodynamic evaluation: the aerostructural state for each

rotation angle ψ is the same for a rotor blade with no cyclic inputs, no incoming velocity vinf , and

a constant collective pitch θ0. In reality this radially symmetric rotor disk may be slightly askew

due to the tail rotor positioning and contributions.

In contrast to the hover flight condition, the rotor disk in forward flight experiences a wide range

of aerodynamic conditions as a function of rotation angle ψ. Thus, additional structural analysis

is needed to capture the full aerodynamic profile in forward flight. The aerodynamic analysis

used in TRAC evaluates the four UH-60 Blackhawk rotor blades over 72 rotation angles using a

specified inflow angle and pilot controls. Thus, 288 structural evaluations are necessary to include

the structural deflection under a given aerodynamic environment. As previously mentioned, those

288 structural responses would then be iteratively updated along with the trim flight minimization
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Figure 2.10: The rotor disk aerodynamic environment is modeled as radially symmetric in hover
(left), but additional aerodynamic effects in forward flight (right) require considering different
radial locations.

to determine the true fully-coupled aerostructural solution. Since the hover BEMT code would

only require one structural evaluation per aerodynamic iteration, as opposed to 288 evaluations,

the fully coupled method was first developed for the hover flight condition. A comparison of rotor

disks between hover and forward flight can be seen in Fig. 2.10, highlighting the differences in

aerodynamic environments.

High fidelity solutions for structural and aerodynamic models are associated with high compu-

tational costs. CFD is very expensive, as previously mentioned, and the camber morphing inter-

polation tables described previously were again employed to reduce the runtime while preserving

accuracy. Given the pre-computed CFD results, a given angle of attack and Mach number could

also determine the pressure field around the CFD results. This pressure field is then applied to the

rotor blade in the structural analysis.

2.4.1 Structural Finite Element Model

A structural finite element analysis (FEA) model was developed in ABAQUS [144] to simu-

late the UH-60 Blackhawk rotor blade under inertial and external pressure loading. The pressure

loading was applied as a field onto the surface of the rotor blade. The model specifications are
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Figure 2.11: Meshed FEA rotor blade model.

described in more detail in previous rotorcraft modeling and design works [90, 92] as well as an

application for uncoupled static aeroelastic analysis (USAA) [128]. This model was first developed

by Trent White and Francis Phillips for the USAA analysis then generously shared with me in a

collaboration in which the BEMT code, TRAC, and the FUN3D CFD results provided the aero-

dynamic analysis to be coupled with the FEA model. The contribution in this work is to take the

existing FEA rotor blade model and couple it with aerodynamic analysis to determine converged

aero-elastic solutions under mission-driven trim flight conditions. The meshed rotor blade can be

seen in Fig. 2.11.

The FEA model first applies an inertial load to the rotor blade, then applying the pressure fields

based on the local angle of attack values and Mach numbers for every rotor blade element deter-

mined by the aerodynamic analysis, along with the starting pitching angle for the rotor blade. An

example rotor blade under loading can be seen in Fig. 2.12. The unloaded rotor blade twist is then

compared with the aerodynamically and inertially loaded rotor blade to determine the structural de-

flection. This deflection is then discretized into local rotor blade elements, passing the deflection

each element center to the aerodynamic solver. The deflection is then integrated into the overall
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Figure 2.12: Rotor blade under aerodynamic loading results in changes in local rotation angle (in
radians).

rotor blade twist schedule as:

θtwist = θdeflection + θroot + θblade, (2.36)

where θdeflection is a function of the structural model displacements u, θroot is the rotor blade root

initial angle, a function of collective and cyclic pitching inputs, and θblade is the manufactured

undeflected rotor blade twist schedule. Convergence is approached as the changes in deflection,

and thus the changes in aerodynamic conditions, approach zero.

2.4.2 Aeroelastic Coupling

An aero-elastic code was developed to minimize the number of FEA evaluations required to de-

termine a converged, trim, fully-coupled solution for hover rotorcraft mission-driven simulations,

as shown in Fig. 2.13. After some initial observations iterating both deflection and aerodynamic

evaluations, it was clear the FEA deflection converged after a few iterations, with much longer

evaluation times. The fully-coupled simulation leverages this by only evaluating the FEA solution
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for trim aerodynamic solutions instead of every aerodynamic evaluation.

Vehicle and mission parameters are initialized at the start, including an initial aerodynamic

condition based on vehicle loading. Next, the rotor blade deflection is calculated under aerody-

namic loads and updated. Then the trim flight aerodynamic solution is calculated considering the

previous structural deflection. Each iteration of the trim flight minimization assumes the rotor

blade has the previous rotor blade deflection, which is incorporated into the aerodynamic analysis

via equation 2.36.

The aerodynamic analysis calculates the lift, thrust, and power for a given collective pitch

using the BEMT code, which iteratively determines the local thrust, angle of attack, and inflow

for each local blade element. The BEMT code originally used a fixed-point iteration method to

determine the inflow, but now utilizes a gradient-based solver in Matlab: fsolve. This change

was introduced due to some convergence difficulties with fixed point iteration due to non-smooth

interpolation tables, leading to unconverged local minima; no solutions are accepted if any local

rotor blade elements are unable to converge. The fsolve function provides a more robust method to

find the inflow solution than the fixed point method. Other methods such as genetic algorithms and

particles swarm optimizations were explored, but required orders of magnitude more evaluations

to determine trim flight solutions.

Once the trim collective pitch is determined, the new aerodynamic environment is applied to

the rotor blade in the FEA model and the deflection is updated. The updated FEA deflection

is evaluated for trim, a relatively quick aerodynamic calculation. If the new solution is still a

trim flight solution, the total power is calculated and aerodynamic with structural results passed

forward in the simulation. If the new solution is no longer a trim flight solution due to the updated

structural deflections, the aerodynamic analysis once again iteratively solves for the collective pitch

necessary for trim flight. Thus, the collective pitch for trim flight and the structural deflection are

determined iteratively. Finally, the tail rotor power contributions necessary to balance the torque

generated by the main rotor are determined. These tools will be demonstrated toward mission-

driven adaptive design later in section 5.3.
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Figure 2.13: The process to determine a converged coupled aeroelastic solution, with a converged
trim flight solution, using converged BEMT solutions.
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2.5 Chapter 2 Summary

In this chapter, a wide range of computational tools are developed to design and optimize adap-

tive rotorcraft. At the local rotor blade element level, a variety of numerical tools are implemented,

from linear properties to blade element momentum theory to computational fluid dynamics and in-

terpolation tables. Additionally, each method of morphing the rotorcraft must be considered along

with impact on vehicle performance. Active twist, chord, and camber (or outer mold line) are con-

sidered in this work, and changes in these adaptive variables are related to lift, drag, and moments

based on the aerodynamic environment, which in turn is related to pilot inputs from trim flight.

The rotorcraft performance must be modeled to determine specific trim flight conditions nec-

essary for a given mission stage. Two numerical methods are employed in this work to determine

pilot inputs required for trim flight, their selection depending on inflow state linearity. An efficient

blade element momentum theory code combined with multiple optimization loops is developed in

this work to determine the hover flight condition, while an existing comprehensive vehicle analysis

code (TRAC) determines trim forward flight.

These tools are general and can determine trim flight over a wide range of velocities and other

mission stage parameters with much lower computational costs than many existing rotorcraft anal-

ysis tools, which often require computational fluid dynamics solutions solved during the analysis.

These relatively efficient aerodynamic calculations can then determine preferred structural config-

urations based on mission objectives over a wide range of design variables.
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3. A THEORY FOR ADAPTIVE DESIGN SPACE DECOMPOSITION

Often in adaptive structural design and optimization the location and placement of adaptive

structures is pre-determined based on the designer’s intuition about feasibility, morphing effective-

ness, mission objectives, etc. Optimization tools are then used to determine the optimal adaptive

design variables which can morph between preferred configurations. A multi-objective adaptive

structures optimization considers multiple designs or configurations and evaluates them based on

some objectives f . In this case, the design problem does not include design variables that do not

morph as unknown values to be determined; only the morphable design variables are varied to

minimize the objective functions f . By considering design variables that do not morph, the engi-

neering problem design space becomes the union of fixed design variables, referred to in this work

as xf , and the adaptive design variables α.

One common alternative to simply optimizing for adaptive structures considers every adaptive

design variable for each mission state or objective. For example, in a five-stage rotorcraft mission

with two adaptive twist parameters and two location/placement variables that cannot morph during

a mission, the designer would optimize over 12 design variables: the two location design variables

and twist values for every objective (two active twist rates over five mission stages), resulting

in a larger design space that scales with increasing mission stages and their requisite objectives.

Mission-driven rotorcraft design and analysis can be computationally expensive, even using the

modeling methods described in Chapter 2 to avoid running the highest fidelity tools inside an

optimization loop. As such, reducing the design space may prove valuable for determining the

best sets of both fixed and adaptive variables.

While many design processes focus entirely on the most advantageous selection of α, it is also

important to select fixed design variables xf that enable the best morphing advantages to min-

imize f . Another approach is to consider the adaptive design variables for each morphed state

as different design variables. An example would be considering the same adaptive twist param-

eter for hover and cruise as two separate design variables in the design space. However, this ap-
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proach increases the design space, particularly when considering larger numbers of objectives. The

methodology presented in this section follows a novel approach to determining preferred fixed and

adaptive design variables for multi-objective design optimizations. A selection procedure is de-

veloped to determine optimal morphing configurations given a multi-objective adaptive structures

design problem.

Chapter 3 Outline

This chapter is divided into 3 sections:

• In section 3.1 a general conventional multi-objective optimization and the decom-

position of the design space into subsets of design variables based on adaptivity is

described and developed. Then methods of quantifying potential adaptive designs are

formulated considering both similarity between non-adaptive variables in the design

space and adaptive advantages in the objective space.

• In section 3.2 techniques are introduced and developed considering adaptivity for op-

timization of both fixed and adaptive design variables. Adaptivity can be considered

via i) multiple sets of optimizations, ii) post-processing to determine sets af adap-

tive designs after an optimization, or iii) during an optimization as in-situ selection

criteria.

• In section 3.3 the methods developed in this chapter are applied to simple mathemati-

cal and engineering design problems with analytical solutions. Multiple optimization

techniques are used to determine preferred adaptive designs over a design space con-

taining design variables that cannot and cannot be altered. The use of adaptivity as a

selection algorithm is also evaluated and compared to existing selection algorithms.

In engineering design, the ideal configuration maximizes the full span of performance ob-

jectives considered by the designer. However, this is rarely the case, and compromises between

objectives must be weighed even in adaptive systems design, as some elements are fixed after early
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design stages (e.g., actuator placement, structural member thickness, number of rotor blades, etc.).

For the vast majority of adaptive structural design and optimization studies in the literature, loca-

tion and placement of actuating components is pre-determined based on designer intuition regard-

ing subsystem feasibility, morphing effectiveness, mission objectives, past successes, etc. Given

this a priori input, optimization tools are then limited to determining preferred geometric config-

urations both of these active components and of the more conventional structure that surrounds

them.

If the optimization study is multi-objective, the designer will determine a final adaptive struc-

tures configuration based on necessary trade-offs between engineering goals. In the end, one ar-

rives at a final set of parameters that define the geometry of all structural members, active and

passive. Before formally decomposing the full design space (i.e., of input variables), let us first

consider the conventional multi-objective optimization problem in more detail.

3.1 Mathematical Introduction

In conventional systems a multi-variable multi-objective design optimization problem is based

on the determination of J∗ where:

J∗ = min
X

f(X) = f(X∗) (3.1)

subject to inequality and equality constraints:

g(X) ≤ 0, (3.2)

h(X) = 0, (3.3)

such that the set J∗ of optimal designs across multiple objectives f() form the non-dominated

Pareto frontier. Note that X represents the full set of design variables, and the solution X then

represents the set of all Pareto-optimal design configurations.

66



In the conventional case that adaptive structures are not considered, the designer will eventually

be forced to choose a single fixed design configuration Xfinal ∈ X∗ such that this final configura-

tion represents a compromise between competing objectives. The final system performance is then

f(Xfinal), as seen in Fig. 3.1. It is now valuable to imagine an idealized case in which possible

Figure 3.1: J∗ represents the Pareto frontier within an objective space considering the full set of
design variables X.

configurations of a system were all fully adaptive and every design variable could be altered within

operational bounds at any time during operation. This would allow an in situ preference for the

maximization of one performance metric over any others. Such adaptivity would be represented by

full mobility along the frontier J∗ such that a designer was no longer required to accept compro-

mises between competing objectives. This ability to adjust to changing operational conditions or

functional objectives is the ultimate goal of adaptive design, and such set of designs will be referred

to as the idealized Pareto frontier. However, fully adaptive systems are unrealistic and we must

recognize that final values for many design variables must be determined and fabricated/coded into

a system. Partially adaptive systems, on the other hand, have been demonstrated, can be advan-

tageous, [10, 11, 116, 108, 86, 41, 118, 109], and represent the central topic of this work. We

will represent the current configuration of such partially adaptive systems as being represented
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by the combination of i) a set of conventional fixed design variables xf and ii) a set of adaptive

variables α that represent the capability, where applicable, for in situ system adjustments. That is,

X = xf ∪α. In such systems, the performance can be quantified by the set of objectives

f(X) = f(xf ,α). (3.4)

Mobility along J∗ is not realistic given the fixed nature of the variables in xf . However, mo-

bility along local frontiers Ĵ∗(xf ) is possible due to the in situ adaptivity of α, where in particular

we define these local frontiers via:

Ĵ∗(xf ) = min
α

f(xf ,α) = f(xf ,α∗(xf )). (3.5)

Given the idealized Pareto frontier represented by J∗(X) and the decomposition of X, the

essential challenge is then finding the single fixed set xf ∗ that results in a local frontier Ĵ∗(xf ∗)

which is minimally offset from J∗. We will rigorously define this optimally adaptive design as the

solution to the following:

ˆ̂
J∗ = min

xf
(Dist{Ĵ∗(xf ),J∗}) = f(xf ∗, α∗), (3.6)

where Dist{•} is a measure of mutual proximity and similarity between two sets and will be

specifically defined in following subsection. These concepts are illustrated in Fig. 3.2. In other

words, we define the preferred adaptive system to be that which provides the closest possible

performance to an idealized fully adaptable design while being limited by the physical reality that

only a portion of the configurational variables can be altered in-situ.

In an engineering sense, xf contains the values permanently manufactured into a structure (e.g.,

fixed structure thicknesses and locations, active component placement and reference size), while

α∗ are the full range of values for the adaptive variables which can and should be altered during

operation (e.g., component length, twist angle, etc. associated with actuation levels).
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Figure 3.2: J∗ represents the idealized Pareto frontier and considers best performing designs
across the full range of x considered.

3.1.1 Definition of Distance Metric

Essential to the implementation of equation 3.6 is the mathematical definition of the distance

between J∗ and Ĵ. Note that, due to the manner in which these surfaces are commonly generated

(e.g., genetic algorithms, design of experiments, etc.), each is composed of a discrete set of points.

Therefore, the function Dist{•} must consider the relationship between such sets of points. During

development of this approach, it was found that two distinct classes of distance-like metrics were

well-suited to the design problems at hand. The first considers points throughout the surfaces while

the second addresses only the limits of J∗ and Ĵ.

A distance metric for continuous adaptivity requires measuring the distance between approxi-

mated surfaces defined multi-dimensional datasets with different numbers of points. The Hausdorff

distance is the maximum distance of a set to the nearest point in another set, used in this work to de-

fine the distance between the approximate ideal Pareto frontier and local adaptive frontiers [12, 53].

A traditional Hausdorff distance can be expressed as:

DistHausdorff{A,B} = (3.7)

max {maxa∈A d(a,B), maxb∈B d(b,A)} , (3.8)
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where d(a,B) is the distance between point a and the nearest point in set B. Specifically, the use

of the Hausdorff distance encourages local frontiers to remain near all point in the approximate

Pareto frontier, but there is no such requirement for a design in the approximate Pareto frontier to be

relatively close to all the adaptive designs in a local frontier. The goal of continuous adaptivity is for

the adaptive designs to match the approximate Pareto frontier; the inverse is unnecessary. Several

distance and error metrics are required for comparing designs in both the design and objective

space in this work. Further details can be found in Appendix E.

As an alternative to computing a distance which considers all points, we introduce a much

less computationally intensive measure based on the utopia points of the surfaces involved. This

is illustrated in Fig. 3.3. The ideal utopia point is defined by the best performance across each

objective and is given by (cf. 3.1):

u∗ = {min(f1
∗), min(f2

∗)... min(fNf

∗)}.

A similar quantity can be defined for any Ĵ∗ calculated assuming xf
i , which will be known as the

adaptive utopia point for each set of fixed design variables (cf. equation 3.5):

u∗
i (x

f
i ) = { min(f1(x

f
i ,α

∗(xf
i ))),

min(f2(x
f
i ,α

∗(xf
i ))), ...

min(fn(x
f
i ,α

∗(xf
i )))}

If we define di = û∗
i (x

f
i )− u∗, then Dist can be defined as:

Dist{Ĵ∗(xf
i ),J

∗} = ||di||, (3.9)

and equation 3.6 can be calculated using much less computation than measures such as the Haus-

dorff distance. In addition to increased simplicity, this option is also highly faithful to the common

adaptive structures design goal of maximizing each performance metric independent of the others
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Figure 3.3: One metric for evaluating adaptive sets of designs is to measure the distance between
the ideal Pareto frontier Ĵ and the local frontiers Ĵ∗ for sets of adaptive designs. Another metric,
the utopia point, considers the distance between the best values for local frontiers û∗

i and those on
the approximate ideal Pareto frontier u∗.

when desired (i.e., reaching the ‘tails’ of the Pareto frontier).

3.2 Optimization Methods

Regardless of which distance metric is chosen, equation 3.6 must be solved. This itself requires

both the solution of equation 3.1 and a sufficiently diverse set of Ĵ∗ frontiers associated with some

number of fixed designs xf
i . Given that an accurate calculation of J∗ is essential to the success of

this approach, here we will describe two general methods for determining ˆ̂
J∗.

3.2.1 Option 1: Rigorously Calculated Local Frontiers

The generation of J∗ requires a set of designs with functional evaluations, often generated via a

multi-objective optimization and in this work considering all design variables X. Determining the

best adaptive set requires comparing the distance, however defined, between J∗ and local frontiers

Ĵ∗. Thus, the generation of different sets of local frontiers Ĵ∗ is essential. For each design and

set of fixed design variables xf
i , there exists a range of performance that may be unknown to the

designer without additional functional evaluations. Note that these functional evaluations do not
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require a full optimization to explore the design space; a design of experiment (DOE) of sufficient

size could generate the initial population in the same manner, typically in some objective-agnostic

space-filling manner. An optimization is first proposed because prioritizing better objectives during

the initial design space exploration is likely to result in a more accurate determination of the ap-

proximate Pareto frontier J∗. For example, the genetic optimization selection algorithm NSGA-II

selects the best designs for each generation based on Pareto-optimality and spacing along frontiers.

The first approach to determining each Ĵ∗ and the best local frontier ˆ̂J is via additional func-

tional evaluations. In this manner,N sets of fixed design variables xi are evaluated and the adaptive

design variables α are optimized to determine the range of performance for each xf
i . By this ap-

proach the result of every optimization is a local frontier surface Ĵ∗ representing a fully-realizable

set of designs. Each optimization result is then compared using the distance metrics from sec-

tion 3.1.1 to determine the best adaptive design ˆ̂
J∗.

After solving equation 3.1, via a full conventional multi-objective optimization process (Stage

1), one would then proceed with a second stage where, for each fixed design variable xf
i , we solve

equation 3.9 such that:

Ĵ∗(xf
i ) = min

α
f(xf

i ,α) ∀ i = 1...N. (3.10)

This results in N localized Pareto frontiers sharing at least one point with J∗, illustrated in Fig. 3.4.

Note that no frontier Ĵ∗(x∗
i ) can outperform J∗ as per the definition of the latter in equation 3.1.

After the rigorous calculation of equation 3.10 forN points, these results can be combined with the

original J∗ solution and used in equation 3.9. The solution to this procedure would then represent

the preferred adaptive systems design as per the guiding conjecture.

The obvious drawback to this approach is computational cost, as an additional optimization is

required to determine every local Pareto frontier. The number of fixed configurations, and thus the

number of local frontiers, can down-selected based on previous performance. One approach would

be to only consider fixed design values where previous functional analysis yielded Pareto-optimal

multi-objective performance. However, this may exclude frontiers that have a large coverage of
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Figure 3.4: Each point on the idealized frontier J∗ corresponds to a local non-idealized frontier
representing the range of objective values attainable via adaptivity.

the objective space near but not on the Pareto frontier.

3.2.2 Option 2: Approximation of Local Frontiers using Existing Data

A second option approximates the solution to equation 3.9 by directly exploiting all dis-

crete data generated toward the original solution of J∗ such that additional functional evalua-

tions are averted. Rather, this becomes a simple post-processing problem if one introduces an

algorithmic approximation to the adaptive Pareto frontiers. In generating J∗, individual designs

Di = {xf
i , αi}, ∀ = 1...Neval have already been evaluated, many of them near or on the ide-

alized Pareto frontier. Instead of requiring that each sub-frontier f(xf ∗,α∗(x∗)) (see Fig. 3.4) is

strictly associated with a single x∗
i , we alternatively consider a local neighborhood around each

configuration xf
i as being representative of designs we should consider.

Thus, for each design Di, we create sets of similar designs:

Di = {Dj| ∥ xf
j − xf

i ∥< ϵ}, (3.11)

where ϵ is based on data density (e.g. ϵ ≈ 5% range(xf )), as shown in Fig. 3.5. Thus, Di is

the set of all previously evaluated designs near xf
i . Because the objectives required to determine
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Di, i = 1...N were generated in finding J∗, no additional functional evaluations are required. By

Figure 3.5: Di is the set of designs having design variable values similar to xf
i to within some

range ϵ. This is illustrated for a case of len(xf ) = len(α) = 1.

this formulation, each local frontier is determined via:

Ĵ∗(xf
i ) = min

α
f(xf

i ,α) ≈ Ĵ∗(Di) = min
Di

f(Di). (3.12)

To clarify, the right side of equation 3.12 represents an approximation to the left side in two ways:

1. the set of points {xj such that ∥ xi − xj ∥< ϵ} only imprecisely represents xi, and

2. the surfaces equated in equation 3.12 are only approximately continuous, defined by sets of

discrete points.

This assumption from equation 3.12 is invalid if i) there are not enough data points to construct

approximate frontiers Ĵ∗(xf
i ) (which occurs if ϵ is too small or the generation of J∗ is too sparse)

or ii) ϵ is too large and designs considered ‘similar’ yield unrealizable objectives due to the large

range of fixed design variables in the sets Di. The final configuration is a set of approximately
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similar designs Di with respect to fixed design variables xf following from equation 3.6 given by:

ˆ̂
J∗(Di) = min

Di

f(Di), (3.13)

which produces an approximation to the true Pareto-optimal adaptivity performance of any fixed

design xi. Note that, since the values of xf
i used to define each member of the set Di only differ

within some range to ϵ and not are identical, these are only approximations to the exact surfaces

shown in Fig. 3.6. The fidelity of ˆ̂J∗ to J∗ is critically dependent on the density and diversity of

Figure 3.6: Each set Di creates a Pareto frontier Ĵ∗(xi) based on adaptive parameters α while

keeping the fixed parameters x approximately constant. The best Ĵ∗ is given as ˆ̂J∗ and determined
via section 3.1.1.

previously generated data (existing design points), which also drives the useful value of ϵ. The

final selection determines the ‘optimal’ set Di (from equation 3.6) via:

ˆ̂
J∗(α) = min

Di

(Dist{Ĵ(Di),J
∗}) (3.14)
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which provides a final approximate best adaptive design x̂f → f(x̂f , /αf
∗). Alternatively,

ˆ̂
J∗ = {f̂∗(Di) | min

Di

∥ d ∥} (3.15)

can be used to solve the adaptive design problem as defined in section 3.1.1.

The approximation of local frontiers approach from section 3.2.2 introduces a selection pro-

cedure to determine sets of similar designs Di based on fixed design variables xf
i to determine

the best adaptive Pareto frontier ˆ̂J∗(D∗
i ). This selection procedure functions as a post-processing

search algorithm which can be applied to any dataset consisting of fixed and adaptive design vari-

ables. The proposed algorithm could select the best approximate adaptive design or inform a future

optimization with preferred fixed design variables. An optimization to determine the best adaptive

design variables, conducted after the selection procedure determines such preferred fixed design

variables, would ensure that the advantages of morphing are maintained as the data density criteria

approaches zero (ϵ −→ 0).

3.2.3 Option 3: In Situ Adaptive Optimization

The proposed design space decomposition into adaptive and fixed design variables as a post-

processing selection procedure described in section 3.2.2 occurs after an optimization or other

design space exploration has been completed. To continue, we now consider that the previous

formulation could also serve as an evolutionary criteria during optimizations: designs exhibiting

strong adaptive potential based on of similar designs Ĵ∗ are preferred for future generations in

evolutionary design and optimization. In a genetic optimization context, implementing these two

options occurs at different points as shown in Fig. 3.7. For example, NSGA-II utilizes a selection

criteria for multi-objective optimization in which, before genetic crossovers and mutations, mem-

bers used to generate the next generation are selected based on two criteria to be described: rank

and crowding distance. To determine rank, a given population is sorted into frontiers, starting with

the non-dominated Pareto frontier (rank 1) and continuing to sort additional frontiers until all de-

signs are members of a ranked frontier. When selecting members of the next generation, NSGA-II
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Figure 3.7: Genetic algorithms consider crossover and mutation of genes (in this case design vari-
ables), and then selection of new designs for the next generation. The adaptive design methodology
laid out in section 3.1.1 can be applied to select optimal designs either during or after an optimiza-
tion.

first selects members based on rank. However, typically the algorithm must select between mem-

bers of the same rank to fill the final positions for the next generation; if four individuals must be

selected from a set of 7 designs of equal rank, a additional distinction is required. For this purpose,

crowding distance differentiates between designs of the same rank in the selection process. The

crowding distance is defined by the spacing in the objective space between the objectives of an

individual and the nearest other individual of the same rank.

In a in-situ adaptive optimization, a new selection criteria could also (or alternatively) include
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the proposed adaptive values from equation 3.6 and quantified using the distance metrics from

section 3.1.1 and use these methods to select between designs of equal rank based on adaptivity.

An extension of NSGA-II, titled Non-dominated Sorting Genetic Algorithm for Adaptive Design

(NSGA-AD) has been developed in the course of this work and is then explored considering the

best adaptive designs based on the best adaptive sets Di in each generation as previously described.

The morphing-based evolutionary application applies the adaptive performance metrics from sec-

tion 3.1.1, and may also consider the original crowding distance from NSGA-II. The selection

method, shown in 3.8b, begins with the current parent and offspring generations Pt andQt, respec-

tively, selecting designs for the next generation with the best ranks (e.g., F1, F2, and a portion of

F3). Next, when designs of similar rank must be distinguished for selection, the best approximate

adaptive designs are determined and given a distance from the approximate ideal Pareto frontier J∗

for the entire generation. Then designs of equal rank are selected based on the distance between

approximate local frontier Ĵ∗ and the approximate Pareto frontier J∗ as in equation 3.14. Thus, the

evolutionary optimization prioritizes well-performing designs across multiple objectives that also

posses high adaptive potential based on sets of similar fixed design variables as described in sec-

tion 3.2.2. Since the algorithm still prioritizes non-dominated designs via the rank metric, selection

still encourages elitism across the approximate Pareto frontier before considering adaptivity, but

the effect of such a criteria on diversity still must be considered.

3.2.4 Relationship to Parameterized Optimization

In the works by Malak [50, 32, 166], the parameterized optimization problem is stated as:

J∗(θ) = min
x

(f(x,θ)), (3.16)

which appears mathematically equivalent to the fixed design adaptive optimization statement

from equation 3.5 if θ is strictly taken as an input variable of f (not necessary in the method of

Malak, as output parameters are considered). Casting this in the current notation:
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(a) The common existing genetic selection algorithm NSGA-II
selects designs from the parent (Pt) and offspring (Qt) designs
by first ranking the non-dominated frontiers (Fi), selecting the
best ranks, then differentiating between designs of the same rank
by sorting based on crowding distance in the objective space.

(b) The proposed selection criteria for an in situ adaptive opti-
mization considers frontier rank, then adaptivity distance as de-
scribed in section 3.1.1.
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Ĵ∗(xf ) = min
α

f(xf ,α). (3.17)

Finding the preferred single adaptive system design then follows the same form as equation 3.6

from section 3.1:
ˆ̂
J∗ = min

xf
(Dist{Ĵ∗(xf ),J∗}). (3.18)

This approach does not provide an alternative to the local adaptive frontiers approach developed

in this work, since the algorithms previously proposed by Malak et. al. for finding Ĵ∗(θ) do not

consider preferred parameters, while the optimization approaches presented in this chapter search

for the ‘best’ fixed design variables throughout the optimization. Similarly, the work described

in this chapter does not provide an alternative to the parameterized optimization problem because

the local adaptive frontiers approach does not explore fixed design variables (xf , θ) evenly or

exhaustively, prioritizing ‘good’ fixed design variables or parameters.

3.3 General Demonstration of Adaptive Design and Optimization

The design space decomposition, adaptive design performance metrics, and optimization meth-

ods described in this chapter are broadly applicable to any multi-objective design and optimization

problem in which the design space consists of variables that can and cannot change based on the

different objectives. This is particularly applicable to mission-driven designs with separate stages,

but can also be applied to analytical problems with competing objectives and a design space com-

posed of inputs that both can and cannot be altered between objectives. In this section, these

methods are applied to general problems to demonstrate applicability and initial implementation.

A simple physics-based adaptive structures design problem was created to demonstrate the

utility of the selection criteria and optimization methods laid out in sections 3.1.1 and 3.2. The

utopia point method determines the optimal adaptive configuration considering both fixed and

adaptive variables in a multi-objective design context.
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3.3.1 Euler-Bernoulli Beam-SMA Wire Adaptive Design Demonstration

Consider a 100 mm long cantilevered Euler-Bernoulli beam for which the designer prefers two

unique shapes depending on the loading condition at the end of the beam. A shape memory alloy

wire is attached to the wall 5 mm below the beam, its other end being attached to location L on

the cantilevered beam that is set when manufactured. The SMA wire is given initial recoverable

strain that can be recovered by heating the wire, transforming the wire from martensite to austenite

and in doing so, will contract by up to 5% of its length [93]. The amount of strain recovery can

be altered as needed to meet the objectives. In this case the strain ε is adaptive (α) while the wire-

beam connection location L is fixed (xf ). The objective shapes and loading conditions can be seen

in Fig. 3.9.

The beam geometric and material properties are given in Table 3.1. Assuming an initially

straight beam and using small angle approximations (sin(θ) ≈ θ, cos(θ) ≈ 1), this problem is

reduced to a 1-D thin beam solution in which local curvature ρ is defined by the local moment M

such that:

∂2y

∂x2
=

1

ρ
=
M

EI
, (3.19)

where E and I are the elastic modulus of the material and the cross-sectional moment of inertia,

respectively.

In this example, the goal shapes are known to be contradictory and not attainable using a

common wire attachment point. Since the objective shapes were derived using different connection

locations L, and thus there is no combination of a single ε and L to exactly match both shapes. In

fact, condition 1 can only be matched when L = 100 mm, while condition 2 can only be matched

when L = 60 mm. Ideally, a single design with fixed variable L and two strain states ε allows

for morphing from the unmorphed, initially straight configuration to shape 1 and shape 2 almost

exactly. Thus, an optimization method is needed to determine the multi-objective set of adaptive

variables ε and fixed variable L which minimize the shape errors across a range of values.
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Figure 3.9: Two unique objective shapes for an Euler-Bernoulli beam defined by two loading
conditions.

Table 3.1: Euler-Bernoulli Beam Parameters

PROPERTY VALUE DESCRIPTION

w 5 mm Beam out of plane width

h 5 mm Beam height

E 90 GPa Material elastic modulus

L0 100 mm Beam length

P 200 N Condition 2 End Load

The design space was initially explored via Latin Hypercube Sampling (LHS) over all fixed and

adaptive variables. For each design, a single fixed and a single adaptive parameter were defined

82



by the LHS and return an error evaluation for each of the two shape objectives based on the mean

squared error between the target and computed beam shapes.

A clear trade-off between the best designs to match each shape can be seen in Fig. 3.10, which

shows the approximate Pareto frontier J∗. An ideal design fully spanning J∗ would attain the

approximately best shape for each objective, located at the utopia point.

Figure 3.10: An ideal design would morph from the best design for Shape 1 to the best design for
Shape 2, with objective values at the utopia point.

For each set of fixed design variables xf
i evaluated to generate J∗, a corresponding set of

‘similar’ designs Di is determined. The set of designs within range ε represents a group of de-

signs assumed feasible via adaptivity, and the best fixed design set Di was determined via the

utopia point method described in section 3.1.1. The set Di with the shortest distance between local

frontier utopia point ûi and the approximate utopia point û was selected, with the best fixed and

adaptive design variables shown in Fig. 3.11a. A range of similar fixed parameters determined the

adaptive design nearest to the utopia point via morphing. The distance between utopia point and

best adaptive design only considers the extrema of the full approximate Pareto and local frontiers.

It can be seen in Fig. 3.12 while the Pareto frontiers differ, the best adaptive design is near-optimal.

The addition of an adaptive design variable allowed for the best realizable design to minimize the
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(a) The best set Di consists of designs with a
full range of adaptive design variables α but
a small range of fixed design variables xf as-
sumed to be similar enough to facilitate mor-
phing.

(b) The design and objective space, with em-
phasis on the best set of designs with a narrow
range of L.

competing objective functions significantly better than a single fixed design, using the selection

methodology for similar sets Di from equation 3.11 to minimize the distance to the utopia point as

described in section 3.1.1.

Figure 3.12: Adaptive and ideal Pareto frontiers, showing a design capable of morphing between
two competing error minimization objectives.

After selecting the preferred fixed design variable L, a new optimization was performed to
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determine if the assumption that "similar" designs (i.e., the designs in Di) were actually feasible. A

final optimization determined the optimal adaptive variables, considering the fixed variable L given

by the best Di.. This ensures the final designs are realizable, since the previous results had slightly

different fixed variables L, within ε. The final morphed and target shapes can be seen in Fig. 3.13,

with the final objective values in Table 3.2. In this example, the novel selection approach described

in section 3.2.2 determines an adaptive design minimizing the distance between an approximate

ideal design and an adaptive, realizable design as described in section 3.1.1. Next, this selection

criteria is applied to a much more complex mission-driven adaptive rotorcraft optimization.

Figure 3.13: Final target and realizable shapes.

3.3.2 In Situ Optimization Examples

The In Situ optimization approach from section 3.2.3 is first demonstrated using mathemati-

cal functions as a method for selecting preferred adaptive designs in-situ during the genetic op-

timization. The procedure follows from NSGA-II in that non-dominated designs are important

for improving multi-objective populations. After the initial generation, a parent generation (Pt)

generates a following generation (Qt) via genetic crossover and mutation. The designs selected to

continue to the next generation are chosen based first on rank to promote elitism. However, gener-
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Table 3.2: Final Shape Objectives

DESIGN SHAPE 1 SHAPE 2
Error [mm] Error [mm]

Best Shape 1 0.004 0.169

Best Shape 2 0.230 0.011

Approx. Utopia Pt. 0.004 0.011

Adaptive Design 0.018 0.011

Final Opt. Design 0.017 0.011

ally selections must be made between designs of the same rank. When selection must differentiate

between members of the same rank, NSGA-II selects designs based on the distance between sim-

ilar designs with respect to the objective space. NSGA-AD differentiates designs with the same

rank based on adaptivity, either using the Utopia Point or Hausdorff distance metrics as described

in sections 3.1.1 and E.

3.3.2.1 Three-Variable Adaptive Optimization

A set of periodic equations is used to explore and demonstrate the concept of an In Situ opti-

mization where adaptivity is considered as a selection criteria and not a post-processing criteria.

An optimization was defined in which three design variables, two fixed and one adaptive, are opti-

mized to minimize two objective functions. As such, the two fixed design variables were inputs to

competing periodic functions for both objectives, with some adaptive design variable coupling:

f1(x) = sin(
π

2
x0)α + cos(5x1)−

ex0

5
,

f2(x) = sin(
π

2
x1)α + cos(7x0)− x1α.

(3.20)

The bounds of x are set as x ∈ {0, 1}, and the properties of the design variables can be seen
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in Table 3.3. A genetic algorithm was run with a population of 20 individuals with ϵ = 0.025 with

various selection algorithms.

Table 3.3: In Situ Custom Optimization Example Design Variables

Design Variable Lower Bound Upper Bound Adaptive
x0 0 1 No
x1 0 1 No
x2 0 1 Yes

Two reference genetic selection algorithms were compared alongside the methods developed

in this work: NSGA-II and SPEA-II, both Pareto-optimally based well established multi-objective

selection algorithms. Since both these criteria base selections toward designs spanning the Pareto

frontier, both should explore the objective space effectively and provide an effective benchmark

for this current work. In a case where the Pareto frontier is composed entirely of adaptive de-

signs, NSGA-II should effectively search the objective space, and the approximate local frontiers

approach from section 3.2.2 could then be applied to the entire population in post-processing for

final selection (via the blue box in Fig. 3.7). However, if the best design is not entirely along the

Pareto frontier, such a search may be less effective.

Objective scaling can also be performed via normalization either based on the current approx-

imate Pareto frontier bounds defined either before the optimization or calculated every generation,

or set such that each objective is scaled equally. In this study, the equations were defined such that

the objectives were similar in magnitude and no additional scaling was applied.

Each optimization was initialized randomly using DEAP (Distributed Evolutionary Algorithms

in Python) [48, 82], a Python optimization toolbox that allows for custom mutation, crossover, and

selection algorithms. Each optimization was run 50 times to account for inherent randomness of

the initialization, mutation, and crossover processes. Customizing the selection algorithm was nec-
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essary to consider adaptive design, but the crossover and mutation parameters were kept constant

across all criteria for an equal comparison. The crossover probability of a selected gene was 0.8,

while the mutation range for a given selected gene was 5% of the design space.

The best adaptive design was evaluated after each generation using the Utopia Point method

with ϵ = 0.05 to track the convergence of best adaptive designs, as well as the size of each ‘family’

of similar designs. The results for NSGA-II can be seen in Fig. 3.14, where the black lines are

the averages across every optimization, and the shaded regions are, for each generation, the mean

plus/minus the standard deviation.

Figure 3.14: The NSGA-II algorithm searched the objective space, and the adaptive design each
generation converged to f(x) = {−1.35,−1.5}.

Additionally, the size of the best adaptive family was recorded for each generation, as shown

in Fig. 3.15. With an ϵ value of 0.025, the maximum fraction of the design space a single ‘fam-

ily’ could consider would be 5% (or 2 ϵ), or 1 in 20. If a single fixed design variable yielded

the best Pareto-optimal multi-objectivity performance, it is likely the best adaptive design would

contain a large ‘family’ of similar designs. In this case, however, the best adaptive design typically

considered morphing between 2 or 3 designs.
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Figure 3.15: The size of the optimal adaptive families after each generation typically remained
between 2 and 3.

Next, the multi-objective design problem was optimized using the same population, crossover,

and mutation parameters with the NSGA-AD selection approach from Fig. 3.8b. In this proce-

dure, the non-dominated sorting is applied the same as NSGA-II and described in section 1.5.1.

The adaptive distance sorting can use either the Utopia Point method or the Local Pareto Frontier

method. For both methods, the best designs in a given rank are selected by minimum distance be-

tween the approximate ideal and adaptive design. The Utopia Point method is used as the selection

algorithm for each generation. Each selection prioritizes the rank of each design in the objective

space, then the distance from the approximate ideal utopia point to the best adaptive utopia point.

While NSGA-AD still encourages elitism (non-dominated designs), preference to adaptive de-

signs prioritizes adaptive over space-filling objectives. In an optimization where the best designs

all reside near the Pareto frontier, simply searching the Pareto frontier is likely sufficient in post-

processing to determine advantageous adaptive designs, as will be shown later in this work. How-

ever, an In Situ optimization approach considering adaptivity during the optimization may provide

benefits beyond simply post-processing data generated for J∗ using traditional multi-objective op-
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timization techniques for these reasons:

• it cannot be assumed that all adaptive design problems will yield solutions on or near the

Pareto frontier,

• the addition of a second stage in the design and optimization problem may prove difficult

when data from intermediate stages may be less accessible in large scale engineering prob-

lems, and

• a generational population selected with a preference towards good adaptive designs may

lead to larger ‘families’ of similar designs in the objective space, encouraging more feasible

designs.

The best adaptive designs and ‘family’ sizes for each generation (averaged over 50 optimiza-

tions) can be seen in Fig. 3.16. This adaptive selection algorithm using the NSGA-AD selection

algorithm and Utopia point distance metric approached an adaptive objective function f(x) =

{−1.5, − 1.6} during each generation, where the best adaptive design consisted of a ‘family’

of 6-7 similar designs with respect to the two fixed design variables x0 and x1. These objectives

are lower in value than the adaptive designs found using NSGA-II and generated larger adaptive

families of similar designs.

Next, NSGA-AD was implemented using the Hausdorff distance metric to select between de-

signs of the same rank. The Hausdorff distance approach performed similarly to the Utopia Point

metric, (as seen in Fig. 3.17. even though the adaptive objectives were evaluated as a single point,

not the entire distance between frontiers used in this selection process.

For a given number of generations N , the first half would select designs using NSGA-II, with

the final half using NSGA-AD. Thus, the optimization for equation 3.20 was performed using first

a space-filling selection algorithm followed by an adaptive selection using both the Utopia Point

and Hausdorff distance metrics.

The results can be seen in Fig. 3.18, and behave similarly to the previous approaches during

their respective generation used. From these results, there appears to be little benefit to starting
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Figure 3.16: The best adaptive designs selected using the Utopia Point NSGA-AD during the
optimization process converged toward a design with an adaptive objective function f(x) =
{−1.5, − 1.6} with an adaptive family size in each generation of 6-7 designs.

Figure 3.17: NSGA-AD using the Hausdorff distance metric for design selection performed sim-
ilarly to the Utopia Point method, with adaptive designs near f(x) = {−1.5, − 1.6}, composed
of adaptive families of 6-7 designs in each generation.
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Figure 3.18: The NSGA-II-then-NSGA-AD hybrid approach resulted in a similar final result using
both the Utopia Point (top) and Hausdorff (bottom) approaches for the second half of the optimiza-
tion.

with NSGA-II for this specific problem before using NSGA-AD. In higher dimension problems

such objective space exploration may be necessary, but NSGA-AD was sufficient to explore the

objective space in this two-objective problem. The best adaptive design converged slower using

NSGA-II then converged toward similar results as the previous NSGA-AD approaches over the

second half of the optimization, suggesting the initial NSGA-II objective space search did not

improve the final results.

Finally, the previous five optimizations, along with another common multi-objective optimiza-

tion selection algorithm SPEA-II, were compared for convergence in Fig. 3.19. It can be seen that

NSGA-AD converges to lower values across both objectives for this adaptive optimization whether

using the Utopia Point or Hausdorff selection. As expected, the hybrid approaches follow similarly
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Figure 3.19: The adaptive designs after each generation using six selection criteria approaches for
the In Situ optimization approach.

to the NSGA-II selection for the first 40 generations, then converge to similar results as the opti-

mizations that utilized NSGA-AD methods for the entire optimization. The best adaptive family

sizes were compared similarly, and it can be clearly seen that optimizations prioritizing adaptivity

in the selection criteria resulted in larger sets of adaptive designs.

The distribution of adaptive designs for the final generation can be seen in Fig. 3.20. The

NSGA-AD methods resulted in, for the each final generation, lower final Objective 1 results, with

the Utopia point distance metric outperforming the other selection algorithms for Objective 2.

93



Figure 3.20: The distribution of final adaptive objectives using each selection criteria, where UP
and HD represent the utopia point method and the Hausdorff distance method, respectively.

In this example larger families of adaptive designs allowed for improved objectives inside each

generation using the In Situ optimization approach titled in this work NSGA-AD. Both the utopia

point and Hausdorff distance methods applied to the prioritization of adaptive designs yielded simi-

lar results and improvements over more well-established traditional genetic optimization selection

criteria. However, the number of designs in this optimization problem were small enough that

most NSGA-II and SPEA-II generations resulted in a best adaptive design with a family of only

two individual designs. Next another multi-objective design problem is taken from literature and

run with a larger population.

3.3.2.2 Zitzler-Deb-Thiele Function 3

Another multi-objective function, the Zitzler-Deb-Thiele Function 3 (ZDT3), with a larger

design space from existing literature [38] was tested as a multi-objective adaptive design problem

by making some design variables adaptive, while others remained fixed. The function was selected
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due to an interesting Pareto frontier, as shown in Fig. 3.21. The objectives to this problem are:

f1(x) = x1, (3.21)

f2(x) = g(x)h (f1(x), g(x)) , where (3.22)

g(x) = 1 +
9

29

30∑
i=2

xi and (3.23)

h(f1(x), g(x)) = 1−

√
f1(x)

g(x)
−
(
f1(x)

g(x)

)
sin(10πf1(x)). (3.24)

An adaptive design and optimization problem was then specified where, for the 30 values in x,

each value was adaptive except for x28, x29, and x30, meaning:

xf = {x1...xi...x27} (3.25)

α = {x28, x29, x30}. (3.26)

The population was increased to 100 individuals and run for 100 generations. Optimizations

using the selection algorithms NSGA-II, SPEA-II, NSGA-AD (using the Utopia Point metric) and

NSGA-AD (using the Hausdorff distance metric) were all run 200 times. It was suspected that

NSGA-II would perform better with a larger relative set of adaptive design variables, since when

every design variable is adaptive, the idealized Pareto frontier can also be considered the best

adaptive frontier.

The convergence of the best adaptive designs can be seen for each selection algorithm in

Fig. 3.22. The mean and standard deviations were plotted for the best adaptive design for each

method over every generation. While all three selection criteria converged almost identically for

objective 2, NSGA-AD generated lower values for objective 1 using both the utopia point and

Hausdorff distance methods. With a much larger number of adaptive design variables, the selec-

tion methods presented in this work found slightly better adaptive designs.
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Figure 3.21: An example final population for the multi-objective Zitzler-Deb-Thiele Function 3,
which features a stepped Pareto frontier.

Figure 3.22: The NSGA-AD selection criteria generated populations with better inter-generational
adaptive designs that converged faster than NSGA-II and SPEA-II.
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Figure 3.23: The NSGA-AD selection criteria resulted in lower adaptive designs across both ob-
jectives than NSGA-II and SPEA-II through 50 generations (left) and 100 generations (right).

The adaptive design objective distributions are shown in Fig. 3.23 for after 50 and 100 gener-

ations. The results are similar for objective 2 while using NSGA-AD with either the utopia point

(UP) or Hausdorff distance (HD) results in lower values for objective 1 and a smaller variance

across optimizations.

3.3.2.3 Two-Wire Analytical Euler-Bernoulli Beam

Next, the methodology and adaptive design tools in this chapter were applied to an analytical

engineering adaptive structures problem using the In Situ optimization approach from section 3.2.3.

In this example, a cantilevered Euler-Bernoulli beam has two SMA linear actuators attached along

the span, anchored above and below the beam as shown in Fig. 3.24. The wires generate a strain

when actuated and are attached at a distance of h = L
2

above and below the beam.

The beam parameters are shown in Table 3.4. The aluminum beam has a cross-section of 1 cm

by 1 cm with a length of 1 m. A constraint is applied where the minimum distance between the two

wire connections on the beam must be at least 0.05 m apart; the design problem is strain-driven

and a singularity occurs when the connection points approach the same location.

The objectives in this design and optimization problem are two different shapes, as shown in

Fig. 3.25. Both of these shapes are achievable via applied strain from the SMA wires, but the wires
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Figure 3.24: Consider a cantilevered beam with two SMA wires attached at two locations.

are attached to different locations on the beam for each shape as shown in Table 3.5 For the first

shape the upper wire is attached 0.9 m down the beam with a total strain of 0.04, while the lower

wire is attached at 0.3 m also with a total strain of 0.04. The second shape has upper and lower

wire attachments at 0.3 and 0.8 m with strains of 0.03 and 0.01, respectively.

The analytical solution for the Euler-Bernoulli beam is determined via super-position. First, the

strain from both wires is input and the vertical displacements at the connection points determined.

Next, the vertical reaction forces at those two locations required to generate the vertical displace-

ments are determined analytically; there are two equations (one for each displacement) and two

unknowns (the forces on each wire connection). These forces can be determined analytically, then

the entire beam profile is calculated for a set of evenly spaced points down the span.

First the vertical displacements (δ1, δ2) are determined as a function of the two strains (ϵ1

and ϵ2). Next the vertical displacements P1 and P2 are determined via the equations for each
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Table 3.4: Two-Wire Beam Parameters

Parameter Description Units

Beam Height 0.01 m
Beam Width 0.01 m
Beam Elastic Modulus 70 GPa
Wire Attachment Height 0.5 m
Wire Radius 0.001 m

Table 3.5: Two-Wire Target Shape Definitions

Design Variable Target Shape 1 Target Shape 2

L1 0.9 0.5
L2 0.3 0.3
ϵ1 0.02 0.02
ϵ2 0.02 0.00

displacement (where L1 ≤ L2):

δ1 =
P1L

3
1

3EI
− P2L

2
1(3L2 − L1)

6EI
, (3.27)

δ2 =
−P2L

3
2

3EI
+
P1L

2
1(3L2 − L1)

6EI
. (3.28)

By setting the constants to fixed values, the simplified equation becomes:

δ1 = P1c1 + P2c2, (3.29)

δ2 = P2c3 + P1c4, where: (3.30)

c1 =
L3
1

3EI
, (3.31)

c2 =
L3
1 − 3L2

1L2

6EI
, (3.32)

c3 =
−L3

2

3EI
, (3.33)

c4 = −c2 =
3L2

1L2 − L3
1

6EI
. (3.34)
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Figure 3.25: Two target shapes were defined by morphed beam shapes created via actuation, but
with wires attached at different locations for each shape.

The forces (P1 and P2) are then calculated via:

P2 =
δ2 − δ1c4

c1

c3 − c2c4
c1

, (3.35)

P1 =
δ1 − P2c2

c1
. (3.36)

Once the forces are calculated, the vertical displacement can be calculated via the superposition of

both forces applied at their respective points using the solution for both loads P applied at locations

a:

δ(x) =
Px2

6EI
(3a− x) for 0 < x < a, (3.37)

δ(x) =
Px2

6EI
(3x− a) for a < x < L, (3.38)

where the total deflection is the sum of individual deflections from both P1 and P2.
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A genetic optimization was performed with a population of 100 individuals over 100 genera-

tions to optimize 4 designs variables: two attachment locations for the SMA wires on the beam (L1

and L2) and 4 total strains in the SMA wire, one for each shape and wire. The strains in this design

problem are adaptive, with a range from 0-6 percent, while the attachment locations are fixed and

must be set in advance.

The objectives to be minimized are the error between the two target and actuated shapes by

determining the best placement and actuation for the SMA wires. An additional constraint is

applied to the SMA wire limited the maximum stress in the wire to 300 MPa, with a multiplicative

penalty applied to both shape fitting objectives for violating the constraint. Each optimization was

run 200 times using four different selection criteria (NSGA-II, SPEA-II, and NSGA-AD using

both the Utopia point and Hausdorff distance metrics), and after each generation the best adaptive

design was determined and recorded.

Additionally, another approach to this design problem is to consider each strain for each objec-

tive as a separate design variable. Instead of optimizing 4 design variables: 2 fixed and 2 adaptive,

the adaptive variables for shape 1 and shape 2 are all considered as different variables in the design

space. In this case, the design space considers 6 design variables: 2 fixed locations, 2 strains for

shape 1, and 2 strains for shape 2. This approach considers all the design variables over all the ob-

jectives, and is referred to in this work as ’All DVs’ for considering every adaptive design variable

over every objective.

The convergence of adaptive designs in each generation using each method can be seen in

Fig. 3.26, along with the distributions of the final adaptive designs using the post-processing de-

scribed previously to determine the best final adaptive design. Using NSGA-II and considering all

the adaptive design variables over every objective converged the fastest. This was due to the rel-

atively small design space and population of 100 designs; this approach was sufficient to quickly

explore the entire objective space and determine the best adaptive design despite the increased

design space. It will be shown in the next study that this is not always the case, but the value

of a exploring a larger design space is demonstrated for relatively large generational populations.
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For the 4 design variable optimizations, NSGA-AD using the Utopia Point method resulted in the

best adaptive shapes for both objectives, and a smaller variance for the final adaptive objectives.

Using NSGA-AD with a Hausdorff distance metric resulted in a better objectives than exploring

the objective space using NSGA-II and SPEA-II.

The size for each adaptive design at the end of each generation was also plotted for each se-

lection criteria. As expected, the NSGA-AD methods resulted in larger sets of adaptive designs

for each generation than the traditional selection criteria. Since NSGA-II and SPEA-II focus on

exploring the objective space and encouraging diversity, it is worth comparing the entire pop-

ulations generated during the optimization using the approximate local frontiers approach from

section 3.2.2 as a post-processing selection over every generation.

Though the In Situ optimization approach outperformed the traditional multi-objective opti-

mization techniques when considering only 4 design variables, the 6 design variable optimiza-

tion quickly converged to the best adaptive shape fitting solution for two objectives. However,

this approach scales with the number of objectives. Multi-objective designs (such as multi-stage

missions) are rarely limited to only two objectives, so the same shape-fitting optimization was

performed with two additional shape objectives. The target shapes can be seen in Fig. 3.27.

In this optimization, the design space for the optimization approaches in developed in this chap-

ter remains in 4 dimensions, but considering every design variable for each objective now requires

10 design variables: 2 fixed wire locations and 2 strains for every objective. Both populations of 40

designs over 40 generations and populations of 100 designs over 100 generations were evaluated to

compare the data density as well as the changes in objectives. The convergence of the best adaptive

design for each generation for the 40 generation optimization can be seen in Fig. 3.28, along with

the best final adaptive designs.

The increase in objectives reduced the effectiveness of considering every design variable for

every objective, as both the convergence of adaptive designs and the final design considering every

generation performed much worse considering four objectives as opposed to two. The NSGA-

AD approaches performed the best over all four objectives as a whole, though NSGA-II found an
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Figure 3.26: The selection algorithm NSGA-AD using the adaptive utopia point distance metric
yielded better adaptive designs than the other selection criteria when considering only four design
variables, but increasing the design space resulted in faster convergence and better adaptive designs
by considering all design variables over all objectives separately.
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Figure 3.27: Four target shapes were defined for each set of optimizations to try and minimize the
shape fitting errors using different selection criteria.
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Figure 3.28: The best inter-generational adaptive designs converged the fastest over the 4 ob-
jectives using the NSGA-AD methods, though there were trade-offs between specific objectives.
Considering every design variable for every objective led to much worse performance when com-
pared with the previous two-shape optimization.
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adaptive design with a comparable shape 3. The variance considering all DVs was much larger than

the other approaches due to the larger design space. The results were similar for a 100 generation

optimization of 100 individuals, as shown in Fig. 3.29, though the 10 design variable optimization

performance improved when increasing the population from 40 to 100. Even with a population

of 100 designs, the ’All DVs’ approach had by far the higher upper distributions for all objectives

except objective one, which performs similarly to NSGA-AD for that one objective.

Finally, the predicted final performance and actual final performance were compared as a func-

tion of ϵ for the four-shape Euler-Bernoulli beam final designs. The final objectives are scored

based on the Minkowski distance where p = 2; in this case where the best theoretical objectives

are zero the error metric is similar to a mean-squared error. As ϵ increases the predicted error

should also decrease, but the assumption of similar fixed design variables decreases. A range of

similarity parameters were evaluated using the approximate local frontiers approach to determine

the best designs and predicted objectives. Then the selected designs were run with the best set of

fixed design variables and best adaptive variables for each objective to compare the predicted and

actual final performance.

The predicted and actual final performance for the best adaptive design sets as determined via

the approximate local frontiers approach using the Utopia Point adaptive design metric are shown

in Fig. 3.30. The lowest error metric, a Minkowski distance where p = 2, representing the best

fully realizable designs can be found where 0.02 ≤ ϵ ≤ 0.04. Smaller ϵ-bands restrict the number

of designs in a ‘family’, some of which are feasibly adaptive. Meanwhile, bands larger than 0.04

result in worse adaptive designs because the assumption of similar fixed design variables loses

accuracy. Each decrease in predicted performance means increasing the ϵ-band range yielded a

better adaptive design, while each decrease in actual performance due to increasing the ϵ-band

range is the result of considering a new design thought to be fully realizable but was not. These

trade-offs can be run fairly quickly, requiring only one evaluation for each value of ϵ to determine

the best fully realizable design as determined via a single optimization (or other design space

exploration technique as described in section 3.3.1). Finally, if the best designs can be evaluated
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Figure 3.29: The trends with a larger population of 100 designs over 100 generations for 4 shape
objectives were similar to the smaller optimization with 40 designs, though the larger population
did allow the 10 design variable optimization better performance. Overall, the NSGA-AD selection
criteria optimizations resulted in the lowest objectives.
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over a range of ϵ values using the approximate local frontiers approach, there is no need to

guess which similarity parameter yields the best results; the best design is directly selected

from the final set of fully realizable designs.

3.4 Chapter 3 Summary

In this chapter, a methodology is developed to algorithmically determine good engineering

designs for multi-objective performance when the design space is composed of fixed and adaptive

variables. The design space is decomposed into variables that cannot be altered, labeled as ‘fixed’,

and those variables that can be altered, denoted here as ‘adaptive’ or ‘morphable.’ A measure

of design ‘similarity’ is developed to evaluate potential morphable designs, and two metrics for

potential ‘adaptive’ designs’ are formulated and tested.

Three optimization methods are laid out, with the two more practical approaches evaluated

over mathematical and analytical engineering optimization designs problems formulated such that

some design variables are fixed while other are adaptive. A post-processing procedure referred to

in this work as the ‘Approximate Local Frontiers’ process was developed wherein after an initial

optimization (or any design space exploration such as Latin Hypercube Sampling (LHS)) the best

sets of similar designs is determined based on potential adaptive designs and the approximate

Pareto-optimal objectives.

The methodology is further developed with the In Situ optimization approach in which adap-

tivity is consider in-situ during the selection process of a genetic algorithm. This selection criteria

is compared with other well-known genetic algorithm selection processes NSGA-II and SPEA-II

as applied to several mathematical and simple engineering design problems and performs well,

particularly when applied using the Utopia Point method. This In Situ optimization approach can

also be augmented with the final approximate local frontiers post-processing procedure to evalu-

ate the best adaptive designs over every generation. These novel design techniques are compared

to both conventional selection algorithms and adaptive structures problem formulations and show

good performance.

There are clear trade-offs between the size of the design space, size of the population in an
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Figure 3.30: While the predicted best adaptive objectives decreased as per the Euclidean error
metric with increasing similarity parameter ϵ, the actual final designs performed best in the 0.02 ≤
ϵ ≤ 0.04 range.
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optimization, and benefits of the methods presented in this chapter. If an adaptive design prob-

lem is limited enough that exploring the design and objective spaces is easily done considering

each adaptive design variable for each objective with the given population, then that is likely the

most effective approach. However, simply increasing an Euler-Bernoulli beam shape fitting de-

sign problem from two to four shapes dramatically decreased the effectiveness of searching over

an increased design space, demonstrating advantages and applications for the design space de-

composition method when compared to conventional optimization techniques. The design space

decomposition approaches also performed relatively better on the same four-shape design prob-

lem with smaller population sizes, which increases applications for optimizing designs requiring

computationally expensive engineering analysis tools such as mission-driven adaptive rotorcraft

designs. Finally, evaluating the best final designs over a range of ϵ values can determine the best

fully realizable designs from an existing optimization or other design space exploration for a final

adaptive configuration.
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4. COMPUTATIONAL FRAMEWORK DEVELOPMENT AND MISSION-DRIVEN

ADAPTIVE ROTORCRAFT DESIGN AND OPTIMIZATION

This chapter applies the adaptive rotorcraft computational methods described in Chapter 2, de-

veloping a framework to relate adaptive rotorcraft design variables such as chord, camber, and twist

to mission-driven performance objectives such as required power for trim flight and fuel burn. Next

the design space decomposition methodology developed in Chapter 3 will be applied to the designs

generated via genetic optimizations to improve mission performance using the approximate local

frontiers method to post-process all designs. In this chapter, a computational framework is devel-

oped to relate mission requirements and design variables such that preferred designs (i.e., designs

resulting in improved mission performance) are determined algorithmically.

Trade-offs between the design space size, analysis fidelity, and costs such as time and com-

putational resources are considered in the development of this framework with a focus on early

stage design and optimization. Thus, lower fidelity tools offering similar results and trends are

considered when doing so makes a larger design space feasible with respect to costs. The entire

process from defining missions based on altitude, velocity, payload, passengers, etc, to calculating

performance metrics from required trim power to total fuel burn and mission range is encapsu-

lated in a modular design and optimization computational framework. As such, different design

variables can be altered based on morphing mechanisms in self-contained modules. Aerodynamic

properties due to changes in geometries can likewise be updated using range of tools described in

section 2.1. First, missions are defined and adaptive geometries are optimized to improve either

individual mission stage performance. Next coupled, sequentially evaluated missions are intro-

duced and optimized to improve overall mission-wide performance metrics such as required fuel

and final range.

This chapter begins with a high-level description of the computational framework. Next ex-

amples of mission stages are described in the context of calculating the trim flight condition.

Then multi-objective optimizations are performed to demonstrate the framework capabilities to
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determine preferred adaptive geometries for mission stages. Finally, a mission score sequentially-

analyzed approach is introduced.

Chapter 4 Outline

This chapter is divided into 3 sections:

• In section 4.1 the high-level computational framework is described. Coupling between

inputs, mission definitions, sizing tools, and rotorcraft trim performance analysis tools

are detailed the large computational framework. Different mission stage types are

considered in this work, with the methods for determining the trim flight and selecting

the best forward flight velocities described in this section.

• In section 4.2, low-fidelity aerodynamic tools are utilized to explore the effects of ge-

ometric adaptive optimizations based on multi-objective missions consisting of com-

peting stages. Chord, twist, and outer mold line shapes were all optimized to deter-

mine the best adaptive designs given specific mission stages. Additionally, the active

twist optimization introduces the first design space decomposition application toward

mission-driven rotorcraft design and optimization, which will be further explored with

higher-fidelity tools in Chapter 5.

• In section 4.3, a sequential analysis method is developed as an alternative to the multi-

objective approach from section 4.2. In this optimization approach, mission-wide

objectives such as fuel burn provide an overall mission score such as, in this work,

fuel burn and range.

4.1 Mission-Driven Design and Optimization Computational Framework

The computational framework described herein considers mission definition, analysis type,

design variables, and parameterized data (weight, camber, chord, etc.), all of which will be ad-

dressed to some extent in the following. The full computational implementation was developed in
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Table 4.1: Mission Definition Parameters

PARAMETER

Mission Stage Types

Stage Lengths (in either time or distance)

Passenger Weight

Cargo Weight

Fuselage Empty Weight

Air Properties

ModelCenter by Phoenix Integration [68], a program to manage simulation modeling work-flow.

ModelCenter was selected for both it’s trade-study and optimization tools and for its modular-

ity. Additionally, ModelCenter interfaces directly with MATLAB, where TRAC and the BEMT

code were developed. Optimizations in this work were run using the built-in ModelCenter suite of

optimization tools.

4.1.1 Computational Workflow

The simulation work-flow, shown in Fig. 4.1, engages a set of sequential modules; any systems

with iterative feedback (such as TRAC and hover BEMT) are self-contained modules. The names

of specific module groups corresponding to Fig. 4.1 are listed in bold in this section. A more

detailed description of the computational framework can be found in Appendix C.

First the specified mission is defined by flight conditions, fuel weight, cargo/passenger weight,

mission stage types, and mission stage lengths (Define Mission). The full list of mission definitions

for each stage, shown in Table 4.1, includes air density, summation of fuel, cargo, passengers, and

vehicle empty weight. Missions are either defined as coupled (continuous) or uncoupled (separate

mission stages). In an uncoupled mission each mission stage is evaluated independently, and

mission stages under the same or similar flight conditions can be evaluated with a single trim flight

minimization. In a coupled mission, each mission stage is run sequentially, with changes in fuel

weight due to consumption included and updated during the analysis. For the coupled method a
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Figure 4.1: The computational framework. Design studies alter the design variables and evaluate
the performance metrics after post-processing.

mission is treated as a series of connected stages without considering transitions between mission

stages. This is due to the increased complexity and costs associated with transient effects and

optimal control. Often surrogate models are developed to consider required power and fuel burn

through the course of a mission, but this may be difficult in the early design stages, when many

geometric and structural parameters are not yet selected [107], though work has been done to

consider some geometric parameters at early stages with some success[139].

Next the analysis parameters are defined, such as whether aerodynamic properties are deter-

mined by XFOIL, CFD, precomputed interpolation tables, etc. as described in section 2.2 (Select

Analysis). These analysis options are defined by a series of analysis flags. Some methods may

be incompatible with each other, and checks ensure conflicting analysis parameters are resolved

while warning the user. For example, an uncoupled analysis does not consider fuel burn, so the

FuelBurn flag will be set to False if the Coupled Flag is set to False. Meanwhile, fuel burn can be

considered for a fully coupled analysis, but does not have to be and can otherwise be set here.

Outputs of the previously mentioned modules are input into module defining vehicle design
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variables (Define Design Variables). This module interfaces with ModelCenter’s optimization and

design tools such that, during an optimization, changes in objectives result only from changes in the

Design Variables module. These parameters can include parametric adaptive design variables such

as chord, camber, twist, and any respective locations and schedules down the length of the rotor

blade. Modular models can be inserted between this module and the analysis tools to determine

the local blade element properties based on parametric design variables.

The computational framework sizes morphing mechanisms then relates geometric inputs to

global vehicle and local rotor blade properties (Size Actuation and Define Vehicle). For instance,

if SMA torque tubes twist the rotor blade a specified angle over a specified regions, sizing and

structural constraints are evaluated based on the torsional stiffness, internal clearance, and required

twist as described in section 2.2.2. Changes in mass distributions due to actuation are determined

and added to the existing rotor blade mass. Changes in geometric (such as local twist and shape)

and aerodynamic (such as lift, drag, and moments) properties for each rotor blade element due to

morphing are likewise determined in individual modules.

Next, rotorcraft aerodynamic tools determine the trim flight condition for each mission stage

based on the mission parameters, flight conditions, and vehicle properties (Trim Rotorcraft). The

pilot inputs for trim flight for each mission stage are determined, and required power (and velocity,

if not specified) is calculated. For mission stages such as hover, climb, and cruise the forward

velocity is specified, while stages such as loiter and endurance trim the rotorcraft over a range of

forward flight speeds and the best forward flight speed selected. If fuel burn is considered for a

coupled mission, the fuel is updated between each mission stage based on the previous trim flight

solutions. If the final stage considers the final range of the vehicle, a common mission objective,

then a coupled mission is evaluated with a fuel weight equal to half the remaining fuel.

Finally, the Post-Processing module relates trim flight outputs to mission performance in the

form of fuel burn, power, range, etc., for each mission stage (Post-Process Performance). Other

computational analysis tools could be added to calculate, for example, rotorcraft noise emissions

under trim flight condition if such a tool were supplied to relate trim flight conditions with noise,
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allowing for vehicle noise to be another objective. However, the objectives considered in this

work are all related to power and fuel burn, not considering noise. The Post-Processing module

returns all necessary outputs to ModelCenter for design studies and optimizations. During such

trade studies, ModelCenter interfaces with the computational framework by altering the design

variables and evaluating performance metrics from the Post-Processing module (Optimize Design

Variables).

A computational, modular framework was developed to consider a wide range of adaptive

rotor blade technologies in a multi-objective design and optimization framework. The framework

considers specific rotorcraft missions and can consider objectives that any module produces; in this

work the focus will be on trim power, fuel burn, and range. Next, the specific mission stage types

are described.

4.1.2 Mission Stage Types

Mission stages consider environmental conditions (such as air density, temperature, altitude,

humidity, etc.) and vehicle conditions (such forward flight speed, climb rate, number of passengers,

additional weight, etc.) Calculating trim flight and mission objectives varies depending on the

specific mission stage type considered. For each mission stage type, first trim flight is calculated,

then required power, then (if necessary) fuel burn.

The hover trim flight condition is determined using the BEMT code to solve for the pilot’s

collective pitch, as outlined in section 2.3.1. For vertical climb, the power required is determined

by first calculating the hover power, then applying hover-climb relations described in section 2.3.1.

The best loiter (and endurance) condition is determined by calculating the trim flight condition over

a range of forward flight velocities, then selecting the velocity yielding minimum required power.

Similarly, the best range flight condition is also determined by calculating trim flight over a range

of velocities, and the solution with the highest speed-to-power ratio is selected as the velocity for

maximum range. Total range can be calculated for a given fuel input as:

Range =
Fuel ∗ Velocity
SFC ∗ Power

, (4.1)
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where SFC is the vehicle specific fuel consumption rate, and it can be seen that increasing the

velocity and decreasing power results in increased range.

If fuel burn and remaining fuel are considered during a mission evaluation and the final stage

is maximum range or endurance, the final mission stage is evaluated with half the remaining fuel.

‘Cruise’ in this work typically refers to high speed forward flight, but any specified forward flight

speed is determined by specifying the incoming airspeed v∞. In terms of computation speed, hover

calculations are the fastest, while the range and loiter conditions require the most time since the

preferred forward flight speed for both mission stage types is selected from a range of velocities.

Other mission stage types were considered but not part of any missions considered in this work.

One mission stage type considered was the maximum forward flight speed given a maximum oper-

ating power. In this mission stage type, the forward flight speed is varied to determine the velocity

where the required trim power equals the maximum allowable power. Another mission stage type

with an additional iteration process developed was a maximum loading flight condition, where

the maximum vehicle loading was determined iteratively based on the maximum operating power.

A trim flight power curve where maximum loading was determined for the UH-60 considering a

power limit of 3,000 HP can be seen in Fig. 4.2. For this mission stage type, an external optimiza-

tion loop is added in which the total vehicle weight (W) is altered until the trim power equals the

maximum allowable engine power (Pmax):

J = min
W

f(W ) = |max(Power(W))− Pmax|. (4.2)

In this example, the maximum gross weight before exceeding power constraints was approximately

85,000 lbs. Of course, calculating maximum power increases the number of required evaluations

with the addition of another optimization loop around the trim flight solution.

In a mission-driven optimization, these mission stages can be evaluated either independently

in a multi-objective optimization or sequentially as part of a single mission-wide score. Both

approaches are considered in this work using the computational framework described here. First

the we shall consider the multi-objective approach.
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Figure 4.2: The maximum loading is determined iteratively such that the trim power matched the
engine constraints of 3,000 HP.

4.2 Preliminary Geometric Design and Optimization Studies

With the computational framework and mission stage types described, geometric design and

optimization studies will now exhibit the advantages of morphing, determined by the computa-

tional framework and design and optimization methods described previously. Parameterized adap-

tive design variables are optimized to minimize performance objectives across multiple mission

stages to determine the best geometries that can be morphed via the technologies previously de-

scribed in section 1.3.

4.2.1 Adaptive Rotor Blade Chord Aerodynamic Optimization

Consider an active chord system such as those described in section 1.3.4. Altering the chord

between stages of a mission could yield improved performance based on required lift and forward

flight speed, with a different preferred chord distribution for each stage. Now consider a mission

consisting of four stage types: hover, loiter, high speed cruise, and maximum range. A parameter-

ized optimization problem was defined in which a polynomial chord region is introduced into the
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otherwise constant-chord rotor blade, as shown in Fig. 4.3

Figure 4.3: The rotor blade is altered by the addition of an adaptive region defined by a 2nd degree
polynomial.

Over some region of the rotor blade, the chord is defined as:

cpoly(r) = c
[
1 + c1{r − r1}+ c2{r − r1}2

]
, for r1 < r < r2, (4.3)

where the design variables and constants are described in Table 4.2.

The rotor blade consists of 30 blade elements with the aerodynamic properties for Cl, Cd, and

Cm taken from the SC-1095 airfoil. The changes in lift, drag, and moments are altered in the

aerodynamic calculations as a function of chord (c), which determines local lift (and drag, and

moment similarly) via:

dL =
Cl ∗ ρv2cdr

2
, (4.4)

where v is the local incoming velocity.

A multi-objective optimization was run over the four objectives as given in Table 4.3 using

the genetic algorithm NSGA-II to determine the best chord schedules across the objective space.

The best trade-offs between objectives were determined, with a ‘best’ design assigned for each
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Table 4.2: Adaptive Chord Variables and Parameters

Design Variable Symbol Description

Chord coefficients c1, c2 Polynomial coefficients

Region start r1 Adaptive chord region inboard location

Region end r2 Adaptive chord region outboard location

Other Parameters
Rotor span r Rotor span-wise location

Polynomial chord cpoly(r) Chord as a function of r, including polynomial Region

Chord c Rotor blade root chord

Table 4.3: Adaptive Chord Objectives

Objective Description

Loiter Minimum power required for trim flight at any velocity

Range Maximum velocity/power ratio (proportional to maximum range)

Cruise Minimum power required at 150 knots forward flight speed

Hover Minimum power required at hover

of 4 objectives: i) minimum power at some loiter speed to be determined, 2) minimum power-to-

velocity ratio, which correlates to maximum range as seen in equation 4.1, 3) minimum power at a

150 knots forward flight speed, and iv) minimum power at hover.

The optimization searched the design space (x) from Table 4.2 to determine the best trade-offs

between the objectives in Table 4.3:

J = min
x
f(x). (4.5)

The objective space has 4 dimensions, with can be difficult to completely visualize in 2D figures, so

two ‘slices’ are shown displaying trade-offs between competing objectives in Fig. 4.4. The designs

are all on the Pareto Frontier, which means the designs shown in Fig. 4.4 that do not appear Pareto-

optimal for the objectives shown are Pareto-optimal across other dimensions, such as a design that
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lies on the non-dominated frontier between Hover and Cruise power (or Hover, Cruise, and Loiter,

for example).

Figure 4.4: In a 4D optimization with competing objectives there exist a set of designs that repre-
sent the best trade-offs between each objective.

Each design yielded a different chord distribution, but with similar preferred geometric prop-

erties, generating designs similar to a trailing-edge taper down the outboard regions of the rotor

blade span. The best design for each flight condition was a outer span taper; the best designs for

mission phases with higher velocities in this study were less-tapered rotor blades. This result is be-

cause as the forward velocity is increased, the rotor disk must generate more forward thrust, which

requires tilting the rotor disk forward, reducing the vertical thrust component. Thus, more thrust

is required to both maintain trim flight vertically and forward flight, which is diminished by the

fuselage drag. Trimming the rotorcraft requires matching the horizontal and vertical forces, and

the parasitic power increases exponentially with airspeed (see 2.8 from section 2.3.2). Increasing

the rotor blade planform via chord morphing increases the total lift, improving performance by

lowering the required angle of attack for trim flight.
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Figure 4.5: The best adaptive chord geometries were varying levels of taper down the outer rotor
blade span. The best geometries have less tapered ends as forward velocity increases.

Of course, feasibility of adaptive rotor blades requires consideration of morphing mechanisms

and the fidelity of aerodynamic data. Adaptive rotor blade chord methods have been explored and

demonstrated in section 1.3.4, but a more detailed exploration of the morphing feasibility would

be necessary beyond this purely aerodynamic optimization.

Additionally, in this optimization no distinction was made between fixed and adaptive design

variables as defined in Chapter 3. Since the start and endpoints for the morphing region was almost

identical for each of the preferred rotor blade geometries, these designs likely are all feasible via

changing the level of chord contraction over the same rotor blade region. However, this type

of solution (the best designs across all objectives having almost identical morphing regions) is

unlikely to always be the case.

4.2.2 Effects of Variable Twist and Mission Stage on Power

Several methods of active twist have been explored and developed in the literature, as discussed

in section 1.3.2. The computational framework described in this chapter was next applied toward
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the design of an optimal adaptive twist rotor blade for a complex, multi-stage rotorcraft mission.

The design and optimization problem was defined as a series of embedded internal SMA torque

tubes attached end-to-end inside the rotor blade. The stresses, strains, and torque tube sizing were

calculated using the relations between material and geometric relations described in section 2.2.2.

The rotor blade was given a constant torsional stiffness down the rotor blade informed by the

properties used in the RCAS implementation of the UH-60 [19]. The allowable internal clearance

inside the rotor blade was also held constant down the span of the rotor blade. The maximum twist

rate down the span of the rotor blade is a function of rotor blade torsional stiffness, SMA material

properties, and internal clearance, which are all constant down the length of the rotor blade. Thus,

the maximum SMA torque tube twist rate per unit length can be calculated before running any

optimization or trade study, and was used to set the design space bounds such that all designs

satisfied internal stress, strain, and clearance requirements.

4.2.3 SMA Torque Tube Twist Optimization

An optimization design problem was created where up to five SMA torque tubes could be

installed in a rotor blade to alter the twist schedule. Changes in twist due to actuation are discretized

to match the twist at the center of each local rotor blade element as shown in Fig. 4.6. Any torque

tube length extending past the rotor blade tip is removed. The optimization design variables and

objectives can be seen in Tables 4.4 and 4.5. The torque tube lengths begin at the end of the

rotor blade cutout. The rotor blade is morphed via NiTiHf SMA torque tubes arranged within

the rotor. The local blade segments maintain their sectional profiles while the twist distribution is

altered by integrated SMA actuators. In subsequent analysis, these SMA actuators will be sized

according to the torsional strength of the rotor blade, length of twist, and angle of twist. A multi-

objective optimization considering both fixed and morphable design variables is formulated to

minimize f(L, θ̂), where the lengths of the SMA torque tube actuators L cannot change after the

manufacturing stage, while the torque tube twist rates θ̂ = θ
R

can change between mission stages,

altering the rotor twist schedule.

The optimization searched the design space (L, θ̂) from Table 4.4 to determine the best trade-
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Figure 4.6: Up to five SMA actuators with varying twist rates are installed into a rotor blade to
adapt the twist schedule based on the mission stage.

Table 4.4: Torque Tube Optimization Design Variables

Design Variable Description # Variable Bounds

Li Normalized ith SMA actuator length 5 0 ≤ Li ≤ 0.4

θ̂i SMA actuator twist rate 5 −2.0 ≤ θ̂i ≤ 2.0
[
deg
m

]

Table 4.5: Torque Tube Optimization Objectives

Objective Description

Phover Power at Hover

Ploiter Best Loiter Power[
P
V

]
Best Range (minimum Power/Velocity)

Pv=140 knots Power required at Cruise
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offs between the objectives (f(L, θ̂)) in Table 4.5:

J = min
L,θ̂

f
(
L, θ̂

)
. (4.6)

First, an optimization considering both the fixed and adaptive design variables is performed

as part of the approximate frontier method described in section 3.2.2. In this initial study only

the length and twist provided by each actuator are considered; all other blade parameters are held

constant. Up to five SMA actuators are installed sequentially along the rotor blade space outboard

of the lag hinge with no gaps between them. The length of each actuator is bounded from 0 to 40%

of the rotor span and any actuator lengths extending beyond the rotor blade tip are removed.

The analysis determines trim flight performance from 0 to 140 knots in 20 knot increments

to create the flight profile necessary to determine the best loiter and range velocities. To ensure

simulation feasibility and validity, a constraint is implemented to ensure each evaluation converges

to a trim flight condition. Unconverged solutions are removed from each flight profile whilst

retaining converged solutions; a mission with a converged hover solution and unconverged range

solution will still consider the hover objective for a multi-objective optimization. In this example a

poor (or difficult to trim) range solution under a specified configuration does not preclude the hover

solution because the pilot can morph to another configuration during the range mission stage. The

minimum SMA actuator size is governed by SMA material properties, actuator length, actuator

twist, and rotor blade torsional stiffness. The maximum actuator size was constrained such that the

diameter of the actuator did not exceed the maximum internal clearance based on the rotor blade

outer mold line.

The multi-objective optimization is performed using the NSGA-II evolutionary algorithm con-

sidering a population of 100 individuals over 25 generations to generate a non-dominated frontier

of designs. Next, the design space is explored by taking these optimal designs and searching for

designs of similar SMA actuator lengths. Actuator sizes cannot be modified during a mission, but

the angles of twist may be altered mid-flight based on operator inputs and the range of feasible
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Figure 4.7: A clear trade-off between loiter and cruise can be seen; no single design has near-
optimal performance for both objectives.

actuation.

The first optimization served to identify sets of similar actuator lengths which morph to optimal

configurations for multiple objectives. The objective space, along with the best designs for each

mission stage type, can be seen in Fig. 4.7. The best designs for each objective result in suboptimal

performance for other, competing, objectives, suggesting advantages for adaptivity. These actua-

tor lengths Li are then fixed, and another optimization is run to optimize the angles of twist
[
θ̂
]
i

given these fixed lengths. For each individual in the first optimization, all designs with actuator

lengths within 10% of the design variable range were considered similar designs. Then an intuitive

search was performed to find individual ‘families’ of similar designs that exhibited notable im-

provements with respect to different objectives. Such families of designs demonstrate the ability to

fix the actuator lengths and morph (i.e., change the SMA torque tube twist rate) between different

configurations depending on the current mission objective.

A final set of fixed design variables was selected based on both mission objectives satisfied

in its base configuration and on improvements to mission objectives available via morphing. The
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Figure 4.8: The best family of similar designs enable performance increases by morphing from
higher-performing cruise designs to better loiter designs.

utopia point distance metric was used to selected the best ‘family’ of similar designs. The design

chosen was the best design with respect to the cruise objective and featured a number of morphable

configurations requiring lower loiter power but higher cruise power. The final population, selected

design, and family of nearby designs for the first optimization run can be seen in Fig. 4.8. In the

figure, the black circle represents the selected design that generates the family of similar designs.

All the blue circles represent designs in which each fixed design variable (in this case, each SMA

torque tube length) is within 5% of the selected design. To note, the cluster of designs within 5%

(for a total band of 10% except where design variables are near the bounds) of a given design for

every fixed design variable inhabits 0.001% of the total fixed design space.

With the best fixed design variables Li selected, a final optimization was performed to deter-

mine the best operational design variables for each objective. The selected design variables for the

final optimization are listed in Table 4.6.
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Table 4.6: Torque Tube Optimization Selected Design

Variable name Variable Type Value Units

L1 Fixed 0.20 Non-dimensional

L2 Fixed 0.37 ...

L3 Fixed 0.34 ...

L4 Fixed 0.28 ...

L5 Fixed 0.35 ...

θ̂1 Adaptive 0.75 deg
m

θ̂2 Adaptive -0.13 ...

θ̂3 Adaptive 0.65 ...

θ̂4 Adaptive 1.77 ...

θ̂5 Adaptive 0.75 ...

With the actuator lengths fixed to those of the selected design from Table 4.6, the actuator twist

rates were then optimized across the four objectives. This optimization was run using NSGA-II

with a population of 100 individuals over 15 generations. The best designs for each objective were

then selected from this morphable family of designs spanning the entire optimization. Thus, the

multi-objective optimization first solved for the preliminary fixed design variables such as actuator

lengths then determined the actuator twist rates.

The sum of the relative lengths of the first 4 actuators (L1 − L4), equals approximately 1.19

times the rotor blade length. Under the present problem formulation any actuator lengths beyond

the rotor blade are ignored, as the relative length of the rotor blade is 1. The 5th actuator was

omitted from the next optimization since the effects of each actuator are only considered between

the lag hinge and the rotor blade; therefore, the 2nd optimization only considered the four inboard

SMA actuators.

The final optimization generated a population of adaptive designs using the fixed actuator

lengths from the first optimization determined via the Utopia point method. Unlike the objec-

tive space from the first optimization, all designs in this population can be achieved simply by
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Table 4.7: Torque Tube Optimization Objectives

Objective Units Optimization 1 Optimization 2 % Improvement

Selected Design Morphable Design

Phover [HP] 2103 2076 1.3

Ploiter [HP] 1292 1049 18.8[
V
P

]
Knots
HP

12.0 11.8 2.0

Pv=140 knots [HP] 1680 1665 0.9

morphing the SMA torque tubes to alter the twist rate between acceptable ranges. Thus, signifi-

cant performance improvements can be realized throughout a single mission by morphing to the

best design for each stage of the mission. The best performance for each objective was realiz-

able via altering the SMA torque tube twist rates, and the final objectives can be seen in Table 4.7.

Although the addition of SMA actuators and morphing during the mission offers only marginal im-

provements to hover, endurance, and cruise, these torque tubes enable a decrease in power required

for loiter by over 18% via changes in twist rates.

The addition of torque tubes into a rotor blade for mission-driven performance was determined

to improve performance across a mission comprised of four unique mission stages. The lengths of

five torque tubes were determined first by an optimization in which every length was considered,

then the design space was searched for similar designs with respect to fixed variables but also

could span the objective space. Finally, a second optimization was performed over the adaptive

design variables to determine i) if the assumption of similarity defined by ϵwas accurate, and ii) the

final configuration and performance metrics. The second optimization generated a fully-realizable

design with adaptive advantages that improved every objective, with the most noteworthy power

performance improvement found by eliminating most of the trade-offs between Cruise and Loiter

power.
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4.2.4 Parameterized Adaptive Outer Mold Lines

Morphing the rotor blade outer mold line (OML) alters lift, drag and moment profiles. When

changes in the rotor blade shape are parameterized, the OML can be optimized over certain regions

of the rotor blade. Consider a rotor blade region in which internal actuation could morph the OML

between mission stages. The level of morphing may change between missions, but the rotor blade

location to install the actuators cannot changes after fabrication. Therefore, the regions on the

rotor blade where morphing occurs must be fixed during manufacturing but the OML can still

morph in those regions as long as the actuation system can morph between the preferred shapes.

The location and OML shapes were optimized using NSGA-II to determine an optimal set of

morphing shapes for the three mission stages. The base OML was defined using a four-parameter

Class/Shape Transformation (CST) equation. Next, the first three coefficients were altered, with

the final coefficient solved for analytically to ensure a closed contour.

An initial optimization was performed without any structural constraints. The results and pro-

cedure detailed are included here i) as a caution of purely aerodynamic optimizations that do not

consider internal structure and ii) as a justification for structural constraints applied to maintain

feasibility of airfoil morphing optimizations and final configurations in this work.

An optimization was run over the CST parameters to minimize four objectives: power at hover,

power-to-velocity ratio for maximum range, loiter power, and power at 150 knots. The initial

results yielded much better objectives than the reference design, as shown in Fig. 4.9 for the power-

to velocity ratio for maximum range and hover power. The relative heights were calculated at the

maximum vertical distance between the lower and upper airfoil shape, with the thinner airfoil

shape as a reference. The optimization encouraged designs with thinner airfoils that may not

be structurally feasible. Thus, structural constraints were added to ensure the leading edge spar

shape was maintained. Spatial and rotation constraints were defined between the upper and lower

surfaces to approximate internal spars and structures. These constraints were modeled as spars,

restricting changes in the space between locations on the upper and lower surfaces as well as

relative rotations. More details on these structural consistency equations can be found in works
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Figure 4.9: The shape optimization improved objectives by generating much thinner airfoil shapes
that may not be structurally feasible.

by Leal and Hartl in [96, 95]. Constraints were applied to the Airfoil by placing spars at the 10,

20, and 30% locations down the airfoil chord to restrict the leading edge morphing that typically

provides most structural strength in the rotor blade. An example airfoil can be seen in Fig. 4.10, as

the leading edge spars restrict movement and rotations between the upper and lower surfaces near

the rotor blade leading edge. Next, the airfoil shape was optimized for the unique mission stage

types, resulting in optimal shapes for hover, loiter, range, and cruise. The objectives across the

4-D space is shown in Fig. 4.11, where there is a clear trade-off between good Cruise and Range

designs. This makes some sense when considering that Cruise requires the highest power for trim

flight, while Loiter and Range require the lowest power.

The best shapes for cruise and loiter can be seen in Fig. 4.12. The leading edge for both shapes

is almost exactly the same due to the structural constraints, but the best trailing edge OML varies

between objectives. Higher trailing edge camber in general increases lift and drag for a given angle

of attack and can decrease the maximum angle of attack before stall (Clmax). As higher forward
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Figure 4.10: Spars were added to the OML definitions to maintain space near the trailing edge for
internal structures.

Figure 4.11: Trade-offs can be seen between good Cruise and Range designs.

flight speeds more lift is required, leading to higher collective pitches. Thus, less cambered airfoils

can reduce the power requirements at higher velocities by keeping the local angle of attack down

the rotor blade span below the stall angle.

4.3 Sequential Mission Analysis

Missions can be either analyzed in a multi-objective optimization over the unique mission

stage types, or as a sequence of mission stages. While the multi-objective approach requires less

evaluations and can be more easily parallelized, coupling between mission stages (due to fuel burn

for combustion engines) is only considered when the mission is evaluated sequentially. Changes in

weight due to fuel burn can be considered as the mission progresses for specific missions, which is
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Figure 4.12: The best OMLs for Cruise and Range mission stage types.

not an insignificant portion of the fuel weight. For reference, at maximum take-off weight the full

fuel tank accounts for approximately 10% of the total weight for the UH-60. However, this may

limit adaptive structures developed in this manner to a single mission as opposed to more general

objectives.

A comparison of the uncoupled vs sequential mission analysis can be seen in Fig. 4.13. In

the top flowchart, each mission stage is calculated independently given a set of flight requirements.

When considering a sequential analysis, the coupling between mission stages due to fuel burn must

be calculated and updated after each mission stage. The fuel burned for each mission stage is given

by the equation:

Fuel = Power ∗ SFC ∗ Time, (4.7)

where SFC is the specific fuel consumption for the engines.

Consider a two-stage mission consisting of a loiter then a cruise stage to demonstrate the ad-

vantages of mission-driven morphing. First, the rotorcraft must loiter for 30 minutes, then cruise

at 140 knots until the vehicle fuel is exhausted. The objective for this mission is to maximize the

vehicle range given an initial fuel input of 1,000 lbs.
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Figure 4.13: Mission stage objectives can either be determined independently (top) or as part of a
sequential analysis (bottom).

This two-stage mission was run first using the best loiter and cruise airfoil shapes from Fig. 4.12

both mission stages, then using the best shape for each respective mission stage, morphing from

the best loiter shape to the best cruise shape. The results with respect to range and fuel burn can

be seen in Fig. 4.14. A comparison of the fuel burn for a given loiter and cruise time can be seen

alongside the advantages of morphing the rotor blade between mission stages. Both maximum

range and minimum fuel burn can define an overall mission score.

4.3.1 Mission Fuel Selection

The initial fuel for a mission can notably effect the required power and range for a given

mission. Increasing the initial fuel increases the required lift and power, which in turn increase

fuel consumption further, a coupling that can be seen in Fig. 4.15. However, enough fuel must be

supplied to complete the mission. Often, as will be seen later in this work, there is a required fuel

reserve at the end of a given mission. A mission in which the required fuel burn is larger than the
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Figure 4.14: Morphing the rotor blade between mission stages increased the range for a two-stage
mission by reducing the power, and thus fuel burn. Both of these can define overall mission-wide
scores.

initial fuel input cannot be completed.

In this work, the minimum initial fuel for a specific mission is selected based on the fuel re-

quired to meet mission requirements for the unmorphed geometric configuration. The fuel required

to complete a mission (considering any reserve fuel requirements) is determined for the reference

design, and is thus the minimum fuel for a given optimization of the same mission. Less efficient

designs than the reference blade can typically be discarded via constraints on reserve fuel, serving

no added value for the specific mission.

4.3.2 Adaptive MEDEVAC Mission

Specific missions can be defined as a series of individual mission stages as described in sec-

tion 4.1.2. Consider a medical evacuation (MEDEVAC) mission in which a rotorcraft and crew

must go pick up a group on individuals and quickly transport them to a medical facility. This

mission is fairly common in requirements for military capabilities and is considered one of the

missions required for all four future vertical lift (VFL) mission capability sets for medium and

heavy rotorcraft [66]. An optimization was performed to determine both the optimal positions and

shapes for OML morphing during a multi-stage adaptive mission. In this MEDEVAC mission a
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Figure 4.15: Fuel consumption for an example 14-stage mission. Increasing the fuel input increases
total fuel burn, while too little initial fuel results in an incomplete mission.
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Figure 4.16: The MEDEVAC mission is 5-stage mission consisting of three different mission stage
types.

Table 4.8: Five Stage MEDEVAC Mission Definition

Mission Stage Description Flight Condition Time/Distance

1) Hover over TAA at 6,000 ft. altitude on 95 deg. day Hover 0.5 min

2) Cruise at high continuous speed (180 knots) Cruise 50 nm

3) Descend to add passengers (6 passengers 365 lbs) Hover 1 min

4) Cruise at high continuous speed (180 knots) to CASH Cruise 50 nm

5) Determine max range based on fuel reserve Max Range Until out of fuel

rotorcraft starts in hover, quickly responds to an emergency 50 nm away, hovers, adds passengers,

then returns at high speed to a combat army support hospital (CASH). Finally, the vehicle flies

at best range speed. This final stage determines the range of missions the vehicle can still per-

form after the mission but before refueling. The MEDEVAC mission can be seen in Table 4.8 and

Fig. 4.16.

Two constraints were applied to the mission, as shown in Table 4.9, the same as the air assault

mission constraints . The maximum power during any mission stage cannot exceed a maximum

power threshold based on the two engines used on the UH-60 Blackhawk. The other constraint is

the common mission requirement of half an hour of fuel reserve at maximum range.

This MEDEVAC mission can be evaluated either as a single objective design and optimization

problem with sequential set of mission stages and a final objective at the end of the mission or as

a multi-objective design and optimization problem with separate objectives for each mission stage

137



Table 4.9: MEDEVAC Mission Constraints

Description Value Units

Final Range Time 30 Minutes

Maximum Power (for any mission stage) 3150 Horsepower

Figure 4.17: The sequential mission optimization evaluated designs based on overall mission per-
formance metrics: fuel burn and final operational range.

type.

The OML is optimized to maximize the final mission range and reduce fuel burn over the

course of the mission. The best design should minimize the fuel burn through the first 5 mission

stages and maximize the final range time. The objective space can be seen in Fig. 4.17, while the

best design (in the top left corner of the objective space) consists of three different airfoil shapes.

The optimization selected preferred OMLs for hover, range, and cruise as shown in Fig. 4.18.

The results were similar to those from the multi-objective optimization performed in section 4.2.4,

where lower required power led to higher preferred camber OMLs.

The MEDEVAC mission was optimized using the Mission Score approach, in which mission-
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Figure 4.18: The best OMLs for each mission stage type varied largely in the change of trailing
edge camber. Changes in camber are highlighted by the differences in axis scaling.
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wide objectives are optimized and the adaptive design variables for each mission stage are con-

sidered separately. This optimization was performed for shapes associated with three mission

stage types, resulting in 3 adaptive aerodynamic shapes to improve mission-wide performance.

The mission-score approach provides an alternative to the multi-objective approach with a smaller

objective space, but missions must be evaluated sequentially.

4.4 Chapter 4 Summary

In this chapter a computational framework is developed building on the adaptive rotorcraft

technologies and methods described and developed in Chapter 2. Mission stage types were defined

in the context of mission-driven optimization, where the complete mission can either be optimized

as a set of independent stages in a multi-objective optimization or a sequential set of stages with

an overall mission score.

Traditional adaptive rotorcraft morphing methods were optimized for multiple mission defini-

tions, considering active chord, twist, and outer mold line shapes. The computational framework

found different adaptive geometries necessary to maximize performance between competing mis-

sion stages. When considering active chord, the best designs for each mission stage (hover, loiter,

range, and cruise) were a function of the forward flight speed. A more tapered outboard rotor blade

improved vehicle performance for lower forward flight velocities, while at higher speeds more lift

generation is required and the best rotor blade is less tapered to increase the planform.

An active twist rotor blade was optimized across the same four objectives as the chord/planform

optimization, with five embedded torque tubes that alter twist rates between mission stages. In this

example, a multi-objective optimization was performed first over all torque tube lengths and twist

rates for 10 design variables. During this optimization each design could not be assumed to be

morphable to another design, and each evaluation considered only one twist configuration; an

alternative approach could consider fives twist rates for each objective, which would result in 25

adaptive design variables. Next, the approximate local frontiers adaptive design process is applied

in which ‘families’ of similar designs with respect to fixed design variables (i.e., actuator lengths)

across the entire optimization were evaluated to determine the best adaptive designs. Through this
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process, a set of adaptive designs were determine resulting in improved objectives with respect to

any fixed design. A second optimization was run to ensure the final objectives were feasible using

the single set of fixed design variables determined after the initial optimization.

Adaptive outer mold lines were also investigated for morphing using XFOIL to determine the

aerodynamic properties and class/shape transformation equations to define the geometries. Initial

studies determined that any aerodynamic optimization required some constraints for structural

feasibility, and the focus was shifted to trailing edge camber morphing to ensure the existing spar

structure was not altered or thinned down. Geometric constraints on the leading edge shape ensured

that the original spar sizing remained the same as the original UH-60 rotor blade.

Next a sequential mission analysis was performed in which a mission was optimized by an

overall score as opposed to minimizing individual objectives for each mission. The benefits of

camber morphing were demonstrated for a simple, two-stage mission a more complex five-stage

mission. Preferred geometries for rotor blade outer mold lines were determined, where similar

trade-offs between the best shapes and forward flight speed could be seen. The best outer mold

line for the cruise mission stage was very similar to the base rotor blade, while at lower velocities

performance was improved by morphing the trailing edge downward and increasing the camber.
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5. HIGH-FIDELITY ADAPTIVE ROTORCRAFT OPTIMIZATION

In this chapter, the computational framework from Chapter 4 is extended using higher-fidelity

inputs with more detailed adaptive rotorcraft design and optimization studies. First, adaptive com-

putational fluids dynamics results are integrated into the aerodynamic tools, relating airfoil ge-

ometries, Mach numbers, and angles of attack to local lift, drag, and moments. These CFD tables

consider a single parameterized morphing camber value, limiting any interpolations to three inputs

without additional numerical analysis.

Then a series of optimizations are performed for adaptive camber morphing, and both the multi-

objective and mission score approaches are compared and contrasted as mission-driven design and

optimization techniques. The multi-objective approach is extended beyond single missions to any

missions consisting over intersecting unique stage types.

Next, the design space decomposition optimization approach is compared with alternative

methods for the Air-Assault mission with five unique mission stage types for multi-objective op-

timization of active twist, extending the work from section 4.2.2. The approximate frontiers tech-

nique is applied to optimizations using two different genetic algorithm selection methods: NSGA-

II and NSGA-Adaptive Design (NSGA-AD). Additionally, these optimizations are compared with

the alternative approach of considering every adaptive parameter for every objective as a different

design variable in the optimization. The final designs are compared for each method, with the ap-

proaches outlined in this work determining improved performance for the mission-driven adaptive

rotorcraft design and optimization problem.

Full aerostructural coupling is integrated into the computational framework in which changes

in rotor blade deflection are considered during the aerodynamic trim flight analysis for hover.

Currently this work is limited to the hover state due to computational costs, but the extension could

be considered in full optimizations in the future via parallelization or dedicated run times over

longer periods of time. Mission analysis with fully-coupled FEA and CFD interpolation tables

provide high-fidelity solutions, but the computational costs are still limited for adaptive structures
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optimization. Some adaptive elements in the rotor blade were also evaluated where the structural

deflection due to embedded shape memory alloy wires was determined in the structural model

instead of specified geometrically.

Chapter 5 Outline

This chapter is divided into 3 sections:

• In section 5.1, parameterized camber morphing tables from section 2.2.1 were inte-

grated into the computational framework and compared over specific regions of the

rotor blade at low and high loading. Then mission-driven optimizations are performed

comparing the methodologies developed for adaptive rotorcraft optimization in Chap-

ter 4.

• In section 5.2 an active rotor blade twist study compares the various multi-objective

approaches similarly to the analytical models evaluated at the end of Chapter 3, this

time applied to adaptive rotorcraft using the modeling from Chapter 2 and the compu-

tational framework developed in Chapter 4. This study combines almost all the con-

cepts developed in this work: adaptive rotorcraft modeling and analysis, mission-

driven design, and engineering optimization techniques to determine optimal

adaptive rotorcraft designs using the novel optimization techniques developed

in Chapter 3.

• In section 5.3, a fully-coupled aero-elastic model is integrated into the computational

framework designed to reduced the computational costs to determine converged trim

flight solutions under mission environments with structural deflections due to inertial

and aerodynamic loading.
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5.1 High Fidelity Parameterized Camber Morphing

The use of lower-fidelity aerodynamic tools is common in early stages of design. However,

low-fidelity tools such as XFOIL and XFLR5 are limited in capturing aerodynamic effects consis-

tent with higher Mach numbers, such as transonic effects and airflow separation. Therefore, it is

preferred to consider higher fidelity tools such computational fluid dynamics (CFD) when relating

angle of attack and Mach number to aerodynamic constants such as lift and drag.

However, higher-fidelity tools are much more computationally expensive. One solution is to

pre-compute the CFD solutions over a wide range of aerodynamic conditions and morphable pa-

rameters [36]. However, each additional morphable parameter increases the dimensionality of the

input space considered when both generating these tables and when extracting aerodynamic so-

lutions during a system-level analysis. Therefore, the CFD inputs were limited to Mach number,

angle of attack, and a single trailing edge camber morphing parameter. Mach number and angle of

attack ranges were informed by previous low-fidelity analysis.

At the beginning of a mission analysis the camber morphing tables for each mission stage are

generated via interpolating the pre-computed tables for every camber morphing parameter used

during the mission as shown in Fig. 5.1. For example, if a five-stage mission considers five unique

levels of camber morphing, the 3-D camber morphing tables for each element are used to generate

five sets of 2-D aerodynamic tables spanning the appropriate Mach numbers and angles of attack

for each camber value, along with aerodynamic constants. The effects of trailing edge parame-

terized camber morphing on the outer rotor blade span were evaluated under two different loading

conditions: the first with a weight of 50 kN, and the second with a weight of 70 kN. The power

profiles were generated over a range of trailing edge camber morphing, where -0.1 indicates trail-

ing edge downward deflection, 0.0 indicates an unmorphed rotor, and 0.025 indicates a slight reflex

shape. Example trailing edge camber morphing under this parameterization can be seen in Fig. 5.2.

Note the figure is not to scale, but shows the ranges of trailing edge adaptivity considered in the

CFD tables. The trailing edge camber in this example is morphed from 0.7-0.9 times the radius

down the rotor blade span. In Fig. 5.3 it can be seen that for the high lift mission, the slight reflex
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Figure 5.1: The 3-D morphing airfoil tables (spanning level of camber morphing, Mach number,
and angle of attack) are interpolated into the appropriate 2-D camber morphing levels required for
the current analysis to reduce the interpolation table dimensionality required when determining
trim flight.

Figure 5.2: The ranges of adaptivity considered in the pre-computed parameterized CFD camber
morphing tables generated for this work.

shape performs the worst, while the most cambered rotor blade performs the worst for the low lift

mission. Unlike when comparing trim flight solutions between the NASA UH-60 airloads pro-

gram and the computational results in this work for an unmorphed rotor blade, there does not exist
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Figure 5.3: The effectiveness of camber morphing varied depending on the total vehicle loading,
with more camber (trailing edge deflection down) leading to lower power required power under
high lift missions and higher required power for low lift situations.

a UH-60 trailing edge camber morphing direct comparison set of experimental and computational

data. However, these trends are similar to those found in works under SABRE [132] where modest

trailing edge rotor blade camber morphing over the same region provided worse performance at

lower coefficients of thrust but improvements at higher thrust levels.

5.1.1 14-Stage Air Assault Mission

Now consider a longer, more complex mission definition than the previous MEDEVAC mis-

sion: a 14-stage Air Assault mission. As mentioned in Chapter 4, this mission is considered an

important mission across all four Future Vetical Lift (FVL) capability sets [66] for medium and

heavy future rotorcraft. Two constraints were applied to the mission, as shown in Table 5.1. The

maximum power during any mission stage cannot exceed a maximum power threshold based on

the two engines used on the UH-60 Blackhawk. The other constraint is the common mission

requirement of half an hour of fuel reserve at maximum range.

The multi-stage mission selected for the demonstration of genetic optimization in this particular

work is a 14-stage Air Assault Mission comprised of five different mission phase types, each based
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Table 5.1: Air Assault Mission Constraints

Description Value Units

Final Range Time 30 Minutes

Maximum Power (across all 14 stages) 3150 Horsepower

on payload and forward velocity. The mission given in Table 5.2 and Fig. 5.4, considers a UH-

60 starting at the Terminal Arrival Area (TAA), climbing up 200 feet, then cruising at the most

efficient range speed for 50 nautical miles (nm). The rotorcraft then descends to the Pickup Zone

(PZ), where 12 fully equipped soldiers are loaded into the vehicle.

Next the rotorcraft hovers, climbs 80 feet, then cruises at 160 knots for 40 nm before descend-

ing to the Landing Zone (LZ). The rotorcraft climbs 80 feet, flies at the best range speed for 40 nm,

climbs another 200 feet, then cruises at the best range speed for the remaining 50 nm before de-

scending and unloading the soldiers back at the TAA. The final stage considers a maximum fuel

reserve requirement of 30 minutes flying at the best range speed. The optimal morphing rotor blade

is assured to be uniquely configured (e.g., a set of five trailing edge camber morphing settings, one

for each flight condition).

Figure 5.4: A proposed 14-stage mission with five mission stage types. The mission starts and
ends at the Terminal Arrival Area (TAA).

The multi-stage mission is composed of different forward flight speeds under multiple loading

conditions. As such, the best rotor blade for each mission stage type is assumed to be unique. The

optimal morphing design will thus contain a set of different adaptive parameters corresponding to
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Table 5.2: Proposed 14-stage mission

Mission Stage Description Mission Stage Type Time/Distance

1) Hover over TAA at 6,000 ft. altitude on 95 deg. day Light Hover 0.5 min

2) Climb 200 ft. Light Hover 2 min

3) Cruise at best range speed Light Range 50 nm

4) Descend to land at PZ to pick up 12 soldiers Light Hover 1 min

5) Hover before takeoff Heavy Hover 0.5 min

6) Climb 80 ft. Heavy Hover 1 min

7) Cruise at 160 knots Heavy Cruise 40 nm

8) Descend to land at LZ (using hover blade shape) Heavy Hover 1 min

9) Climb 80 ft. using hover Heavy Hover 2 min

10) Cruise at best range speed Heavy Range 40 nm

11) Climb 200 ft. Heavy Hover 2 min

12) Cruise at best range speed to TAA Heavy Range 50 nm

13) Descend to land at TAA unload soldiers Heavy Hover 1 min

14) Determine max range based on fuel reserve Light Range

specific mission stages. It is necessary to define the parameterized adaptive optimization problem

as applied specifically to this 14-stage mission.

5.1.2 Optimization Problem Statement

Toward optimizing the performance of a rotorcraft performing this diverse mission, consider

a parameterized design problem in which camber could be altered elliptically over a single rotor

blade span region, as shown in Fig. 5.5, where the level of maximum camber morphing in the

center of such a region can be altered via shape memory alloys (SMA) or other internal actuation

mechanisms. The local level of camber morphing for each blade element is thus based solely on

this maximum level of camber morphing at the center of the span-wise region (δ). But the morphed

region location (starting position xs and region length lc) is also described by two design variables,

which cannot be altered between mission stages. The design variables defining camber morphing

placement must be fixed during manufacturing of the blade, and are the fixed design variables in
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Figure 5.5: The camber of the rotor blade is morphed over some finite a region of the rotor span.
The design then considers both fixed design variables (i.e., defining location of the adaptive camber
region; xf = {xs, lc}) and adaptive variables (i.e., degree to which the trailing edge is deflected up
or down in flight).

the design problem (i.e., xf = {xs, lc}). The design variable altered between mission phases in

this example is the level of camber morphing, which is the adaptive design variable (i.e. α = {δ}).

The local camber of each element in the morphing region is defined by the following elliptical

distribution function:

δ(r) = δ0

[
1−

(
|r − (xs + 0.5lc)|

lc/2

)2
]
, (5.1)

where δ0 is the adaptive design variable denoting maximum camber morphing, δ is the local camber

morphing parameter for any blade element in the morphed region, and r is the span-wise location of

the blade element as measured from the axis of rotation. The camber morphing fixed and adaptive

variables can be seen in Table 5.3.

The design variable bounds are given in Table 5.4. The lower bounds of fixed design variables

xs and lc were selected to ensure a minimum distance between the rotor lag hinge and adaptive ac-
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Table 5.3: Camber Morphing Design Variables

Operational Variable Camber

Fixed Variables Morphing Start Location

Morphing Region Length

Table 5.4: Adaptive (α = {δ0}) and fixed design variables (xf = {xs, lc}) considered in the
current optimization problem

Variable Design Lower Upper Units

Type Variable Bound Bound

Adaptive Deflection δ0 -0.05 0.025 m

Fixed Start Location xs 0.4 4 m

Region Length lc 0.4 4 m

tuation mechanisms. The fixed design variables upper bounds were selected such that the morphing

region did not extend beyond the rotor tip while also allowing for an adaptive region extending no

more than half the rotor span. The limits for the adaptive design variables δ consider morphing

the trailing edge from downward camber (negative δ) to a reflex shape (positive δ). The final

design consists of a single set of fixed design variables xf and requires a set of adaptive design

variables α, one for each mission stage type. The best adaptive blade design for the mission de-

scribed in Table 5.2 will then be defined by i) the fixed (i.e., manufactured) size and location of the

camber morphing region for all mission stages (xf = {xs, lc} and ii) a set of five adaptive cam-

bers (α = {δ0}), each associated with an individual mission stage type, these being dynamically

changed as the mission progresses. A large, genetic multi-objective optimization must consider

all camber morphing regions and their respective scheduled cambers to capture the entire design

space and determine optimal performance.

Next, two methods for mission-driven design and optimization are compared using the problem

statement above. First, a mission-score optimization is performed for the mission in which the
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location is fixed and the entire mission run sequentially. Then a multi-objective optimization is

performed considering all locations over the course of a mission then selects the best region from

families of similar designs as described in section 3.2.2. Each optimization is run in ModelCenter,

with 4 evaluations run in parallel at a time.

5.1.3 Mission Score Optimization

Mission-based design optimizations can be performed either by determining the best perfor-

mance for each independent mission stage type (see Table 5.2, referred to here as multi-objective,

or by scoring mission performance via a single all-encompassing metric, referred to here as mis-

sion score. The mission score approach to improving performance simulates the entire mission

through each stage, defining a metric at the end of the full mission to quantify overall performance.

To accurately capture vehicle response throughout the mission, stages are evaluated sequentially,

considering the change in weight due to fuel consumption during each stage. Such a simulation

requires evaluating each mission stage while considering the effects of previous stages for each

design.

The single score approach results in a final configuration for a specific mission under a sin-

gle set of inputs (temperatures, initial fuel, number of passengers, etc.) but may generalize less

well when compared with the multi-objective approach. Often aircraft are expected to perform a

range of missions, particularly high-performance rotorcraft. There is particular interest in future

rotorcraft design toward covering sets of missions [66], which will be discussed later in this work.

The mission score for this design problem was, for a fixed initial fuel input, to maximize the

final range time at mission end. A design that maximizes final range time will also minimize fuel

consumption before the final range stage by determining the best set of designs for the first 13

stages, followed by the best light range design for the final stage.

The common mission requirement of a 30 minute minimum fuel reserve at the final stage start

was also applied. Increased initial fuel increases range and fuel consumption due to larger initial

weight; the initial fuel mission parameter was selected such that the base rotor blade completed

the proposed 14-stage mission while meeting the fuel reserve constraint. The selected initial fuel
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ensured designs worse than the base, or reference, rotor blade were discarded, as there is little to

no value in an adaptive rotor blade worse than the unmorphed rotor blade. A population of 24

Figure 5.6: The best design considering a single mission score minimized fuel burn and maximized
final range time via morphing between mission phases.

individuals was optimized over 15 generations to generate a final adaptive camber blade design

(i.e., a blade with a fixed manufactured region xf dynamically morphed to five different camber

levels). The average evaluation time for each design was 4.6 minutes. The objective space can be

seen in Fig. 5.6, where the best design minimizes fuel burn and maximizes the final range time. The

final design will be compared to the multi-objective optimization blade in the following section in

Table 5.6.

Since this fully-coupled optimization evaluates mission performance through all 14 stages se-

quentially, interactions between design variables arise due to the coupling between mission stages.

For instance, poor initial stage performance leads to higher fuel burn, decreasing required power
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at later stages due to a lower overall weight. These interactions may increase computational costs

as it becomes more difficult to consider the individual effects of design variables through a single

mission score.

5.1.4 Multi-Objective Design and Optimization

An alternative to the mission score approach could consider individual objectives separately.

For instance, fuel burn is directly associated with required power for trim flight in all phases of

flight. Thus, an adaptive design that minimizes power at each stage of the mission likewise reduces

fuel burn.

It is worthwhile to consider the continuous nature of the fixed design variables (active camber

region) versus the discrete blade element approaches being employed for analysis. In the previous

study, designs with almost identical morphing regions were treated as distinct and thus incompat-

ible, even if the differences in location were smaller than the width of discretized blade elements

themselves. As previously demonstrated, there is a large benefit to considering sets of designs

with similar fixed design variables xf as compatible in a multi-objective optimization. Thus, the

approximate local frontiers approach from section 3.2.2 provides an alternative to a mission-score

approach while still considering every unique mission stage type.

To apply this new approach, the same 14-stage adaptive mission was then evaluated considering

only the five specific mission stage types instead of the entire 14-stage sequential mission (from

Table 5.2). This multi-objective study did not consider coupling between mission phases and was

not evaluated using a single mission score, but instead using a multi-objective optimization across

mission stage types.

The multi-objective optimization used the NSGA-II [37] evolutionary algorithm with a popu-

lation of 24 individuals over 15 generations to generate a non-dominated frontier of designs. The

genetic optimization generates an ever-changing population of designs in the search to minimize

required power for each objective. The resulting population of all designs over every generation

generated in the genetic optimization was explored to determine the best set of designs with ap-

proximately similar fixed design variables Di. For each individual in the optimization, all designs
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with camber morphed regions defined as being within 2% of each other were considered similar.

The utopia point method described in section 3.1.1 was used to select the best adaptive design

represented by an approximate local frontier Ĵ∗.

As seen in Fig. 5.7, the selected adaptive design that performs the best across mission stages

can morph approximately to any blue dots by changing only camber; the fixed design variables are

approximately the same. It is worth noting that Fig. 5.7 shows a 2-D projection of the 5-D objective

space, with a dimension for each objective. The singular descriptor of best performance across all

possible morphing states is the ‘Adaptive Utopia Point’ from section 3.1.1, while any fixed design

is limited to the trade-offs inherent in the Pareto frontier. A comparison in power reduction using

both the best fixed and adaptive designs is shown in Table 5.5 alongside the unmorphed rotor blade.

Performance can be increased across these specific mission stages via optimization toward a single

fixed design, but further improved via the addition of active camber morphing. Optimizing a

Figure 5.7: The multi-objective space, along with the best set of similar adaptive designs Di.
Considering adaptive camber allows for an adaptive design with objectives near the utopia point
(i.e., the rotor blade can be morphed such that minimum power is required for both heavy cruise
and light range.)
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Table 5.5: Mission Stage Trim Power [HP]

Mission Fixed Power Adaptive Power Base

Stage Type Reduction Reduction Power

Light Hover 14.27 14.87 1375

Heavy Hover 31.68 39.94 1982

Heavy Cruise 124.0 187.3 2515

Heavy Range 44.84 67.18 1493

Light Range -1.67 1.91 1136

fixed rotor blade specifically for the 14-stage Air Assault Mission led to a morphing rotor blade

design reducing required power when compared to the base rotor blade; the existing rotor blade

cannot be optimized for every mission stage under every set of flight conditions. The base rotor

blade performed almost identical to both the fixed and adaptive optimized rotor blades for heavy

range but much worse for heavy cruise, a mission stage requiring nearly maximum UH-60 power.

The adaptive rotor blade required the least power across all five objectives due to the addition of

adaptive camber morphing parameters while using the same population of designs generated by

the genetic optimization to determine the best fixed design.

A mission-specific morphing rotor blade was generated via a multi-objective optimization to

determine the best local rotor camber changes to minimize trim power under five flight condi-

tions. This optimization functioned as a targeted search to generate the best morphing regions and

cambers. Next the population was post-processed to determine the best fixed region of camber

morphing based on families of similar designs with respect to the fixed design variables (morphing

location). By minimizing the distance between the best realizable design and the utopia point, the

best morphable design was algorithmically determined, resulting the increased in power reduction

only reachable via morphing.

Two methods of mission-based adaptive rotorcraft design were explored in this work: a mission

score and a multi-objective approach. The mission score method defined mission-wide objectives
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Table 5.6: Final Mission-Based Adaptive Design Variables

Design Mission Score Multi-Objective

Variable Optimization Optimization

Camber Morphing -0.48 -0.59

Parameters -0.87 -0.84

-0.73 -0.89

-0.76 -0.89

-0.63 -0.33

Start Location 0.058 0.059

Region Length 0.478 0.419

as a single score without considering individual mission stages in the optimization. The multi-

objective method considered objectives for each mission stage type without considering an overall

mission-wide objective. The objectives used in the framework are only limited by the modular

modeling methods employed. BEMT and TRAC were used to determine trim power and fuel burn,

but other objectives could be incorporated into the general computational framework if given the

modular analysis tools, such as audio or structural objectives.

The final adaptive designs for both optimizations can be seen in Table 5.6. The adaptive re-

gions, described by the Camber Start Location and Camber Region Length variables, found similar

though not identical regions for optimal camber morphing. The camber morphing regions were in-

board the rotor span, nearing the lower bound for the normalized start location of 0.05 along the

normalized rotor span with a Camber Region Length of between 0.4 and 0.5. The optimal loca-

tions suggests, for this mission, downward camber morphing across an inboard region of the blade

yields improved performance by increasing the local trailing edge camber various degrees through-

out the mission. Both mission-based adaptive optimization methods generated a morphing rotor

blade design with a unique adaptive variable for each mission stage type, but with different results

and levels of computational cost. The average multi-objective evaluation runtime was 2 minutes,

highlighting the relatively efficient computational cost to evaluate UH-60 trim flight considering

156



several subsystems while incorporating high-fidelity CFD data as well as the improved runtime

per evaluation when compared to the fully coupled model. The multi-objective optimization only

evaluates five mission stages while the mission score optimization requires evaluating all 14 mis-

sion stages, resulting in the faster runtime. Both studies were run on the same machine under the

same optimization parameters with no other computationally expensive work run at the same time

(the machine was running under a similar computational capacity for both studies with CPU and

memory usage under 50%).

5.1.5 Multi-Mission Adaptive Rotorcraft Design

The multi-objective mission optimization described in section 3 considers the individual stages

in a mission. The final rotor blade is optimized for all missions comprised of a combination of the

five mission stage types in the 14-stage mission from Table 5.4. Thus, a multi-objective optimized

rotor blade can be designed to span across multiple missions.

Now consider not one but three separate missions: i) the 14-stage Air Assault Mission, ii) a

shorter Heavy Load mission, and iii) a MEDEVAC mission. These mission definitions can be

found in Appendix D. One approach to designing a rotor blade for each mission is to perform a

mission score optimization for each mission, resulting in 3 unique rotor blades. Another approach

is to perform a multi-objective optimization across all unique mission stage types from all three

missions. This multi-objective solution would yield a rotor blade which could morph toward pre-

ferred geometries across not only mission stages, but also missions. Such a rotor blade is termed a

Mission-Agnostic Adaptive Blade (MAAB) in this work.

The three missions considered consist of combinations of six distinct mission stage types:

hover, cruise, and range under loosely defined ‘light’ and ‘heavy’ loading conditions. The average

‘light’ and ‘heavy’ weights for each mission across all three missions were used in the analysis

because the weights were slightly different for each mission stage, as shown in Table 5.7. Not

every mission stage type is included in every mission.

An optimization was performed to determine a rotor blade with an adaptive camber morphing

region with an elliptical morphing distribution as described previously in Fig. 5.5 across all three
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Table 5.7: Weights across all Stage Types for Three Selected Missions

Mission Stage Air Assault MEDEVAC High Lift Average

Type Weight [lbs] Weight [lbs] Weight [lbs] Weight [lbs]

Light Hover 13730 13530 13130 13463

Heavy Hover 17110 15720 17130 16987

Light Range 13730 13530 13130 13463

Heavy Range 18110 N/A 17130 17620

Light Cruise N/A 13530 N/A 13530

Heavy Cruise 18110 15720 N/A 16915

missions. The required power for trim flight across each of the six unique mission stage types was

minimized through a genetic optimization with a population of 24 designs. The optimizations were

evaluated after 40 generations, but also run until convergence for comparison.

The mission-agnostic multi-objective optimization approach is applied to these six mission

stages similarly to the previous single mission multi-objective optimization. The six unique camber

shapes the MAAB morphs between are shown in Fig. 5.8.

The mission score optimization was also run for each mission, resulting in three different

mission-specific rotor blades. The three mission-optimized rotor blades and the mission agnos-

tic adaptive blade were then evaluated comparing the fuel burn required to complete each mission

with the fuel burn required using the reference (unmorphed) rotor blade. A graphical comparison

between the fuel savings for each mission using each adaptive rotor blade is shown in Fig. 5.9.

When considering to overall fuel savings, each mission score optimized rotor blade performed the

best for its respective mission, while the MAAB performed the best across three missions. The

MAAB required many less evaluations and performed almost as well across each mission as the

rotor blade optimized specifically to that mission. Thus, the MAAB is a more general solution for

an adaptive rotor blade spanning multiple missions while also requiring less computational costs

to develop.
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Figure 5.8: The Mission-Agnostic Adaptive Blade morphs between 6 uniques shapes, depending
on the specific mission stage type.

5.2 Design Space Decomposition Comparison for Active Twist

It is also worth noting that the design space for the adaptive camber morphing optimization

was fairly small, with one adaptive (over five objectives) and two fixed design variables. In con-

trast, consider the five torque tube design and optimization problem statement from Chapter 4. The

multi-objective approach considered five fixed design variables (5 actuator lengths) and five adap-

tive design variables, the twist rates for each actuator. The design variables Li and θ̂ and respective

ranges are shown in Table 5.8 for reference.

Without the multi-objective approach and design space decomposition methodology developed

in this work, two optimization strategies are typically applied to determine both the best lengths

and twist rates for each torque tube over each mission stage. One solution to solve this design

and optimization problem is the mission score approach: each mission has a set of fixed design

variables and alters the adaptive design variables over each mission stage or mission stage type.

This would result in either 25 adaptive design variables (5 actuator twist rates for each of five

mission stage types) or 70 adaptive design variables (5 actuator twist rates for each of 14 mission

stages). Similarly, a multi-objective approach could also optimize over five objectives, resulting

in 25 adaptive design variables (five twist rates over five objectives), but with a faster evaluation
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Figure 5.9: The fuel savings using each adaptive rotor blade for each mission. Each blade per-
formed the best for its specific mission, while the MAAB performed the most consistently across
all three missions.

Table 5.8: Torque Tube Optimization Design Variables

Design Variable Description # Variable Bounds

Li Normalized ith SMA actuator length 5 0 ≤ Li ≤ 0.4

θ̂i SMA actuator twist rate 5 −2.0 ≤ θ̂i ≤ 2.0
[
deg
m

]

time due to only solving for five trim flight conditions (one solutions for each mission stage type)

instead of 14 (considering the entire mission sequentially).

5.2.1 Multi-Objective Optimizations

Two multi-objective optimizations were run to determine the best adaptive twist rotor blade for

the 14-stage Air Assault mission with five SMA torque tubes embedded in each rotor blade. The

first approach was to apply the local frontiers method after an initial 10-design variables optimiza-

tion over the five torque tubes lengths and five twist rates, one for each mission stage. After the

optimization, the best families of similar designs were determined to select a final adaptive design.
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In the second approach each design has a single set of five torque tube lengths, but each ob-

jective is given a set of five torque tube twist rates. By this problem statement setup, each design

is realizable and considers morphing between mission stages. However, this increases the design

space as previously mentioned, and the runtime to determine trim flight for all five mission stages

typically ranges from 10-15 minutes. Thus (without parallelization) a 20 generation optimization

over a population of 24 individuals requires approximately 100 hours, which was selected as a

trade-off between runtime and design space exploration. For comparison, a 100 generations of 100

designs optimization such as those explored in Chapter 3 for simple analytical functions would

require

The optimization is performed with a similarity parameter of ϵ = 0.025 to determine the bet

adaptive family using the utopia point distance metric. Due to the relatively long runtimes, the

design space explored was relatively sparse, and a ‘family’ of similar designs where ϵ = 0.025

represents 3.125 ∗ 10−5 percent of the design space. The other optimization considered all the

design variables over all the optimization stages, ensuring feasible designs.

The final designs from both optimizations were compared, and the differences between trim

power for each objective can be seen in Fig. 5.10. Both optimization methods determined adaptive

configurations resulting in lower trim power, but optimization using the novel design space decom-

position methodology outperformed the alternative method due to a smaller design space the the

success in still finding adaptive ‘families’ of similar designs.

The largest gains in power reduction with respect to the unmorphed rotor blade were under the

hover mission stages, while the reference blade performed almost identically for the light range

mission stage. This suggests the twist schedule for this blade was design prioritizing light range

and forward flight over hover, and the addition of active twist elements could reduce or eliminate

such trade-offs via adaptivity.

5.2.2 Effects of ϵ on Multi-Objective Adaptive Designs

In section 3.2.2, a similarity parameter ϵ is introduced to approximate similar designs with

respect to fixed design variables (xf ) to generate a set of designs (Di). The set is assumed to have
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Figure 5.10: The addition of active twist reduced the required power when compared to the un-
morphed rotor blade, with the design space decomposition methods more effectively searching the
objective space for final adaptive configurations.
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fixed design variables similar enough that adaptivity is possible between each design in the set.

However, the selection of ϵ must be a trade-off between family size and potential adaptivity, while

the family size is also a function of data density.

A large ϵ yields a larger set of ϵ − similar designs, but the designs may not be reachable via

morphing if the fixed design variables are not ‘similar’. Likewise, a small ϵ may exclude potential

adaptive designs. At the bounds, when ϵ = 0, each family Di contains only a single design, while

when ϵ >= 0.5 a design in the ‘center’ of the design space (located halfway between the lower and

upper bounds for each fixed design variable) would have a family of similar designs that spanned

the entire population.

The effects of ϵ are explored specifically for multi-objective adaptive rotorcraft missions, using

the previous five-objective mission and altering the similarity criteria. The final population from

the previous rotor blade twist optimization is searched for adaptive designs using a range of sim-

ilarity parameters ϵ ∈ {0.001, 0.01, 0.02, 0.03, 0.04, 0.05}, and compares the trim hover power

from the best ‘adaptive’ design to the approximate utopia point across the entire optimization for

each objective. It is worth noting that as ϵ −→ 1, the best adaptive designs will approach and even-

tually reach the approximate utopia point, but the assumption of similarity will clearly be violated.

The convergence of the adaptive reachable objectives is shown in Fig. 5.11.

It can be seen that, while the low data density results in higher power requirements for ϵ =

{0, 1}, even an ϵ value of 2% of the design space bound results in similar performance to the

approximate utopia point, while still limited adaptive ‘families’ to a cluster spanning 3.2x10−7%

of the 5-D fixed design space. Since each adaptive design is a set of discrete points, it can be seen

that in this example increasing ϵ from 0.01 to 0.02 improved all the objectives except light range,

which actually increased in required power. This is because the design with the best adaptive

light range for ϵ = 0.01 had different fixed design variables than the adaptive family selected for

ϵ = 0.01, and the new best adaptive family was selected due to the improved performance across

the other 4 objectives.

However, such an analysis assumes the overall performance is realizable even though the fixed
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Figure 5.11: As ϵ increases, the farther apart designs can be while still considered ‘similar,’ with a
limit at the approximate utopia (or ideal) point. However, these designs are ‘approximately’ similar
and must be compared with the final results.

design variables are not identical. In some previous studies in this work a final optimization was

performed to determine the final configuration after determining fixed design variables, and typ-

ically the adaptive variable bounds could be significantly reduced as well. The best similarity

parameter may vary based on variable sensitivities, data density, and even the variability between

identically-defined optimizations. Such variations were seen in the design studies from Chapter 3,

where much faster analysis allowed for large numbers of optimizations to be evaluated as distri-

butions instead of simply individual optimizations. However, determining the true objectives for

each adaptive design only requires recalculating the objectives once for the best design. A range

of similarity parameters were next used to determine the best predicted designs from Fig. 5.11 and

compare the actual objectives (still compared with the same ideal approximate utopia point). In
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Figure 5.12: The objectives for the best families of adaptive designs when run using a final single
set of fixed design variables.

this case, the best set of fixed design variables (meaning the fixed variables from the design that de-

termined the center of the ‘family’) was run with the best adaptive design variables corresponding

to each objective (which are selected based on the objectives from the entire ‘family.’)

In Fig. 5.12 the differences between objectives of these final evaluations and the ‘ideal’ de-

sign are shown over a range of similarity parameters. Additional values were evaluated for larger

similarity parameters to show the divergence at larger ϵ parameters of [0.1, 0.2]. In this case, the

best fully realizable adaptive design (as determined via this post-processing procedure) was deter-

mined to have a similarity parameter ϵ = 0.05. Due to the relatively low data density and coupling

between design variables (altering the length of the first torque tube will adjust the placement of

the next torque tube, for instance), it was expected that too small and too high of ϵ values would

provide worse objective when compared with some unknown value between the extremes.
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5.2.3 Comparison Between Active Structures

Comparing the previous multi-objective results, it can be seen that different adaptive technolo-

gies offer various performance improvements depending on the mission stage type. For instance,

the active camber morphing reduced trim power over 180 HP for heavy cruise while active twist

only reduced heavy cruise power by less than 50 HP. Neither active twist nor camber offered any

improvement for the light range mission stage, suggesting the static rotor blade was designed pri-

marily for efficient flight with only a pilot and copilot. Meanwhile, the active twist rotor blade

reduced trim power for hover by 150-180 HP depending on weight, while the active camber re-

ductions for light and heavy hover were all under 50 HP. Both active systems resulted in modest

heavy range power reductions of 40-80 HP. Overall, active twist primarily improves trim power for

hover, while active camber primarily improves performance for heavy cruise, while both provide

modest improvements for heavy range and the static rotor blade is optimized for light range.

5.3 Fully Coupled Aeroelastic Design

The majority of this work focuses on modeling, analyzing, and optimizing the geometry of a

rotor blade that, beyond specified morphing, is rigid. The rotor blade begins with a manufactured

geometry, then some internal actuation is added that alters the rotor blade profile. During previous

aerodynamic optimizations, in-situ structural analysis was limited to low-fidelity sizing of neces-

sary actuation. In some cases, aerodynamic results were input into a structural optimization to

determine the placement of internal topologies.

However, the effects of inertial and aerodynamic loading were not considered in a fully-coupled

high-fidelity environment due to the computational costs. Existing finite-element (FE) rotor blade

models used in this work typically have a runtime of a few minutes. If the average finite element

analysis (FEA) evaluation takes 3 minutes and a single forward-flight evaluation (using TRAC)

requires 288 evaluations (four rotor blades at 72 increments around the hub), then one iteration of

solving for trim flight requires 14.4 hours. The typical trim flight solution in forward flight requires

>350 iterations using the fsolve function in Matlab, meaning a single forward flight mission stage
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solution would require over 180 days. The hover BEMT code requires fewer evaluations due to

radial symmetry, but would still require several hours for a single mission stage trim flight solution.

5.3.1 Computational Implementation

A fully-coupled aeroelastic procedure must therefore dramatically reduce the number of re-

quired structural FE evaluations to be useful as a design tool. In this section the fully coupled

model is first limited to the hover BEMT code, but could be applied to forward flight (using

TRAC) with associated increases in runtime. One approach to reduce the number of FEA eval-

uations as described in section 2.4 by only updating the rotor blade deflection after a trim solution

was determined. The algorithm is implemented in Matlab and Python as described in section 2.4.

An 11-stage mission were defined with increasing loads in hover for each mission stage. First,

each mission was run with no deflection and the collective pitch for each mission stage was deter-

mined for trim flight with a rigid rotor blade. The pitch for each mission stage, shown in Fig. 5.13,

could then inform the initial guesses for each future mission stage. Each mission stage evaluation

uses the solution to the rigid rotor trim solution due to convergence issues; the solution sometimes

falls into local minima if the initial guess is too far away. Another method to improve robustness,

also included in this work, is a restart function, in which a new initial guess is attempted if con-

vergence is not reached after a set number of iterations. However, a restart function inherently

increases the runtime and provides no guarantee for convergence. Since a single mission solution

requires convergence of trim flight, structural deflection, and local rotor blade inflow, any proce-

dures that improve convergence or reduce the number of iterations are valuable. The four-stage

mission with pre-computed initial collective pitches quickly converged, requiring only 4 iterations

for each mission stage. The residuals for all 4 mission stages can be seen in Fig. 5.14, converg-

ing logarithmically. The collective pitches did not change significantly while iterating through

deflections for each mission stage since the initial guesses are the solutions for a rigid rotor blade.

The 11-stage mission was run with an initial collective pitch guess of 8 degrees and converged

similarly to the four-stage mission, requiring 2two to five iterations depending on the mission stage.

Mission stage six converged in only two stages, while the higher loaded mission stages 10 and 11
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Figure 5.13: The trim flight collective pitch for each mission stage was first determined for a rigid
rotor blade.

required five iterations each, as shown in Fig. 5.15. Thus, coupling only between trim solutions is

shown to reduce the number of FEA calculations from between 60 and 120 (for Hover) to between

two and five. The faster convergence of stage 6 was due to the initial guess of 8 degrees being

close to the expected trim solution, as shown in Fig. 5.14.

5.3.2 Fully-Coupled Active Rotor Twist

Additionally, active rotor twist was introduced into the model when developed by Trent White.

Angled SMA linear actuators in the rotor blade spar recover transformation strain, twisting the

rotor blade. The internal spar configuration can be seen in Fig. 5.16. The SMA-driven twist was

simulated as a thermal contraction for computational efficiency, though a more comprehensive

material model could be substituted for a more detailed analysis. Another input, total SMA strain,

was added into the BEMT code and passed to the FEA model. First, the model was run under a

single load case considering 0, 1, and 2% strain. The change in local twist angle after aerodynamic

loading and actuation changes as a function of span-wise location, as seen in Fig. 5.17. The 0%
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Figure 5.14: The fully-coupled 4-stage mission converged quickly when the rigid blade solutions
were used to determine the initial collective pitches for each mission stage.

Figure 5.15: Each mission stage converged to a fully coupled aerostructural trim solution in be-
tween two and five FEA iterations.

actuation changes in twist are due solely to aerostructural deflection, while the addition of SMA

actuation in this configuration leads to additional downward rotor blade rotation. Next, a series

of mission stages under varying weights was run considering 0, 1, and 2% SMA actuation strain.
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Figure 5.16: The structural model can consider active rotor blade twist via internal embedded SMA
actuators.

Figure 5.17: SMA actuation and aeroelastic deflection in the rotor blade alter the span-wise twist
schedule.

At the 2% strain level, some higher loading fully coupled solutions were unable to converge, but

the general trends, and the effects of morphing, can still be evaluated, as shown in Fig. 5.18.

The overall trim power remained similar after considering rotor blade deflection due to structural

170



Figure 5.18: The changes in trim power across increasing mission weights were small, but notice-
able.

loading. The addition of SMA-induced twist increased trim power at lower loading conditions,

while decreasing trim power under higher loads.

5.4 Chapter 5 Summary

In this chapter high fidelity computational fluid dynamics parameterized camber morphing ta-

bles are integrated into the computational framework. A 14-stage air assault mission is introduced

with five unique mission stages, and two optimization problem statements are compared: a mis-

sion score and multi-objective optimization for a single elliptical camber morphing region with a

variable level of camber change. The starting and ending locations are treated as manufactured, or

fixed, design variables, while the level of camber change can be morphed throughout the mission.

The multi-objective approach had less than 50% of the runtime required to determine trim

flight for the mission due to less required evaluations. Both design and optimization methods led

to improved performance metrics when compared to the reference rotor blade; the mission score

approach increase final range time while reducing fuel burn, and the multi-objective optimization

determined an adaptive design that reduced the required power for trim flight for each mission

stage type.
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Next, the multi-objective approach was extended to multiple missions with some shared mis-

sion stage types. Three mission were selected and adaptive rotor blade geometries were determined

for each mission using the mission score optimization method, resulting in three mission-specific

rotor blades. A mission-agnostic adaptive blade (MAAB) was then optimized using the multi-

objective approach over all the uniques stages for all three missions. Then each adaptive rotor

blade was run over each mission and the fuel savings compared. The mission score optimized ro-

tor blades performed the best for their respective missions, and the mission-agnostic adaptive rotor

blade performed nearly as well across all three missions.

An active twist rotor blade was next optimized for the 14 stage air assault mission to compare

the design space decomposition method on a set of designs not guaranteed to be realizably adap-

tive and an optimization over all the adaptive designs variables for each objective, guaranteeing

realizable final configurations. The presence of multiple adaptive elements meant the design space

was much smaller using the design space decomposition. Additionally, both the NSGA-II and

NSGA-AD selection criteria were utilized to selected the best generational designs. The best final

designs were determined using the approximate local frontiers methodology from section 3.2.2,

and the NSGA-AD selection algorithm slightly outperformed the NSGA-II selection algorithm.

The chief benefits of active twist based on these multi-objective results suggest the reference rotor

blade twist schedule was designed with a priority on forward flight, particularly flying at velocities

with good maximum range. Meanwhile, the reference rotor blade performed worse in hover, with

power required for trim flight. It stands to reason that, for the UH-60, forward flight and particu-

larly light range was prioritized over hover, and most mission definitions required much more time

in forward flight than in hover (particularly out of ground effect, which this work assumes).

The effects of the similarity parameter ϵ are also evaluated for this active twist optimization,

with the difference between the best adaptive designs and the approximate utopia point for each

objective compared to ϵ. As ϵ increases, the best adaptive design objectives approach the approx-

imate utopia point, but the assumptions of similarity become less accurate. In this example over

an ϵ value of 0.02, which represents of cluster of 3 ∗ 10−7% of the fixed variable design space, the
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objectives are largely converged.

Finally, aerostructural coupling is introduced into the computational framework. The nested

aerodynamic and structural convergence iterative loops from section 2.4 are applied to hover stages

to determine trim flight at varying loading conditions. Good convergence characteristics are ob-

served before considering active twist, but the computational costs limited further exploration at

this time. The changes due to aeroelastic deflections in rotor twist led to changes in trim power

of under 10 HP, which is smaller than most of the changes due to morphing (changes in twist and

camber reduced trim power by a maximum of approximately 180 HP). Additionally, active twist

was introduced into the rotor blade via actuators embedded into the rotor blade spar, opening pos-

sibilities for simulating actuation mechanisms in finite element analysis as well, though any fully

coupled optimization in this framework increases the runtime by nearly an order of magnitude

when compared with the solely aerodynamic analysis.
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6. FINAL ADAPTIVE ROTOR BLADE STRUCTURAL CONFIGURATION AND

PROTOTYPING

Coupling aerodynamic and structural models requires significant computational costs. Struc-

tural and aerodynamic modeling at early stages in the design process are often performed sepa-

rately to explore larger design spaces. For instance, if the changes in aerodynamic performance

due to structural deflection are limited and much smaller than the effects of morphing and other

design decisions, then a geometric configuration may be selected first based on the aerodynamic

properties and then a more detailed structural configuration developed in later design stages.

Consider the five-stage MEDEVAC mission from section 4.3.2. An aerodynamic optimization

was performed to optimize the rotor blade OML for three unique mission stage types. However, the

method of morphing the OML under aerodynamic loading was not considered. Additional work

is necessary to determine the structural configuration necessary to morphing between preferred

geometries.

Chapter 6 Outline

This chapter is divided into three sections:

• In section 6.1, a structural shape-fitting optimization is performed to determine in-

ternal trailing-edge topologies for internal placement of actuators and structures to

morph the rotor blade toward preferred shapes determined by this work.

• In section 6.2, a detailed design is optimized to match the high-fidelity camber mor-

phing using materials and fabrication set out by Boeing for fabricating a prototype

morphing rotor blade.

• In section 6.3, the morphing rotor blade 2-D section is fabricated and tested at Texas

A&M to compare the results between aerodynamic optimization, structural optimiza-

tion, and experimentally-tested prototype.
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Figure 6.1: The least and most cambered shapes from the CST-driven OML optimization were
selected for a structural optimization to morph between.

6.1 Adaptive Rotor Blade Modeling

A 2-D (or 2.5-D, as the model is 1 element wide) model was developed to determine the inter-

nal placement of actuators inside the rotor blade to morph between preferred shapes. The higher

and lowest cambered results from the OML optimization were selected as the target shapes for

morphing: the cruise and range configurations, as shown in Fig. 6.1. A shape optimization was

defined where internal structure, including linear SMA actuators was added in the initial config-

uration. The initial configuration was defined as the Cruise OML shape, then the internal SMA

actuators contract, altering the shape. Finally, the morphed shape’s OML is compared with the

target shape, the preferred shape for the range mission stage.

The internal topology was defined as a serious of construction commands based on the Lin-

denmayer system (L-system), a bio-inspired set of production rules originally used to describe the

development of simple multi-cellular organisms [105, 16, 130]. This system has been implemented

in engineering topological design in Python using the SPatial Interpreter for the Development of

Reconfigurable Structures (SPIDRS). SPIDRS was developed as a spatial interpreter to apply ad-

ditive topology construction instructions toward adaptive structural design and optimization [17].
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This work was then applied to non-uniform boundaries such as airfoils [115], and the Python tools

developed to apply SPIDRS as a construction tool for multi-material morphing rotor blades in

Mikkelsen’s work were applied in this work.

An uncoupled aerodynamic-then-structural optimization was performed to develop a morphing

rotor blade mechanism based on results from the mission-driven optimization framework. The

model applies aerodynamic pressures generated from the aerodynamic optimization for a rotor

blade element near the center of the rotor blade. The leading edge of the rotor blade was not altered

during the OML optimization, and is similarly not altered during the structural shape optimization;

the trailing edge is the focus of the optimization.

Several materials were considered in the model based on Boeing fabrication capabilities and

structural requirements. The outer mold line of the model would be wrapped in a carbon fiber

weave around a 3-D printed internal structure. Internally, NiTiHf SMA actuators attach to the 3-D

printed material via rods. Meanwhile, any other internal structure would be 3D printed, and thus

rotation degrees of freedom would be restricted and tied to the external OML connections.

The procedure to tie all internal connections from SPIDRS-generated topologies can be seen in

the flowchart in Fig. 6.2. The original SPIDRS instructions considered a single merged geometry,

though different materials were assigned to different regions. Thus, considering SMA rotations

required releasing rotation DOF connections while maintaining translation DOFs. This procedure

was developed to turn SPIDRS instructions into ABAQUS degree of freedom (DOF) connections

between SMA actuators and the internal plastic via a series of reference points and partitions.

Aerodynamic loading was applied to the rotor blade OML as shown in Fig. 6.3, based on the

CFD pressure fields experienced by a specific rotor blade segment during the first mission stage

under trim flight condition. The aerodynamic loading was calculated using the CFD pressure field

applied to the rotor blade segment located 0.55 times the rotor radius down the rotor span under

trim flight during the hover flight condition. The applied pressure field was selected from morphed

rotor region experiencing the highest velocity field, as shown in Fig. 6.4.

A two-stage optimization was performed to match the downward trailing edge morphing target
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Figure 6.2: Reference points and degree of freedom constraints and connections are created for
internal SMA actuators and internal plastic.

Figure 6.3: Example applied pressure loading over 2-D outer mold line based on mission pressure
loading.
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Figure 6.4: The pressure field for the highest velocity over the morphing region (between the
dashed lines) of the rotor blade under the hover mission stage was applied to the structural model.

shapes while meeting structural constraints. The first optimization was performed using SPIDRS

to define the internal topology and material assignment based on a series of genes that serve as

creation instructions. Internal components inside the trailing edge of the rotor blade could be

either 3-D printed plastic or linear actuators.

The leading edge of the rotor blade was fixed, then the SMA actuators were actuated incremen-

tally to 1.5% actuation strain recovery. Contact constraints were applied to the outer mold line to

ensure the trailing edges on the upper and lower surfaces could not pass through each other.

After the simulation was completed the OML shapes for every frame in the simulation were

evaluated to determine the level of SMA actuation necessary to achieve the closest shape when

compared to the best range OML shape from the aerodynamic optimization. A constraint was

placed on the maximum stresses for each material to ensure no materials exceeded maximum yield

stress. A minimum torsional stiffness constraint was applied to the model and measured after a

twisting step, in which the blade segment was slightly twisted under a small applied moment. One

out-of-plane edge of the rotor blade segment was fixed while the other was tied to an analytical

plane defined by a reference point. A moment was applied to the reference point, and the rotation
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Table 6.1: Internal Topology Objectives and Constraints

Objectives Description

Error Distance between morphed and target OML

Balanced Mass Additional mass required to balance the rotor blade at the 1/4-chord

Constraints
σmax < σy Maximum stress cannot exceed material yield strength

GJ ≥ GJreference Reference torsional stiffness must not exceed new torsional stiffness

was calculated to determine the torsional stiffness via the equation:

GJ =
Ml

θ
, (6.1)

where M is applied moment, l is out-of-plane thickness (1 element wide), and θ is the reference

point rotation.

Two objectives were minimized by altering the SPIDRS inputs for constructing the internal

topology: i) the ‘error’ between the morphed OML and the target shape, and ii) the weight neces-

sary to balance the rotor blade at the quarter-chord. This second objective served to reduce unnec-

essary mass and structure in the rotor blade while also limiting changes in rotor weight balance.

Constraints and objectives can be seen in Table 6.1.

A genetic optimization with a population of 100 designs was run for 250 generations to de-

termine the best trade-offs between minimal additional mass and best shape fits, along with the

best internal topology. This final topology is then used in more detailed designs for active trailing

edge shape morphing. This initial optimization was performed due to the large design space of

topology optimization. While aerodynamic optimizations in this work have at most 10 design vari-

ables, structural topology optimization could have thousands or hundreds of thousands of design

variables.

The final Pareto frontier can be seen in Fig. 6.5. Most designs on the frontier represented

relatively poor shape fits, but the best internal topologies represented shape fits very close to the
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Figure 6.5: The final Pareto frontier for the rotor blade topology optimization.

Figure 6.6: The optimized adaptive design altered the rotor blade outer mold line very closely to
the target shape.

target shape, morphing the trailing edge of the rotor downward. Most designs violated constraints,

either not torsionally rigid enough or generating too high of stresses. In the first generation only 11

designs satisfied constraints, which only improved to 22 designs by the 250th optimization. The

best internal structure matched the target shape fairly well, as shown in Fig. 6.6

This optimization started with preferred shapes with low and higher cambered blades associ-

ated with better shapes for different mission stages based on an aerodynamic shape optimization.

The best range shape had the highest cambered shape, while the high speed cruise shape had to

least camber. A topology optimization was then performed to determine internal structural designs

that could morph a rotor blade between the two cambered airfoil shapes while meeting structural

constraints under aerodynamic loading. The final result was a set of designs with increasing shape
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Figure 6.7: The final design selected matched the the target shape best, with two SMA actuators.

Figure 6.8: The internal topology was informed by the previous camber-morphing optimization
and then parameterized.

fitting accuracy and internal mass. The selected design was the best shape fit, shown in Fig. 6.7.

This design consisted of two SMA actuators attached to a linkage structure of internal plastic.

6.2 Detailed Design

A separate optimization was performed for a more detailed design for an adaptive rotor blade

informed by the previous topology optimization. The internal topology could be parameterized to

dramatically reduce the number of design variables while still attempting to match target trailing-

edge camber morphing shapes.

A more detailed sizing optimization could be performed over a much smaller design space.

The internal placement of connections between shape memory alloys and 3-D printed plastic were

parameterized as shown in Fig. 6.8. These geometric parameters could alter the response of the

morphing rotor blade without requiring another large topology optimization.

The OML consists of 3-D printed aluminum-filled nylon and a carbon-fiber layup. The carbon-

181



Table 6.2: Carbon Fiber Cured Material Properties

Material Property Value Units

Tensile Strength 521 MPa

Flexural Strength 777 MPa

Inter-laminar Shear Strength 64.7 MPa

Flexural Modulus 46.7 GPa

Tensile Modulus 55.1 GPa

Table 6.3: 3-D Printed Plastic Material Properties

Material Property Value Units

Tensile Strength 37 MPa

Tensile Modulus 3.7 GPa

Flexural Modulus 3.5 GPa

fiber layers are a weave, and were laid up in alternating 0, 45 degree orientations. The layup in

was scripted in ABAQUS as shown in Fig. 6.9. The mechanical properties for the cured laminate

are shown in Table 6.2 [173]. The material exhibits an extremely high flexural strength when

compared with the 3-D printed nylon, whose properties can be seen in Table 6.3.

The rotor blade morphing design was optimized over 7 design variables, as shown in Table 6.4.

4 design variables define the parameterized internal topology, while the other 3 define material

thicknesses: spar thickness, internal 3-D printed plastic thickness, and the number of composite

layers of alternating orientation carbon-fiber weave.

Previous work considered the loading of SMA actuators as thin sheets passing all the way

through a rotor blade span. The proposed prototype rotor blade actuation system developed and

constructed at Boeing R&T expected to be used in the future, in contrast, would be induction-

heated dog-bone thinner NiTiHf strips. Converting the 2-D adaptive model into a realizable design

was done in close coordination with Boeing, particularly Michael Bass and James Mabe. The
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Figure 6.9: The rotor blade model OML consists of carbon-fiber weave layers or alternating 0 and
45 degree orientations overlaid on a layer of plastic.

Table 6.4: Internal Topology Objectives and Constraints

Design Variable Description Number of Values

Li Internal positioning parameters 4

tOML 3-D printed plastic in OML 1

Nlayups Number of 0-45 degree sheet sets 1

material properties and fabrication methods were developed by Boeing, from carbon fiber to 3-D

printed aluminum-reinforced plastic. As such, these actuators would be placed at periodic intervals

down the rotor blade. Increasing rotor blade stiffness and required actuator loading could then be

reduced by increasing the number of actuators while decreasing their spacing. Likewise, decreas-

ing the maximum loading for actuators on a 2-D (2.5-D) model decreases the number of actuators

required and increases their spacing.

The 6 design variables were optimized to minimize two objectives in a large genetic opti-

mization. The stress constraint on SMA actuators is replaced with an objective of minimizing the
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Table 6.5: Detailed Design OML Optimization Objectives and Constraints

Objectives Description
Error Distance between morphed and target OML[
F
L

]
SMA

Required SMA force per unit length down the rotor blade span

Constraints
σmax < σy Maximum stress cannot exceed material yield strength

GJ ≥ GJreference Reference rotor blade torsional stiffness may not exceed rotor blade
torsional stiffness

maximum loading-per-unit-span required for each SMA actuator. Additionally, the error between

target OML shapes and the closest fit OML for a given 1-way actuation was minimized as the other

objective. A constraint was applied on all designs such that the stress on each component could

not exceed the maximum material yield strength after applying a safety factor. The objectives and

constraints can be seen in Fig. 6.5.

An optimization was performed with a population of 24 individuals over 50 generations to

minimize both the shape fitting error and the maximum SMA actuator loading (per unit depth). The

Pareto-optimal objective space, shown in Fig. 6.10, shows a trade-off between shape fitting errors

and maximum SMA loading. A final configuration was selected from the set of Pareto-optimal

designs. The design with minimal required SMA loading that had an average mean squared shape

error near 0.02 mm was selected for the prototype design. The internal configuration (location of

structure and SMA actuators) can be found in Appendix B.

6.3 Fabrication and Testing

The adaptive rotor blade components (actuators, 3-D printed plastic, leading edge, and carbon

fiber shell) were fabricated by Boeing R&T in St. Louis using the materials previously described.

The components for were shipped to College Station then fabricated and tested with the help of

James Mabe and Michael Bass. The SMA linear actuators were wrapped with Kapton tape [44]

then magnet wire and heated through induction up to 250 C; the temperature was monitored via
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Figure 6.10: An optimization was performed to determine the best designs with respect to shape
fitting accuracy and required SMA actuation force.

thermocouples placed on the actuator centers underneath the tape.

The morphing rotor blade assembly can be described as a combination of 3 sections: the lead-

ing edge assembly, the trailing edge internal structure, and two carbon fiber outer mold line pieces,

one for the top and bottom. The internal trailing edge structure was assembled by sliding the in-

ternal components (3-D printed plastic, SMA actuators, connection rods, and wiring) onto rods as

shown in Fig. 6.11. 3-D printed plastic and SMA actuators were slid onto each pin to distribute the

load from the SMA actuators to the rest of the structure. It is worth noting that some actuation and

camber was introduced into the internal structure when installing the actuators for the first time.

First, the internal system was tested by actuating the two large SMA actuators. Due to limi-

tations in power supplies and monitoring equipment, only two SMA actuators were actuated at a

time. In this respect it will be shown the two short forward-placed actuators contribute very little

towards the overall shape. The actuators were heated to 200 C and the deflection near the trailing

edge (along the trailing edge connection rod) with a dial gauge indicator, as shown in Fig. 6.12. A
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Figure 6.11: The trailing edge internal structure is assembled in the out-of-plane direction via
connection rods.

maximum deflection was measured after full actuation as 0.422".

The internal structure was then mounted to the carbon fiber skin via double-sided tape for

this work; an adhesive such as epoxy could be used in the future if a more permanent bond is

desired. The carbon fiber OML is connected to the leading edge assembly via screws, while the

leading edge is mounted to the optical table surface. The complete morphing rotor blade assembly

is shown in Fig. 6.13, with a fixed and adaptive trailing edge sections. The only regions of note

during the current experiments are the adaptive trailing edge region.

Next, the large actuators were cycled and the trailing edge deflections measured via a dial

gauge indicator and a laser deflection near the trailing edge of the rotor blade (within an inch).

Both SMA actuators were heated to over 200 C then cooled down to under 30 C. This procedure

was repeated again, with the deflections recorded alongside a video of the actuation. The third and
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Figure 6.12: The SMA actuator was heated to 200 C, morphing the internal structure to increase
the camber and deflection.

final actuation cycle increased the final temperature from 200 to 250 C, and also placed the dial

gauge very close to the trailing edge.

The maximum deflections as measured via the dial gauge are shown in Table 6.6. The largest

deflection was measured during the third cycle, likely due to increased maximum temperature

and measuring with the dial gauge located closer to the trailing edge where maximum deflection

is expected. The thermocouple readings were unable to post valid readings while actuation was

underway, so at times during heating the induction circuits were briefly turned off to check actuator

temperatures.

The difference in trailing edge camber is shown before and after actuation from a top view of

the rotor blade in Fig. 6.14. For reference, the table mounting holes below are spaced approxi-

mately 1" (exactly 25 mm) apart. The trailing edge camber increases due to the strain recovery
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Figure 6.13: The rotor blade bench-top test stand in mounted vertically and consists of fixed and
adaptive trailing edge regions.

Table 6.6: Rotor Blade Trailing Edge Deflections

Test Number Maximum Deflection ["]

1 0.53

2 0.55

3 0.69
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Figure 6.14: The trailing edge is morphed down due to the internal linear actuators.

from the internal linear actuators.

Next, the outer mold lines were extracted from the top view of the 3rd and final thermal cycle.

The final OML was extracted via webplotdigitizer [136], with the images rotated based on the

grid of mounting holes on the optical table surface. The morphed OML after full actuation and

after a measured 0.5" actuation was compared with the OMLs from the reference rotor blade,

aerodynamically-optimized rotor blade, and the structurally-optimized rotor blade. The OML’s

can be seen in Fig. 6.15.

The resulting OML comparison suggested that the SMA actuators were actuating beyond the

maximum required actuation. This could be due to a higher total strain recovery than the FEA

model considered, as the total strain recovery was limited in simulations to 1.5% as a conservative

estimate. The trailing edge OML was also wider in the optical table testing, as least partly due to

the use of tape with a notable thickness to attach the carbon fiber skin instead of a solid attachment

as modeled.

Next the two shorter, forward actuators were thermally cycled, with the changes in trailing

edge deflection monitored using the dial gauge. Only a change of 0.015" was measured between
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Figure 6.15: The outer mold line (OML) under full SMA actuation led to larger trailing edge
deflections than required to match the target OMLs from the aerodynamic and structural optimiza-
tions under maximum deflection.

the initial and maximum trailing edge deflection, as compared with the maximum trailing edge

deflection of 0.690" when the two large trailing edge actuators were heat cycled.

That the short forward actuators provide limited deflection on their own begs the question of

why a very large topological optimization (a population of 100 for 1,000 generations) would select

a design with unnecessary mass. The initial topology optimization discouraged additional mass

based on the distance from the rotor blade quarter-chord. The forward actuators slightly improved

the trailing edge camber morphing while providing structural support close to the quarter-chord,

which is less penalized in the optimization than structure closer to the trailing edge. Thus the

forward actuators were included in the final design and the design remained Pareto-optimal.

6.4 Chapter 6 Summary

In this chapter a number of design, optimization, and simulation tools were utilized to develop

a 2-D camber morphing rotor blade. The internal topology was determined through a structural

design and optimization study based on a preliminary aerodynamic optimization. The topology

was then further refined using higher-fidelity modeling and a sizing optimization using the initial

topology results to reduce the design space. The rotor blade was tested to compare simulated and

experimental outer mold lines.

Through this process, the novel design space decomposition technique determines the place-

ment of adaptive structures. Then an uncoupled structural optimization can determine the internal

topology required to match the preferred aerodynamic shapes. Finally, a targeted sizing optimiza-

tion results in a structural solution matching the ranges of trailing edge morphing aerodynamically
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optimized to minimize trim power over competing individual mission stages.

The final detailed design was sent to Boeing for fabrication, then the rotor blade section was as-

sembled and tested at Texas A&M University by the author, James Mabe, and Michael Bass. Com-

parable trailing edge deflections were observed between the aerodynamically-optimized, struc-

turally optimized, and experimentally tested airfoils. This chapter details a complete design and

optimization process and demonstrates how the computational tools in this work can be used in

the design process; given a mission and rotorcraft, a complete detailed design for adaptive rotor

blade components can be realized through a series of design and optimization procedures using the

computational tools developed in this work.
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7. SUMMARY, CONTRIBUTIONS, AND FUTURE WORK

Mission-adaptive aircraft offer potential performance improvements via geometric alterations

between mission stages. These adaptations can be considered during the earliest stages of design,

but often the computational costs are high due to a number of contributors. In early design stages

the design space can be very large; each additional parameter increases the dimensionality. When

considering adaptivity for missions, the performance during different mission stages must be con-

sidered, increasing the number of aerodynamic trim flight solutions. Additionally, high-fidelity

aerodynamic and structural solutions often necessitate high computational costs and run times.

A large body of work has explored adaptive rotorcraft technologies, but relating these changes

at the local rotor blade level to the structural design and placement necessary for improved mis-

sion performance is still a challenge. Considering the effects of adaptive structures on mission

performance in early design stages can result in a very large design space. For example, consider

the rotor blade twist schedule for a 5-stage mission. A static design may have 1 twist schedule,

but a variable twist rotor blade may consider 5 schedules throughout the mission. This design can

either be evaluated via a single mission score (in which the 5 twist schedules are evaluated as a

single final performance metric) or via a multi-objective optimization (in which the twist schedule

is evaluated over all 5 mission stages individually).

However, adaptive designs must also be realizable across objectives; each design must be able

to morph from one configuration to another. Design and optimization methods must consider

adaptive element placement to ensure feasibility. In this manner, there is a fundamental difference

between design variables that can and cannot change during a mission. Consider the feasibility of

the previously mentioned adaptive rotor blade twist schedule. Suppose the twist is altered via 3

torque tubes; a design and optimization problem could determine the 3 lengths and 3 twist rates

resulting in the best objectives. For a 5-stage mission, the final design requires 3 lengths for

the entire mission and 3 actuator twist rates for each mission stage, resulting in 3 ‘fixed’ and 15

‘adaptive’ design variables, where ‘fixed’ means the design cannot change during the mission, as
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opposed to ‘adaptive’. The single mission score approach would consider 18 design variables,

while a multi-objective optimization approach could consider 6 design variables over 5 objectives,

one for each mission stage.

A computational framework was developed for efficient mission-driven design and optimiza-

tion of adaptive aero-structures, specifically tailored in this work toward rotorcraft. The focus

considers both the computational costs to relate adaptive structures to mission-driven performance

and the fundamental differences between ‘fixed’ and ‘adaptive’ design variables in the earliest

stages of design. A wide range of rotorcraft aerodynamic and structural numerical methods were

considered to reduce computational costs while maintaining accurate results. Rotor blade chord,

twist, and shape morphing are evaluated along with structural considerations, from placement to

full aero-structural coupling.

A general, modular suite of design and optimization tools is coupled with a range of adaptive

rotorcraft methods and a unique design space decomposition methodology to consider which de-

signs can morph to other similar designs to span the multi-objective space, ensuring feasibility and

morphing benefits. Both multi-objective post-processing techniques and genetic algorithm selec-

tion criteria are developed and evaluated toward designing mission-driven adaptive structures via

multi-objective optimizations, with good performance compared with traditional adaptive struc-

tures approaches.

7.1 Summary and Conclusions by Chapter

7.1.1 Mission-Driven Adaptive Rotorcraft Modeling

In Chapter 2 a range of adaptive rotorcraft modeling methods are outlined to cover a range of

adaptive rotorcraft technologies across a range of aerodynamic conditions. At the local rotor blade

level, changes in geometries are related to alterations in aerodynamic properties. These changes in

geometries range from adaptive chord to variable twist and outer mold lines. Various fidelity tools

are considered alongside their respective computational costs, enabling early-stage explorations

without requiring cost-prohibitive numerical solutions during initial design optimizations. An ex-
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isting comprehensive rotorcraft analysis tool and a BEMT code developed by the author for this

computational framework are coupled with a modular set of interpolation tables to relate geomet-

ric and aerodynamic properties. First low-fidelity tools generate these aerodynamic interpolation

tables, but pre-computed CFD tables are later integrated into the framework resulting in improved

accuracy when compared with existing computational and experimental data.

A range of adaptive rotorcraft methods were explored for both structural consideration but pri-

marily aerodynamic optimization. Changes in chord, twist, and outer mold line were evaluated

first at the local rotor blade segment level, with discrete blade elements assigned 2-D aerodynamic

properties as a function of local geometry, angle of attack, and Mach number. Altering the rotor

blade twist schedule alters the local angle of attack experienced down the rotor span. Morphing the

rotor blade with respect to outer mold line alters the relation between angle of attack and aerody-

namic properties such as lift, drag, and moments in more complex manners, requiring aerodynam-

ics solvers such as panel methods or computational fluid dynamics in the absence of pre-computed

solutions. Once the changes in local properties are related to lift, drag, and moments, all main rotor

forces are resolved around the main hub and must be balanced with the addition of other rotorcraft

forces, such as vehicle weight and tail rotor contributions.

Two methods of rotorcraft modeling are implemented: a BEMT code for hover and a compre-

hensive vehicle analysis code. Both methods solve for the necessary pilot inputs for trim flight iter-

atively. The hover BEMT code determines collective pitch and considers nonlinear, axisymmetric

inflow for hover and vertical climb. This code was developed for this work, while the comprehen-

sive vehicle analysis code TRAC was taken from existing work not developed by this author but

selected for its quick convergence and numerical validation data for the UH-60. Together, these

two codes consider flight during both hover and forward flight.

Aerostructural modeling is a valuable but computationally expensive simulation challenge due

to the coupling between aerodynamic and structural responses. In this work a fully-coupled

aerostructural model is integrated into the aerodynamic simulation for hover and climb mission

stages by leveraging the convergence iterations required for both the aerodynamic trim flight and
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coupling iterations. The aerodynamic trim flight solutions require over 80 iterations to converge,

while rotor blade twist deflections due to aerostructural loading typically only require 4 iterations

for convergence. This is due to the very large inertial forces applied to the rotor blade that dominate

the structural deflection. Additionally, the structural analysis takes 10-20 minutes per evaluation,

orders of magnitude larger than a single aerodynamic evaluation, or even a trim flight solution

for hover. These times are still much faster than other fully-coupled solutions that consider a full

finite element analysis solver and computational fluid dynamics results. All of these tools are in-

tegrated into a set of aerostructural design and optimization tools that relate individual adaptive

structures into mission performance metrics by solving for trim flight under most flight conditions

using modeling techniques with reasonable, tested accuracy and efficient computational costs.

7.1.2 Design Space Decomposition

In Chapter 3 adaptive design and optimization is explored; the design space is decomposed into

two sets of design variables: those that can and cannot change throughout a mission (or change

based on different objectives). Two designs with the same fixed but different adaptive design

variables can both be reached when different objectives are desired. This is especially valuable

during a mission when even the same type of objective (such as power required for trim flight)

may require a different configuration due to changes in other mission parameters (such as forward

flight speed, numbers of passengers, etc.). A methodology is developed to optimize both fixed

and adaptive design variables concurrently while considering feasibility (i.e., that the final design

consists of design that can morph between each other for each mission stage/objective).

Consider a set of designs that can be reached by only altering adaptive variables in the design

space. Two numerical measures are developed to evaluate the performance of any such adaptive

set, keeping in mind that both adaptivity and elite performance is the objective; a large set of

designs with poor objectives may be worse than a single design. The concept of a ‘utopia point’ is

utilized to compare the approximate utopia point from a set of designs in the objective space to the

approximate utopia point from a set of similar designs. In this manner only the best designs with

respect to each objective (or mission stage) are considered. When the goal is continuous morphing

195



between stages, a distance metric is employed whereby continuous adaptivity is considered, with

a priority on designs close to the approximate Pareto frontier.

Next, optimization methods are developed to determine designs that span the Pareto frontier in

accordance with the adaptive multi-objective performance metrics previously described. A two-

stage method optimizes all fixed and adaptive design variables to improve multi-objective mission

performance. The second stage then searches through all designs to find designs that can feasibly

morph between each other due to similar fixed design variables. Feasible morphing is based on

a similarity parameter normalized by the design space, because in a genetic optimization each

generation should generate different design variables due to mutations and genetic crossover; no

designs would have identical fixed design variables.

Another method considers adaptivity during the optimization itself, encouraging designs with

better adaptive performance. Elitism and rank are still considered, but designs of the same rank

are selected based on the best adaptive performance metrics. This method leads to better adaptive

designs for each generation in the analytical demonstrations developed, resulting in larger ‘fami-

lies’ of similar designs but a less evenly-spread Pareto frontier. When compared with increasing

the design space to consider each adaptive design variable for each objective, dimensionality is

a major factor. For a two-shape Euler-Bernoulli beam optimization increasing the design space

from 4 design variables to 6 (and the adaptive design space from 2 design variables to 4) led to

better convergence. However, increasing the number of desired shapes from 2 to 4 resulted in the

adaptive design techniques resulting in improved convergence and final designs.

The approximate local frontiers technique was also evaluated as a general selection criteria for

any design exploration. The design space for an Euler-Bernoulli beam and an analytical mini-

mization function were explored using Latin Hypercube Sampling (LHS), then the best ‘adaptive’

designs were determined. A final optimization could then be performed with the selected ‘fixed’

design variables to ensure the design is feasible and near-optimal.

Of course, the design space decomposition method is not the only valid design and optimization

technique for adaptive multi-objective design and optimization, but it performs well across the
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problems presented in this work and follows the established principles of rank and non-dominance

often used in multi-objective design and optimization. This approach also outperforms existing

adaptive design and optimization methods for larger sets of objectives by reducing the design

space dimensionality during the optimization.

Shape fitting Euler-Bernoulli beams provided a comparison between existing adaptive opti-

mization techniques and the methodologies developed in this work. The non-dominated genetic

sorting algorithm for adaptive design (NSGA-AD) outperformed existing selection algorithms for

determining inter-generational adaptive designs (determined via the approximate local frontiers

approach in which similar designs with respect to fixed design variables are considered adaptive

between each other). When compared with the traditional approach of considering every adaptive

design variable for each objective as a separate dimension in the design space, the methods pro-

vided in this work performed worse for a population of 100 individuals when matching two shapes

but performed much better when considering 40 and 100 individuals to match 4 shapes.

When the design space is small enough in comparison with the optimization population that

considering every adaptive design variable for every objective is sufficient, the design space de-

composition is less effective. However, if increasing the number of objectives from two to four

shows the value of the design space decomposition for an analytical design, the applications should

translate well to mission-driven optimizations, since most missions consider more than just two ob-

jectives or mission stages.

7.1.3 Computational Framework Development and Mission-Driven Adaptive Rotorcraft

Design and Optimization

Continuing from Chapter 2 before applying the methods described in Chapter 3, Chapter 4 first

develops a robust computational framework to relate adaptive rotorcraft elements to mission per-

formance such that general mission-based optimizations can select preferred geometries and their

placement in the rotor blade. A modular scheme starts by defining the mission, then the optimiza-

tion variables describing the vehicle geometries for each mission stage. Next actuation systems

are sized and aerodynamic properties assigned. Geometries are related to local aerodynamic per-
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formance with various options, from experimental data to CFD interpolation tables, depending on

the parameterization and desired fidelity. The rotor blade mass distribution is determined and trim

flight calculated for each mission stage.

Each mission stage is defined in a trim flight state that must be determined iteratively. The

required trim flight power is related to fuel burn via specific fuel consumption. Hover and cruise

have specified velocities, while maximum range and endurance are determined by evaluating a

range of forward velocities and selecting the best one for each objective. The velocity for maximum

endurance is determined by the minimum required power for trim flight, while the velocity for

maximum range is determined by the ratio of trim power to forward velocity: an increased forward

flight speed with the same trim power yields a longer range.

This mission evaluation is either sequential, resulting in an overall mission score, or multi-

objective, resulting in a series of trade-offs between competing objectives for each mission stage.

The multi-objective approach can optimize over the entire design space, considering both fixed

and adaptive design variables by post-processing the entire optimization using the design space

decomposition approach developed in this work. The best set of feasible designs where adaptive

structures can morph between the preferred design for each objective are determined via the design

space decomposition method.

Next, a wide range of adaptive rotorcraft technologies are evaluated via parametric optimiza-

tions. The optimization framework is first demonstrated for optimizing the chord distribution over

a series of four mission stages without structural feasibility constraints. The resulting preferred

geometric shapes showed similarities for each objective, with a taper starting in a similar location

and increasing down the rotor blade span. This initial optimization served to test the optimization

framework before considering feasibility, though the final results suggest a hinge located approxi-

mately 30% down the rotor blade span that could alter the trailing edge taper.

A more detailed structural approximation for embedded SMA torque tubes was developed de-

termining the sizing, placement and levels of twist to morph the rotor blade over a mission with

four unique stages. The torque tubes alter the twist schedule to the rotor blade, changing the local
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angle of attack with respect to the incoming free stream velocity and rotor blade root, which is

set via pilot pitch inputs. Five torque tubes were placed inside the rotor blade for an initial opti-

mization over all the design variables, both fixed (torque tube lengths) and adaptive (active twist

rates). Next, the approximate local frontiers approach from section 3.2.2 determined feasible sets

of ‘similar’ designs with respect to the fixed design variables, and the best set was selected us-

ing the Utopia Point performance metric from section 3.1.1. A final optimization was performed

over the adaptive design variables to ensure feasibility and select a final, fully realizable adaptive

design. This methodology demonstrated novel design space decomposition approach toward de-

termining adaptive designs (and preferred fixed design variables) via similarity for multi-objective

engineering design problems, in this case targeted toward mission-driven adaptive rotorcraft.

Adaptive outer mold lines (OMLs) using class shape transformations (CSTs) were then eval-

uated by relating alterations in airfoil shapes to changes in lift, drag, and moment profiles as a

function of angle of attack and Mach number using panel method aerodynamic tools. An initial

multi-objective mission-driven aerodynamic analysis revealed that structural constraints were nec-

essary, as the ‘best’ shapes were much thinner airfoils than the reference rotor blade; this was

likely due to structural constraints not considered in the purely aerodynamic optimization. Geo-

metric constraints were applied to the leading edge of the rotor blade for structural consistency

such that trailing edge morphing could be evaluated without altering the leading edge and spar.

Next, mission-driven sequential analysis was introduced, where each mission stage is evalu-

ated sequentially to determine mission-wide scores, such as total fuel burn and final range. Sim-

ple missions are introduced along with the advantages of morphing between mission stages for a

sequentially-defined mission. This mission score provides an alternative, but less general approach

to mission-driven design and optimization when compared with the multi-objective approach. The

multi-objective approach is also parallelizable, and requires less trim evaluations for mission where

stage types are repeated (for example, hover under the same flight conditions for stages 1 and 4 in

a mission will yield the same trim flight solution under the multi-objective approach).

The initial fuel for a given mission is also investigated. Due to the weight, and changes in
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weight, of fuel there is a coupling between initial fuel, trim power, and fuel burn. Increased

performance in the forms of lower power and fuel burn due to lower weight conflict performance in

the forms of endurance and range. In this work the initial fuel for a given mission was determined

as the fuel required to meet a common final range requirement of 30 minutes for the reference

rotorcraft configuration.

Next a MEDEVAC (medical evacuation) mission was defined and optimized over the full rotor

blade. The computational framework determined the best shapes for hover, range, and cruise

resulting in increased final range time at the end of the mission and reduced fuel burn before the

final stage. These optimizations all determined local aerodynamic properties via either existing

experimental data (when the airfoil shape was not altered) or low fidelity panel methods when

characterizing new airfoil shapes.

In this chapter, a computational framework is developed to design mission-driven adaptive

structures over a range of mission stages and adaptive rotorcraft technologies. Two approaches to

mission-based adaptive design are explored: the multi-objective and mission-score approach. The

multi-objective method can run mission stages in parallel, but does not consider coupling between

mission stages. This approach can also utilize the design space decomposition methodology to

determine families of similar designs, denoting potential feasible morphing to span the objective

space.

7.1.4 High-Fidelity Mission-Driven Adaptive Rotor Blade Technologies

Chapter 5 continues the mission-driven adaptive rotorcraft studies from the previous chapter

with additional physical considerations beyond panel-method aerodynamics and analytical struc-

tural solutions. While useful for large design and optimization problems, particularly during early

stages of design, it is also advantageous to consider higher fidelity optimization tools when possi-

ble.

Parameterized camber morphing airfoil tables generated via fluid dynamics were integrated

into the computational framework. The tables could related single-parameter trailing morphing

to lift, drag, and moments based on angle of attack and Mach number, and are also used in other

200



optimizations with the camber morphing parameter set to the base position. Initial comparisons

show that higher cambered airfoils performed better for low lift missions on the outer rotor blade

region, a similar trend to SABRE camber morphing studies [132].

A more comprehensive 14-stage Air Assault mission is presented with 5 unique mission stage

types based on weight and velocity. A design and optimization problem is developed where the

trailing edge camber is morphed elliptically over one region of the rotor blade, with two location

variables and an adaptive maximum camber variable. The elliptical camber region placement and

levels of morphing for each mission stage were determined via two optimization techniques: the

multi-objective approach and the mission score approach.

The mission score approach required over twice as much time per evaluation to sequentially

evaluate all 14 mission stages, while the multi-objective approach only considered the 5 unique

stage types independently. Both approaches found performance increases; the mission score

method improved the final range time while reducing fuel burn while the multi-objective approach

reduced trim power across all mission stage types. When the mission score design was evaluated

for each objective individually, the adaptive design was better, or at least Pareto-optimal, when

compared with any individual designs from the multi-objective optimization. However, applying

the design space decomposition post-processing to the multi-objective optimization final popu-

lation resulted in a design with better multi-objective performance than the final mission score

design, though it is worth noting the multi-objective performance does not consider fuel burn.

The multi-objective design space decomposition approach was then extended across multiple

missions. Three missions were selected with some similar mission stage types, and both the mis-

sion score and multi-objective optimization methods were applied. The mission score approach re-

sulted in 3 different rotor blades, each tailored for the respective mission. Meanwhile, the mission-

agnostic adaptive blade (MAAB) considered ever mission stage. The MAAB required much less

runtime to optimize and performed well across all 3 missions, while each mission score blade

performed the best for its respective mission but worse than the MAAB for the other 2 missions.

It is worth noting that the design space for this comparison was fairly small, with one adaptive
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(over 5 objectives) and two fixed design variables. In contrast, consider the five torque tube design

and optimization problem statement. The multi-objective approach considered 5 fixed design vari-

ables (5 actuator lengths) and 5 adaptive design variables, the twist rates for each actuator. With-

out the multi-objective approach and design space decomposition methodology, two optimization

strategies are typically applied to determine both the best lengths and twist rates for each torque

tube over each mission stage. One solution would be to solve design and optimization problem via

the mission score approach: each mission has a set of fixed design variables and alters the adaptive

design variables over each mission stage or mission stage type. This would result in either 25

adaptive design variables (5 actuator twist rates for each of 5 mission stage types) or 70 adaptive

design variables (5 actuator twist rates for each of 14 mission stages). Similarly, a multi-objective

approach could also optimize over 5 objectives, resulting in 25 adaptive design variables (5 twist

rates over 5 objectives), but with a faster evaluation time due to only solving for 5 trim flight con-

ditions (one solutions for each mission stage type) instead of 14 (considering the entire mission

sequentially).

The novel approach developed in this work and traditional methodology to determine both

fixed and adaptive design variables were compared to improve the air assault mission performance

via active rotor blade twist. Additionally, NSGA-AD and NSGA-II were compared as selection

criteria for the design space decomposition approach. The best performance improvements were

determined using the design space decomposition approach, with NSGA-AD slightly outperform-

ing NSGA-II as the selection algorithm. By reducing the adaptive design space using the novel

methodology presented in this work, heuristic optimization algorithms more effectively de-

termined realizable adaptive rotorcraft designs for a specific multi-stage mission. This is the

most significant contribution of this work.

The effects of ϵ as a similarity parameter were also observed. As ϵ −→ 0, the assumption of

feasibility between designs increases. Considering adaptive rotorcraft mission optimizations, the

best adaptive designs for each mission stage when compared with the approximate utopia point,

were a function of data density more than the ϵ-constraint. The best adaptive designs were similar
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for a given ϵ ranging from 2%-5% for even a sparse rotorcraft adaptive twist optimization.

The computational framework was also extended to include fully coupled aero-elastic re-

sponses. While fully coupled analysis is much more time-consuming, analysis of the convergence

rates for the local inflow, trim flight, and finite element structural deflection allowed for a set

of nested minimizations loops which generate fully-coupled solutions for hover trim flight over

the course of an hour as opposed to days, weeks, or months. A rotor blade deflection parame-

ter was introduced to determine structural deflection down the rotor blade length and incorporate

the changes into the twist schedule, iterated in loop with the trim flight calculations until conver-

gence. The changes were relatively small (< 10 HP), though the addition of adaptive elements in

the fully-coupled model were able to alter the twist and either improve or make worse the trim

power depending on the mission weight. This suggests an integrated fully-coupled aerostructural

optimization where the changes in twist are determined inside the structural analysis may yield

possible morphing advantages depending on the loading conditions. Such a fully coupled trim

flight solution utilizing computational fluid dynamics and in-situ finite element analysis may be

feasible for design and optimization in the future either with supercomputing, parallelization, or

longer dedicated runtimes.

In this chapter, high fidelity tools were developed and demonstrated for adaptive rotorcraft de-

sign. The mission score and multi-objective optimization methods were compared for a simple

adaptive rotor blade example in a reasonably small objective space, and the multi-objective ap-

proach still yielded faster solutions with better multi-objective performance. The multi-objective

approach can be extended beyond single missions to mission stages across missions, and appears

to perform better for larger design spaces with more adaptive variables.

7.1.5 Final Adaptive Rotor Blade Structural Configuration and Prototyping

In this chapter, the mission-driven adaptive rotorcraft design and analysis process is applied to

a mission with goal of developing an adaptive rotor blade section prototype at the earliest stages of

the design process. Preferred trailing edge configurations for an adaptive mission from the aero-

dynamic analysis are set as targets for a structural topology optimization, in which the internal
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structure necessary to morph between the extreme shapes is optimized. An internal linkage struc-

ture composed of both adaptive and non-morphing elements was determined that morphs the rotor

blade trailing edge down when the linear actuators contract 1.5%, increasing the camber.

Higher-fidelity aerostructural design and optimization tools were employed, including the CFD

interpolation tables, to determine the high-fidelity best adaptive camber region and levels of mor-

phing. After the preferred aerodynamic shapes were selected, a more detailed optimization de-

termined component sizing and relative placements of internal components using the previous

topology designed for trailing edge camber morphing. The final structural configuration was sent

to Boeing, where the parts were fabricated. The model was assembled at Texas A&M and tested

to confirm similar morphing to the target shapes determined by the aerodynamic and structural

optimization final configurations. This testing and fabrication combines several novel design and

optimization tools that had not yet developed adaptive structures prototypes, from the design space

decomposition methodology described in this work to the internal topology generation.

7.2 Contributions to the State of the Art

• An efficient mission-adaptive rotorcraft design and optimization framework was developed

for early design space exploration over a wide range of morphing technologies beyond that

seen in existing literature. This work considers both structural and aerodynamic effects and,

while applied to demonstrate performance improvements for the UH-60, was developed for

future rotorcraft design and optimization in early stages of design.

• A novel design and optimization approach toward adaptive structures using local frontiers

and similarity of fixed design variables is developed in this work and outperforms tradi-

tional approaches toward determining the best designs for systems containing both fixed and

adaptive design variables. This methodology can reduce the design space compared with

traditional adaptive design approaches and determine better designs (for the same number of

functional evaluations) or reduce the number of functional evaluations to determine the best

designs.
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• A novel optimization selection algorithm informed by NSGA-II was developed and tested

considering both nondominance and adaptivity. This new approach toward multi-objective

optimization performed well against existing optimization techniques toward adaptive struc-

tures, including a mission-driven adaptive rotorcraft design and optimization problem.

A computational design and optimization framework was developed for mission-driven design

during the early stages in the design process. Existing adaptive rotorcraft modeling and design

processes were integrated into a single platform. While previous modeling tools have been devel-

oped to determine advantageous adaptive structures for rotorcraft, this work focuses on improving

efficiency to consider both the placement and feasibility of morphing between preferred geome-

tries using a novel design space decomposition. The computational framework described here has

flexibility between fidelity and efficiency and explores a wide range of adaptive rotorcraft technolo-

gies by leveraging pre-computed CFD, analytical structural models, and a wide range of adaptive

technologies in a modular manner.

However, the largest contribution to the state of the art in this work is differentiating be-

tween fixed and adaptive design variables to generate sets of similar designs with respect to

the fixed design variables. Chapter 3 details a method of determining both fixed and adaptive

design variables in a multi-objective optimization without increasing the design space beyond

that if all the design variables were fixed. This novel methodology and its applications enable

optimizing over all fixed and adaptive design variables and maintaining feasibility without

considering every adaptive design variable for every objective as different adaptive variables

in the design space. This approach was shown to improve the optimization effectiveness in-

creasingly with increasing objectives for both simple analytical solutions and more complex

multi-objective mission-driven adaptive rotorcraft numerical simulations. Additionally, con-

sidering adaptivity as a genetic algorithm selection criteria (while still maintaining elitism

and dominance) was shown to improve optimization results for both inter-generational de-

signs (i.e., the best adaptive design for a given generation during an optimization) and a final

adaptive design when considering every solution from the optimization. Concepts of rank,
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dominance, and adaptivity were integrated into evolutionary design and optimization tools

to improve multi-objective adaptive design space exploration. This methodology performed

well both as a post-processing procedure and as a genetic algorithm selection criteria when

compared with existing adaptive structures design approaches.

An uncoupled process was demonstrated where a prototype adaptive rotor blade section was

developed based on aerodynamic and structural optimizations to determine preferred geometries,

internal structure, and placement in the rotor blade for an adaptive rotor blade during a multi-stage

mission. The computational framework is robust and could be expanded to other objectives with

additional analysis tools. For instance, noise and blade-vortex interactions could be considered as

an objective if coupled with a model that relates the trim flight conditions determined in this work

to the noise generated by the rotor blade. The computational framework developed herein could

serve as a powerful design and analysis tool beyond the scope of this work in the future.

7.3 Future Work

‘We believe this resolves all remaining questions on this topic, no further research is needed’

is a phrase rarely if ever uttered in research [122], and this work is no exception. A plethora of ex-

tensions to this work present themselves beyond simply utilizing this technology toward designing

future adaptive aerostructures.

7.3.1 Adaptive Rotorcraft Modeling and Analysis

First, consider the rotorcraft modeling tools currently developed in this framework. The current

tools calculate trim flight and output required power. However, other objectives such as reducing

link loading and noise are not considered in this work. Pitch link loading could be calculated using

the current trim solutions and some analytical structural models, but evaluating noise signatures

would require additional analysis tools. Collaboration with noise signature researchers would

be valuable if there is interest to integrate noise reduction into the analysis framework. Other

objectives relating to life-cycle analysis could be performed based on trim flight conditions over

the course of specified missions or ranges of missions.
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Another region of modeling improvement concerns aero-elastic coupling. In this work a fully-

coupled model requires finite element analysis (FEA) after every trim solution, which is iterated

until convergence. Current work on surrogate modeling could be leveraged to dramatically re-

duce computational costs if the FEA simulations could be replaced with an accurate pre-computed

surrogates.

Additional adaptive rotorcraft technologies could also be considered beyond chord, rotor blade

outer mold lines, and twist. In forward flight the rotor blade has cyclic pilot inputs and flapping

as the rotor blade rotates around the hub. In TRAC the rotor blade hinges have a constant spring

loading and damping, but higher harmonic controls could govern these behaviors as described in

the review of current adaptive rotorcraft technologies. Thus, the range of objectives and adaptive

technologies this framework could optimize over is not limited to those evaluated in this work.

Current adaptive rotorcraft technologies in this work could also be extended. For instance, models

relating high-fidelity aerodynamic data to more general outer mold line morphing than the trailing

edge parameterized camber could replace the current CFD interpolation tables.

Finally, the computational framework was developed not to redesign the UH-60, but to de-

velop new, state-of-the-art adaptive rotorcraft. New objectives and general parameters for future

aircraft should replace the UH-60 vehicle definitions so this set of tools can determine realizable

adaptive designs for vehicles currently in early design stages. Altering the vehicle will require

additional verification and validation of the computational tools as applied to new aerostructures

before adaptive design optimizations can be performed.

In this work active rotorcraft morphing was enabled via shape memory alloy (SMA) actuators.

These actuators required power inputs resulting in trade-offs between actuation time and maximum

power. In future work these requirements could be incorporated into the design and optimization

process via a few different approaches. One approach would be to fix the power during actuation

and then minimize the time required to morph between configurations. Another approach would

be to require actuation under a specific time, and minimize the required power for morphing. Both

approaches would then consider the power requirements in the optimization loop, encouraging
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designs with either faster actuation times or lower power requirements.

7.3.2 Adaptive Structures Design and Optimization

The design space decomposition methodology in this work should be further explored and scru-

tinized. Obviously this work is very new, and the number of studies performed using these tools

limited so far this body of work. While comparing methodologies over 100-200 independent opti-

mizations was feasible for simple analytical models, the comparisons require orders of magnitude

more time and/or computational resources for similar adaptive rotorcraft mission analysis. Such

analysis could be performed with relatively little additional effort beyond dedicated computational

resources and time, but those resources and time would be significant. Other rotorcraft missions

could be evaluated similarly, across a wide range of adaptive technologies.

Optimization parameters such as population, number of generations until convergence, and the

similarity parameter ϵ could be explored in the future to determine the most efficient optimizations

based on the number of adaptive design variables, fixed design variables, and objectives. The trade-

offs between traditional adaptive structures design and optimization methods could be compared

with this work via additional optimizations.

Other adjustments to the selection criteria NSGA-AD may yield convergence improvements.

NSGA-AD does not consider diversity preservation, so additional work may be able to improve the

selection algorithm via the addition of a diversity-preserving criteria. This optimization method-

ologies in this would could be combined with other design space exploration techniques and eval-

uated for further improvements, as NSGA-AD was based on the non-dominated genetic sorting

approach used in NSGA-II.
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APPENDIX A

UH-60 BLACKHAWK PARAMETERS AND CONFIGURATION

Table A.1: Parameters for the UH-60 Blackhawk

Main Rotor
Parameter Value Units

Number of blades 4 N/A

Radius 8.17 m

Chord 0.53 m

Solidity 0.08 N/A

Rotational speed 27 rads
s

Tip speed 220.6 m
s

Mast tilt -3.0 Degrees

Airfoil SC-1095 N/A

Maximum manufactured twist 7.8 degrees

Mass per unit length 14 kg
m

Tail Rotor
Parameter Value Units

Number of blades 4 N/A

Radius 1.68 m

Chord 0.25 m

Rotational speed 125 rads
s

Tip speed 210 m
s

Solidity 0.19 N/A
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APPENDIX B

FINAL ADAPTIVE ROTOR BLADE CONFIGURATION

Table B.1: Final Adaptive Rotor Blade Model Parameters for Construction

Model Parameter Design Value(s) Units

Upper CST Parameters 0.171 N/A

0.181

0.287

0.096

Lower CST Parameters 0.135 N/A

0.0188

-0.0124

-0.0268

Plastic Thickness 1.01 mm

Airfoil Segment Width 5 mm

SMA Actuator Loading 15 lbs
in

Carbon Fiber Thickness 1.5 mm (6 layers)

Spar Location 0.15 m

238



Table B.2: Final Internal Topology Locations

Starting Location [x, y] m Ending Location [x, y] m

Leading Edge [0, 0]

Internal Plastic Structure [.15,−0.0197] [.2,−0.0102]

[.2,−0.0102] [.1834, 0.0151]

[.15, 0.0162] [.1834, 0.0151]

[.1843,−0.0151] [.2567, 0043]

[.2074,−0.0194] [.2567, 0.0043]

[.2567, 0.0043] [.3017, 0.0191]

SMA Actuators [.2,−0.0102] [.2567, 0.0043]

[.2074,−0.0194] [.4667, 0.0041]

Spar [.15,−0.0197] [.15, 0.0277]

[.0498577,−0.0167] [.0498577, 0.0229]

[.100119,−0.0192] [.100119, 0.0273]
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APPENDIX C

MODELCENTER FRAMEWORK

C.1 ModelCenter Framework

The ModelCenter framework consists of pre-processing, trim flight analysis numerical solvers,

and post-processing codes. The pre-processing codes define the rotorcraft geometry and flight

conditions, along with any morphable parameters during the flight. The trim flight analysis codes,

a hover BEMT code and TRAC, solve for trim flight based on the pilots inputs, and return the

required power, velocity, collective pitch, etc. In post-processing, objectives such as trim power,

fuel burn, range time, etc. are determined based on the trim flight solution(s). In the ModelCenter

optimization framework, pre-processing inputs are altered under a set of flight conditions defined

by specific missions to maximize the performance metrics evaluated in post-processing. In pre-

processing, the rotor blade geometry, morphing parameters, and flight profile are defined. The

local aerodynamic outer mold line and twist are common adaptive rotor blade parameters

C.1.1 DefineMission

The function DefineMission pulls the mission parameters from a function called packageMis-

sionDefinitions, which defines the mission stages and other mission defined parameters. The indi-

vidual phase definitions can be seen in the comments of the individual functions. Some parameters

for the mission definition can be seen in Fig. C.1.

C.1.2 Switches

The function Switches defines a number of options for the ModelCenter evaluations. The

defaults work for twist and camber morphing using the existing CFD tables. Other CFD tables

could be generated for other airfoils and camber morphing profiles.
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Figure C.1: The parameters for each mission stage are defined and packaged at the DefineMission
stage.
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C.1.3 Inputs

The function Inputs defines the geometric and morphing properties. Optimizations and trade

studies alter these parameters, after the mission and switches have been defined.

C.1.4 AirfoilProfiles

The function AirfoilProfiles is used if the morphing CFD tables are not. When using parameter-

ized trailing edge camber CFD tables interpolation tables are generated for every camber morphing

parameter. The outer mold lines can also be generated using Class/Shape Transformation (CST)

tables, which are then discretized and the aerodynamic properties determined using AeroPy and

XFOIL. The key outputs are lift, drag, and moment interpolation tables where the inputs for a 2D

blade element section are local angle of attack and Mach number.

C.1.5 CallSizing

The function CallSizing sizes SMA torque tubes for twist morphing based on the geometric

and material properties of the actuators and rotor blade. The added mass of the actuators is added

to the rotor blade mass distribution. There are checks to ensure the torque tube achieves the require

twist without violating stress and strain considerations, and the variable actFit returns whether an

actuator large enough to meet the stress/strain constraints will fit inside the rotor blade based on

internal clearance. The main output passed forward is actuatorMass, which will be added to the

total rotor mass in the function TotalMass.

C.1.6 ProcessingTRACInputs

The folder ProcessingTRACInputs contains the definitions for change in rotor twist, local

chord, and local lift curve slope. The lift curve slope is used to determine some TRAC param-

eters and is defined either as a constant or from the linear regions of the airfoil profiles.

C.1.7 TotalMass

The function TotalMass defines both the rotor blade mass per unit length for each rotor blade

element and the total mass of the rotorcraft at takeoff.
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C.1.8 DefineCamber

The function DefineCamber defines the CFD camber morphing parameter for multiple stages

down the length of the rotor blade. The camber requires start and end locations and a morphing

parameter from -0.1 (trailing edge down) to 0.1 (trailing edge up/reflex). The camber profile can

either be an immediate, discrete jump or an elliptical camber distribution defined by the switch

ellipticalCamber.

C.1.9 TrimRotorCraftvXX

The BEMT code and TRAC are called in this function to evaluate mission performance and

determine the required power for trim flight over various mission stages. Missions can be run

sequentially or independently

C.1.10 CalculatePerformance

The function CalculatePerformance determines performance metrics such as fuel burn, power

for each mission stage, maximum range, etc. These performance metrics can then be passed to

ModelCenter trade studies and optimizations. All final mission performance metrics should run

through this function.
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APPENDIX D

MISSION DEFINITIONS

D.1 MEDEVAC Mission

Figure D.1: The MEDEVAC mission is 5-stage mission consisting of three different mission stage
types.

Figure D.2: Five Stage MEDEVAC Mission Definition
Mission Phase Description Flight Condition Time/Distance
1) Hover over TAA at 6,000 ft. altitude on 95 deg. day Hover 0.5 min
2) Cruise at high continuous speed (180 knots) Cruise 50 nm
3) Descend to add passengers (6 passengers 365 lbs) Hover 1 min
4) Cruise at high continuous speed (180 knots) to CASH Cruise 50 nm
5) Determine max range based on fuel reserve Max Range Until out of fuel

Figure D.3: MEDEVAC Mission Constraints
Description Value Units
Final Range Time 30 Minutes
Maximum Power (over all 5 mission stages) 3150 Horsepower

D.2 Air Assault Mission
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Figure D.4: A proposed 14-stage mission with 5 mission stage types. The mission starts and ends
at the Terminal Arrival Area (TAA).

Figure D.5: 14-Stage Air Assault Mission
Mission Phase Description Flight Condition Time/Distance
1) Hover over TAA at 6,000 ft. altitude on 95 deg. day Light Hover 0.5 min
2) Climb 200 ft. Light Hover 2 min
3) Cruise at best range speed Light Range 50 nm
4) Descend to land at PZ to pick up 12 soldiers Light Hover 1 min
5) Hover before takeoff Heavy Hover 0.5 min
6) Climb 80 ft. Heavy Hover 1 min
7) Cruise at 160 knots Heavy Cruise 40 nm
8) Descend to land at LZ (using hover blade shape) Heavy Hover 1 min
9) Climb 80 ft. using hover Heavy Hover 2 min
10) Cruise at best range speed Heavy Range 40 nm
11) Climb 200 ft. Heavy Hover 2 min
12) Cruise at best range speed to TAA Heavy Range 50 nm
13) Descend to land at TAA unload soldiers Heavy Hover 1 min
14) Determine max range based on fuel reserve Light Range Until out of fuel

Figure D.6: Air Assault Mission Constraints
Description Value Units
Final Range Time 30 Minutes
Maximum Power (across all 14 stages) 3150 Horsepower

D.3 High Lift Mission
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Figure D.7: 7-Stage Heavy Load Mission

Figure D.8: 7-Stage Heavy Load Mission
Mission Phase Description Flight Condition Time/Distance
1) Hover over Pickup Zone (PZ) at 6,000 ft. altitude, Light Hover 0.5 min
95 deg. then add 4,000 lbs load
2) Climb 300 ft. Heavy Hover 3 min
3) Cruise at 120 knots Heavy Cruise 20 nm
4) Descend 300’ to landing zone (LZ) Heavy Hover 3 min
5) Hover, then release added cargo Heavy Hover 0.5 min
6) Climb 300 ft. Light Hover 3 min
7) Determine max range based on fuel reserve Light Range NA

Figure D.9: Heavy Load Mission Constraints
Description Value Units
Final Range Time 30 Minutes
Maximum Power (across all 7 stages) 3150 Horsepower
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APPENDIX E

DISTANCE (ERROR) QUANTIFICATION

E.1 Distance (Error) Quantification

In the current work, distance (error) metrics are necessary to measure between sets individual

designs, usually as represented in the design and objective space. The design methods described in

section 3.1.1 require calculating distances to determine the quality of each adaptive Pareto frontier,

either by comparing a set of many points (when comparing local adaptive frontiers to the approxi-

mate idealized frontier) or a set consisting of a single point (when comparing adaptive utopia points

to the idealized utopia point). Meanwhile, a measure of distance in the design space is necessary

to determine ϵ-similar sets of designs with respect to fixed design variables xf .

In the nth-dimensional objective space, a distance quantification serves as an error metric to

be minimized using the distance metrics described in section 3.1.1. This distance, or error, metric

Dist between non-empty sets X and Y must satisfy a few conventional requirements:

• The distance must not be negative for both the total value and for any dimension, such that:

Dist{X,Y} ≥ 0. (E.1)

• The distance between two sets is symmetric (i.e. the distance between any two sets X and

Y is equal to the distance between sets Y and X):

Dist{X,Y} = Dist{Y,X}. (E.2)

Additionally, the error metrics used in this work should apply broadly across different types

of design variables and objectives with minimal hyper-parameters. Due to the general nature of

design and optimization, the methodology must remain applicable via [163]:
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• Normalization: a distance metric must apply across different design variables and objectives

with varying scales and units. Each dimension may be non-dimensionalized either in pre-

processing or post-processing. In this work, distances are non-dimensionalized immediately

before the distance calculations based on either the bounds prescribed by the user or those

of the current nth-dimensional space.

• Outlier-handling: In this work, designs with very poor performance in one objective may still

provide valuable adaptivity for other objectives. In some cases designs with outliers in one

dimension can still be considered in another dimension in the objective space. Particularly

when considering continuous adaptivity, it is important to find solutions that neither exclude

nor are dominated by outliers in any dimension of the objective space. In contrast with the

objective space, outliers in the design space are excluded from families of similar designs.

• Dataset-agnostic: distance metrics must be able to consider different set sizes and distri-

butions. The size of optimization datasets can vary wildly depending on the design space,

objective space, computational runtime, etc. The design and objective spaces have no guar-

antee for normally distributed data; a distance metric should not make assumptions about

the distributions. Dataset sets may range from a single point (as in the utopia point case) to

an entire population of designs.

Multiple distance metrics are necessary to meet these requirements across the entire design

and optimization methodology presented here, specifically because the number of dimensions in

design and objective spaces must be the same for comparison, while the number of designs in a

given set has no such restrictions. The first metric is a general formulation for the distance between

sets of the same size with n dimensions, the Minkowski distance [4]:

Dist{X,Y } =

(
n∑

i=1

|Xi − Yi|p
) 1

p

, (E.3)

where p is the user-specified power, typically an integer. When p −→ ∞, the total distance
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approaches the largest distance in any dimension, while at p = 1, the Minkowski distance equals

the sum of distances across all dimensions. Another common value for p is 2, which is equal to the

Euclidean distance or an L2-norm [167]. In this work, distances in the design variable space are

typically calculated using a Minkowski distance where p = ∞. This metric was selected because

coupling between design variables, along with scaling, is not assumed. As such, the ϵ-constraint

is applied to each fixed design variable individually, and designs which violate that constraint are

not considered ϵ-similar.

The distance between approximate and adaptive utopia points, however, is measured in this

work as a Euclidean distance, minimizing the distance where p = 2. This yields a final adaptive

design as close in Euclidean space as possible to the approximated ideal solution. Of course, other

coefficients could also be evaluated, and is a parameter that can be passed into the optimization

tools as developed in this work. A distance metric previously described in this chapter used to

evaluate continuous adaptivity is the Hausdorff distance. Thus, to determine the best continuously

adaptive designs across multiple objectives as in equation 3.6, equation 3.7 is reduced to (for

adaptive frontier Ĵ∗(xf
i ) and approximate Pareto frontier J∗):

DistH{Ĵ∗(xf
i ),J

∗} ≈ max

{
max
j∈J∗

d(j, Ĵ∗(Di))

}
. (E.4)

Substituting equation E.4 into equation 3.6 and replacing xf
i with the approximate representa-

tion Di (c.f. section 3.2.2) yields:

ˆ̂
J∗ = min

Di

(
max

{
max
j∈J∗

d(j, Ĵ∗(Di))

})
, (E.5)

resulting in a final set of fixed design variables minimizing the distance between any design in J∗

and the approximate local frontier Ĵ∗(Di).
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