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ABSTRACT

The research performed here is focused on heat-pipe modeling and simulation and performance

predictions. Heat-pipes are analyzed with axisymmetric assumptions that limit the validity towards

geometries that cannot be reduced to these geometries. This reduces confidence from engineers

designing these products when the geometry is more novel or exotic. The research investigated the

prevailing limits for a novel design configuration for a heat-pipe cooled fuel-element. This includes

a more general formulation for the prevailing limits within heat-pipes. A review was performed

of prior heat-pipe modeling and simulation efforts investigating the cost and benefits of various

heat-pipe models. Using that review, a new method capable of quickly solving full core heat-pipe

simulations with reasonable accuracy is developed.

More general characteristic limits that show dependence on geometric properties such as that

described in the novel design are developed. The design is analyzed showing an increase in fuel

density of 17% when comparing to a specific design present in the literature. Compared to that

design the novel integration approach did not significantly harm maximum performance of the

heat pipe and provided support that non-standard heat-pipe geometries could provide boosts to

performance that are being missed because the analytic tools are not present or are not rapid. The

merits of a 3D conduction model for approximating heat-pipe solutions in a transient scenario were

briefly investigated. Conduction models tend to perform well if the thermal capacity of the whole

system is adequately accounted for.

A review of the current modeling and simulation approaches for heat-pipes is performed. This

explores the benefits and associated costs of each modeling paradigm so that readers can better

inform their analytic approach. Recommendations are included to inform the use cases of these

models to ensure efficient analysis. Some models miss valuable information that when each and

every bit of performance is desired can cause a designer or analyst to improperly select a design

or improperly evaluate safety criteria. For example, in conduction models sonic limiting behavior

and capillary limiting behavior is missed because flow is entirely ignored. In standard operating
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regimes this may be desirable but in casualty events these limits may become important to the

operation of the reactor. Some models are simply too slow to use in certain scenarios, such as

design studies. Rapid design iterations require fast solutions so that many designs can be evaluated

in short order. A modeling scheme was developed that could bridge the gap between speed and

accuracy. Using this research a development effort resulted in a new model that can obtain accurate

results for full core heat-pipe configurations quickly.

A network analysis method for obtaining 3D full core temperature solutions from a simple

linear system of equations is developed. The theory and performance of the method are discussed

and bench marked against OpenFOAM solutions of the conduction problem. The method creates

a linear system of equations based on a unit-cell configuration which allows the network approach

to work. Then resistances between the points of interest and the interfaces of the neighbors are

generated. Then the conservation laws are applied which are discussed in detail. These geometries

being a standard cylindrical geometry from literature and the second being similar to the novel

geometry described in this dissertation. What was shown is that this method provides accurate

solutions and for certain geometries comes within 1% of the high-fidelity solution but in general

was shown that this solution is within about 7% of the high-fidelity simulation. This is acceptable

because standard experimental uncertainties are of larger order than that for thermal-hydraulic

phenomena. This is for steady-state analysis but in literature, network based approaches have been

shown to perform well in transients and to add transient behavior would be simple.

The completion of these objectives gives a new set of possibilities for heat-pipe design in

nuclear systems. Novel geometries with fast approximate simulation methods will accelerate the

creation of better, more cost effective nuclear systems to compete with existing technologies. It

will give additional confidence and flexibility to designers that analyze these systems.
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1. INTRODUCTION

The ability to build a walk away safe reactor is something that will make the nuclear industry

safer and more reliable. There are various ways to approach this, passive cooling technologies,

accident tolerant fuel, the plant infrastructure, the design and construction of a reactor considers all

of these to create a safe and profitable plant. There are technologies becoming popular within the

commercial nuclear community because they were designed to be passive as well as light weight.

These are heat-pipes and are passive self contained heat transport and heat spreading technologies.

They are popular because they were designed for space exploration and power production, and

naturally create system redundancy that improves reliability and safety in the application.

Heat-pipes are promising because they are passive in nature and can work effectively in a wide

assortment of geometries and orientations. They have been used for temperature control in elec-

tronics to maintain milliKelvin temperature accuracy [1] as well as for thermal management on

spacecraft and in laptop computers. The nuclear industry is investigating heat-pipe technology

for use in nuclear reactors as not only emergency passive heat transport units but also as primary

heat removal systems, specifically for small nuclear reactors that need to operate for long periods

of time without fail. These are reactors that the military is interested in, as are small commu-

nities with limited to no access to developed infrastructure. Examples include villages in remote

Alaskan regions or permanent research posts in inaccessible regions. The expected customers have

significant access restrictions and need power solutions that can operate in harsh conditions.

1.1 Heat-Pipe Technology

The principle of a heat-pipe is not new and has an interesting history. In 1831, A.M. Perkins

took out a patent on a "Hermetic Boiler Tube" which resembles a heat-pipe but was a simplified

version of the modern heat-pipe [2]. Later, a descendent of A.M. Perkins, Jacob Perkins, applied

for a patent on what would be called the "Perkins Tube" that resembles a modern two phase ther-

mosyphon [2]. In 1944 the modern description of a heat-pipe was patented by R. S. Gaugler of

1



General Motors Corporation, but it was never manufactured because other solutions were found

in place of a heat pipe. It wasn’t until 1963 George Grover realized that this could be used to

move large amounts of energy from very small spaces passively. The latent heat of vaporization

was known to be much larger than the heat capacity of the fluid. However, it was not conceived to

use the surface tension present as a result of phase change to generate flow as a "Capillary Pump".

The passive nature of heat-pipes makes them beneficial for use in nuclear cooling applications.

Being highly scalable and able to transport large amounts of energy gave Grover the idea that this

could be used on spacecraft reactors because they were extremely light weight and able to be fit

to the application [3]. Currently heat-pipes are used all over the world and most notably in CPU

cooling equipment, such as in laptops as heat spreaders. This has allowed much smaller and more

powerful processing units to be used, bringing better capabilities to a portable platform. More than

124,000 heat-pipes are used in the Trans-Alaska pipeline to cool the oil and prevent permafrost

melt [3]. The applications in nuclear have been limited to space and as a result no nuclear reactor

has been built with heat-pipes. There is an increase in the number of concepts using heat-pipes

but no designs are close to commercial or military deployment. The challenging issue to address

here is why? Are there technical or economic significant reasons that this hasn’t occurred, or is it

simply the speed at which the nuclear industry has been advancing holding these new technologies

back?

Figure 1.1 shows a basic heat-pipe. They operate on the large heat of vaporization rather than

heat capacity. So, for similar power transfer requirements, flow rates are much lower and are easier

to establish naturally without active pumping mechanisms.

The fundamental properties of a heat-pipe, as seen in Figure 1.1, show that it is mostly vapor.

The components in Figure 1 are exaggerated in size for description purposes, from [4] the heat-pipe

used experimentally had tube internal diameter of 1.73 cm and a liquid-wick thickness assumed to

be 0.75 mm and [5] specifies a wick and liquid channel thickness of 0.13 cm with a tube internal

diameter between 1.5 cm and 5 cm depending on the exact version. More importantly, the central

cavity is permanently vapor and the liquid and vapor components will remain in their respective
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Figure 1.1: Diagram of a Heat-Pipe

regions. From a neutronic perspective this is essentially void. Void formation near the center of

a liquid metal cooled reactor can yield large power increases because of positive void reactivity

coefficients. This issue is addressed because there is very little liquid volume in the heat-pipe

relative to the vapor or void region in the heat-pipe. This makes them a promising substitute for

liquid metal coolants. You can achieve similar cooling capabilities as liquid metals without the

negatives associated with them. There is a relative increase in manufacturing costs associated with

a heat-pipe over liquid metals, but the much lower coolant mass may negate this. Neutronically,

heat-pipes are very consistent across temperature and power ranges with only real changes occur-

ring in the vapor density, which would likely lead to a negative feedback affect intuitively. The

working fluid selection is extremely versatile.

The most attractive aspect of heat-pipes is the versatility and compatibility due to the method

used to transport heat. Any fluid that has a vapor pressure can be used as a working fluid re-
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gardless of its atmospheric boiling point. This means that there is likely a fluid that operates best

in a temperature range that is ideal for the application considered. In reactor applications and

power production applications this can be working fluids such as lithium, sodium, potassium, or

even water depending on the specific part of the facility being considered and the temperature and

powers required. There have been experimental studies with molten salt heat-pipes like in [6].

This means that the fluid region or the wick has the ability to be shaped or sized based on what

properties are desired, or what properties need to be avoided. But there is a lack of capabilities

in this region and typically geometries are approximated to cylindrical or planar and prototypes

are constructed to verify. This approach works for cooling scenarios as simple as a laptop but this

will not be sufficient for nuclear regulatory procedures and because of that heat-pipes are designed

to be cylindrical, most commonly, or planar for the purpose of creating a geometry that can be

accurately predicted.

The nuclear industry is investigating heat-pipes for passive solid core “Nuclear Batteries” [5]

as the primary heat removal mechanism coupled to a Brayton cycle for energy conversion. This

was based on the NASA reactor design called SAFE-300. The SAFE-300 had a solid core with fuel

pins and heat-pipes in a hexagonal lattice configuration [7]. Conducting heat from the fuel to the

coolant channels is a popular approach and has been used throughout this century when it comes to

solid core reactor technology. From space reactors like the SAFE-300 to Chernobyl it is common

to allow conduction from the fuel elements to the primary heat removal system. This research

looks to develop an integral Fuel-Element Heat-Pipe (FEHP) to reduce the conduction resistances

between the fuel and the heat removal system. A recent study at Idaho National Laboratory in-

vestigated core designs that reduced the conduction resistances from the fuel to the heat-pipe.

The first design involved hexagonal fuel elements with a heat-pipe running down the center [8].

The second used a container of liquid sodium with heat-pipes and fuel elements submerged in the

sodium conductively and convectively transporting energy from the fuel pins to the heat-pipes [8].

These two designs show attempts to remove some of these "thermal barriers" to allow higher heat

throughput. This technology removes some of the conduction limitations and potentially allow for
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higher thermal throughput than the traditional solid core approach. It isolates each fuel-element

into its’ own self-contained cooling system, so if other cells fail then the whole of the reactor is

not jeopardized. In current concepts local heat-pipe failure could lead to core failure and fuel melt

in a large region of the core. This particular event could be caused by a subpar batch of heat-pipes

or random chance. This technology addresses this through its cell like nature; if one FEHP fails

its neighbors will continue to operate and could potentially transfer a portion of the failed FEHP

energy. A goal of this research is to help integrate the technology into a current solid core reactor

design.

1.2 Objectives

The objectives of this research were in support of developing techniques for analyzing non-

standard heat-pipe geometries such as the geometry described previously. There are many aspects

to analysis depending on what the goals of the analysis are but it is important to understand the

implications of the modeling decisions, such as simplifying assumptions. Using this a method can

be developed to analyze full core behavior accurately.

The objectives of the research are:

1. Develop a method for the parametric analysis and optimization of the novel integration ap-

proach and use the developed method to design and characterize a Fuel-Element Heat-Pipe

for integration into a nuclear battery design

2. Integrate the technology into an evaluation of a nuclear battery type reactor and quantify

key performance characteristics that result such as power, temperatures, and mass using the

developed method

The next steps in this research would be to apply the methods developed in an optimization

and analysis work. Using the full core analysis tool to optimize the entire core’s performance. The

prevailing limits would be used as part of the constraints to the thermal system. The research per-

formed in this dissertation demonstrate a method for parametric analysis and show an integration

into a prior design. Design optimization is a substantial additional effort and would require some
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form of neutronic coupling whether that is an assumed power profile or a tightly coupled solve

where temperatures and and powers are dynamically solved in each direction.

1.3 Overview

This dissertation investigates a non-standard heat-pipe geometry. This is a novel geometry

known as a fuel-element heat-pipe. Standard heat-pipe are typically analyzed as cylinders or plates,

but can be extended to constant flow area devices. This results in little effort to investigate other

geometries or even more general geometries in both a simulation type approach or characteristic

limit approach. This leaves a gap in the capabilities of designers and analysts for accounting for

these more complex geometric shapes.

The dissertation begins by describing the novel geometry and derives more general character-

istic limits for it’s operation. The derivations were presented clearly so that the same derivations

could be applied to other geometries that have more exotic geometric descriptions. These charac-

teristic limits allows operational envelopes to be created for the novel geometry such that confi-

dence in analytic methods could be gained. The main purpose of this was to provide calculations

that demonstrate the veracity of other geometries but also show that the change in performance

could be substantial and the need to adequately determine operational behavior is present. With

improved manufacturing procedures and methods, more complex geometries are possible and de-

signs can become more specific to the application.

A needed review on the simulation methods used within the nuclear engineering community for

analyzing heat-pipes is presented next. Many simulation methods have been developed for analyz-

ing single heat-pipes in various configurations and various complexities but the majority of these

methods are highly specific and have not been investigated for their applications in general geome-

tries. With the plethora of general partial differential equation solvers that have been developed,

such as OpenFOAM, a thorough review of these methods is warranted as well as a comparison of

their strengths and weaknesses. Chapter 4 performs this review and compares three methods of

varying complexity using OpenFOAM as a solver for the most complicated equation sets.

Finally, a low complexity method for the purpose of design optimization is developed and
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compared to higher fidelity approaches. This method takes pseudo 1-D analytical solutions to the

heat equation applies them locally to a 2-D network based mesh and then extends this into a pseudo

3-D solution to get peak fuel temperatures, heat-pipe vapor temperatures, and heat-pipe power

throughput. A benchmark is performed in this chapter to compare the solution of this method

to solutions generated in OpenFOAM to determine the accuracy of the method. This method is

capable of getting temperature profiles for a whole core with 100’s or 1000’s of heat-pipes and

fuel elements in fractions of the time as high fidelity solvers like OpenFOAM while maintaining

accuracy within 10% for the worst case bench-marked and within 1% for the best case tested. This

will allow much faster design iteration to be performed but could be used as an initial guess for

high fidelity solvers and in multiphysics solvers where approximate material properties would like

to be known before high fidelity simulations are performed.

1.4 Impact of Work

The impact of this work could be substantial. Improved performance predictions would im-

prove designs directly through the design iteration process. Faster tools that provide good accu-

racy will allow more combinations of parameters to be analyzed and better designs to be obtained.

This will impact safety analysis and operations as well. Safety analysis relies on understanding

the behavior within the system and how that system responds to external stimulus. If the analysts

can determine more quickly and with higher confidence then reactors designs will be able to more

quickly approach maximum operational performance. These goals will be the same for operators

as decisions are not made unless the safety of the plant is assured.

With the current stage of development for heat-pipe based reactors it is likely only designers

and safety analysts that will see benefit from this work. However, the benefits in those areas will

lead to operators obtaining better tools at the start and having a better understanding of the systems

that they manage.
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2. NOVEL DESIGN INTEGRATION FOR ADVANCED NUCLEAR HEAT-PIPE SYSTEMS

2.1 Overview

A new design integrating heat-pipes into a nuclear cooling system is presented. The heat-pipes

are presented as the primary mode of heat transfer. Analyzing the prevailing limits to determine

suitability for predicting the performance of the heat-pipe concept. When the limits are determined

for the design integration, steady-state behavior needs to be quantified. A model that accounts for

3D behavior is evaluated for use. Using the limits to evaluate the design integration, with sodium,

the operating regime would still remain below the predicted limits. With potassium the operating

regime would exceed the capillary limit. This is caused by the increase in pressure drop. With

the 3D model, a validation shows that conduction can give very good results for both transient and

steady-state behavior for sodium. It shows that water has poor transient prediction but accurately

predicts the steady-state behavior. Both solutions were close to the reported experimental results

for steady-state.

2.2 Introduction

Compact Nuclear Reactors, sometimes known as Micro-Modular Reactors, are quickly gaining

interest globally. They are being designed to be deployed rapidly, be walk away safe, and to

be competitive with natural gas [1]. With communities rapidly becoming technology dependent,

power becomes a real concern. Remote communities often have little access to power and rely on

fuel shipments to keep essential services supplied to the people. In emergency scenarios power is

essential to bring water and electricity to emergency responders as well as individuals potentially

trapped; restoring communication channels are key to a quick recovery. Developing technologies

that can reliably power these customers for long periods of time without a need to refuel have

multiple benefits.

0Reprinted with permission from “Novel design integration for advanced nuclear heat-pipe systems” by Cole
Mueller and Pavel V. Tsvetkov, 2020. Annals of Nuclear Energy, Volume 141, Copyright 2020 by Annals of Nu-
clear Energy
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Several Reactors have been designed to meet these design goals [2, 3, 4, 5]. These have been

designed for remote power needs, like Sundance, Wyoming or McMurdo Station, Antarctica [6].

Small Modular Reactors are already approaching these requirements and Micro Modular Reactors

are being designed to meet these requirements. They are inherently modular, but are also safe and

designed to provide long term power on a moments notice. Heat-pipes can be found in almost

everything from electronics to vehicle engines [7]. Heat-pipes are a common cooling solution for

electronics because of their simplicity and their reliability. They take on all shapes and sizes and

allow for extremely efficient heat transfer over long distances or very simple heat spreading to

improve the thermal characteristics of the product [7].

Heat-pipes are very popular passive heat transfer devices because of their ability to be applied

to almost any situation. Heat-pipes fall under the classification of thermosyphon along with vapor-

chambers. Thermosyphons do not have wicks, and can only operate assisted by gravity as a result.

This is precisely the opposite when considering heat-pipes and vapor-chambers. Both of these rely

on capillary pressure to generate the primary driving head rather than buoyancy. This characteristic

allows the heat-pipe to take on various shapes such as a flat plate like in a vapor chamber.

The integration presented is a modification to the standard understanding of a heat-pipe. It is

not strictly a long distance heat-transfer device nor is it a heat spreading device. The design inte-

gration is an integral fuel-element heat-pipe. The concept will be a single unit cell composing the

fuel-element, and the cooling system which is the heat-pipe. There are several distinct advantages

for this.

The design allows each individual element to be cooled directly greatly reducing conduction

resistances from the fuel to the ultimate heat sink. This benefit is two-fold because it improves the

margins for temperature limitations. It also allows a simplification in the manufacturing process.

Current heat-pipe based reactor designs involve a monolithic core block with long holes machined

into them for the heat-pipe and fuel elements to be inserted into. The required tolerances on these

blocks are much smaller than is technologically possible [2]. The novel design integration involves

production of a unit cell type assembly that can be replicated. The design may address a cascading
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failure scenario but this analysis is not performed.

There are drawbacks to the design. The wick length could potentially be much longer than a

traditional heat-pipe resulting in a lower power throughput. On the other hand, the wick structure

could become large resulting in increased parasitic absorption, this issue comes down to manufac-

turing capabilities. This would result in a larger core, more fuel, or a higher enrichment required.

There is also drawbacks on the ability to predict the operating performance of a heat-pipe in this

configuration.

2.3 Fuel-Element Heat-Pipe Concept

There are several key differences between a Fuel-Element Heat-Pipe (FEHP) and standard

approaches to heat-pipe cooling systems. A significant difference includes a variable flow area.

Almost all heat-pipe systems, nuclear or not, rely on a constant cross-sectional area and in a signif-

icant number of cases a constant circular cross-section. Designing a reactor system with a coolable

geometry involves some repetition in geometric properties. The typical approach involves organiz-

ing cylindrical fuel-elements and cylindrical heat-pipes in a hexagonal lattice. This requires large

amount of structural material and thermal bonding materials. This is typically done simultaneously

with conductive structural material like stainless steel. A fuel element with a central cavity for a

heat-pipe has been considered [2, 8].

An FEHP involves containing the fuel within the heat-pipe. The fuel can be in any form but

the simplest to visualize is a cylindrical fuel geometry within a hexagonal evaporator section. For

simplicity the wicking structure will run along the walls of the heat-pipe envelope and up the

surface of the fuel. This does not have to be the case, especially with advanced manufacturing

quickly allowing more complex geometries to be manufactured. Containing fuel within a heat-

pipe is not new, but the research is limited and was very focused. The only other instance found

was as a control mechanism for nuclear thermal rockets which analyzed the feedback effect of

UF4 as a heat-pipe working fluid in the NERVA nuclear rocket [9]. The versatility of heat-pipes

are demonstrated by this analysis. The geometry of the FEHP can be seen in Figure 2.1.

When viewing Figure 2.1, green is the wicking structure, the lighter shade is the vapor region,
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the darker shaded region is the fuel region. The two large black arrows represent a cross-section

with the normal parallel to the axis of the geometry and the corresponding cross-section displayed

below. The lighter arrows represent the flow path from the surface of the fuel to the condenser

through the vapor region and then from the condenser wick all the way to wick on the fuel travelling

through the wick. In Figure 2.1 other flow paths can be envisioned. These flow paths include

directly from the fuel to the heat-pipe wall. This is why the FEHP was referred as a mix between a

vapor-chamber and a heat-pipe. If it is able to reject heat through all external surfaces then it will

act as both a heat spreader and a heat transport device.

2.3.1 Advantages

The FEHP gives several advantages over traditional heat-pipe systems and in some cases over

traditional cooling systems. It does not have as much conduction resistance between the fuel and

the coolant. This is because the structural material separating the fuel from the heat-pipe are now

removed. This shortens the conductive "journey" between the heat source, the fuel, and the heat

sink, the condenser.

The FEHP allows neighbor to neighbor communication. This means that heat can easily flow

from one heat-pipe to the next without be restricted by structural material. A substantial manufac-

turing improvement is made with the FEHP concept. Hundreds of individually drilled precision

holes are not required and, instead, a single geometry is manufactured and produced at scale and

assembled into the final product. This process gives much greater flexibility in delivery options

and manufacturing and assembly options. There is also higher fuel densities associated with the

FEHP concept. If the specifications described by [2] for the LANL MegaPower design are ana-

lyzed some interesting conclusions are made. First it is assumed that the cross-sectional flow areas,

fuel areas, and structural areas are conserved on a per fuel element basis. This indicates that the

2 fuel elements per heat-pipe is reduced to one element per heat-pipe, which inherently increases

redundancy, and it eliminates a lot of the structural material put in place to thermally couple the

fuel-elements to the heat-pipes. Table 2.1 summarizes the calculations performed.

The Fuel Area Ratio is the ratio of the fuel area to the total area of a unit cell. The Improvement
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LANL FEHP
Fuel Diameter 1.412 cm 1.412 cm
System Pitch 1.600 cm 1.813 cm
Approximate Fuel to HP Ratio ≈ 2.000 1.000
HP Outside Diameter 1.775 cm
HP Internal Diameter 1.575 cm
HP Annular Gap Thickness 0.700 mm
HP Wick Thickness 1.000 mm
HP Vapor Area 1.198 cm2 1.198 cm2

HP Wick Area 0.419 cm2 0.419 cm2

HP Annular Gap Area 0.331 cm2 0.331 cm2

Minimum Wall/Web Thickness 0.100 cm 0.050 cm
Fuel Area Ratio 0.471 0.550
Improvement Factor 1.000 1.169

Table 2.1: Comparison of LANL MegaPower unit cell to the Proposed unit cell

Factor is the Fuel Area Ratio of the selected over the Fuel Area Ratio of the LANL MegaPower

Fuel Area Ratio. As is shown in the Improvement factor in Table 2.1, there is almost a 17% increase

in fuel density within the core. This is a substantial increase in fuel density and further investigation

is justified. Some substantial difficulties are encountered because this is a non-standard geometry.

The FEHP does not have a constant vapor flow area, it can have unequal vapor and fluid flow

lengths, and it is not an entirely independent system from it’s neighbor.

2.3.2 Disadvantages

As previously mentioned, there are several disadvantages associated with the FEHP. The more

complicated wick geometry will result in higher pressure drops through the wick and a lower

capillary limit. This will be seen later. Also, there are no readily available models that can quickly

and accurately ascertain the quality of a design. A changing vapor flow area complicates the

calculation of the sonic limit as area and mass addition can both choke the flow independently.

Believing that only mass addition can choke the flow could result in an area choked flow at a heat

transfer rate substantially below that of the sonic limit estimation. There are few models that can

accurately handle heat-pipes with 3D geometries.
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With the FEHP concept there is an estimated 17% increase in fuel relative to previous concepts.

This leads to less structural material to hold energy in the event that there is an accident. This could

be detrimental to operations and safety of the reactor. On the same hand there is much more fuel to

hold and produce energy meaning the power density of the reactor can be brought down to increase

lifetime and safety of the plant. These are some issues that need to be analyzed.

2.4 Characteristic Limits

As mentioned previously, the FEHP challenges the conventional characteristic limits when it

comes to predicting the peak operational performance of it. Other heat-pipe designs that would

have cross-sectional areas that are not constant with respect to axial location also would encounter

difficulties. This is a problem for operational confidence. To handle this problem the characteristic

limits are re-analyzed to account for a potential variable area.

There are four characteristic limits: entrainment limit, capillary limit, sonic limit, and boil-

ing limit. These exist because heat-pipes transfer heat in a fundamentally different fashion when

compared to solid conductors or pumped flow systems. In a conductor you are only limited by

the gradient provided and in a pumped system if more heat needs to be moved a larger pump is

obtained to do so. In a heat-pipe, however, the system may encounter or pass through regions of

operation that will limit the throughput of the heat-pipe. For example, the sonic limit is typically

encountered at low temperatures and can inhibit the startup of the heat-pipe [10]. This is why it is

important to know roughly where these limits are.

2.4.1 Entrainment Limit

The Entrainment Limit exists because of the high gas velocity present within a heat-pipe. The

high velocity causes a high shear stress on the wick surface. If that stress is large enough it can

actually pick droplet of coolant out of the wick and carry them in the vapor. This has several detri-

mental effects. It can cause an increased pressure drop in the vapor region because of two-phase

flow behavior. This entrainment can also reduce the liquid in the wick temporarily, potentially

leading to wick dry-out and heat-pipe failure.
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To derive the Entrainment Limit one starts with the definition of the Weber number

We(x) =
ρ(x)v(x)2L(x)

σ(x)
(2.1)

where ρ is the density of the vapor, v is the average velocity of the vapor, L is the characteristic

dimension of the wick, and σ is the surface tension. These are all functions of the axial position

of the heat-pipe and thus the true limit is not simply evaluated at the location of the peak velocity.

If the assumption is made where the vapor region is approximately isothermal and isobaric, which

is saturation conditions typically, then the density and the surface tension become independent

of axial location. With advanced manufacturing techniques it is easy to imagine a wick with

characteristic dimensions non-constant axially. Typically the characteristic dimension, L, of the

wick is either the wire diameter of the wick or the effective pore radius.

The heat transported through is then defined as

Q = ṁ · hfg (2.2)

where ṁ is defined at the evaporator exit. If the assumption is made that the evaporator section

is always adding heat, and the characteristic dimension of the wick does not change, then the limit

can be defined as

Qentr =

√
We · ρ · σ

L
· hfg · Av (2.3)

Where Av is the smallest area between the evaporator exit and condenser inlet if the evaporator

section is constant area. In most cases We is equal to unity but this will depend on what the

critical We number is for the system. If the characteristic dimension is allowed to change then

more information is needed to determine the limit. The extra information is the shape of the power

input or heat flux axially. The vapor area also needs to be known as a function of length if it is

assumed to change between the evaporator beginning and end. The general form of this limit can

be derived simply. Start with
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Q(x) =

∫ x

0

q”(x)dA (2.4)

dA is the differential heat transfer area for the heat-pipe. q”(x)dA represents the differential

heat addition for that axial location in the heat-pipe. This simply defines the total power throughput

at any point in the heat-pipe. Now it will be useful to define this as a shape function multiplied by

a constant. This constant will be the total power throughput which in this case is the entrainment

limit. To do this we modify the previous

Q(x) = Qentr · SH(x) (2.5)

SH(x) =

∫ x
0
q”(x)dA∫ Le

0
q”(x)dA

(2.6)

SH(x) is a shape function describing the shape of the heat flux into the heat-pipe. Inherently,

the denominator is equivalent to the limit. The 0 indicates the beginning of the evaporator section

and x is following the vapor region not the wick region. From here, the limit can be defined

similarly to before with minor changes.

Qentr = hfg

√
We(x) · ρ · σ

L(x)
· Av(x)

SH(x)
(2.7)

Leaving We as a function of axial location makes this a constant, but that would require know-

ing everything before evaluating. By setting We to the critical value everywhere the limit becomes

a function of axial location. To correct for this the minimum value is selected for those properties

and the true limit becomes.

Qentr = min
x

(
hfg

√
We · ρ · σ
L(x)

· Av(x)

SH(x)

)
(2.8)

Because of the way the shape function was defined this is valid for the entire length of the

heat-pipe but the proper characteristic dimension needs to be selected. It is also worth noting the
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typical critical value for We is unity but, in this evaluation, can also be variable depending on the

local conditions. Because of the min
x

, the limit becomes a function of state properties alone.

2.4.2 Capillary Limit

The Capillary Limit is a pressure drop related limit. It states that the flow induced pressure

drops cannot exceed the maximum supply pressure. This supply pressure is the capillary pressure

generated by the wick. This limit is always geometry dependent and must be evaluated for each

individual geometry. It is very simple and represented by the following relation

∆Pcapmax ≥ Σ∆Pi (2.9)

The pressure drop of each section to be summed is based on the best correlation or theory that is

available for those situations. There is sometimes a fifth limit that is called the viscous limit or the

vapor pressure limit that states the system pressure should never be negative. This is important at

relatively low temperatures where the vapor pressure could be around the same size as the pressure

drop in the vapor section or the whole system. This could result in a negative pressure which is

physically unrealistic. To account for this, the maximum generated capillary pressure is selected

based on the minimum of the two values given in the following equation

∆Pcapmax = min

(
2σ

Reff

, PV apor(T )

)
(2.10)

The first value being the pressure differential caused by wick capillary pressure derived from

the Young-Laplace equation [11] assuming a wet point in the condenser and the evaporator having

an effective radius of curvature equal to the effective pore radius, and the second value being the

vapor pressure at a specific temperature. This is only dependent on temperature so evaluation of

the limit is assumed to be with material properties specified at a specific temperature throughout.

This ensures both limits are accurately captured as well. The viscous limit is not as important

because operation in that regime is almost always because of improper working fluid selection.
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2.4.3 Sonic Limit

The Sonic Limit is a heat transport limit caused a choked flow condition. This means the flow

velocity has reached the sonic velocity somewhere in the heat-pipe. This does not prevent in-

creased mass flow rate but increased flow will cause the vapor region to depart from the traditional

isothermal assumption. Increased heat transport capacity comes at the expense of effective con-

ductivity of the heat-pipe. There are multiple derivations of the sonic limit. There is an approach

that accounts for the changing velocity profile through the vapor region assuming incompressible

flow [12]. This approach is the most conservative but does not apply to non-cylindrical geome-

tries. Another common approach is to assume 1-D compressible flow with constant area and mass

addition [13]. This is similar to the approach taken when deriving the limit for a variable area

heat-pipe. Starting with conservation equations and the equation of state.

d

dz
(ρV A) = dṁ (2.11)

dp

dz
= − d

dz
(ρV 2) (2.12)

ρV A ·
(
dh

dz
+
d
(
V 2

2

)
dz

)
= −dṁ ·

(
V 2

2
− V 2

n

2
+ h− hg

)
(2.13)

Vn =
dṁ

Anρg
(2.14)

Qe = dṁ ·
(
hfg +

V 2
n

2

)
(2.15)

These equations are very similar to [13] except the area is assumed to be variable instead of

constant. Now assuming an ideal gas equation of state the following two relations are incorporated.

dp

p
=
dρ

ρ
+
dT

T
(2.16)

dM2

M2
=
dV 2

V 2
− dT

T
(2.17)

Combining these equations and making several assumptions, a relation between Mach number,
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M , cross sectional vapor flow area, A, and mass flow rate, ṁ, can be made.

dM2

M2
· M

2 − 1

γM2 + 1
=
dA

A
− dṁ

ṁ
· (2 + (γ − 1)M2) (2.18)

Several important concepts are shown with this equation. With variable area and mass addition

both can cause the flow to choke. This equation is non separable so both geometry and the mass

flow rate needs to be known within the pipe to determine the mach number distribution. If area is

assumed constant then the original sonic limitation formulation is obtained. It can also be assumed

that as long as the area doesn’t decrease throughout the heat-pipe the standard sonic limit evaluation

will give a conservative estimate for that geometry. If the area decreases then the area could easily

choke the flow and is not accounted for by the traditional sonic limit evaluation.

Qsonic =
ρ · Av · Vsonic√

2(γ + 1)
· hfg =

√
γρP

2(γ + 1)
· hfgAv (2.19)

There are feasible heat-pipe geometries, especially with advanced manufacturing techniques

improving, that could result in choking conditions occurring in locations other than the evaporator

exit.

2.4.4 Boiling Limit

This limit is described very simply as the point where boiling begins. If a bubble forms in the

wick of a heat-pipe it will block a portion of the flow path in the wick leading to increased pressure

drop. This is also a positive feed-back situation where the bubble forms on a heated surface thus

insulating that part of the surface from the coolant resulting in a growing bubble and more pressure

drop. This is a potentially destructive scenario in a heat-pipe and could quickly result in heat-pipe

failure. It is because of this that a limit for the heat transport capacity of a heat-pipe needs to be

determined. To start this derivation it is easy to jump directly to nucleate boiling theory and apply

this to the derivation. [14] was the first to do this and was then referenced in [2]. This will be

the basis for the derivation with one small change. Starting with the required super-heat to create

boiling.
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∆Tboil =
2 · σ · Tv
hgfρv

·
(

1

rb
− 1

reff

)
(2.20)

This is then used in conjunction with Fourier’s law to develop the boiling limit.

q”boil = k
dT

dr
(2.21)

This is a heat flux limitation and so the temperature difference between the wick surface and the

heated surface must be less than the required super-heat defined earlier. If the heat flux is assumed

constant and the surface area is defined by a cylinder this can be combined to get.

Qboil = 2πrLek
dT

dr
(2.22)

This can then be integrated from the heated surface to the vapor interface giving the following

relation.

Qboil =
2πLek∆Tboil

ln
( rvapor
rheat

) (2.23)

Which is precisely the opposite for a standard heat-pipe limit as indicated by [2]. It is worth

describing in more detail that these limits are really identical. The difference occurs because the

gradient is with respect to increasing radius and not decreasing radius. This negative sign is ab-

sorbed into the logarithm causing it to flip making it the opposite. Realistically this would be

evaluated similarly to the way critical heat flux is evaluated because boiling is a heat flux phe-

nomena and not related to total power. Severe peaking problems could lead to boiling at a lower

overall power than a uniform heat flux. If a heat flux is defined that represents the flux required to

cause nucleate boiling then a ratio of the critical heat flux to the predicted heat flux allows for a

factor of safety to be generated to the boiling phenomena and would align more appropriately with

prior reactor analysis. But with approximately constant heat flux axially then there is no difference

between this limit and a critical heat flux based approach.
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2.5 Modeling

Heat-pipe modeling has been thoroughly investigated for standard cylindrical geometries. There

have been 2D direct numerical models using kinetic gas theory to account for them as well as com-

pressible equations for the vapor region [15, 16]. Simpler models have been developed using

lumped capacitance approaches as well as 1D simulation approaches that do very well in pre-

dicting the transient behavior of the heat-pipes [17]. The biggest problem with any approach to

heat-pipe modeling and simulation is that the equations end up extremely stiff. With heat-pipe

simulations, reducing the computational complexity of the model for faster computations is ideal.

In [16] this was done with a 2D simplification and axisymmetric assumptions. [17] simplified the

models through a lumped capacitance model and then using a method of lines solution to solve

the resultant equations. The equations were also approximated as a pseudo 2D problem where

heat transfer in the evaporator and condenser was assumed only to have radial conduction and the

adiabatic region had only axial conduction. A further simplification said the vapor region was neg-

ligible resistance thermally and so the evaporator and the condenser could be coupled directly with

their respective equations.

The main issues with prior modeling and simulation is that important 2D and 3D phenomena

is ignored making the models most appropriately used with heat-pipes that can be reduced to an

accurate 2D representation. With 3D geometries that are interacting with surrounding heat-pipes,

knowledge of the 3D effects is necessary to obtain accurate safety and operational information.

The model developed in [17] will help with understanding the approach taken here. It is an

electrical resistance network that treats portions of the heat-pipe like resistors and organizes them

such that there is only radial conduction in the condenser and evaporator and only axial conduction

in the adiabatic region. Figure 2.2 shows a drawing of the network including the vapor region.
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Figure 2.2: Electrical Resistance Network as represented in [17]
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As drawn, there are seven total resistors representing theradial wall and wick resistance of

the evaporator and condenser, adiabatic region axial wall and wick resistance, and vapor region

resistance. There are potentially two more resistors in this depending on the boundaries. These

additional resistors are for convective boundaries or contact resistance. The most common uses

will be convective boundary conditions on the condenser outer surface. This model at it’s core is

a lumped parameter model. There are more complicated lumped capacitance models such as [18]

that account for flow in the system but these are not great for describing the developed model. With

this being a lumped parameter model the resistors need to be defined as well as how they interact

with their neighbors in a transient situation. The derivation starts with Fourier’s law of conduction

Qi,1 = 2kiAi
Ti,1 − Ti

λi
, Qi,2 = 2kiAi

Ti − Ti,2
λi

(2.24)

In this equation i represents the lumped element and the subscripts of one and two are the

respective surfaces that heat can flow into or out of that element. From this it can then be substituted

into the transient portion to capture time varying affects.

ρiAiλiCp,i
dT

dt
= Qi,1 −Qi,2 (2.25)

In these equations ki is the thermal conductivity, Ai is the area that heat is flowing through, λi

is the thickness of the element, Cp,i is the heat capacity of the element, and ρi is the density of the

element. Substituting the known heat flows from the first set of equations into the second a general

form of the resistance equations can be obtained for the network.

dT

dt
=

2ki
ρiCp,iλ2i

(Ti,1 − 2Ti + Ti,2) (2.26)

It can be easily seen from this equation that this is a finite difference approximation of the

heat equation. There is a factor of two difference but this is due to the approximation of Q at the

element boundary. From this the equations for the wall and the wick can be derived assuming the

resistance of vapor is negligible. These then become a system of first order ODE’s and can be
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solved as a method of lines implementation. This work can be followed to completion in [17].

Knowing this a model can be formulated using a heat equation approximation. There are many

general purpose solvers for the heat equation so creating a new one will not be the goal. Instead, a

finite volume code, OpenFOAM, will be used. There is an issue that needs to be addressed. This is

the zero thermal resistance of the vapor. Most sources treat it as simply a zero capacitance region

[19]. This, being the industry standard, works very well because the capacitance of the vapor is

low. To capture this a small capacitance is assumed for ease of computation and numerical stability.

This is the implementation used to simulate the 3D heat-pipes. To obtain a small capacitance a

small mass is used with a small heat capacity. This allows for a zero resistance to exist with very

small thermal inertia.

2.6 Results

The results demonstrate the heat transport limits of the novel concept as compared to sodium

and potassium versions [2]. The derived limits were used to generate the prevailing limits values

and compare them. A comparison of the sodium designs prevailing limits can be seen in Figure 2.3.
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Figure 2.3: Sodium working fluid LANL design [2] compared to the FEHP design

25



What can be immediately seen in the plot is that the capillary limit is reduced. This is due to the

longer wick structure and more associated pressure drops. This region is also flattened significantly

meaning operating near here could give much more temperature sensitive behavior. There is room

to improve the wick to give better performance. With improved wick design, lower pressure drop

will occur improving the benefits of the integral design. The plot also doesn’t indicate a boiling

limit for the FEHP. This is only because it does not appear on the plot and is much higher, which

is an expected result of the new geometry. The sonic and entrainment limit remain unchanged

because they are not explicitly geometry based. Figure 2.4 shows the comparison of the same

design except with potassium as the working fluid instead of sodium.
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Figure 2.4: Potassium working fluid LANL design [2] compared to the FEHP design
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Similar to the sodium work fluid, the potassium has a reduced capillary limit. In this case

though, it is reduced substantially more than in the sodium case. This is caused by increased vis-

cosity and decreased surface tension which is generally why sodium is selected over potassium.

However, at low temperatures the sonic limit hinders sodium’s performance and as a result potas-

sium was selected. What made potassium the leading choice is the increased sonic limit giving a

larger margin for operational uncertainty. But with the FEHP, it is reduced too far to be useful or

ideal. This could likely be rectified with an improved wick geometry to give better flow but the

current design prevents potassium from being ideal as a working fluid. The boiling limit is also

reduced from sodium allowing it to be seen but the temperature range where this becomes an issue

is well above the expected operating temperature of the heat-pipe system.

The goal is to now verify OpenFOAM’s ability to determine the operating characteristics of a

heat-pipe with 3D geometry. To do this experimental data was used from [20] and then benchmark

data was used from [17]. Comparing these to the conduction model described confidence can be

gained in simulations for the FEHP.

The first comparison is a water heat-pipe experiment described in [20]. This is a copper water

heat-pipe with a 170 mm long condenser section and 393 mm long evaporator section. The total

length was 610 mm long with an outside diameter of 19.1 mm and inside diameter of 17.3 mm. The

wick consists of a 2 layer copper mesh of 150 mesh. For the simulation the condenser boundary

was a convective boundary with an average temperature of 320 K and a heat transfer coefficient

of 1063 Wm−2K−1. This fits with a flowing water cooling jacket but is also simplified. This does

not account for the time varying temperature of the cooling waters temperature and may be partly

responsible for the discrepancy in the transient. The adiabatic section is perfectly adiabatic and

produces no losses which is another difference from the experiment. The heater section boundary

condition is a heat addition condition of 570 W which in OpenFOAM translates to a uniform heat

flux condition on the surface. The wick internal boundary is held as a constant temperature for

the whole heat-pipe. To do this a lumped mass condition is used with small mass and small heat

capacity to ensure that it remains a small portion of the thermal inertia. Figure 2.5 shows the
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comparison of the experimental data and the simulation.
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Figure 2.5: Comparison of simulation and copper-water heat-pipe described in [20]
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It is clear to see that the transient behavior is not accurately captured. There is obviously

excess capacitance not being accounted for that leads to a slower transient. This could be in the

vapor, which is not likely, and it could be in the boundary conditions applied as well as material

properties. The steady state behavior, however, is captured very accurately being off by around

1% meaning that the accurate determination of the steady state behavior and the 3D conduction

approximation can be seen as an accelerated steady state solver. This is evidence for it only being

a capacitance issue. In most steady state solutions to the heat equation, the energy storage is not

important to the solution. The time and space solutions are separable. With this behavior any

correction to the solver to account for the difference in transient behavior will come in the form of

a capacitance correction. As was stated previously this is not the only possible cause for the error.

This is a flowing system and the true governing equations involve flow possibly adding what could

possibly look like a capacitance in reduced equations.

The second case is a benchmark case and is compared to a simulation presented in [17]. This

is a sodium heat-pipe with a vapor diameter of 0.014 m and a wall and wick thickness of 0.001

m. The evaporator length is 0.105 m with the condenser being 0.5425 m long. The adiabatic

section is 0.0525 m in length. For this benchmark effective constant material properties were used

as well as constant boundary conditions. The wall thermal conductivity is 21.7 Wm−1K−1 and

the wick effective thermal conductivity is 45 Wm−1K−1. The effective volumetric specific heat,

equal to the density times the mass specific heat, is 1.05x106Jm−3. The condenser was exposed

to a convective cooling condition with a heat transfer coefficient of 39 Wm−2K−1 and an ambient

temperature of 300 K. The initial conditions were generated by running the simulation with an

evaporator heat input of 623 W until steady state. At that point the heat input was raised to 770 W

instantly and ran to steady state. Figure 2.6 shows the comparison of this simulation to the network

model developed in [17].
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Figure 2.6: Comparison of simulation and sodium heat-pipe described in [17]
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The results agree very well and give good confidence for this to capture transient behavior of

heat-pipes with metal working fluids. This will allow investigating the FEHP’s transient behavior

as well as it’s steady state properties as compared to previous designs.

2.7 Conclusions

Based on the analysis performed there is motivation for pursuing an integral design. A nearly

17% increase in fuel density with small changes in the ultimate performance of the system is a

strong motivator for further study. Characteristic limits for heat-pipe operation of a new FEHP

concept were developed. The characteristic limits show that only the capillary limit decreases

from this change. This is likely a direct result of the wicks changed geometry. Specifically, the

wick increased length. The potassium limit drastically reduced while the sodium limits did not.

A 3D conduction model was tested and compared for both transient and steady-state accuracy of

heat-pipe operation. For high conductivity working fluids transient and steady-state behavior is

captured. This is good for working fluids like sodium or potassium. For low conductivity work-

ing fluids this is not the case. There is unaccounted for thermal capacitance in the system. This

capacitance needs to be captured to accurately determine the transient behavior of the heat-pipe.

The steady-state behavior is captured accurately, however, making this an accurate steady-state

solution method for these heat-pipes. Future work can include analysis of the FEHP using the

conduction model shown here as well as investigating the effects of neighboring heat-pipes with

different power levels. The varying power levels should be captured in the limits as well, as long

as the heat addition or heat loss is accurately predicted. There is also work to be done in opti-

mizing the shape and characteristics of the wick structure to improve performance and reduce the

impact of having a non-standard geometry. This opens up possible research areas for topological

optimization to maximize the power throughput and maximize fuel density within the matrix.

This work open up the possibility of more diverse reactor designs that use more advanced

manufacturing techniques and improve performance. The breadth of nonstandard designs that

could exist and be analyzed from this research demonstrate the importance.
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3. A REVIEW OF HEAT-PIPE MODELING AND SIMULATION APPROACHES IN

NUCLEAR SYSTEMS DESIGN AND ANALYSIS

3.1 Overview

Nuclear systems are increasingly being designed to operate autonomously with passive safety

systems and resilient, robust components. Heat-pipes naturally fit these requirements and are being

investigate for use in advanced nuclear systems. These technologies were conceived and designed

for this purpose but, recently, have become widely used and are known for use in electronic sys-

tems. The modern approach to nuclear safety involves full understanding of the physics at play.

It is also important to predict the progression of the accidents from reactor steady-state to the

point where either failure occurs or normal operation can be resumed. Understanding the speed of

computation, the information obtained, the failures of various models are crucial to determining

accurate accident progression. The history of heat-pipes in nuclear systems is reviewed as well

as the modeling and simulation performed in that period. Various classes of models are reviewed

analyzing their performance, capabilities, and draw backs when performing simulations.

3.2 Introduction

The future of nuclear power is increasingly becoming modular and autonomous. This allows

for singular analysis to apply to huge swaths of products in a general sense. Autonomy and mod-

ularity also bring nuclear power into the realm of centralized quality control. Current plants have

to be designed to the site and as a result have individual safety plans. An autonomous and modu-

lar framework would be similar to that of large software suites which allows small teams to push

updates and improve the entire product line without custom resources. Jet engines have used this

approach to steadily improve products that have been on the market and in use for years as well

as improve and validate future designs. Turbine blades, specifically, are notable for this approach

0Reprinted with permission from “A review of heat-pipe modeling and simulation approaches in nuclear systems
design and analysis” by Cole Mueller and Pavel V. Tsvetkov, 2021. Annals of Nuclear Energy, Volume 160, Copyright
2021 by Annals of Nuclear Energy
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with new blade technology being dropped into engines at their next rebuild improving performance

with no down time on top of the standard maintenance and inspection schedule. Implementing this

approach also allows considerable effort to be placed on computational resources to improve the

ability to predict the behaviors of components. From this, better understanding of accidents can

be obtained as well as efficient optimization can be performed. This combined with the immense

computing resources that are available today give rise to complex multi-physics software that are

solving many physical phenomena simultaneously.

The next generation of heat-pipe reactor designs that are beginning to take shape are perfect

examples of the modular autonomous power systems of tomorrow. These reactors are being de-

signed to operate without operators for decades with passive safety systems and passive response

to changes in grid conditions. This paper will review the models employed to model heat-pipes

from the beginning of heat-pipe research until recently. This should serve as a resource for multi-

physics simulation and reactor simulations when choosing models that will give quick, accurate,

and reliable results. A brief history of heat-pipes will be described as well as their applications in

nuclear systems, followed by an overview of modeling efforts since 1970’s. Exact solution meth-

ods used will not be covered but the governing equations as well as the underlying assumptions

will be described.

3.2.1 History of Heat-Pipes

Heat-pipes are an innovative technology that has a widespread appeal. From use in laptops and

electronics cooling [1], all the way to satellite thermal control and reactor cooling [2]. Heat-pipes

are almost commonplace in the modern world and are used in a variety of industries. How did

heat-pipes become such an integral part of technology and when did heat-pipes gain popularity in

nuclear systems.

Heat-pipes fall under the classification of two-phase closed thermosyphons. These are a family

of devices that transfer heat primarily through the evaporation, and condensation of the working

fluid with no mechanical input. All of the energy required to transport the working fluid comes

from the evaporation of the working fluid. This all started with the devices manufactured by A.
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M. Perkins and his sons. A. M. Perkins specialized in manufacturing single phase and dual phase

heat transfer devices for coupling furnaces to boilers [3]. The cleanliness of the systems were the

highlight of the inventions. These tubes were able to stay clean longer than traditional approaches

and had lifetimes longer than traditional approaches [3]. These tubes also had the ability to operate

at extremely high temperatures and pressures that, at the time, were not easily achieved [3]. A. M.

Perkins started a career in boiler and heat distribution systems in 1827 [3]. Ludlow Patton Perkins,

the son of A. M. Perkins, is credited with the developmental work on the Perkins Tube but based

on writings in the late 1800’s A. M. Perkins is likely to have done the bulk of the development [3].

The next mention of a heat-pipe like device was in 1942 [4]. At this time, an engineer with

General Motors Corporation, Richard S Gaugler patented a device that essentially meets the def-

inition of a heat pipe. The patent describes typical passive closed cycle heat transfer as taking

place from low elevation to high elevation [4]. It is described that heat is transferred by heating

a volatile fluid causing it to evaporate, allowing the vapor to transport upwards to a cooler area,

and then condensing this volatile releasing heat into the condenser region [4]. This is essentially

the description of a closed two-phase thermosyphon. Gaugler describes that to deviate from this

requires work to be done on the fluid [4]. The goal of the patent, and the originality of the concept,

was to create a passive system to transfer heat from a higher elevation to a lower elevation. The

approach uses volatile liquid contained in a capillary structure with a space that accumulates the

evaporated volatile fluid [4]. The capillary structure was to be made of pure sintered iron particles

[4]. A three region device with a capillary structure to provide pressure head is the definition of

a heat-pipe. Unfortunately General Motors Corporation did not find immediate use for this at the

time and it did not become known based on the work done by Gaugler.

In 1963, at Los Alamos Scientific Laboratory, George M. Grover created a closed two-phased

wicked thermosyphon and coined the term “heat-pipe." This is considered the beginning of the

modern heat-pipe. Grover created the real scientific focus on heat-pipes and began the effort to de-

fine and predict operating characteristics of the devices. Grover’s 1963 patent included references

to liquid metal working fluids and cryogenic working fluids and in 1964 they published a paper
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[5, 6]. With this patent and paper many industries immediately saw the potential of this concept

for compact cooling of various kinds. From cooling vacuum tubes to thermal control in space craft

and satellites it was very clear that the technology was going to be very useful.

3.2.2 Historical uses in Nuclear Systems

The efforts in nuclear are extensive and to simplify it a general overview of the history is given.

The types of models used primarily are described for each era and the efforts to advance those

models are also described. It is important to also understand some of the goals for these projects as

this has a profound effect on what types of models were developed and the underlying assumptions

that led to them.

The advent of the modern heat-pipe and the beginning of heat-pipes in nuclear systems were

hand in hand. Today it may not seem that way as most applications of heat-pipes are in electronics

and waste heat recovery systems but within the ten years of the initial patent filing by Grover there

were numerous papers and conceptual studies of heat-pipe cooled nuclear reactors. In fact, Grover

himself patented a nuclear reactor cooled by heat-pipes designed for space applications in 1965,

just two years after the initial patent for heat-pipes [7]. At around this same time the European

Atomic Energy Community, Euratom, developed a design for a heat-pipe cooled reactor using

heat-pipes based off Grover’s original concept [8]. This shows an incredible spread that was near

global almost immediately after publication. In this early period heat-pipe analysis was limited to

resistance models and they are still used in the bulk of design studies as an effective and accurate

tool. It is understandable that in the first years after conception design and analysis methods were

limited. That combined with most engineering being done with pen and paper hand calculations

were going to limit the designers of the day. The resistance models can be seen later in this paper.

These were the dominant analysis method until the mid 80’s.

By 1968, heat-pipes were being designed into almost every nuclear system intended for space.

Heat-pipes were even considered for passive reactivity control in space reactors and in nuclear

thermal rockets [9]. It was apparent how versatile heat-pipes were and their potential applications

in nuclear. A nuclear reactor that would be designed to passively operate at a predetermined set
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point and at the same time dynamically adjust power based on the conditions of the system, is

an autonomously operated system. With control systems being considered the transient nature of

heat-pipes and their effects on reactivity in core are crucial points of understanding that have to

be captured. Computers and software began to become important in modeling the tightly coupled

phenomena to get accurate results. These models were almost always application specific and were

highly simplified. In fact most heat-pipe models make simplifying assumptions like these such as

2D assumptions. These limit the applicability, generally, for the gain in computational speed. In

the 70’s the simplifying assumptions were to ensure computer time was not excessive.

In 1970, there were investigations published that looked at the ability to include a fuel based

working fluid for enhanced reactivity control [10]. New working fluids and multiple applications

allow designs to become more compact and more versatile. The integral nature of this control and

cooling system can reduce the cost of components and remove the number of moving components

from the core. This will improve safety as solid state components tend to be more reliable. Moving

control systems can also become locked leading to runaway reactions.

In the 1970’s, enthusiasm about the possibilities of space travel created the need for efficient,

and long life power systems. Space reactors were being designed to be reliable, robust, and au-

tonomous. The goal was to develop systems that would not fail and would be able to function

without constant operator oversight. These systems needed to be light weight and compact to en-

hance the portability and needed to be able to provide power for human based missions. With the

lighter cooling system and removal of a substantial portion of equipment required, reactors were

becoming simpler. For example, a space reactor was designed as a split core to be used for reac-

tivity control [11]. This reactor would be operated with a stationary reflector with half the core

attached to it. The other half of the core would be mobile to control reactivity insertion by bringing

the two halves closer together. Each half of the core would have heat pipe cooling independently.

Thermionic energy conversion systems were eventually investigated for direct power conversion

with heat-pipes [12, 13]. These reactors being design for interplanetary exploration and nuclear

electric propulsion. These designs show similarities with modern terrestrial nuclear heat-pipe sys-
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tems. The hexagonal fuel with central heat-pipe void is a concept being investigated currently

[14].

In the conceptual design space individuals were looking for new and unique ways to incorporate

heat-pipes. Based on what was mentioned earlier this meant fast models were used to rapidly

iterate on design characteristics. Resistance models were those used most often. Investigations

into limiting behavior and conditions became important because the models used were not able to

capture them. So now, not only were exact operational behavior being determined but the regions

in which a heat-pipe reliably operated were being determined as well. The developed limits can

be seen in the section about heat-pipe operating principles. These new limits helped give operators

and designers confidence in the behavior of heat-pipes when implemented into cooling solutions.

Towards the end of the 1970’s with the decline in space exploration and a shift in focus in

nuclear to large light water power plants there was a change in heat-pipe research from conceptual

design to modeling of existing concepts. This happened in almost every facet of engineering and

science, as computational resources became cheaper and better performing, expensive experiments

were avoided in favor of computers. The 1980’s and 1990’s were dominated by the development

of computational methods to help focus resources. This can be seen in the many computational

papers published in that period some of which include [15, 16, 17, 18, 19]. This period is where the

majority of models were developed and make up a significant portion of the review. The models

were all closely related and had similar assumptions. It became clear that there were several classes

of models that worked well and those developed in their own way. But the motivations were

not for detailed modeling but for use in predictive control mechanisms for autonomous systems,

specifically space systems. Having substantial communication lag when communicating in space,

either the power source needs to be relatively unchanging or the control system needs some sort of

autonomous behavior.

In the early 1980’s NASA began focusing efforts on a few versatile mission capabilities. The

Space Shuttle began completing missions in 1981 with the goal of providing a much less expensive

route to access space, similar approaches were taken with other capabilities. Custom missions were
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avoided in favor of general mission capabilities. Capabilities were being developed for all mission

aspects, including power. The SP-100 reactor was intended to be one of these capabilities. It being

a heat-pipe cooled reactor to provide power for space missions. The SP-100 project was started

in 1983 under the supervision of DARPA in conjunction with the Department of Energy office

of Nuclear Energy to develop a reactor that could be used on a variety of missions to meet the

military’s needs as well as other potential future users [20]. The program never advanced beyond

ground testing and was eventually terminated in 1994.

Plant design and operation began shifting from a performance perspective to a safety per-

spective. Better predicting the results of plant casualties and operational decisions was a goal

of research and development. This motivated designs that were isolated from the environment

to mitigate the consequences of an accident; [21] discussed a heat-pipe cooled reactor that was

meant to be buried deep underground. The heat-pipes would be designed to carry the heat from

the buried reactor long distances to the surface where it could be used. The heat-pipes could do

this with no mechanical work input and with little thermal losses. Maintenance issues have long

been known with buried systems and this system is likely included. Heat-pipes at this time were

known to be extremely reliable and made sense for transporting heat long distances without the

ability to maintain them. Fast reactor systems were also designed using heat-pipes as the primary

coupling between the sodium coolant and the steam generator [22]. With the lessons learned at

EBR I and the reliability and safety demonstrated at EBR II, incorporating components that aided

in the reliability of the system made sense for the design of a terrestrial power plant.

Throughout the 1990’s heat-pipes were either incorporated into emergency core cooling sys-

tems or into space reactors. There was little research investigating the performance and capabilities

of small nuclear power plants for earth. Space systems can be adapted for terrestrial use, but typ-

ically space systems employed specialized technology developed in a research environment as a

single use case or demonstration technology. These space concepts had low system efficiencies

and power such as [23] with 12% efficiency and 40 kWe which is not a realistic design point for

commercial power systems. Converting this to a terrestrial style power plant would require ma-
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jor design changes likely changing the entire nature of the reactor. This is because space design

requirements are vastly different than terrestrial design requirements. There are a few reactors in

this design range as well such as [24, 25] both of which are designed for kW levels. This only

means designs cannot be easily converted, but the concepts used in the designs can be. That being

said there were some designed in this period for megawatt level operation, such as [26]. This used

heat-pipes for the radiator to ultimately reject heat away from the brayton cycle.

In the 2000’s, heat-pipe applications in reactors grew. With the war in Iraq, private space explo-

ration maturing quickly, and confidence in nuclear technology building, reactors were becoming

more popular for power production, desalination, and process heat. In this period the AP-1000

reached a deployment phase and in some places began construction. The AP-1000 has advanced

passive cooling measures to ensure safety in the event of an accident. There were small reactor

concepts that employed heat-pipes for this very purpose. The SMART reactor out of Korea is one

example of a reactor containment being cooled with heat-pipes [27]. There were also investiga-

tions into using heat-pipes to further isolate the nuclear cooling fluid from the desalination plant by

coupling the desalination process to the heat source with heat-pipes [28]. The fear was that radia-

tion could contaminate the desalinated water and heat-pipes could prevent this. The space system

SAFE-400a was also proposed and designed at Los Alamos for future space missions [29]. There

was also the beginning of modern solid core heat-pipe reactors. The University of California de-

signed a solid state heat-pipe cooled reactor [30]. This design is likely one of the main contributors

to heat-pipe’s current popularity and interest in modern reactors use of heat-pipes. The concerted

effort between space reactor research and the promise of micro-grid capabilities created a strong

push to develop these smaller reactor types.

In the period of 2010 to 2020 heat-pipe reactors have taken off. With several private companies

designing and rapidly progressing through the design process there is a lot of promise for heat-pipe

reactors. With reactors like KRUSTY being designed for space missions and components for this

reactor being tested as well, there is rapid progress occurring [31]. There are also terrestrial reactors

being designed and nearing a regulatory phase. Such as the eVinci Reactor from Westinghouse
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[32], or the MegaPower reactor also designed at LANL [33, 14]. These are all progressing quickly

and show promise for the future of heat-pipes in nuclear systems. There have been several recent

reviews discussing the technology of used in conjuction with modern heat-pipe reactors that help

understand the design goals associated with these systems [34, 35].

3.2.3 Description of Heat-Pipes and Thermosyphons

Heat-pipes are thermosyphon devices. A thermosyphon is a device that transports heat based on

flow phenomena that is generated naturally from the system properties. There are no mechanical

pumps and no internal means of generating flow. They can be separated into single-phase and

multi-phase fluid devices. Multi-phase thermosyphons can have more than two phases such as

nanofluid based heat-pipes; those with nano-particles dispersed into the flow to improve certain

characteristics of the device [36]. Only single-phase and two-phase devices will be discussed

further. Single-phase thermosyphons operate with a single fluid phase with no distinct separation

between the component fluids within the device.

3.2.3.1 Thermosyphon Operating Principles

The thermosyphon most individuals picture when the topic is brought up is a single phase

device that strictly relies on the density differences and gravity to provide the required pressure

head to induce flow and transport the heat. This is probably the most common type but is far

from the only type. Under a broader definition thermosyphon devices can be thought of as any

device that is entirely self contained and transports heat passively without moving parts using a

working fluid or mixture of working fluids with intent of eliminating conduction losses. Based on

this definition operating principles or goals can be defined.

The first goal is that heat must be transported. Either conduction through this device or fluid

movement within this device must move heat energy from a source to some sort of sink. In a

thermosyphon this is always done with a moving fluid. Natural convection is used in some cases,

evaporation and condensation enhances this natural convection process as gravity is the primary

fluid mover, in other cases it could be the rapid expansion of vapor bubbles.
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The second goal is that they are passive. Passive operation requires no operator or control

input. It must dynamically reach stable operating conditions. A turbine-compressor combination

can do this, but it is a very complicated system, and moving parts violate the definition.

This leads to the final goal, no moving parts. Without moving parts the only way to estab-

lish flow is from the physical characteristics of the system. This is primarily where the types of

thermpsyphons differ. This can be heat-pipes, pulsating heat-pipes, vapor chambers, reboilers, and

what is colloquially known as a thermosyphon. It is standard to break these into subcategories of

two-phase closed thermosyphon and single-phase closed thermosyphons.

3.2.3.2 Heat-Pipe Operating Principles

Heat-pipes are a distinct subset of thermosyphons that use a wicking structure to passively

generate flow caused by differences in capillary pressures. They have several regions that will

be discussed later. Heat-pipes, as was previously mentioned, use capillary effects to generate the

primary system head to create flow and energy transport. This gives heat-pipes unique opera-

tional characteristics. If they are designed properly, they can operate inverted or against gravity

or whatever acceleration is present and acting on the device.Vapor chambers and heat-pipes are

very similar and act on the same principles. There is a distinction for several reasons. The main

reason is that they are designed to accomplish different goals. Typically heat-pipes are designed to

transport large amounts of heat over a significant distance. This is in contrast to vapor chambers,

which are designed to dissipate heat, or spread it out efficiently. Vapor chambers have frequently

been incorporated into heat-spreaders because of the near isothermal behavior of the vapor within

them [37]. The isothermal properties essentially allow an amplification of the of the effective

heat-transfer area available for the heat source. This results in lower temperatures with similar

performance when compared to traditional heat-sinks.

With capillary pressure creating the majority or all of the pressure head in some cases certain

operating behaviors can be intuitively determined. First is, a maximum amount of pressure can be

developed by any capillary based device. There is only a maximum pressure differential that can

be generated between the two phases present. In the case of a heat-pipe this is the vapor and the
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liquid phase. This leads to the derivation of the capillary limit. This limit describes the maximum

heat transfer rate possible based on the maximum capillary pressure attainable as can be seen in

Equation 3.1.

∆Pcapmax ≥ Σ∆Pi (3.1)

P in this equation refers to the pressure, with the ∆ indicating the change. The subscript i

denotes the specific component of pressure change, being frictional, gravitational or others [38].

It is also known that two phase flow results in higher pressure drop. In a heat-pipe true two phase

flow is hoped to be avoided using the wick. But, there is the possibility that fluid droplets can be

pulled from the wick caused by high speed vapor flow creating increased pressure losses, limiting

heat-pipe performance. This droplet entrainment leads to the derivation of the entrainment limit

which can be seen in Equation 3.2.

Qe = hfgAv

√
We · ρ · σ

L
(3.2)

Where Qe is the entrainment limit, hfg is the latent heat of vaporization, Av is the vapor flow

area, We is the Weber number, ρ and σ are the density and surface tension respectively, and L is

the characteristic length of the porous interface, typically the effective pore diameter [39]. If the

flow is then analyzed there are certain properties that can lead to operational limitations. If the

flow velocity is high enough compressible effects may become important. This can even lead to

the choking of flow within the heat-pipe. This choked flow condition is commonly referred to as

the sonic limit which can be seen in Equation 3.3.

Qsonic =

√
γρP

2(γ + 1)
· hfgAv (3.3)

P represents the pressure and γ is the heat capacity ratio [39]. With all liquid heat transport

systems, boiling phenomena must be considered. With a heat-flux that is too large boiling can

occur blocking the flow return to the rest of the evaporator section. This can be catastrophic and
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leads to the creation of the boiling limit that can be seen in Equation 3.4.

Qboil =
4πleffkeffTvσl
hfgρvln

ri
rv

(
1

rn
− 1

reff

)
(3.4)

leff is the effective length of the heat-pipe and r is the radius with the subscripts i and v rep-

resenting the inner tube radius and the vapor radius respectively. And the subscripts n and eff

represent the nucleation site radius and the effective pore radius for the wick[39]. keff is the effec-

tive thermal conductivity of the wick, Tv is the vapor temperature or the saturation temperature, σl

is the surface tension of the liquid, hfg is the latent heat of evaporation, and ρv is the vapor density.

These limitations are used to to do baseline analysis for design and define an operational enve-

lope in which a heat-pipe can be safely operated. These are conservative limits that give designers

confidence in producing a product that will not fail under the design conditions. It also gives the

designers knowledge on certain upper bounds of connecting components to the heat-pipes. Other

models are used to obtain exact information about the heat-pipes operating conditions.

3.2.3.3 Distinguishing features of Heat-Pipes

Heat-pipes are easily distinguished from other types of thermosyphons by their wicking struc-

ture. This creates two dedicated flow paths, one for the liquid and one for the vapor. This also

gives capillary pressure helping to drive the flow rather than just density differences. This gives

them the ability to operate in many different orientations without a loss of performance. There

are design consideration that have to be accounted for but it is possible. This gives them the abil-

ity to act as“wires" in a connection from the source to the sink. Many times they are ignored in

thermal analysis or the effective conductivity is made very high. They are also long, narrow and,

within in reason, can be bent and guided tortuously to the source. This allows much more compact

geometries to be created and allows heat sources to be placed closer together.

There are several other devices that either share a similar name or similar features that could

cause confusion. As stated earlier vapor-chambers share a common wick structure but the primary

reason they are named differently is because their primary goal is to spread heat and not move it as
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can be seen in the diagram in Figure 3.1.

Figure 3.1: Drawing of a basic Vapor Chamber designed for spreading heat [40]

In Figure 3.1 we can see the three components of a vapor chamber or heat-pipe, the envelope,

the wick, and the vapor region. The envelope contains the fluid to prevent losses, the wick trans-

ports liquid back to the heat source from the condenser region, and the vapor transports heat from

the evaporator region back to the condenser region.

There is also devices known as a loop heat-pipe. These have a wick structure and operate

according to similar principles, but the liquid is returned along a dedicated line. This slightly

simplifies manufacturing of a wick structure, and somewhat eliminates the entrainment limit.

There are also devices known as oscillating heat-pipes that have no wick structure and operate

using the boiling phenomena. When boiling occurs the expansion of the vapor pushes the fluid

through the pipes. The momentum of the fluid then carries the vapor off the heat source. When the

vapor reaches the condenser it condenses and pulls fluid behind it. This cycle allows the fluid to

be pumped using the growth and retraction of vapor bubbles. There are many heat-pipe types there

are several recent reviews on their applications and some of the unique challenges and motivations

that brought them about [42]. Heat-pipe heat exchangers are not necessarily a different type of

heat-pipe but, they are a unique application for them and have similar heat-pipe requirements to

reactors [43].

These were covered because some perform substantially better than tradition wicked heat-
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Figure 3.2: Drawing of Loop Heat Pipe to understand operation [41]

pipes. This performance comes with increased system complexity, increased size, and loss of

desirable properties such as compactness. For a single heat source this increased complexity could

justify the cost, but when there are many the system could become too complex to properly manage.

This is the main reason they have not been adopted into nuclear systems at this point. Nuclear

reactors would often require 100’s-1000’s of individual cooling connections, it just would not

be worth the cost. This is why modern nuclear plants, if passive for any period of operation,

rely on large scale thermosyphon behavior to drive the flow. This can simply provide the needed

results. This is until distributed power generation became popular. Now micro and small reactors

can reasonably consider traditional heat-pipes for primary cooling. With factory made standard

reactors, large numbers of complex systems can be made without incurring substantial costs. This

is especially true if the sub-components of the system are manufactured independently and at a

large scale. This requires knowledge of the available models to accurately determine operating

conditions. To do this drawing on the historical research will be incredibly useful.
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3.3 Physics of Heat-Pipe Systems

Understanding the physics of the system will give a foundation for defining governing equa-

tions that properly capture the behavior within the heat-pipe. There is both compressible gas flow

and incompressible liquid flow within the system. Phase change is also present and is what gives

heat-pipes their isothermal nature. This is an important part of heat-pipe behavior and accurately

capturing this behavior is necessary. Gas flow is the primary energy carrier from the evaporator

to condenser. Thermal diffusion is present as well and is one of the more influential behaviors in

the system when it comes to transient and steady state behavior. Figure 3.3 shows the standard

approach represented by a 2-D axisymmetric geometry. It will be useful to reference this figure

when reading.

Figure 3.3: General Heat-Pipe layout for a convenient reference

When analyzing the models and methods developed previously an understanding of the system

physics is important. It is also important to determine the contribution from those physics to the

system behavior. When are these important, and why are they or are they not important in general.

This type of analysis will allow future engineers and scientists to better build models for their

specific application or focus their efforts to improve the detail and accuracy of these models. It
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also lends to the understanding of why previous researchers made specific decisions when building

there methods and models.

3.3.1 Physical Regions Within a Heat-Pipe

Figure 3.3 will be a useful reference when describing heat-pipes. It shows the axis of the heat-

pipe along the z axis which is horizontal in the image. The radial axis is shown vertically. It is

displayed in this manner to more efficiently use the space. The standard approach has zero heat-

flux conditions at the ends with some sort of symmetry condition along the central axis and then

variable conditions along the wall region depending on the heat-pipe design.

There are three principle regions within a heat-pipe. The solid envelope or wall region, the

wick region, and the vapor region. The solid envelope region is required to contain the working

fluid within the heat-pipe. The wick region is the primary fluid return. It brings fluid from the

condenser to the evaporator. The vapor region transports the thermal energy from the evaporator

to the condenser.

Governing equations for each region are presented for various and common heat-pipe models

as well as a general overarching set of equations that governs the behavior and from which most

other models can be derived. This will serve as a starting point for future engineers to investigate

the common equations, and assumptions used for modeling heat-pipes and why those assumptions

occurred. For most prior engineers a common reasoning was speed of calculation but there are

some special cases.

3.3.2 Solid Envelope Region

The solid region of a heat-pipe is a required component within the heat-pipe. It defines the

boundaries of the system and is where the heat both enters and exits the system. In traditional

heat-pipes this is a tube with end caps. This is always a solid material and, in every case found, is

metallic such as copper, aluminum, or stainless steel.
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3.3.2.1 Importance to System Behavior

The solid envelope is very important to system behavior. Being a solid region there is two

very important properties of interest. The first is the thermal conductivity. Envelopes with higher

thermal conductivity will have lower temperature drops when compared to those with lower con-

ductivity. This is very straight forward and intuitive and is not specific to heat-pipes. This is a

significant portion of the thermal resistance associated with a heat-pipe making it very important

to the steady state behavior of the heat pipe. The second property is the heat capacity of the en-

velope. The amount of energy the envelope can hold has a noticeable impact on the transient

behavior of the system. The more heat storage the slower the transient will progress. Again this is

not specific to heat-pipes.

3.3.2.2 Governing Equations Used

The solid region is very simple to model. The heat equation has been solved repeatedly and

has been shown to be accurate, given your inputs are also accurate. For steady state solutions the

heat equation takes the form of Equation 3.5 and the transient form takes the form of Equation 3.6

0 = k∆T (3.5)

δT

δt
=

k

ρCp
∆T (3.6)

This is standard for the wall region. In most cases this is simplified into 2D axisymmetric

equations but that is a decent assumption for standard heat-pipes and for verification and validation

purposes. Modifications to this equation for simpler or faster calculations will be discussed.

For steady state heat-pipe modeling a common approach is to form a resistance network. This

occurs between the wick and the wall for the evaporator, adiabatic region, and condenser and then

the vapor region. This starts by assuming radial conduction in the evaporator and the condenser.

From this the resistance for those regions can be defined by Equation 3.7.
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R =
ln( ro

ri
)

k2πLj
(3.7)

Where R is the resistance of the section, r is the radius with i and o being the inner and

outer radius respectively, k is the thermal conductivity, and L is the length with j representing the

specific section of evaporator or condenser and wick or wall. For the axial conduction through the

adiabatic region a similar resistance is used that can be seen in Equation 3.8.

R =
Lj

kπ(r2o − r2i )
(3.8)

In this case j represents the specific section of the adiabatic section whether that is the wick or

wall. There are many correlations for the vapor resistance as it is more complex than conduction

and the exact style of heat-pipe will affect it. It also is not a bad assumption to assume there is

no resistance in the vapor region [44] but for the purposes here it will take an arbitrary value.

Figure 3.4 shows an example of the circuit. This is not an exhaustive diagram as there can be

resistances added for the interfaces in the system.

Wall Axial

Wick Axial

Wall Radial Wick Radial Vapor Wick Radial Wall Radial

Figure 3.4: Electrical Resistance Network as represented in [44]
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The arrows represent “wires" in this analogy and the blocks represent the resistors. The wires

are regions of coupled temperatures meaning the temperatures are equal at those points in the

region. For example the wall axial and the wick axial have the same inlet and outlet temperature.

These two have the same inlet temperature of the wall radial region of the evaporator and the

same outlet temperature of the wall radial region of the condenser. These can also be organized in

various ways to better represent the system. Using a resistance analysis for each section we know

that the temperature drop is represented by Equation 3.9.

∆T = Q ·R (3.9)

Where Q is the heat flowing through the resistor section. This can naturally be organized into

a system of equations and solved simply to get a decent estimation of the temperature of each

segment. A natural assumption is that the entire heat-pipe can be accurately represented as a

pseudo solid material with a sort of conductive resistance between all the components.

This same analysis can be extended into a transient form. First, the previously derived resis-

tances cannot be used as they were derived specifically for steady state. Second, a capacitance or

energy storage term is necessary. This will be based off analysis performed by [44]. The final

result will be presented and readers will be encouraged to view the original paper to see more de-

tails of the derivation. The solution requires two assumptions. The first is that the temperature is

continuous at the vertex. The second is that at any vertex the heat input flows must equal the heat

output flows. These are just statements of the conservation laws captured by the heat equation. In

essence the derivation of this method becomes a method of lines solution with a pseudo 2-D finite

difference discretization of the spatial equations. This can be seen in Equation 3.10.

dTi
dt

=
2αi
λ2i

(Ti,1 + Ti,2 − 2Ti) (3.10)

Where T is the temperature of the segment with subscript i representing the specific segment.

λ is the length of the of the segment and α is the thermal diffusivity of the segment. The actual
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method of lines equations for these were derived in [44] so applying the actual conditions and

getting the six equations will not be performed here. Knowing that these are simply a method of

lines solution of the heat equation another analysis method can be performed. This is a conduction

only analysis. This is solving the transient heat-equation with appropriate boundary conditions

and effective thermal conductivity’s. The major assumption here is that convective behavior is not

a major contributor to the movement of energy in the heat-pipe. For liquid metal heat-pipes this

is a perfectly valid assumption. For water or other working fluids with low conductivity this may

not be. This is seen in [38] where the transient behavior occurs much quicker than expected in the

conduction model and is partially attributed to the low conductivity of the fluid.

3.3.3 Wick Region

The wick region of the heat-pipe is a necessary component to ensure the evaporator has liquid.

Without liquid in the evaporator a dry out condition occurs and the heat-pipe goes from a very high

thermal conductivity to essentially an insulator. This could cause failure in the heat-pipe, or failure

to the components being cooled. This region dominates pressure drop behavior and is a significant

component of the thermal mass. Special care is needed to accurately determine the characteristic

limits created by the features of the wick like the capillary limit and the entrainment limit.

3.3.3.1 Importance to System Behavior

This region is very important to system behavior. It is a very large thermal mass relative to

the vapor and is on par with the thermal mass of the envelope. This property alone will cause an

increase in the time to reach a steady operating condition. It is a large thermal inertia component

in the system. Compounding on that, the fluid is moving, albeit slowly, it is still moving heat as it

flows and if the effective thermal conductivity of the wick is low enough it will change the behavior

of the system.

3.3.3.2 Governing Equations Used

It was discussed in previous sections that conduction approximations have been used to de-

scribe both transient and steady state heat-pipe behavior. This will not be discussed again but it
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is worth noting that it is used. At the start of heat-pipe research there was really only one type of

wick. This was a homogeneous porous wick for the complete length of the wick section. This was

approached initially with Darcy flow equations. Darcy flow works well in porous structures at very

low Reynolds numbers. This is a regime in which inertial effects, and turbulence do not occur. In

most heat-pipes, creating turbulent flow is near impossible because the prevailing limits prevent

flow rates of that magnitude. The momentum equation can be seen in Equation 3.11.

q = −K
µ

(∇p+ F ) (3.11)

Where q is the volumetric flow rate, K is the permeability tensor, µ is the fluid viscosity, and p

is the pressure of the system. F are body force terms or momentum sources and is where gravity

would be included. This is still used to investigate heat-pipe wick behavior. If the flow rate is

known as a function of height the pressure gradient can be integrated over the length of the heat-

pipe and pressure drop can be determined. This allows for the calculation of capillary limits or

the associated pressure drop of the wick. Combined with mass conservation equations and energy

conservation a transient type analysis can be done that accounts for heat transfer.

With the advancement of wick styles Darcy laws became inadequate to describe the flow behav-

ior within them. With wick styles still having capillary behavior the need to capture the behavior of

porous flow is necessary but the new wick styles typically have properties to allow for non-porous

channel flow. These wick styles include arterial wicks, grooved wicks, and annular wicks. All pro-

vide open channel flow to the liquid to decrease pressure drops and increase heat-pipe performance.

Figure 3.5 shows some of the different types of wicks that have been studied.

This brought forth models to describe flow behavior in a heat-pipe that can account for inertial

effects more directly. The pressure drop through some of these wicks were so small that the full

navier stokes could be solved for laminar flow without much loss in accuracy. Others retained

the porous media models and adjust the porosity, permeability, and other constants such that it

would reduce to navier stokes in that region. The most general of these was the Darcy-Brinkman-

Forchheimer extended model. This includes all the terms used. From this model the Darcy mo-
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Figure 3.5: Some Wick Structures used in Modern heat-pipes [40]

mentum equations can be derived by neglecting Brinkman and Forchheimer terms as well as the

transient terms. Equation 3.12 is the Darcy-Brinkman-Forchheimer extended momentum equation.

1

ε

δ(ρ~q)

δt
+

1

ε2
∇ · (ρ~q ⊗ ~q) = ρ~F −∇P − µ

K
~q − Cρ

K
|~q|~q +

µ

ε
∆~q (3.12)

In these equations ρ is the density, ε is the porosity, ~q is the volumetric flux or darcy velocity,

K is the permeability of the porous structure, C is the inertia coefficient, and µ is the viscosity of

the fluid. P and ~F is the pressure and body force terms respectively. The porous mass continuity

equation is also needed which is applicable to Darcy flow as well. This is shown in Equation 3.13.

ε
δρ

δt
+∇ · (ρ~q) = 0 (3.13)

In the wick, energy conservation is probably the most important aspect of this evaluation. This

is supported by the fact that the system can be modeled well with only conduction in some cases.

So the true temperature profile should be captured by the energy equation. A general form of the

energy equation is shown in Equation 3.14.
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δ

δt

[
ε(ρh)L + (1− ε)(ρh)m

]
+∇ ·

[
(ρh)L~q

]
=
δP

δt
+ ~q · ∇p−∇ · (−k∇T ) (3.14)

This is without viscous dissipation. Viscous effects may be important so ignoring them may

cause error. To see a 2D analysis with full viscous dissipation accounted for refer to [45] and

the related work. Here the subscripts L and m are to represent the liquid and the metal matrix

respectively. These three equations can be simplified and manipulated to recreate almost all the

available simulation tools for modeling wick behavior.

One of the more widely used models developed by [46] is the THROHPUT code. This is a 1-D

axial model that accounts for freezing and thawing heat-pipes. It is a well characterized code and is

used for modern heat-pipe simulations because it is computationally fast and simple to understand.

The wick region is coupled to both the vapor and the solid by source terms. Each region is 1-D axial

like the wick region with momentum, mass, and energy source terms for each respective region

being solved. The solid region has no momentum or mass equations to be solved. This model also

accounts for freezing and thawing of the wick. It assumes an area averaged formulation making

it difficult to account for geometries with varying areas. The radial shape used for area averaging

is well approximated by a quadratic function. If the flow is not one dimensional then the area

averaging will cause deviation from actual results. The exact formulation can be found in [47] and

readers are encouraged to read the report in detail.

3.3.4 Vapor Region

The vapor region is the primary transporter of energy from the evaporator to the condenser. In

a properly designed heat-pipe the majority of the energy is carried by the vapor and small amounts

are carried through the wick and the envelope. The vapor region is in most cases isothermal. There

are scenarios when that is not the case, such as when the fluid is operating in a free-molecular flow

condition, but in steady-state and most operating scenarios isothermal assumptions allow physics

to be accurately captured.
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3.3.4.1 Importance to System Behavior

This is the primary transporter of energy but that does not mean it is important to system

behavior. During startup and shutdown transients where the vapor does not behave as a continuum,

the vapor dynamics play an important role in the behavior of the heat-pipe but near the operational

point the vapor becomes unimportant to system behavior. It has almost no thermal inertia compared

to the solid and wick regions so it is not driving the behavior of the system transient. The vapor

velocity can also be very high. This means that, with appropriate assumptions, the energy can be

treated as traveling from the evaporator to the condenser instantly and the vapor can be ignored.

Treating the vapor as a lumped mass with near zero heat capacity is very common as most steady

state applications only need this.

The vapor region has very small thermal inertia, and it is that reason that it does not drive

over heavily influence the behavior of the heat-pipe. As long as the vapor region remain relatively

isothermal it will be unimportant to the system from a modeling perspective. The vapor region be-

comes important when the heat-pipe gets "cold." Cold refers to the point where the vapor pressure

is very low and the sonic velocity drops as a result. In this situation the flow becomes choked and

the flow approaches the sonic limit. This can easily occur during transients, and in the context of

reactor safety, during accident transients. For example, if cooling is introduced to quickly to high

temperature heat-pipes during an accident, the flow could be choked and heat could be trapped in

the fuel. But this is an accident scenario, and so resolving the vapor behavior to high precision is

only important then.

3.3.4.2 Governing Equations Used

Governing equations in the vapor region are relatively simple. It is usually a compressible

fluid flow model with species accounting to ensure capturing of non-condensible gases in variable

conductance heat-pipes. This can then be reduced to 1D or 2D equations. The real difference is the

energy equations. In some models the vapor is assumed saturated and so the energy equation takes

the form of the Clausius-Clapeyron equation. The continuity equation is seen in Equation 3.15
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δρ

δt
+∇ · (ρ~u) = 0 (3.15)

Where ρ is the density, t is time, and ~u is the velocity vector. The momentum conservation

equation is seen in Equation 3.16

δρ~u

δt
+∇ · (ρ~u⊗ ~u) = −∇p+ µ∆~u+

1

3
µ∇(∇ · ~u) + F (3.16)

Where p is the pressure, µ is the viscosity, and F are the momentum source terms. The energy

conservation equation in it’s general form can be seen in Equation 3.17

δ

δt
(ρh) +∇ · (ρh~u) =

δP

δt
+ ~u · ∇p−∇ · (−k∇T ) (3.17)

Again viscous dissipation is left out. Errors could occur from ignoring viscous effects in the

vapor. If the vapor is assumed saturated then the energy equation does not need to be solved and

the temperature, and therefore enthalpy, are dependent on the pressure of the region. To account

for this the Clausius-Clapeyron equation is used to obtain the temperature in the vapor region from

the pressure solution. This simplifies the solution procedure allowing the temperature field to be

easily determined.

3.3.5 Wick-Vapor Interface

The wick vapor interface is an important aspect because it acts as a divider between the flow

regimes. It allows the heat-pipe to be considered as multiple single phase regions rather than two

phase regions. Two phase behavior is very difficult to model and, in fact, the wick-vapor interface

adds a considerable amount of instability to the problem because of it’s sensitivity to temperature

and pressure.

3.3.5.1 Importance to System Behavior

This specific interface is very important to system behavior as it generates the momentum to

drive flow, it allows energy to be carried isothermally, and it is the fundamental principle that

58



makes a heat-pipe work. That being said there are ways to avoid or improve on the poor stability

of this component of the models. This part of the model effectively models the evaporation and

condensation of the heat-pipe. Evaporation and condensation occur on very short time scales

meaning near equilibrium models can be used to effectively capture the behavior. One of these

conditions is fairly simple and is universal and this is conservation of mass flux at the interface.

This means liquid flow into the interface equals the vapor flow out of the interface. This also

works in the reverse direction and is just a conservation property. The second conditions has to

do with how the flow is driven, mostly how does the temperature affect the evaporation flux. For

this condition there is three general approaches to the solution to determine the mass flux from

evaporation. The first and most detailed is the kinetic theory of gases relationship as was used in

[48] and is represented by Equation 3.18.

¯̇m =

(
M

4πRT int

)1/2

(P equ
v − Pv) (3.18)

Where ¯̇m is the mass flux from evaporation, M is the molecular weight of the fluid, T int is

the interface temperature, P equ
v is the equilibrium vapor pressure of the liquid at the interface tem-

perature, and Pv is the vapor pressure of the vapor. So this equation really just represents a vapor

pressure differential from the interface. There are other equations that often use an accommodation

coefficient to account for evaporating gases that have extra repulsive or attractive forces in their

liquid state. This gives very good results and is arguably the most accurate form to capture the

phenomena. But in this state it contributes to numerical instabilities and difficulties with solution.

If this equation is instead viewed as a vapor pressure differential then it is easy to jump to the most

commonly used forms of the equation which is what is used in the full flow model presented later

in this paper.

With it being a vapor pressure differential we can assume that the pressures correlate directly

to temperatures and then this can be replaced with a temperature differential. The constants are

different but the constants tend to be easier to understand in this form and that will become appar-

ent. A temperature differential that correlates to mass flow tends to be in terms of power. So this
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becomes a power balance across the interface that takes temperature gradients and mass fluxes. So

this condition is represented in Equation 3.19.

hfg ¯̇m dA = −k~∇T ~n dA (3.19)

Where hfg is the latent heat of evaporation, dA is the differential in area, and ~n is the normal

to the surface. This states that the evaporated mass is equal to the heat across the differential area

element. Now there is still a degree of freedom in the vapor that needs to be handled and this is the

temperature of the vapor. To handle this the common approach is to say the vapor is saturated and

then the pressure defines the temperature. Assigning this temperature to the interface will allow

for closure and this approach works well. There is one last closure relation for models that does

not solve the vapor and that effectively sets the temperature of the vapor in such a way that the net

energy flow into the vapor is zero. This also works well and is the basis behind most conduction

models especially for steady state. This was discussed prior but it was worth reiterating.

3.4 Heat-Pipe Models

A collection of papers from the foundation of heat-pipe modeling to the present are shown

here. The strengths and weaknesses will be highlighted to give an idea of how they perform and

what may be a good selection when looking to perform full multi-physics calculations with them.

The boundary conditions will not be covered as they tend to be a simple continuity of flux and

temperature but the interface between the liquid and the vapor will be discussed briefly as this is

a major component in determining exact behavior of the heat-pipe. This interface condition can

be as simple as a thermal continuity accounting for evaporation and condensation or as complex

as a Volume of Fluid type approach to monitor the capillary radius to dynamically account for the

changing capillary pressure. This second approach allows the model to directly limit the minimum

and maximum capillary pressure generated and therefore allows for the determination of the cap-

illary limit.
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3.5 Performance and Capabilities

The tables presented do not represent all the work done but show a plurality of approaches

to modeling and simulating heat-pipes for design and analyses purposes. These models should

help with formulating models in the future for fast, and accurate simulation of heat-pipes in large

systems such as nuclear power plants. To do this, the performance and capabilities of each model

class is reviewed as well as the information attainable from the simulation. This is an important as-

pect as only certain models can give information about characteristic limits such as sonic limiting

effects or capillary limiting effects. It is important to note that complex two-phase flow phenom-

ena like entrainment or boiling have not been captured in any heat-pipe modeling efforts. This

phenomena may be possible to capture through Volume of Fluid modeling but the mesh resolution

may become prohibitive. Lagrangian methods may also allow this but it is common that these fall

back on empirical correlations to obtain droplet size and entrainment rate from the interfacial sheer

stress or the Weber number. Boiling phenomena is studied extensively for light water reactors. The

same processes and standards could be applied to reactor heat-pipes to ensure nucleate boiling heat

fluxes are not exceeded. Any nucleation is going to harm heat-pipe performance and rather than

avoiding film boiling, it is desirable to avoid nucleation.

To better describe the performance and capabilities of these models they will be divided in to

several classes of models. These classes range from simple for use in design and optimization

studies to complicated full flow analyses for determination of true operational limits and exact

behavior in transient analyses. With faster computing resources becoming available complicated

analyses can be used more readily in optimization studies but computational time could still be

prohibitive. The classes of models analyzed are lumped capacitance, no flow or conduction only,

wick conduction, ignored vapor, and full flow analyses.

3.5.1 Lumped Capacitance Models

Lumped capacitance models are some of the simplest models defined and usually have their ba-

sis in conduction approaches. These models define control volumes in the domain of interest with
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associated variables. When it comes to heat-pipes though, a single control volume can represent

the entire domain. this is useful analytically but more domains can increase accuracy and reveal

more information about the behavior of the system. Then transfer functions are created that couple

control volumes in a physically realistic way. This can be a network analyses such as in [44], or a

true lumped model with fluidic accounting such as in [56]. For design purposes these models can

be very effective in determining operational behavior quickly and help to make informed design

decisions. Even for transient behavior these models can yield descent results.

These models solve very quickly and can be easily generalized to different geometries. Sonic

limits can be obtained using compressible flow behavior within the lumps and between the lumps.

All limits are approximate and conservative and serve as good upper bounds to operational per-

formance. The same is with capillary limits when coupling the vapor and liquid lumps a capillary

jump relationship can be defined using a radius of curvature. Surface curvature is always present

in two phase flow and is a result of pressure differences and surface free energy in the respective

fluids. The surface tension of the liquid creates this curvature and an approximation for analysis is

to assume that this curvature is spherical in nature. That spherical curvature can be fully defined

through an effective radius.

Lumped capacitance models are good choices for design studies and potentially optimization

procedures because of their quick, simple, and robust solution schemes. The accuracy is not as

great as more complicated models but it is enough for rough design. They can give information, in

an approximate manner, for even sonic and capillary limits. But for exact operational and transient

information these do not compare to the more complicated models.

3.5.2 Conduction Only Models

These models are the next step up in complexity from lumped capacitance models. Conduction

only models are a resistance network type model. Effective resistances and capacitance’s can be

defined for the wick, wall, and vapor coupled at the interfaces to describe the system in both tran-

sient and steady state. In the extreme this is simply a lumped model but if the geometry is meshed

a high resolution solution can be obtained for the whole domain as an approximate temperature
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solution. Essentially solving the heat equation with effective properties where it matters.

The heat equation is simple to solve numerically and many methods have been created to do

so. These methods perform very well and can give accurate temperature distributions for the whole

domain. The problems arise when the wick flow is high. With high liquid flow, convection can

become important in the solution process. This will change the shape of the temperature solution

in the wick. This is essentially a change in the effective thermal conductivity of the wick in a

non-isotropic way as well as a change in the heat-capacity of the wick. If the liquid flow is low,

this will give accurate results.

From these simulations approximate information can be determined about the pressure drop

in the system and the flow profiles in the system. Using the temperature gradient at the wick

vapor interface as an evaporation or condensation source the vapor profile can be approximately

determined at every time step or at steady state. The capillary limit can be determined in a similar

fashion. With various relationships the radius of curvature at each location can be determined as

well as the flow rate in the wick and corresponding pressure drop.

Conduction models are extremely useful if applied correctly and proper care is taken in the

analysis including analysis of the Biot number of the wick. They are fast and robust with many

available tools for solving them. If proper care is not taken, they can mislead designers in their

results.

3.5.3 Wick Conduction Models

Wick conduction models take conduction models one step further by assuming that there is

still vapor flow. With this, sonic limitations can be directly determined from the simulations.

These models still run into accuracy issues at high liquid flow rate but they gain the advantage

of being able to directly determine sonic limitations in the heat-pipe with information from that

being fed back into the simulation online. Fortunately, the sonic limit is only encountered at low

temperatures or during startup making the model accurate in this regime. Analyzing Biot number

will still be necessary and the ability to determine capillary limits can be done after simulation in

a post processing situation.
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These models can still be very quick but adding flow into the analysis will drastically reduce

the computational speed in most cases. This is especially true with low density gas flow where low

heat loads can lead to sonic velocities in the geometry. What is useful is that it is generally laminar

flow eliminating the need for turbulence modeling. In some cases it is also not a bad assumption to

assume inviscid or 1-D flow as the pressure drop in the vapor is very small compared to the wick

pressure drop. Another common assumption is steady state as the vapor response time is orders

of magnitude shorter than the wick and wall. This will allow the simulation to retain some of the

speed benefits to the simpler conduction models.

Like conduction models these models are fast and robust and again proper analysis of Biot

will lead to good results. The added vapor region directly incorporates the sonic limit into the

calculations and allows for online information about how it is encountered. These models are also

going to take slightly longer to calculate and with a true transient formulation the vapor region will

drastically limit computational speed.

3.5.4 Ignored Vapor Models

Ignored vapor models are models that simply do not consider most of the physics of the vapor

during calculations. These models assume the vapor is either a lump and couple it to all the wick

faces or it is assumed that the wick face temperature is equal to the average of all the wick faces

ignoring it entirely. This is because the vapor is computationally expensive compared to simulating

anything else in the system. The wick is low velocity, incompressible flow where the vapor is high

velocity, compressible flow. By ignoring the vapor, transient simulation can occur much more

rapidly.

These models are fast and very robust because the behavior of incompressible flow is heavily

studied at this point and has been simulated. Including the laminar behavior improves the stability

of the solution methods. There are drawbacks, however, the sonic limit is once again only able

to be recovered in post-processing and does not provide feedback to the simulation. Models like

this will give accurate temperature profiles in any operational situation that does not contain sonic

limited operation. If shocks appear this will further harm accuracy. With appropriate boundary
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conditions online determination of the capillary limit can be obtained. A properly designed heat-

pipe will not be sonic-limited during normal operation. This model would be appropriate to use in

those situations. Standard operational behavior should not be sonic limited and as a result this will

be a good model for that purpose.

Models like this, as long as flow is captured in the wick, will have higher computational costs

than similar conduction models but give the advantage of capturing the convective behavior in heat-

pipes that leads to inaccuracies in conduction models. At the same time the wick pressure drop can

be determined and possibly the capillary limit of the heat-pipe. These models are also robust but

the computational speed can become a factor, especially with large systems of heat-pipes.

3.5.5 Full Flow Models

Full flow models are the most complex a heat-pipe simulation can get with continuum me-

chanics. The wicks flow is modeled as well as the compressible vapor flow. It will give the most

accurate solutions as far as temperature profile and the sonic limit will be determined online while

providing feedback to the simulation. You cannot obtain info about the capillary limit without ap-

propriate boundary conditions but there are several models that have been analyzed that do provide

this inherently.

These models will provide the most accurate results, with information on the sonic limit and

capillary limit. Without adding Volume of Fluid capabilities, then entrainment behavior cannot be

determined and neither can the boiling limits. This is the most computationally expensive model

because the vapor is severely limited by CFL. CFL being the Courant–Friedrichs–Lewy condi-

tion which is a useful measure for stability in advective simulations. In an explicit formulation a

CFL condition greater than 1 will lead to instability in the simulation. With implicit formulations

you can achieve higher CFL conditions due to the reduce sensitivity but the flow velocity in the

vapor can reach velocities several orders of magnitude larger than in the wick. With clever simu-

lation procedure the vapor region can be simulated on a different time step size than the wick and

wall regions. It is possible to assume steady vapor flow to reduce computation time, but in some

geometries and meshes, steady solutions take longer to converge than transient time steppers.
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These models would be very useful in accident analysis as the accuracy is good and there is

an inherent feedback on sonic and capillary limits. These limits will likely be those encountered

in an accident progression and will give the most information. Accident analysis is usually not

performed until a design is complete therefore, rapid analysis of various geometries is not required

and a long detailed analysis will be the most informative. This does not mean these are the only

types of models that can be used for accident analysis but the slow computational speed of these

models limit their use to analysis of existing designs.

A comparison of lumped capacitance, conduction based, and full flow methodologies is shown

in Figure 3.6. The heat-pipe geometry used was taken from the experimental setup of [65, 66].

The heat transfer coefficient between the cooling water and the heat-pipe was assumed to be near

infinite. Ignored vapor was not shown because it would have been redundant to the full flow model

for the heat pipe analyzed. The physical description of this simulation is described in Table 3.1

The sink temperature was in the form of an ODE so an accurate average Coolant flow temper-

ature could be determined. The form can be seen in Equation 3.20

dT̄

dt
=

Q

2mCp
+
ṁ

m
(Tin − T̄ ) (3.20)

Where T̄ is the average coolant temperature,m is the coolant mass in the cooling volume of the

flow loop, ṁ is the flow rate through the coolant loop, Q is the rejected power calculate from the

integral of the heat flux over the area of the condenser region, Cp is the heat capacity for the water,

and Tin is the inlet cooling temperature. All temperatures were initialized at the same temperature

specified in the following table.

The simulation is similar to the experiment presented in [65, 66] except the heat transfer co-

efficient was not the same due to the ODE nature of the boundary condition. The validity of the

models used have been compared to experiments in prior papers and the accuracy has been demon-

strated as long as the boundary conditions are accurate. The goal of this test was to demonstrate

the similarities of the models on the same problem as well as discuss the weaknesses of the various

classes of models.
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Table 3.1: Description of Simulations

Evaporator Length 393 mm
Adiabatic Length 37 mm
Condenser Length 170 mm
Outer Radius 9.55 mm
Envelope Thickness 0.9 mm
Wick Thickness 0.3 mm
Working Fluid Water
Ultimate Sink Type Water Cooled
Ultimate Sink Temperature Equation 3.20
Heat Transfer Coefficient to Ultimate Sink 1,000,000 W

m2−K
Power Input 575 W
Cooling Loop Working Fluid Water
Cooling Loop Length 170 mm
Cooling Loop Volume 0.0188 kg
Cooling Loop Flow Rate 0.0024 kg

s

Cooling Loop Inlet Temperature 295 K
Insulation Effective Mass 0.716 kg
Insulation Effective Specific Heat 838 kJ

kg−K
Initial Temperatures 295 K

In this analysis the lumped capacitance model was based on [16] and the calculation completed

almost instantly for the full transient. Temperature was assumed to be the vapor temperature and as

such the resistance between the cooling water and the vapor was calculated based on the thermal

resistance of cylindrical annulus. The two regions were wick and wall region. The capacitance

of the system was calculated from the wall, the wick material, and the insulation used in the

experiment. The conduction model was the next fastest computed model as it was only solving the

heat equation. The slowest was the full flow model as it was solving several non-linear equations

simultaneously. The full flow model was a transient conduction model in the wall, with a transient

flow model in the wick, and a steady state 3D flow model in the vapor region. The full flow model

involved solving the equations with OpenFOAM. For the wall Equation 3.6 was solved, for the

wick regions Equation 3.12, Equation 3.13, and Equation 3.14 were solved, and for the vapor

Equation 3.15, Equation 3.16, and Equation 3.17 were solved simultaneously without a transient
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term. The wall wick interface were coupled with an equal temperature and heat-flux condition.

The interface condition between the wick and the vapor assumed the heat-flux out of the wick and

into the vapor translated to the evaporation rate similar to Equation 3.19. This completed the model

used and it led to results similar to the other models despite having substantially more detail. This

can be seen in Figure 3.6 very clearly.

72



0 50 100 150 200 250 300 350 400 450 500

Time (seconds)

295

300

305

310

315

320

325

330

335

340

345

T
em

pe
ra

tu
re

 (
K

)

Lumped Capacitance
Conduction Approximation
Full Flow Simulation

Figure 3.6: Comparison of the behavior of various heat pipe models on the vapor temperature

This figure demonstrates several concepts. First, all the models show very similar transient

behavior. This is important because it shows that very simple fast solving models can be very

robust and accurate as long as accurate properties are used. But there are subtle differences that

outside of design conditions could be important. The first is that the lumped model had a steeper

transient initially than the conduction model. This is likely caused by the assumption that the

whole geometry is at the same temperature so information is passed a little faster. The second

difference is that the shape of the full flow simulation is slightly different. The temperature starts

out changing faster before eventually slowing down to a slower rate than the other two models.

The only explanation for this is that the fluid motion in the wick causes a preferential heat flow

into the vapor. Once this is established the heat can then transfer from the vapor into various parts

of the wick. This leads to a smaller than expected thermal capacitance initially that grows as the

vapor heats up and gains the ability to heat the wick along its full length. The Full Flow simulation

ran slowly and as a result only 165 seconds are presented.

73



3.5.6 Potential Approaches to Heat-Pipe modeling in the future

With Multi-Physics modeling becoming popular, the desire to get results quickly at low costs

remains a priority. These simulations can take days to run even with reduced order models and

large assumptions in the behavior of the system. Some multi-physics models involve changing the

model used when it becomes inaccurate. In this scheme you would always use the model that is

the least computationally expensive without sacrificing accuracy.

With these several classes of models covered potential approaches and uses become apparent

to ensure efficient design and simulation techniques. This means that full flow models are only

used when there is large uncertainty in the operational performance of a design. This can be in

the early stages of transients or when expected operation is very near to predicted characteristic

limits. When operating away from the characteristic limits, ignored vapor or conduction based

models can be used depending on the flow conditions in the wick. There is nothing preventing

these models from being activated when the uncertainty in the current regime is high. Flow can be

approximated in conduction models so if conduction models are turned off and full flow is turned

on those predicted profiles can easily be used.

These types of approaches can be used to ensure that operational performance is near the heat-

pipes peak capability. This will also ensure that heat-pipes designed outside of the traditional

cylindrical or planar configurations can be analyzed efficiently and quickly. Typical heat-pipe

systems don’t contain hundred or even thousands of heat-pipes operating in different configurations

like the next generation nuclear plants are expected to. In a multi-physics environment where

densities and concentrations are important to the coupled physics, like neutronics, understanding

the temperature and density distribution is critical not only to safety, like in accident scenarios, but

also in ensuring the plant is operating at or near its peak performance.

3.6 Conclusions

A review of various heat-pipe models and the over arching classes of heat-pipe models that

exist were conducted. The advantages and disadvantages were discussed as well as some of the
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motivating engineering that was occurring in the periods they were developed. A numerical test

was performed comparing the models and how they perform in terms of accuracy. The similar

results indicated that the additional model detail and captured physics changed the solution in a

significant way. This is apparent when looking at the underlying models of the numerical test.

In the last section an approach is recommended to perform accurate heat-pipe models in multi-

physics simulations or even high-fidelity standalone simulations at minimal computational cost.

This recommendation accounts for a more efficient approach to gain the required information but

also reduce the computational time used. It would be ideal to use a minimal amount of work to

obtain the best results.

When formulating complex coupled and uncoupled models it is important to understand the

underlying physics of the components and what behaviors are dominant. As engineers it is always a

goal to get the best performance with the least effort. In simulation space this comes to the accuracy

of the information that is attained and the computational effort expended to get that information.

With the review work performed researchers now gain a resource to determine the needed modeling

effort to simulate specific operating conditions for heat-pipes. It allows the needed information to

be gained while knowing the trade offs in accuracy that is being made when making simplifying

assumptions to the modeling effort. This review work allowed an advanced model to be made

directly for this research effort.
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4. A NETWORK APPROACH TO FULL CORE TEMPERATURE ANALYSIS IN

ADVANCED NUCLEAR HEAT-PIPE SYSTEMS

4.1 Overview

Advanced heat-pipe systems are becoming more popular for micro-grid applications globally.

With this increase in interest, methods for rapid analysis of the system are necessary for quick

design iterations. The method proposed is bench marked against an OpenFOAM conduction ap-

proximation for two reactor like geometries. One geometry is a more traditional approach and

the other geometry is a novel approach. The method is designed to rapidly attain heat-pipe power

throughput to compare with characteristic limits of the heat-pipe design. For the traditional geom-

etry the predicted peak temperatures were within 7% of the OpenFOAM solutions and the novel

geometry is within 1% of the OpenFOAM solution giving high confidence that this can be used to

rapidly evaluate and analyze new core geometries.

4.2 Introduction

As heat-pipes become a common design element of modern nuclear reactors the need for mod-

ern modeling a simulation techniques becomes more important. There is also a need to rapidly

evaluate designs to ensure near optimal behavior is achieved. To adequately evaluate the perfor-

mance of the design, the analysis method needs to be accurate, robust, and easily handle various

design configurations. This paper develops a network approach to determine approximate full core

steady state temperatures and heat-pipe rejection loads.

4.2.1 Heat-Pipe Operation

A heat-pipe is a two-phase wicked heat-transport device. It operates in a manner similar to most

thermosyphons except it uses a capillary structure, or wick, to generate the primary pressure head.

Because phase change is the primary method of heat transport the heat is moved in an isothermal

0Reprinted with permission from “A network approach to full core temperature analysis in advanced nuclear heat-
pipe systems” by Cole Mueller and Pavel V. Tsvetkov, 2021. Annals of Nuclear Energy, Volume 160, Copyright 2021
by Annals of Nuclear Energy
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Figure 4.1: A basic illustration of a heat-pipe

condition. This property gives them very high effective thermal conductivity’s.

There are three pieces to a traditional heat-pipe that are necessary to generate the required per-

formance. The vapor region, the wicking structure, and the envelope structure. The vapor region is

a continuous space that allows vapor to occupy and flow through it. It allows heat to be transported

from the evaporator section to the condenser section easily. The wick can be considered a flow

return path for the working fluid. Once the fluid condenses it must return to the evaporator so the

cycle can continue. It also generates the head pressure required to induce flow based on capillary

behavior in the wick. The envelope maintains the desired separation from the environment. The

designed fill gas over pressure is something that must be maintained to ensure heat transport occurs

as the designers intended. There can be no fill gas, a vacuum, as in a standard representation, or

there can be a slight over pressure as is seen in variable conductance heat-pipes. A simple heat

pipe representation can be seen in Figure 4.1.

Given the high effective conductivity a natural assumption for modeling purposes is a perfect

conductor. This is very useful but does not hold always. Because a heat-pipe is primarily driven by

flow there are flow limiting behaviors that must be accounted for when using simplified models for

a heat-pipe. The common limits are capillary limit, sonic limit, boiling limit, and entrainment limit.

Each limits the operation in a different way and needs to be considered when making conductive
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assumptions.

Much research has been performed investigating various working fluids and structure combi-

nations to ensure the product does not become compromised from adverse behavior between them.

This research has been continuously carried out to determine reliability of the products and to cre-

ate rejection sampling procedures to catch defective products before shipment. This research will

be continued as nuclear reactors begin to be constructed with heat-pipe components.

4.2.2 Prior Work

There are many methods and software’s out there for analyzing single heat-pipes but there are

limited examples of analysis of large systems. This method employs a network type structure

where node values at key points are evaluated and then for an extra step are unfolded into a 3D

evaluation in an attempt to regain some spatial accuracy. There are many examples of a network

type analysis being performed on heat-pipes such as [1] where a single heat-pipe is reduced to

a network of blocks and transient analysis is performed. This approach can be described as a

method of lines type analysis where the spatial discretization is performed and the transient term

is left as is. Then the resulting system of first order equations are solved with the tool of choice. A

lumped capacitance approach is very similar and sometimes indistinguishable and an example of

that can be seen in [2] where a detailed fluidic model is added to ensure convective transport is at

least partially captured. But these approaches are only for analyzing single heat-pipes. There are

many more heat-pipe models but the network approach to singular heat-pipes is useful and well

established.

With micro modular reactors becoming more popular and heat-pipe cooling being a popular

choice for them the number of methods addressing the interaction between heat-pipes is growing.

From direct multi-physics coupling of the singular heat-pipe models to large systems level anal-

ysis they are being explored and used to get results quickly. Especially with the access to HPC

resources these extremely large models become more common. [3, 4] developed tools for full core

reactor analysis including temperature solutions. A more primitive approach involves setting heat-

pipe vapor temperatures to a constant predetermined value such as in [5]. This will give valuable
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information but is not recommended because the core power profile will cause different heat-pipe

loading’s and as a result different temperatures.

4.2.3 Motivations

The motivation for this method are specifically for these scoping studies and parametric analy-

sis. Rapid design iterations are necessary and exact accuracy is generally not needed when getting

to a good base or point design. If true multivariate optimization is desired then speed of evaluation

is very important to get to converged solutions. Accuracy isn’t ignored but approximate solutions

are preferred if they can gain substantial speed ups. A caveat to this is if the behavior relative to

the true solution is predictable. In more precise terms does the provide a bound on the true solution

or is it random to the true solution. A fast approximate solution will be more desirable if it always

over estimates the true solutions compared with if it was an over estimate in certain cases but an

under estimate in others.

This method is an approximate solution that requires fractions of the computational time of

the high fidelity simulations delivered by tools like OpenFOAM. There are other reasons methods

like this may be useful and it could act as an initial guess to higher fidelity simulations thus re-

ducing the number of iterations to converge and, also, potentially getting over instability barriers

for certain iterative schemes. This isn’t very important with the heat-equation, from which the

method is derived, but coupled to fluid solvers or radiation transport solvers could help conver-

gence substantially. This method was developed for optimization so this is just something worth

noting.

4.2.4 Optimization

Full core optimization has been investigated for various reasons from design to core shuf-

fling considerations [6, 7, 8, 9]. In nuclear reactors this optimization problem becomes incredibly

expensive as the typical solver methods involve monte-carlo approaches. For core shuffling the

combinatorial problem itself is very large involving many possible or feasible solutions that are

sub-optimal. Searching this solution space becomes very difficult and so algorithms to efficiently
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find a near optimal solution have been developed to save computational time.

Genetic algorithms and simulated annealing algorithms are popular to build from because they

do not rely on perfect information to function and they only promise near optimal results. But oth-

ers have tested more complex algorithms with good results [6, 8]. In order to get accurate results to

evaluate constraints and objects complex function evaluations must be performed. Neutronics and

thermal-hydraulics are the main physics considered in most design studies and can be expensive.

Because of the high computational cost parallel schemes are typically implemented so that mul-

tiple evaluation can be performed simultaneously. With a faster method the number of available

optimization algorithms increase and create more opportunity for finding better designs.

4.3 Theory

The model is a network analysis approach and as a result the geometry needs to be described

in that way. A traditional network is described with nodes and edges. The nodes tend to describe

a state and the edges tend to describe a transformation between one node and another. Thus an

edge describes a state to state transition or a relationship between the states. To apply this to this

problem nodes need to be established. This is simple and are intuitively selected at the fuel center

line and the vapor. These are natural locations where information is desired and could bound

performance. The edges are defined as thermal resistances. Most mesh based simulations result

in a network type description. In this case a resistance approximation is used and this naturally

results in a network structure.

For most heat-pipe systems, resistance analysis is appropriate and accurate within the safe op-

erating region for a heat-pipe. In nuclear systems there is some additional complexity associated

with the relationships between neighboring heat-pipes and fuel-elements that could cause prob-

lems with accuracy. This method could be described as a pseudo-2D method with a 3D unfolding.

The pseudo-2D is because the geometry is represented in 2D but the relational terms are 1D ap-

proximations to the heat equation.
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4.3.1 Model Derivation

To begin the derivation of this model several pre-requisites need to be established. The first is

that the heat-pipe must be operating and be analyzed within the established safe operating region

of the heat-pipe. The second is that within the safe operating region the vapor temperature is

nearly isothermal. The last assumption was already discussed briefly, but it is assumed that a

resistance network or conduction scheme accurately captures steady state heat-pipe behavior [10,

11, 12]. These assumptions are pretty widely accepted in heat-pipe analysis and have even shown

acceptable accuracy in transient analysis.

Once the network is setup a system of linear equations is solved giving temperatures at all the

nodes. A secondary matrix can be setup that acts as a translation from temperature to power. This

will become clearer after the derivation is demonstrated, but from this power the rejected power

can be obtained for each heat-pipe. With this the characteristic limits and how close the heat-pipe

is operating to them can be obtained. This allows a more direct analysis of heat-pipe safety and

could allow a slightly higher total core power.

In nuclear design it is useful to analyze based on unit cell properties. Traditionally the unit cell

consists of fuel surrounded by coolant but in the case of heat-pipe cooling the heat-pipes and the

fuel are generally independent unit-cells and must be treated as such. So for this analysis we will

start by defining two neighboring cells, with these the method will be defined. Beyond two cells

the method can be scaled up to any number of neighboring cells. The two cells will be known as

the “Owner” and the “Neighbor”. Intuitively we will center ourselves around the “Owner” cell and

begin describing the method. Figure 4.2 will be useful to reference when deriving the method.

There are three conditions enforced that create the systems of equations. The first is that the

heat leaving through the surfaces is equal to the heat produced in the cell. A mathematical descrip-

tion is seen in Equation 4.1.

QO =
6∑
i=1

QO→i (4.1)
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Figure 4.2: Simple two cell drawing to describe system of equations

Where Q is the heat and i indicates the specific surface heat is flowing to. This is a simple

conservation of energy rule that needs to exist. The second condition required is that heat flowing

across a surface must be conserved. Taking the specific relationship from Figure 4.2, the "Owner"

and "Neighbor" relationship can be seen and then mathematically described in Equation 4.2 .

QO→3 = QN→6 (4.2)

This is just a conservation relationship that conserves heat flow across the surface. It is now

necessary to define what the heat-flow to each surface is. To do this Fourier’s law is useful and can

be seen in Equation 4.3.

q” = −k~∇T (4.3)

Where q” is the local heat flux, k is the thermal conductivity, and T is the temperature. Assum-

ing the local heat-flux is constant over some area, this can be integrated over that local area to get

the heat flow across that area and a one dimensional equation can be obtained that can be seen in

Equation 4.4.
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q”A = QO→i = −kAdT
dx

(4.4)

QO→i being the total power transferred from Owner to i, and the one reference dimension

is x. Noting that A is a function of the reference dimension, x, and that the power is constant

with respect to the reference dimension. The equation can be reorganized to get a fairly common

formulation for a resistance network in Equation 4.5.

QO→i

∫ x2

x1

1

−kA(x)
dx = Q ·Ra = ∆T (4.5)

Where Ra is the effective resistance and there is an implied subscript from Owner to face i.

From this equation it is simple to see that accurate temperature relationships can be attained if

an accurate resistance can be found between the cell center and the cell face. This brings in the

third condition that requires temperature continuity at the interface. Describing this formally for

consistency can be seen in Equation 4.6.

TO→i = TN→j (4.6)

Where T is the temperature and i and j are numbers corresponding to the shared surface.

With this it is relatively trivial to apply boundary conditions such as periodic, sinks, sources, and

convective boundaries to gain the needed system description.

When viewing this derivation there are terms that could be a function of temperature, specifi-

cally the thermal conductivity, and this reduces the accuracy for unfolding the 2D information into

a 3D profile.

4.3.2 Proof of Peak Fuel Equivalence

With the assumption that the resistance is accurate to the temperatures involved within the

region the temperature difference represents an average. With it being an average to gain 3D

information about the temperature profile an unfolding process needs to occur and proving that the
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3D information retains the appropriate average information is important.

In order to do this Equation 4.3 is a good start, it can be assumed that the heat flux is a function

of x and z and the gradient in the x direction is the only significant contributor to the gradient. This

gives Equation 4.7.

q”(x, z) = −kdT (x, z)

dx
(4.7)

This is a fairly consistent approach to sub channel analysis in nuclear reactors as it is a conser-

vative estimate on peak fuel temperature. With this form, the area can be again multiplied. Area is

assumed to be independent of axial location and the result of this can be seen in Equation 4.8.

q”(x, z)P (x)dz = Q(z) = −kP (x)dz
dT (x, z)

dx
(4.8)

Where P (x)dz is surface area at position x, and Q(z) is the power at location z. From here the

same process can be followed as previously to obtain the resistance form displayed in Equation 4.9

Q(z)

∫ x2

x1

1

−kP (x)dz
dx =

∫ x2

x1

dT (x, z)

dx
dx (4.9)

From here it will be useful to collapse several terms and carry the integration through on others.

This gives Equation 4.10 that defines several new terms.

Q(z)
1

dz
Rb = ∆T (z) (4.10)

WhereRb is the resistance for this term and is distinctly different from the prior resistance term

that was defined. This difference will be analyzed later and will be important. It will be helpful to

define a linear power term as it is more convenient to work with and is commonly used in analysis

of nuclear fuel. This is defined in Equation 4.11.

Q(z) = q′(z)dz (4.11)
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The assumption is that linear power is known from neutronic analysis or other means within

a nuclear system. This definition makes it clear to see that if linear power is known then the

temperature difference is also known directly because dz cancels out. From here an integration

over z needs to occur yielding Equation 4.12 which provides a relationship with the total power.

Q ·Rb =

∫
Z

∆T (z)dz (4.12)

This is not a useful relationship as is, but by multiplying by a special form of unity in Equa-

tion 4.13, the average temperature difference can be obtained.

Q ·Rb =

∫
Z

∆T (z)dz∫
Z
dz

∫
Z

dz = ∆̄T∆L (4.13)

To prove the temperature temperature difference obtained in Equation 4.4 is the average tem-

perature difference, a ratio of Equation 4.4 and Equation 4.13 can be taken which results in Equa-

tion 4.14.

Ra∆L

Rb

=
∆T

∆̄T
(4.14)

Looking at this it is simple to see that the LHS is unity because the surface area at location

x is equal to the perimeter at that same location extruded by length ∆L which proves that the

temperature change attained in the method is the true average. Substituting Equation 4.11 into

Equation 4.10 begins the unfolding process and is seen in Equation 4.15.

q′(z) ·Rb = ∆T (z) (4.15)

By assuming or forcing the functional form of both q′(z) and ∆T (z) to be those seen in Equa-

tion 4.16 the unfolding is very simple.
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q′(z) =
Q

∆L
· f(z)

∆T (z) = ∆̄T · g(z)

(4.16)

From this equation our goal is to determine what g(z) is. By substituting these into Equa-

tion 4.15, g(z) can be solved for and it is determined that the shape of the temperature difference

is the same shape as the linear power. This is a relatively obvious understanding but it is useful to

have a proof. With the assumption that the vapor axial temperature is constant more information

is obtained. This information is represented in Equation 4.17

T (z) = ∆T (z) + Tv (4.17)

This represents the entire unfolding and as long as the resistance is accurate to the point of

interest an accurate temperature can be obtained from this method. This is nearly the same as

many sub channel approximations but with heat-pipes gain an added aspect of accuracy. With

the unfolding complete the peak temperature can be obtained by finding the maximum of the

temperature function inside the pin. There are many methods to determine this so going into the

specifics is not important.

4.3.3 Resistance Derivations

For this resistances need to be determined for the system of linear equations. For the two ge-

ometries analyzed in this paper there are four geometries to be considered in our resistances. They

are a cylinder with internal heat generation, a cylindrical annulus with no internal heat generation,

a hexagonal annulus with no internal heat generation, and an infinte slab with no internal heat

generation. These are relatively straight forward and have been derived elsewhere but they will be

derived here for completeness.

To start the resistance for a cylindrical geometry with internal heat generation will be derived

representing the fuel element in both cases. They have slightly different forms but that will be

shown later. To start the derivation the steady state heat equation is taken with the cylindrical

95



laplacian used. The azimuthal and axial terms are assumed negligible. This can be seen in Equa-

tion 4.18

1

r

d

dr
(kr

dT

dr
) + q′′′ = 0 (4.18)

Solving this equation gives a pretty well known general solution represented in Equation 4.19.

T (r) = −q
′′′r2

4k
+ C1ln(r) + C2 (4.19)

Applying boundary conditions is all that is needed to find a specific solution to this equation.

What is needed is not just a specific equation but a resistance relationship in the form of Equa-

tion 4.5. To get the ∆T component only the C1 constant needs to be determined. To get this

the inner condition that the heat flux is zero is applied and solved. An equation for ∆T can be

determined and is seen in Equation 4.20.

∆T =
q′′′

2k

(
R2
i ln

(
Ro

Ri

)
+
R2
i −R2

o

2

)
(4.20)

The RHS now needs to be forced into a form that resembles QR. To do this Q is extracted

from the volumetric heat generation. Assuming the volumetric heat generation term is an average

it is relatively simple and we end up with the relationship in Equation 4.21.

∆T = Q
1

2kπ(R2
o −R2

i )L

(
R2
i ln

(
Ro

Ri

)
+
R2
i −R2

o

2

)
(4.21)

Where the volume of the heat generating medium is added to the denominator to the lead term

with a power term on top. L is the length of the fuel element. It is now clear that there is a

temperature difference term, a power term and then leftover terms that represent the resistance

terms. To simplify it into what will be actually used the inner radius is assumed to be zero and

resistance is simplified dramatically. This can be seen in Equation 4.22.
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∆T = Q
1

4kπL
(4.22)

This resistance is used in one geometry. For the other geometry another step is needed. Because

it is a repeating hexagonal lattice this represents six parallel resistors. Adding resistances in parallel

is trivial and Equation 4.23 represents the six equal resistors and what the specific value is.

1

R
=

6

Rs

(4.23)

Where Rs is the specific resistance for the parallel representation and the 6 is because a hexag-

onal representation is broken into six parts. So for the fuel portion this is the resistances that will

be used. Similar logic will be applied to breaking up the resistors in the annular representations of

other components.

Now to derive resistances for annular components which can include cladding, annular gaps,

and capillary structure but is needed for both geometries. The general solution for an annular

geometry with no internal heat generation is seen in Equation 4.24.

T (r) = C1ln(r) + C2 (4.24)

By conserving power or heat flux into the inner radius the constantC1 can be determined. From

this point, a similar process can be carried out to obtain an equation in the form of Equation 4.5.

The math is repetitive and will not be shown. The final equation can be seen in Equation 4.25.

∆T = Q
1

2kπL
ln

(
Ro

Ri

)
(4.25)

The resistance value is now clearly represented for an annulus with no heat generation. Using

Equation 4.23 the needed forms can be obtained for each geometry.

The next geometry that needs to be handled is a hexagon with a circular cylinder removed

from its center. To make it easier only a wedge will be analyzed that represents a sixth of the
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geometry with periodic boundaries. This derivation requires assuming 1D heat transfer normal

to the cylindrical inner hole. This is done by assuming the area change is linear from the inner

cylinder to the outer hexagon. Because heat is conserved the total power through the segment

remains constant. Figure 4.3 shows the geometry and the parameters for determining the resistance.

A2

A1

x=0

x=L

Figure 4.3: Wedge used for determining resistance of Hexagonal annulus portion of geometry

Choosing the area position relationship is up to the individual, linear was chosen hear because

it is simple and easy to handle. For most of the derivation it will be left as an arbitrary function.

Equation 4.26 shows the first step of the derivation.

Q = −kA(x)
dT

dx
(4.26)

Reorganizing this an initial value problem can be obtained. Because the bounds are known,

being 0 and L this can be set up in it’s most general form seen in Equation 4.27.
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T (L)− T (0) = ∆T = −Q1

k

∫ L

0

1

A(x)
dx (4.27)

Where L is the thickness of the piece between the cylinder and the hexagon. It becomes clear

what the resistance term becomes and so for a general case this is the solution. If the area is

assumed to be linear from 0 to L then the integral can be solved. The linear relationship is seen in

Equation 4.28 and the result of the integral is seen in Equation 4.29.

A(x) =
(A2 − A1)

L
x+ A1 (4.28)

∫ L

0

1
(A2−A1)

L
x+ A1

dx = L
ln(A2

A1
)

A2 − A1

(4.29)

The integral clearly shows that the log mean area is present which is a nice confirmation that

the calculation makes sense. The final form that will be used for these calculations is presented in

Equation 4.30.

∆T = −Q L

k · LMA
(4.30)

Where LMA is the log mean area of the piece using the inside and outside areas of the piece.

It is worth noting that if the piece is very conductive relative to the rest of the geometry then the

1D assumption could introduce error. There could be substantial conduction tangential to the inner

cylinder and not just perpendicular to it.

After this there is only one geometry left and it is a simple wall or plane with no heat generation

internally. This is a geometry that is well understood and analytical solutions are readily available

for similar to the cylinder. The temperature profile is a simple linear relationship so jumping

straight to a Fourier assumption is appropriate. A reasonable starting point is seen in Equation 4.31.

Q = −kA∆T

∆x
(4.31)
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Where A is the area and it is constant over the thickness, ∆x. With minimal effort this can

be rearranged into a very well known resistance form to get the final resistant required for this

analysis. This is shown in Equation 4.32.

∆T = Q
∆x

kA
(4.32)

There is a need to be aware of the signs on each and every term as steps were skipped that

would clarify them but the resistances should always be positive and that is all that is necessary to

define them properly.

4.4 Geometries Analyzed

Two geometries were analyzed here. The first is described in [5, 13] and the specific geometric

parameters will be specified in a later table, and the second is similar to that described in [14] with

the specifics again described in a a later table.

These geometries were specified based on the fuel and heat-pipes so that it was not necessary

to analyze the whole core. This method can analyze large geometries very quickly but for bench

marking purposes, getting results from a higher fidelity solution like OpenFOAM takes substan-

tially longer. Both geometries used approximately 3,000,000 mesh elements to ensure an adequate

resolution was obtained for comparison.

4.4.1 MegaPower Geometry

The MegaPower geometry is a fairly standard configuration for heat-pipe reactors and is com-

prised of a hexagonal lattice with fuel elements and heat-pipes. The ratio of fuel elements to

heat-pipe is typically around 2 fuel elements to each heat-pipe and is contained in some sort of

structural material. Designs like this have been described in [5, 15, 16] and there are other exam-

ples as well but the key characteristic is that there are exactly two repeated unit cells in the system.

To begin describing the simulation criteria two unit cells will be drawn and described and then

these cells will be mapped to a hexagonal grid defining the geometry. A general fuel unit cell can

be seen in Figure 4.4 which shows the three major variables describing the geometry.
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H “Height”

Structural Material

Fuel Material

Figure 4.4: Unit Cell representing the fuel portion of the geometry

As can be seen in Figure 4.4 the three variables that describe the cell is the Pitch, P, of the

hexagonal geometry, the radius, R, of the fuel element, and the height, H, of the fuel element. The

only dimension unique to this cell is the fuel radius, with height and pitch being a dimension that

is shared between the two in some way. Now the heat-pipe geometry will be described and there

are several other variables here unique to this cell and they can be seen in Figure 4.5.

Figure 4.5 shows there are eight total variables that fully define the geometry of this unit cell.

These are the evaporator length, Le, which corresponds to the fuel height, the adiabatic length, La,

the condenser length, Lc, the radius of the heat-pipe, HR, the pitch of the unit cell, P, then the

thicknesses of each component, that being the wall thickness, the annular gap thickness, and the

capillary structure thickness represented by Wt, At, and Ct respectively. With these dimensions

meshed geometries can be obtained as well as all the parameters necessary for this method.

For the layout of the geometry a hexagonal grid will be described with a pitch equal to that of

the unit cell Pitch. The layout of the MegaPower geometry is made up of 19 hexagonal locations

with 7 heat-pipes and 12 fuel elements. The exact layout is displayed in Figure 4.6

101



P

HR

Le

La

Lc

Wt At Ct

Structural Material

Wall Material

Annular Gap
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Vapor Material

Figure 4.5: Unit Cell representing the heat-pipe portion of geometry

The numbers describe each heat-pipe and fuel element respectively and will be used in future

sections to describe the specific power produced within each element. The boundary conditions to

the steady state simulation performed in OpenFOAM and for this method will now be described as

well as the specific properties. These are shared between the two geometries but will be described

for both for clarity.

The properties used are identical in both geometries but as was said both will be described. It is

assumed that properties are constant with temperature for a direct comparison between the detailed

simulation and this method. For this simulation, thermal conductivity is all that is needed from each

material and the effective thermal conductivity that is calculated in the capillary structure. There

are four materials that need to be defined, those being stainless steel, UO2, liquid sodium, and then

the capillary structure which is assumed to be a mix of stainless steel and sodium with a porosity

of 70%. Table 4.1 presents these conductivity’s as used in the MegaPower geometry’s calculations.

The exact geometric parameters used in the simulation are presented in Table 4.2
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Figure 4.6: Unit cell layout of the analyzed MegaPower geometry

The outward facing surfaces of the geometry all have adiabatic conditions except for the con-

denser which has a convective cooling condition applied. The heat-pipes have inner faces that

correspond to the liquid vapor interface of the heat-pipe. Each heat-pipe has it’s own interface be-

ing calculated independently from the others. The interface temperature is set such that the net heat

flow into or out of the surface is zero. This sounds complicated but in a steady state simulation this

consists of two parts. Guessing the temperature that makes this condition true and then updating

that temperature based on the resulting error which happens to be the net heat-flow. Knowing how

OpenFOAM performs heat transfer calculations is required to create an updated temperature. If

this is known the error can be defined as a function of the interface temperature and then updated

with any number of 1D root finding algorithms. For this specific case a Newton-Raphson approach

was used because it required few iterations to converge and the surface integration could become
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Table 4.1: Material Properties used in the Simulations

Material Thermal Conductivity
Stainless Steel 16.00 W

m−K
UO2 3.60 W

m−K
Liquid Sodium 61.25 W

m−K
Sodium and Stainless Steel 43.66 W

m−K

Table 4.2: Geometric Definitions used in the Simulations

Evaporator Length 1.50 m
Adiabatic Length 0.30 m
Condenser Length 2.10 m
Fuel Length 1.50 m
Fuel Radius 0.706 cm
System Pitch 1.6 cm
heat-pipe Radius 0.8875 cm
heat-pipe Wall Thickness 0.10 cm
heat-pipe Annulus Thickness 0.07 cm
heat-pipe Capillary Thickness 0.10 cm
heat-pipe Capillary Porosity 0.70

costly for the net heat flow. In the proposed method the vapor is assumed to be a node and this

allows it to automatically handle the steady condition. To ensure clarity if the boundary does not

have an explicitly defined condition it is an adiabatic boundary. Table 4.3 describes the parameters

used in the boundary conditions for this simulation.

Table 4.3: Boundary Conditions used in the simulations

Condenser Surface Convective Boundary Condition
Heat Transfer Coefficient 326 W

m2−K
Ambient Temperature 725 K
All Other External Surfaces zero gradient
Fuel Pin Heat Generation Pin dependent function that varies axially
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This allows for the simulation to take place. The fuel pin heat generation rates will be described

in more detail in future sections as they are problem dependent. A conduction approximation is

now fully defined and can be performed with OpenFOAM and the method described.

4.4.2 MegaPower Mesh Description

The meshes used in OpenFOAM for both analysis were generated using all hexahedral meshes.

Given the high aspect ratio of the geometry the mesh structure was developed such that accurate

gradient information can be obtained in each constituent direction. A 2D mesh was first developed

and then extruded into the remainder of the geometry.This results in large mesh sizes along the

axis of the geometry with small mesh sizes orthogonal to the axis of the geometry. This is not

problematic as the steepest gradients are orthogonal to the axial direction.

For the MegaPower mesh approximately 3.7 million mesh elements were used in the final

mesh presented in Figure 4.7. Because of the high aspect ratio and skewness in parts of the mesh, a

single refinement study was performed between a coarse mesh and this final mesh to determine the

level of convergence of our solution. The vapor temperature was the quantity of interest that was

analyzed to determine the mesh was sufficiently converged. From the coarse mesh to this final mesh

the number of mesh elements roughly doubled (1.8 Million) uniformly in all directions and resulted

in a less than 1% (0.95%) increase between the coarse solution and the solution presented on this

mesh. This convergence study was only performed on the simplest power profiles used. This

gives reasonable confidence that the solution provided is accurate, however, additional convergence

studies could be performed to get order of convergence, as well as determine the effect of skewness

and aspect ratio on the solutions in depth.

4.4.3 Fuel-Element Heat-Pipe Geometry

For the Fuel-Element Heat-Pipe Geometry a similar process is used to describe the geometry.

Unlike the MegaPower Geometry this geometry contains a single unit cell that is repeated through-

out the core. This simplifies the process of explanation but there are more variables in the single

unit cell that need to be defined. A little background shows this configuration is from [14] and
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Figure 4.7: Mesh used for the MegaPower Geometry OpenFOAM Analysis

will be a good reference in understanding the geometry. A figure of the unit cell is represented in

Figure 4.8 for easier understanding of the geometry and to aid in the description of the dimensions

of the geometry.

The C indicates the capillary structure thickness, the A is the annulus thickness, the W is the

wall thickness, and the subscripts of i and o indicate the inner and outer respectively. Fr is the Fuel

radius, and P is the pitch of the geometry. There is one more item that needs to be specified and

this is the radius of the condenser section. To get this, continuity of the vapor area is enforced. The

vapor area in the evaporator region is the same as the area in the condenser region. The lengths are

defined the same as previously.

The layout of the geometry needs to be described. This may seem redundant since all the fuel

elements are the same but they are needed to describe the power profiles of each fuel element and

then to describe the temperatures of each major component. For this geometry 13 Unit cells were

used with there being 13 vapor regions and 13 fuel regions to solve temperatures for. This layout
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Figure 4.8: Fuel-Element Heat-Pipe unit cell geometry to aid in description

can be seen in Figure 4.9 where the numbers represent the vapor regions and to get the fuel element

numbering you simply add 13 to each number to get the respective fuel elements.

This layout contains two layers as the calculation computes the fuel temperatures and the vapor

temperatures of the heat-pipe. Each unit cell contains both a vapor region and fuel region. To

distinguish, each region gets their own number. The vapor regions correspond to the numbers

presented in the figure. The fuel region, as was described earlier, is the layout number with 13

added to it. This makes it easy to determine the relationships.

The material properties are the same as in the prior simulation but they will be reiterated for

clarity. There are four conductive materials used in this simulation and for ease of calculation

the properties were considered constant. These four materials are stainless steel, sodium, sodium

stainless mix, and UO2. The assumed properties can be seen in Table 4.4.

The geometric definitions for each of the labeled components in the unit cell diagram need to be

described to define the full simulation. These were generated to handle a heat-pipe through-put of

around 7 kW which is similar to what the MegaPower is designed for. This was done by ensuring

107



1

3

4

5

2

6

7

8

9

1011

12

13

Figure 4.9: Unit cell layout of the analyzed Fuel-Element Heat-Pipe Geometry

the prevailing limits were greater than 7 kW at the operating temperature of around 1000 K which

is again similar to the MegaPower requirements. The details of obtaining prevailing limits for a

geometry like this can be seen in [14]. Table 4.5 shows the geometric parameters used.

Like the prior simulation all outward facing surfaces have adiabatic conditions except the con-

denser surface. The condenser surface has an identical convective condition on it. It is worth noting

that these simulations are not intended to compare the designs and are only meant to show the abil-

ity to capture the relevant information. This is clarified because these two designs have different

geometries in the condenser region and that would result in different heat transfer coefficients. The

liquid vapor interface is calculated in the same way here as in the MegaPower simulations. This

being each interface is independent from the next and the temperature is set so the net heat flow

into or out of the vapor region is zero. The boundary conditions are shown in Table 4.6.
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Table 4.4: Material Properties used in the Simulations

Material Thermal Conductivity
Stainless Steel 16.00 W

m−K
UO2 3.60 W

m−K
Liquid Sodium 61.25 W

m−K
Sodium and Stainless Steel 43.66 W

m−K

Table 4.5: Geometric Definitions used in the Simulations

Evaporator Length 1.50 m
Adiabatic Length 0.30 m
Condenser Length 2.10 m
Fuel Length 1.50 m
Fuel Radius 0.706 cm
System Pitch 2.115 cm
Outer Capillary Thickness 0.050 cm
Inner Capillary Thickness 0.050 cm
Outer Annular Thickness 0.035 cm
Inner Annular Thickness 0.026 cm
Outer Wall Thickness 0.050 cm
Inner Wall Thickness 0.050 cm
Condenser Vapor Radius 0.500 cm

This ensures a fully defined conduction problem that can be solved with any generic solver and

the method presented here. Again, OpenFOAM was used as the bench-marking tool in this case to

compare to the method presented here.

4.4.4 Fuel-Element Heat-Pipe Mesh Description

The mesh used for the OpenFOAM analysis of the Fuel-Element Heat-Pipe can be seen in

Figure 4.10. This mesh has similarly high aspect ratios to allow the gradients to be resolved

appropriately. This mesh contained approximately 3.2 million hexahedral elements. This mesh was

a little more complicated to produced but an extruded quad mesh was successfully used to create

the hexahedral mesh with uniform axial discretization used. Again a single mesh convergence

study was performed using the simplest power profiles demonstrated with the finer mesh being
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Table 4.6: Boundary Conditions used in the simulations

Condenser Surface Convective Boundary Condition
Heat Transfer Coefficient 326 W

m2−K
Ambient Temperature 725 K
All Other External Surfaces zero gradient
Fuel Pin Heat Generation Pin dependent function that varies axially

used for the studies. The coarse mesh contained roughly half (1.6 Million) the number of elements

as the fine mesh and resulted in a vapor temperature difference between the two geometries of

just over 1% (1.13%). This gives confidence in our results, but again, it will be better to perform

additional refinement studies to determine directional dependence, order of convergence, and the

effects of skew and aspect ratio on the solution. It is worth noting here that this is a heat equation

solution and most solvers are fairly robust as the heat equation has desirable properties and has

well known analytical solutions that can be used for verification purposes. But this should not be

relied on in determining the veracity of any single solution. The mesh refinement was to ensure our

discretization error is sufficiently small and our comparisons to the methods solution are useful.

4.5 Power Distributions Analyzed

There are four power profiles analyzed for each geometry. In these sections the profiles will

be described and the results and analysis will be performed showing the strengths and weaknesses

of this method. The derivation of this method involves 1-Dimensional assumptions and as a result

there may be inaccuracies due to those but the purpose of the bench-marking is to show where

those arise and to glean potential solutions to those inaccuracies.

The numbering scheme presented in Figure 4.6 and Figure 4.9 will be used to describe the peak

fuel temperatures, the vapor temperatures, and the powers and power profiles within the pins. The

motivation for this is for optimization, this means peak fuel temperatures are an important property

of the design and will represent bounding behavior for this method.

In all of these simulations the OpenFOAM result will be visualized using Paraview as a visual-

ization tool. Because the novel geometry and the simulated solution are so close in all cases only
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Figure 4.10: Mesh used for the Fuel-Element Heat-Pipe Geometry OpenFOAM Analysis

the OpenFOAM geometry will be presented with results. For the MegaPower like geometry both

will be presented because it provides insight into why the error is more dramatic.

4.5.1 Constant Pin Power

For the first analysis all the pins have the same total power and power profile. This is a rela-

tively simple problem and is simple to analyze. The total pin power is 2367 W and the average

power density is equal to the local power density. The first analysis that will be presented is the

MegaPower layout with a constant axial profile and no variation between each pin with respect to

total power.

Table 4.7: Pin Power and axial power density function for the MegaPower geometry

Pin Number Axial Power Density Function Total Pin Power
8 - 19 q

′′′
(z) = 10, 077, 382.06 W

m3 2367 W
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Now to reiterate, the analysis will be comparing the peak fuel temperature as calculated by

OpenFOAM and then by this method, and then the vapor temperatures will be compared as well.

This should give confidence in this method for use in fast analysis for design studies. Table 4.8 is

where the comparison is shown

Table 4.8: Results of the OpenFOAM analysis and this method

Cell Number OpenFOAM (K) Method (K) % Difference
1 (Vapor) 842 846 +0.5
2-7 (Vapor) 834 833 -0.1
8-13 (Fuel) 884 918 +3.8
14-19 (Fuel) 915 942 +3.0

For a better visual on the specific behaviors occurring and why there is more error in this ge-

ometry compared to the other a 2D plot of temperature is presented as generated from OpenFOAM

solutions within Paraview in Figure 4.11a and from the new methods solutions within MATLAB

in Figure 4.11b. The color scales are identical and cover the same range so that it is simple to

compare the figures. What is very clear is the bulk of the error comes from the relatively high con-

ductivity of the stainless steel. This adds two dimensional heat transport where one dimensional

was assumed. This leads to an over estimate of the temperature and is actually a desirable char-

acteristic for design studies because reality will outperform the simulation. This gives confidence

in this being an upper bound for the performance characteristics of a design and would indicate

that this method would work well in optimization iterations. This is repeated in the other cases as

well and shows patterns in where the error originates. As the tables indicate this actually holds for

both geometries and gives good confidence in it for this use. But once again 2D plots of the new

methods results won’t be displayed because the results are near identical and it doesn’t provide any

additional information unlike for the MegaPower geometry.

It is easy to see in this analysis that the major differences are in the fuel regions. There are

a lot of reasons this could occur but the likely culprit, as was mentioned previously, is that the
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(a) OpenFOAM Results (b) New Methods Results

Figure 4.11: Results from each analysis for a constant axial power distribution

1D assumption of the hex annulus is slightly off. The tangential heat-flux contributes to improved

heat-flow in the lattice. It is good that for this case it is not a substantial contributor to the error and

it leads to a conservative estimate to the temperature. This is exactly the behavior that is desired in

early design iterations.

Now the second geometry is analyzed and, again, all 13 pins have the same power and a con-

stant axial profile. The total pin power is 2367 W with the average power density being constant.

The pin power is shown in Table 4.9.

Table 4.9: Pin Power and axial power density function for novel design integration

Pin Number Axial Power Density Function Total Pin Power
14 - 26 q

′′′
(z) = 10, 077, 382.06 W

m3 2367 W

In the same way as the MegaPower analysis, the vapor temperatures, and peak fuel tempera-

tures will be presented for both calculations. The percent error or difference will also be presented

to get an idea of where the errors are presenting and what could be potentially causing it. This

table can be seen in Table 4.10.
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Table 4.10: Results of the OpenFOAM analysis and this method

Cell Number OpenFOAM (K) Method (K) % Difference
1-13 (Vapor) 815 815 0.0
14-26 (Fuel) 851 852 +0.1

The 2D results for the novel geometry can be seen in Figure 4.12. The new method produces

nearly identical results to OpenFOAM and so the high resolution results from OpenFOAM are

presented as they are nicer to view. There is not much to be gleaned from this but it helps to

present the data provided in the table.

Figure 4.12: OpenFOAM Results for a Constant axial distribution

It is worth noting that there was around a one kelvin difference for both but with rounding they

ended up at the same temperature. It is clear to see that this is much more accurate and analytically

it is because this is a geometry that much more closely resembles the primitive shapes that can be

analyzed with 1D methods. The assumptions are effectively matched much more accurately by

this geometry than the MegaPower geometry.
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4.5.2 Cosine Axial Profile

This profile demonstrates the unfolding procedure and the accuracy of it. Each pin will have the

same total power but will have a cosine axial profile. The MegaPower geometry will be analyzed

first. The table of power profiles for each of the twelve pins is presented in Table 4.11.

Table 4.11: Pin Power and axial power density function for the MegaPower geometry

Pin Number Axial Power Density Function Total Pin Power
8 - 19 q

′′′
(z) = 15, 829, 514.72 cos( π

L
z) W

m3 2367 W

After unfolding the temperatures are then reported. Table 4.12 shows the results after the

unfolding procedure to get the peak fuel temperature.

Table 4.12: Results of the OpenFOAM analysis and this method

Cell Number OpenFOAM (K) Method (K) % Difference
1 (Vapor) 836 846 +1.2
2-7 (Vapor) 835 833 -0.2
8-13 (Fuel) 910 959 +5.4
14-19 (Fuel) 962 1004 +4.4

The 2D temperature plots are presented for the cosine axial distribution in Figure 4.13a and

in Figure 4.13b. Like the previous power distribution the 2D behavior of the stainless steel adds

error. This error seems to be small and creates a situation where the values over estimate the high

fidelity solution slightly. This gives good confidence for the intended purpose.

The error here is larger than the prior example and this is expected. The prior solution had

effectively no axial conduction because of the uniform axial profile. By adding a shape to the axial

profile conduction axially is introduced. This makes other assumptions inaccurate, specifically

115



(a) OpenFOAM Results (b) New Methods Results

Figure 4.13: Results from each analysis for a cosine axial power distribution

neglecting axial conduction. Despite this inaccuracy the solution presents values that are near the

expected values and it is still conservative in nature.

Now the novel design integration will be analyzed with all pins producing the same power and

the same axial profile for heat generation. The functional form used for the profile can be seen in

Table 4.13.

Table 4.13: Pin Power and axial power density function for novel design integration

Pin Number Axial Power Density Function Total Pin Power
14 - 26 q

′′′
(z) = 15, 829, 514.72 cos( π

L
z) W

m3 2367 W

Now the unfolding procedure is done to obtain the peak temperatures in the fuel. The results

of the unfolding can be seen in Table 4.14.

The 2D plot for the novel geometry with a cosine axial distribution can be seen in Figure 4.14.

Again, the plot demonstrates the assumptions made are more appropriate with this geometry and

the results are much more accurate. This allows the reader to compare the results in the table with

the high fidelity results directly.
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Table 4.14: Results of the OpenFOAM analysis and this method

Cell Number OpenFOAM (K) Method (K) % Difference
1-13 (Vapor) 815 815 0.0
14-26 (Fuel) 872 873 +0.1

Figure 4.14: OpenFOAM Results for a Cosine axial distribution

4.5.3 Constant Pin Power with Planar Tilt

The next profile involves investigating power imbalances between fuel elements and how well

the vapor temperatures are predicted from that. To do this a planar tilt is implemented to the power

profile in a specific way. Total power for the whole geometry is the same as the previous runs.

Then the fuel elements are grouped into five groups. These five groups have the same pin power

and adjacent groups have a 20% higher or lower power level than the current group. The specific

values used can be seen in Table 4.15.

When looking at the number combinations it becomes very obvious what the grouping criteria

was. This simulation was performed to demonstrate the method can predict the natural balancing

between the pins and the heat-pipes when the nearby power loads are not equal. In a reactor there

117



Table 4.15: Pin Power and axial power density function for the MegaPower geometry

Pin Number Axial Power Density Function Total Pin Power
15, 16 q

′′′
(z) = 14, 116, 685.87 W

m3 3315 W
9, 10 q

′′′
(z) = 11, 763, 904.54 W

m3 2763 W
8, 11, 14, 17 q

′′′
(z) = 9, 803, 253.43 W

m3 2302 W
12, 13 q

′′′
(z) = 8, 169, 376.44 W

m3 1919 W
18, 19 q

′′′
(z) = 6, 807, 815.26 W

m3 1599 W

is rarely a case where each pin is producing the same power as the next and those differences can

lead to over engineering to ensure adequate cooling in all scenarios. The results of this is presented

in Table 4.16.

Table 4.16: Results of the OpenFOAM analysis and this method

Cell Number OpenFOAM (K) Method (K) % Difference
1 (Vapor) 841 845 +0.4
2, 4 (Vapor) 843 843 0.0
3 (Vapor) 853 853 0.0
5, 7 (Vapor) 824 823 -0.1
6 (Vapor) 816 814 -0.2
8, 11 (Fuel) 883 916 +3.7
9, 10 (Fuel) 902 941 +4.3
12, 13 (Fuel) 867 894 +3.1
14, 17 (Fuel) 913 939 +2.8
15, 16 (Fuel) 962 995 +3.4
18, 19 (Fuel) 875 896 +2.4

The 2D results for OpenFOAM and for the new method are shown in Figure 4.15a and in

Figure 4.15b respectively. 2D behavior in some regions make the 1D assumptions less valid. In

either case the errors are low enough to be acceptable for design studies.

As can be seen, the differences are under 5% in magnitude. All the peak fuel temperatures are

conservative in nature which is a desired property as well. Like the other situations this geometry

shows more error and it is likely due to the 1D assumption in the high thermal conductivity region.
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(a) OpenFOAM Results (b) New Methods Results

Figure 4.15: Results from each analysis for a constant axial power distribution with a planar tilt

This error will grow when a cosine profile is used and may become problematic but currently it is

acceptable accuracy for design studies.

Moving onto the novel geometry, a similar method was used to give a planar tilt in the power.

The fuel elements were again broken into five different groups. Adjacent groups have a 20%

difference in power and the total geometry power generation is the same as in the prior runs. The

power specifications for each pin can be seen in Table 4.17.

Table 4.17: Pin Power and axial power density function for novel design integration

Pin Number Axial Power Density Function Total Pin Power
22 q

′′′
(z) = 14, 218, 551.73 W

m3 3340 W
16, 17, 21, 23 q

′′′
(z) = 11, 848, 791.69 W

m3 2783 W
14, 15, 18 q

′′′
(z) = 9, 873, 995.20 W

m3 2319 W
19, 20, 24, 26 q

′′′
(z) = 8, 228, 286.78 W

m3 1933 W
25 q

′′′
(z) = 6, 856, 919.82 W

m3 1611 W

The results here are expected to be more accurate than with the MegaPower geometry based

on the previous runs performed. There is also the expectation that the heat-pipes are much more

similar in temperature than in the MegaPower geometry as they have little resistance between them.
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This is a load balancing feature of this integration scheme [14]. The results of the analysis can be

seen in Table 4.18.

Table 4.18: Results of the OpenFOAM analysis and this method

Cell Number OpenFOAM (K) Method (K) % Difference
1, 2, 5 (Vapor) 815 815 0.0
3, 4 (Vapor) 815 818 +0.4
6, 7, 11, 13 (Vapor) 815 813 -0.2
8, 10 (Vapor) 815 817 +0.2
9 (Vapor) 815 820 +0.6
12 (Vapor) 815 811 -0.5
14, 15, 18 (Fuel) 851 851 0.0
16, 17 (Fuel) 858 860 +0.2
19, 20, 24, 26 (Fuel) 845 843 -0.2
21, 23 (Fuel) 858 860 +0.2
22 (Fuel) 866 872 +0.7
25 (Fuel) 840 836 -0.5

The OpenFOAM results are presented in Figure 4.16 for the visuals as both simulations provide

near identical results and, again, not much is gleaned from the plots as the geometry behaves much

more 1-Dimensional than the MegaPower geometry.

It is clear to see that this method is very accurate for certain problems. So far the accuracy is

good enough where design studies could be quickly and easily performed without much concern

that there will be significant error in results. A benefit to using this method for design studies is

that when a design is found that meets the criteria specified a more detailed analysis can be done,

as is done with normal design procedures.

4.5.4 Cosine Profile with Planar Tilt

The last power profile is the logical next step in this analysis by incorporating all the complexity

that has been investigated up to this point. This is the planar tilt with an axial profile in the shape

of a cosine function. What is expected is that the MegaPower geometry will have the larger of

the error and it will increase from the prior problem slightly. The second geometry is expected to

120



Figure 4.16: OpenFOAM Results for a Constant axial distribution with a planar tilt

be fairly accurate keeping with the prior problems. The planar tilt remains the same as in prior

problems and the cosine shape function is the same. The only difference is the leading constants

for the shape function.

Table 4.19: Pin Power and axial power density function for the MegaPower geometry

Pin Number Axial Power Density Function Total Pin Power
15, 16 q

′′′
(z) = 22, 174, 438.31 · cos( π

L
z) W

m3 3315 W
9, 10 q

′′′
(z) = 18, 478, 698.03 · cos( π

L
z) W

m3 2763 W
8, 11, 14, 17 q

′′′
(z) = 15, 398, 914.47 · cos( π

L
z) W

m3 2302 W
12, 13 q

′′′
(z) = 12, 832, 426.50 · cos( π

L
z) W

m3 1919 W
18, 19 q

′′′
(z) = 10, 693, 691.20 · cos( π

L
z) W

m3 1599 W

The total pin power is the same as the planar tilt problem but instead of a constant axial power

density profile there is a cosine power density profile centered around the mid-plane of the fuel pin.

This is somewhat representative of a true reactor profile but a normal profile will have a shallower

curvature due to the the profile not going to zero at the edge of the pins. This is because of leakage
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from the geometry and is normally handled with modified vacuum boundary conditions called an

extrapolation length. An important rule is the power density at the edge’s of a reactor does not got

to zero. Again we expect this to be the worst accuracy because it deviates from the 1D assumptions

the most. The results can be seen in Table 4.20.

Table 4.20: Results of the OpenFOAM analysis and this method

Cell Number OpenFOAM (K) Method (K) % Difference
1 (Vapor) 841 845 +0.5
2, 4 (Vapor) 843 843 0.0
3 (Vapor) 854 853 -0.1
5, 7 (Vapor) 825 823 -0.2
6 (Vapor) 816 814 -0.2
8, 11 (Fuel) 909 956 +5.2
9, 10 (Fuel) 934 995 +6.5
12, 13 (Fuel) 888 922 +3.8
14, 17 (Fuel) 958 1004 +4.8
15, 16 (Fuel) 1026 1082 +5.5
18, 19 (Fuel) 906 938 +3.5

The 2D results for OpenFOAM and for the new method are presented in Figure 4.17a and

Figure 4.17b respectively. This simulation combines all the attributes from the previous simulation

and is expected to have the greatest error as it deviates the farthest from the assumptions made.

It is clear to see here that the errors are small and the method is very good at approximating the

solution. It is an over estimate of the OpenFOAM solutions which is good for design iterations.

This property gives confidence that the final design will be within specifications and not exceed

any constraints placed on the system during the design phase. The second geometry is expected to

give better results. The descriptions of the power profile are necessary to understand the simulation

and are presented in Table 4.21.

The powers in each pin remain the same as prior analysis but the shape has changed which

really tests the unfolding procedure and its ability to accurately capture the peak fuel temperatures.
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(a) OpenFOAM Results (b) New Methods Results

Figure 4.17: Results from each analysis for a cosine axial power distribution with a planar tilt

Table 4.21: Pin Power and axial power density function for novel design integration

Pin Number Axial Power Density Function Total Pin Power
22 q

′′′
(z) = 22, 334, 448.83 · cos( π

L
z) W

m3 3340 W
16, 17, 21, 23 q

′′′
(z) = 18, 612, 038.46 · cos( π

L
z) W

m3 2783 W
14, 15, 18 q

′′′
(z) = 15, 510, 035.40 · cos( π

L
z) W

m3 2319 W
19, 20, 24, 26 q

′′′
(z) = 12, 924, 962.65 · cos( π

L
z) W

m3 1933 W
25 q

′′′
(z) = 10, 770, 824.47 · cos( π

L
z) W

m3 1611 W

In the other geometry it was seen to be within 10% of the OpenFOAM simulation and for this

geometry it is expected to be more accurate. These results can be seen in Table 4.22

The OpenFOAM results are presented in Figure 4.18. With all the simulations parameters

being the farthest from the assumptions made this method being within 1% of the high-fidelity

solutions just attests to the capabilities of this method for certain geometries.

This geometry works very well with this method and results in less than 1% error for all regions

of interest. This gives confidence in using this for optimization studies. For certain geometries this

method is extremely accurate and results in a very useful tool for design analysis. This could

also be used to form initial guesses for high fidelity models as was previously mentioned. This

would allow more accurate material properties to obtained rapidly and with confidence. The higher
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Table 4.22: Results of the OpenFOAM analysis and this method

Cell Number OpenFOAM (K) Method (K) % Difference
1, 2, 5 (Vapor) 814 815 +0.1
3, 4 (Vapor) 816 818 +0.2
6, 7 (Vapor) 812 813 +0.1
8, 10 (Vapor) 816 817 +0.1
9 (Vapor) 819 820 +0.1
11, 13 (Vapor) 812 812 0.0
12 (Vapor) 811 811 0.0
14, 15, 18 (Fuel) 870 871 +0.1
16, 17 (Fuel) 883 885 +0.2
19, 20 (Fuel) 859 860 +0.1
21, 23 (Fuel) 883 885 +0.2
22 (Fuel) 899 901 +0.2
24, 26 (Fuel) 859 860 +0.1
25 (Fuel) 849 850 +0.1

fidelity model could then be iterated on until converged.

Looking at the LANL geometry for all runs there are absolute errors at most of 61 K and this

could be a cause for concern when looking for design analysis methods such as this. But there

are often additional assumptions made in design analysis that are intentionally introducing error

as well to gain speed. Heat transfer coefficients are a great example of this trade-off. The thermal

conditions in a heat exchangers are never constant and because of the 3D nature of turbulence can

very widely over time. Heat transfer coefficients are an attempt to capture average behavior to

make design decisions quickly. On the same side, heat transfer coefficients can very widely and

produce very large errors in design if used outside their domain. Inside their tested region, errors

can be as high as 15%. As engineers, it is important to understand when and where error is going

to occur and what the worst case implications for that error are. With the specific discretization

and resistance formulations used for these analyses several statements can be said with certainty.

There is error intentionally introduced in the hopes of gaining computational speed, those errors

are expected to cause an over estimate in fuel temperatures specifically. This overestimate in

fuel temperatures is caused additional avenues for heat transfer being ignored in the pseudo 1-D
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Figure 4.18: OpenFOAM Results for a Cosine axial distribution with a planar tilt

resistance relationships. This creates the guarantee that conservative decision making is performed.

Currently, computational cost is lower than it ever has been and it will likely continue to de-

crease. With these decreases it is important to shift perspective as designs develop. Starting with

basic iterative approaches to investigate large swaths of the design space, to detailed physical

modeling as the design space shrinks and eventually experimental validation for the design itself.

Knowing how a system behaves is important to operations and from a financial and health risk

perspective.

4.6 Conclusions

The exceptional accuracy of this method and it’s inherent simplicity give large amounts of

potential uses. The bench-marking performed gives confidence in the results of design iterations

and makes this useful to engineers and analysts. With every example analyzed giving an over

estimate of peak fuel temperatures this could also be used for simple check on the performance of a

reactor design to ensure the design meets certain safety thresholds or constraints. Since heat-pipes

are an important feature in several micro modular designs, methods like this become important

for improving the designs quickly and for analyzing them quickly and accurately. This method
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demonstrates good characteristics when solving various different geometries and provides accurate

results in a variety of situations. The reasons for accuracy loss are very clear and could potentially

be accounted for in simple ways. With some geometries, a near exact answer can be obtained such

as in the novel geometry analyzed here, and in others good approximations can be obtained that

allow quick evaluations to be done. With this method being faster than higher fidelity models more

designs can be analyzed and designs can be improved at a lower cost.

This research is important because it demonstrates that high accuracy simulations can be per-

formed with little computational effort on large geometries. Previously, high fidelity simulations

based on conduction approximations where all that were available when heat-pipe performance

needed to be accurately captured. With this research a large resistance network can be formed to

get whole core temperatures and power through-puts quickly with confidence in the results. This

is important because the operational limits of heat-pipes are estimated based on temperature and

power of the individual heat-pipe. So, with this simulation tool, heat-pipes can be designed closer

to the operating limits of their design without unreasonably conservative margins for the design.
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5. CONCLUSION

Heat-pipe reactors are promising when it comes to advanced nuclear technology. They are

passively cooled and can operate at moderately high temperatures giving nuclear the capabilities

to serve more industries in a highly modular configuration. Combined with next generation micro-

grids, these reactors could be excellent in serving niche markets power needs for long periods of

time without risk of failure or fear of losing power. There are a lot of challenges that still need to

be overcome.

Predicting operational behavior is the most essential part of the design process. If there is no

confidence in the steady state behavior of the design there is no reason to consider manufacturing

or operation. This is why it is important to develop modeling techniques that can give accurate

information about the design being investigated. Many modeling and simulation techniques were

developed for heat-pipe performance prediction when space programs were heavily investigating

them for use in nuclear systems. In the early days of the investigations, these models were in-

vestigating limiting behavior of heat-pipes and were intended to guide operators in determining

operational limits. These limits carried forward as an important design analysis in the prevailing

limits. There are various limits that exist depending on the geometry and the configuration.

In the later years of analysis, computational power improved and highly detailed simulations

were able to be done that were able to predict exact operational performance through a transient.

These have been invaluable tools for heat-pipe analysis and most current concepts are developed

with these as a strong foundation for the analysis and licensing work. But all of these concepts

throughout history have limited themselves to simplified, and often, complex systems, because the

tools were for limited geometric descriptions and in some cases singular descriptions.

This dissertation provided three important contributions to the nuclear industry. The first is a

non-standard geometric configuration that is more unit-cell in style, but this lead to more general

prevailing limit descriptions that allow designers to better investigate differing geometries with

confidence that the limits are more appropriate. This provided several quantitative constraints
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that can be used for design optimization. These can be evaluated rapidly and reduce the burden

required by the higher fidelity simulation tools to capture detailed physical behaviors. This showed

the potential advantages for exploring alternative designs outside the current capabilities of existing

models and tools.

The second important contribution provided is a detailed review of modeling and simulation

techniques and their motivations for development. Often, the motivations are overlooked in favor

of specific criteria, but understanding why key decisions may have been made could allow analysts

and future developers to build by including terms that were intentionally left out. The review

directly compared the level of detail and the computational effort required to solve them which

will help individuals make informed decisions on specific implementations. With this information,

insight was gained for developing a procedure to get accurate operational behavior and the best

way to determine limits on that behavior.

The final important contribution that was developed came directly from investigations in the

review. Almost all the tools currently developed were for analyzing singular heat-pipes without

concern for their interactions with each other. This is a useful conservative method for determining

operational behavior but including the interactions with the neighbor will give better confidence

on the operational performance but could give additional margins to the safety criteria allowing

increased output. This method was primarily designed for optimization studies, but given the ac-

curacy in certain geometries when comparing to high fidelity tools, specifically OpenFOAM, there

are cases where this could be used in place of high fidelity tools at a fraction of the computational

cost. This would give designers the ability to get high fidelity accuracy in their design iterations

leading to highly optimized designs with great confidence in the final results.

With this, there now exists a set of tools that can accurately analyze the steady reactor behavior

of a heat-pipe based system. With the characteristic limits there is a fast way to analyze constrained

behavior for the whole system. With the network analysis method developed, a full core heat-

pipe system can be accurately analyzed to give temperature information and power throughput

information to compare with the constraints of the system. All this was born of the review which
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should go on to assist others in developing accurate simulation and analysis tools. Throughout the

work, a surrogate was used as representative replacement design for a LANL MegaPower unit-

cell. This fully handles the first two objectives listed. The third objective is partially met as an

optimization was never performed but the components were all there. This was not done because

the desire would be to couple the fast thermal analysis to neutronic analysis and optimize the design

in a true multiphysics configuration.

5.1 Novel Design Integration

The main motivation for this research was derived from the novel design integration proposed

in Chapter 2. Heat-pipe reactors tend to be segregated between cooling components and fuel

components which leads to lower fuel densities and large amounts of parasitic structural material.

The novel design integration here has a central fuel element with a surrounding heat-pipe. This

allows the heat-pipe to act as structure and a cooling device. This has the added effect of gaining a

high conductivity pathway to neighboring elements. If a heat pipe fails the fuel remains the highest

temperature portion of the geometry.

With this new geometry additional challenges are introduced. Specifically, prevailing limits do

not exist to give performance bounds to the design. This needed to be accounted for to remain

consistent with prior analysis of heat-pipes. This would allow the seamless integration into design

iterations. Chapter 2 provides these prevailing limits for this design integration. These limits are

more general and so should be easier to apply to complex heat-pipe geometries.

5.2 Review of Heat-pipe Modeling and Simulation

A review of heat-pipe modeling and simulation methods was performed in Chapter 3. Review-

ing heat pipe modeling and simulation was an important step because it brought together a list

of simulation approaches and classified them based on their constituent behaviors. This not only

helps engineers and designers better select models for their needed application but it gives a quick

reference for the potential issues and advantages in the model. This gives an immediate qualitative

understanding of the model benefits to the design and what would need to be done to better capture
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the information available.

This provided support and guidance to further analysis specifically for the full core heat-pipe

analysis developed during this research. The review explored the performance and speed of models

with various complexities and provided insight to models that could be appropriate for rapid iter-

ative analysis and potential optimization scenarios. The review showed clear gaps in applications

and study that is needed for reactor analysis currently.

5.3 Full Core Heat-Pipe Analysis

Chapter 4 provided a method for determining the full core thermal behavior quickly and inex-

pensively. This could easily be used for optimization as the accuracy’s based on certain simulation

criteria were within 7% of the result presented in OpenFOAM and for the Novel Design Integra-

tion provided results that were within 1%. This is with a simulation that took less than 1 second

to run when the OpenFOAM simulation took almost 12 hours to converge. This benchmark gives

excellent confidence in the model.

This could be used to get an initial guess for high-fidelity simulations as well, or it could

be used to provide temperature information into neutronics analysis quickly. Most importantly,

this method fills a gap in analysis that provides the information related to thermal communication

between the neighboring elements. A typical reactor will not have a uniform power profile meaning

the heat-pipe that is experiencing the highest thermal throughput will limit the performance of the

reactor. It is possible to have heat-pipes vary geometrically to account for the reduced throughput

elsewhere but this is not economical to produce. Knowing the thermal-throughput of each heat-

pipe individually, the heat-pipe can be designed based on a more accurate thermal environment

rather than an conservative adiabatic assumption.

With this dissertation, a substantial and important contribution has been made to a growing

nuclear industry. New heat-pipe reactors need both these approaches to improve economics, ac-

curacy, and speed of analysis. This is true whether a regulator needs to perform detailed safety

calculations to determine margins of operation, or if a designer is performing iterations to optimize

a previous concept. Knowing what model to run and where to run it is crucial. Having fast options
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to iterate on steady state behavior is just as important as having highly accurate options to give

confidence to all involved.

5.4 Accomplishments

This dissertation describes a substantial contribution to the subject area with several notable

accomplishments. An important groundwork has been laid for several efforts that will advance next

generation reactor technologies. This groundwork includes a more general analysis of performance

limiting behaviors when it comes to novel geometries. Less assumptions are needed to determine

these limits giving more confidence in their validity. This combined with a general full core thermal

analysis method for heat-pipe reactors can lead to fast simulations of heat-pipes with confidence

that the performance is accurate. This could be used in optimization tools to create an optimized

design according to various objective functions in a low cost manner. From a high fidelity modeling

perspective, a path forward was created for creating a simulation procedure that would efficiently

and accurately capture the information needed without wasting resources. Employing the simplest

forms of the equations that get the desired accuracy and only using more complex forms when

there are indications that important physical phenomena are being missed in the simpler models.

5.5 Summary

During the course of this research, it was demonstrated that fast analysis of heat-pipe systems

could be performed with little sacrifice in terms of accuracy. This analysis could be used on

full core geometries and bounding performance metrics could be developed to ensure the heat-

pipes do not exceed operational limits. This was demonstrated on an previous heat-pipe reactor

design, specifically the LANL MegaPower design, to show that novel geometries could improve

performance of these cores. This satisfies two of the three research objectives, with the final one

not being completed. This final objective requires the development of coupled analysis methods

between thermal and neutronic solvers to accurately optimize. The optimization method needs to

be selected in conjunction with the neutronic solver to ensure optimization is not overly costly.

Based on the work currently done with thermal analysis, the thermal solver could be easily and
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quickly implemented with very small computational expense but coupling that to neutronic solvers,

and enveloping that system into an optimization scheme is a large task.

5.6 Future Work

There are many pathways forward on this research both from a design perspective and a com-

putational perspective. A major goal would be to perform optimization studies on the novel design

integration as well as standard heat-pipe configurations using the developed method. This was

mentioned as an objective but was determined to be a substantial additional effort and should be

done in the future. Improvements can be made to the method as well, and additional capabilities

and situations could be handled to account for more real world designs, or versatile designs.

Optimization studies of a heat-pipe reactor using both the novel design integration and a stan-

dard heat-pipe geometry is a clear future action. To do this, a neutronics code would need to be

selected that can take temperature distribution information and provide power profiles at every

position. Using the method developed the thermal analysis would be almost no cost to the sim-

ulation and more of the computational effort could be focused on neutronics where a substantial

computational cost will be incurred.

The developed method could gain improvements for handling standard heat-pipe geometries.

Specifically, a tangential relationship could be added to account for heat transfer that occurs tan-

gential to the surface of the fuel. The high-conductivity regions result in additional heat transfer

pathways that act to reduce the effective thermal resistance between the fuel and the heat-pipe.

With this accounted for, we lose the nice property of being a conservative estimate, meaning cal-

culated temperatures are higher than reality, but accuracy is gained with a method that is fairly

accurate already.

A capability that could be investigated is the inclusion of non-condensable gases in the heat-

pipe vapor region. The addition of non-condensable gases could change the thermal response of the

heat-pipe, damping the temperature change over the same power throughput change for a heat-pipe

without gases inserted. This can give a wider operating margin on each heat-pipe and potentially

create interesting controllable parameters within the core. This is not uncommon in heat-pipe used
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in other industries but has not been seen in any nuclear reactor designs at this point.
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