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ABSTRACT

Current numerical methods solving the Navier-Stokes equations such as, the subject matter of

this project, the parabolized stability equations (PSE) have proven to be costly for industrial ap-

plications. In particular, improving upon cost effective numerical methods for hypersonic regimes

has been a topic of interest. The Hypersonic Vehicle Simulation Institute aims to study the process

of transition for hypersonic boundary layers by extending the amplification factor transport (AFT)

model to these flow regimes. The work done in this paper will provide developers of the AFT

model with accurate stability results calculated by LPSE for comparison and relate the growth

rates of the instability to energy contributions within the system.

The geometry chosen for this study is a straight cone with an angle of incidence. The cross-

flow instability is identified with a max N -factor of 14.5 at an azimuthal angle of 148.6◦ and a

wavenumber of 81.9. In its current form, the AFT model only reports instability near the leeward

plane and does not capture the crossflow mechanisms in the regions reported by LPSE.

An energy-perturbation budget analysis shows large Reynolds-flux production counteracted by

pressure work and dissipation for highly unstable conditions. The balancing of these energy pro-

duction values results in the growth rate. The largest energy contribution factors are the Reynolds

heat-flux and the temperature-perturbation dissipation. Using these two terms, the neutral point

is approximated with low relative error compared to the growth rate neutral point (≤ 10% for re-

gions of interest) as well as large linear correlation to the development of the growth rate in the

streamwise direction.

Another topic of interest for aerospace engineers is the reduction of drag on commercial air-

craft. The National Aeronautics and Space Administration (NASA) University Leadership Initia-

tive (ULI) has developed an airfoil with the slotted-natural-laminar-flow concept (SNLF). Stability

characteristics for the bottom side of this airfoil, which includes the slotted region, are generated

using linear (LPSE) and nonlinear (NPSE) parabolized stability equations. The development of in-

stability mechanisms described for portions upstream of the slot, near the slot entrance, and within

ii



the slotted region of the airfoil for varying sweep angles 0◦ ≤ Λ ≤ 35◦.

The instability mechanisms are defined as the crossflow instability for swept cases and the

Görtler mechanism in the concave region of the slot. Using LPSE, a large Görtler amplification

is found in the slot (N = 13) for the steady and unsteady equivalent of the disturbance. This

amplification is stabilized by the presence of crossflow within the slot. At Λ = 35◦, the N -factor

is approximately 8.5 and 7.5 for the unsteady and steady disturbance, respectively.

For large sweep angles (Λ ≥ 20◦) a destabilized crossflow instability is present in the upstream

portion of the airfoil. This amplification is quickly dampened by the convex surface curvature re-

sulting in a stable flow at the slot entrance indicating little to no upstream influence of the crossflow

instability.

A nonlinear study indicates the highly distorted Görtler instability within the vicinity of the

slot. The largest initial amplitude allowing convergence is A(0,1) = 10−2. The neutral point for the

nonlinear case remains consistently at a location slightly downstream of the slot entrance regardless

of sweep. A more pronounced sweep angle results in nonlinear saturation occurring further down-

stream. The crossflow velocity component causes a smearing effect primarily in regions where the

velocity has upwelled further into the freestream.
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NOMENCLATURE

VARIABLES

α Streamwise wavenumber in the leading-edge-orthogonal
direction

β Spanwise wavenumber in the leading-edge-parallel direction

βH Hartree Parameter

γ Ratio of specific heats

δ Boundary-layer height

δr Blasius length

ε Small factor

θ Azimuthal angle

κ Coefficient of thermal conductivity

λv Second viscosity coefficient

Λ Sweep angle

µ Dynamic viscosity coefficient

ρ Density

φ Primitive variable vector (u, v, w, T, ρ)

Φ Norm value

ψ Wave angle

∇ Divergence operator (s, y, z)

Ψ Dissipation

ω Angular frequency

χ Slowly varying streamwise coordinate
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a Speed of sound

A Amplitude

A, B, C, and D Coefficient matrices (5 × 5) present in the disturbance
equations

c Leading-edge-normal chord length

cp Specific heat at constant pressure

cv Specific heat at constant volume

cph Phase speed

D Viscous energy terms

Ec Eckert number

f Regular frequency or period

G Görtler number

h1, h2, h3 Curvature scales in the (s, y, z) directions, respectively

H Shape factor

k Wavenumber multiple factor

L Reference length

L Linear disturbance matrix

M Mach number

n Frequency multiple factor

N Amplification factor

N Nonlinear forcing vector

p Pressure

P Pressure work

Pr Prandtl number

Q Resultant velocity

R Radius of curvature
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R Reynolds-flux term

Rg Specific gas constant

Re Reynolds number

s, y, z Local Cartesian coordinate system

S Sutherland’s temperature

t Time variable

T Temperature

u, v, w Velocity components in (s, y, z) directions, respectively

V Velocity vector (u, v, w)

x, Y, Z Global Cartesian coordinate system

ACRONYMS

AOA Angle of attack

CF Crossflow

CST Computational Stability and Transition

DEKAF Digits by Ethan, Koen, Alex, and Fernando

EPIC Euonymous Parabolized Instability Code

HVSI Hypersonic Vehicle Simulation Institute

IATA International Air Transport Association

LPSE Linear parabolized stability equations

LST Linear stability theory

MFD Mean flow distortion

NASA National Aeronautics and Space Administration

NLF Natural-laminar-flow

NPSE Nonlinear parabolized stability equations

PSE Parabolized stability equations

viii



SCF Stationary crossflow

SNLF Slotted, natural-laminar-flow

TCF Traveling crossflow

TS Tollmien-Schlichting

TAMU Texas A&M University

ULI University Leadership Initiative

UTK University of Tennessee, Knoxville

SUBSCRIPTS

e Edge value

i Imaginary value

∞ Freestream quantity

(n, k) Fourier mode

r Real value

w Pertaining to values at the wall

SUPERSCRIPTS

∗ Dimensional quantity

† Complex conjugate

T Matrix transpose

quad Quadratic

cub Cubic

(1), (2),... Arbitrary Fourier mode number

ACCENTS

∧ Shape-function quantity

− Basic state quantity
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′ Disturbance quantity

∼ Dummy variable

→ Vector
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1. INTRODUCTION

1.1 Background

Turbulent flow has several detrimental effects in terms of performance. For example, in com-

mercial aircraft it contributes a significant portion of drag, and for re-entry vehicles it causes a

high thermal loading. For this reason, laminar-to-turbulent transition has been a topic of great

importance to aerospace engineers. When a laminar flow experiences a disturbance, an instability

mechanism can cause it to grow. If the disturbance has a large enough amplitude, it will break

down to turbulence. Understanding these instability mechanisms and how they grow or decay

allows engineers to better predict transition and further reduce turbulent flow.

The equations that, ultimately, govern disturbance amplification are the Navier-Stokes equa-

tions. Several numerical methods have been developed to solve these equations. The highest fi-

delity method is Direct Numerical Simulation (DNS). For that reason, it is the most costly method

in terms of computational resources. For industrial applications, the Reynolds-Averaged Navier-

Stokes (RANS) model is commonly practiced for its lower computational-resource requirements.

In contrast to DNS, RANS has a lower fidelity because turbulence is modeled instead of resolved,

i.e. resolving small, turbulent eddies. For the purpose of this proposal, stability methods such

as Linear Stability Theory (LST, [3, 4]) and Parabolized Stability Equations (PSE, [5, 6]) will be

employed. These methods impose assumptions that exploit geometrical symmetries correspond-

ing to the specific boundary-layer flow case (i.e. the flow over an airfoil or a cone at an angle of

incidence) to simplify the Navier-Stokes equations. At a highly reduced cost compared to DNS,

stability methods maintain a relatively high level of fidelity, especially in regard to the perturbation

dynamics.

1.2 Motivation

This study focuses on the application of PSE on two separate projects: one at high and the

other at low speed. Both projects have industrial applications and understanding how disturbances
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grow in each case will provide insight to understanding boundary-layer transition.

1.2.1 High-Speed Project: HVSI

As mentioned, for hypersonic applications, e.g. re-entry vehicles, surface heating is of large

concern as the material can be damaged and life cycles can be reduced. Transition to turbulence of

the boundary layer on this type of vehicle can be a source of larger heat transfers so understanding

the instability mechanisms at hypersonic speeds has great value. The U.S. Air Force Academy

(USAFA) established the Hypersonic Vehicle Simulation Institute (HVSI) to study boundary-layer

transition on high speed vehicles. One objective for the HVSI is to expand on the Amplification

Factor Transport (AFT, [7, 8, 9]) model which can run in parallel to a computational fluid dynamics

code and account for instabilities by switching on a turbulence model when applicable. This model

is being developed by the University of Tennessee, Knoxville (UTK) and is compared against PSE

results provided by Texas A&M University (TAMU). A geometry that will be considered for this

specific effort is a straight cone, yawed at an angle. The PSE analysis will focus on the development

of the crossflow instability. Further details on this instability mechanism will be specified later. To

further assist in the overarching goal of extending the existing AFT model, an accurate depiction

of instability growth is necessary. To this extent, an energy-budget-analysis tool is developed. This

tool will decompose the perturbed flow into the dominant sources of energy to better understand

what parameters are of greater importance. These sources can then help influence the AFT model

by providing a guideline for the parameters that contribute to the instability mechanisms that cause

transition.

1.2.2 Low-Speed Project: ULI

In the NASA Aeronautics Strategic Implementation Plan, NASA emphasizes the goals of the

International Air Transport Association (IATA) to impose reductions in net emissions for subsonic

transport aircraft. These goals include a 1.5% average annual efficiency improvement between

2010 and 2020, a reduction of 50% in net emissions by 2050 as compared to 2005, and carbon

neutral growth from 2020 onward. Our contribution to this overall goal is led by the University of
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Tennessee, Knoxville through the NASA University Leadership Initiative (ULI) project. The ULI

project established the Advanced Aerodynamic Design Center for Ultra-Efficient Commercial Ve-

hicles to develop more aerodynamic wings for commercial aircraft. One such wing in development

is a Slotted, Natural-Laminar-Flow (SNFL, [10, 11]) airfoil which operates in a low-speed setting

(up to transonic speeds). By using the Natural-Laminar-Flow concept, designers can optimize air-

foil shapes to minimize transition-induced-drag. The airfoil design imposes a favorable pressure

gradient over a large percentage of the chord and the addition of the slot furthers that extent. The

favorable pressure gradient will stabilize the Tollmien-Schlichting (TS) instability however, can

amplify crossflow perturbation development [12]. The concave region within the slot will also

amplify the Görtler mechanism [13, 14, 15]. The crossflow and Görtler mechanisms play a key

role in the development of transition and will be studied in detail for this proposal. In particular we

study 1.) which sweep angle is permissible before the crossflow instability dominates the transition

process and 2.) the amplification of Görtler disturbances and the effect of sweep thereon in order

to identify their potential role in the transition process.

1.3 Instability Mechanisms

1.3.1 Crossflow

The crossflow instability can be a dominant factor in three-dimensional flows experiencing a

crossflow velocity such as that over cones at non-zero angle of incidence (non-zero yaw) and swept

wings. This instability can grow when surface streamlines of the inviscid flow are curved by non-

zero pressure gradients. The bending of the streamline causes an imbalance in forces resulting in

a perpendicular velocity component relative to the local inviscid streamline. This velocity com-

ponent is called crossflow. The crossflow velocity must be zero at the wall and approach zero in

the freestream. Therefore, the profile of this velocity component should display an inflection point

somewhere off of the wall. This inflection point is the source for an inviscid instability. If the

disturbance that this instability causes grows to a large enough amplitude, co-rotating vortices can

develop and lead to turbulent breakdown [16, 17]. These vortices typically have a characteristic
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spanwise wavelength of 4 times the boundary-layer thickness [18]. Crossflow disturbances can

be either stationary, corresponding to a zero frequency and a non-zero spanwise wavenumber, or

traveling with both a non-zero frequency and spanwise wavenumber. For the cases presented in

this paper, the crossflow mechanism is destabilized by a strong pressure gradient and larger sweep

angles. In order to counteract this instability, a convex surface curvature can be used [19, 20].

1.3.2 Görtler

The Görtler instability is a centrifugal instability that dominates on concave walls such as

the slotted region of the SNLF airfoil or turbine-compressor blades in an engine. The Görtler

instability grows from the satisfaction of the Rayleigh circulation criterion. This simple criterion

dictates that for a geometry with radius, r, and a tangential velocity, V , if d(rV )2

dr
< 0, then there

shall exist an inviscid axis-symmetric instability. For the viscous flow over a concave region, the

tangential velocity is zero at the wall and increases toward the freestream. Thereby, the Rayleigh

circulation criterion is automatically satisfied. This instability mechanism causes disturbances

to grow and develop into counter-rotating vortices with a characteristic spanwise wavelength of

approximately one boundary-layer thickness [18]. Saric [13] provides a qualitative study on the

development of this mechanism in the streamwise direction and Floryan [21] provides an in depth

review on experiments studying the Görtler vortices. Many numerical simulations have studied

this mechanism as well [22, 14].
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2. METHODOLOGY

2.1 Governing Equations

The dimensional equations governing the physics of the flow will be presented in the form of

mass continuity, conservation of momentum, and conservation of energy in enthalpy form. The

equations govern a calorically perfect gas that is compressible and cast in a Cartesian coordinate

system. Per Stokes’ Theorem, the bulk viscosity is λv = −2
3
µ and the second viscosity is ignored.

∂ρ∗

∂t∗
+ ρ∗

∂u∗

∂s∗
+ ρ∗

∂v∗

∂y∗
+ ρ∗

∂z∗

∂w∗
= 0 (2.1)

ρ∗
[
∂u∗

∂t∗
+ u∗

∂u∗

∂s∗
+ v∗

∂u∗

∂y∗
+ w∗

∂u∗

∂z∗

]
=

∂

∂s∗

[
µ∗
∂u∗

∂s∗
+ µ∗

∂u∗

∂s∗
+ λ∗v∇∗ · V ∗ − p∗

]
+

∂

∂y∗

[
µ∗
∂u∗

∂y∗
+ µ∗

∂v∗

∂s∗

]
+

∂

∂z∗

[
µ∗
∂u∗

∂z∗
+ µ∗

∂w∗

∂s∗

] (2.2)

ρ∗
[
∂v∗

∂t∗
+ u∗

∂v∗

∂s∗
+ v∗

∂v∗

∂y∗
+ w∗

∂v∗

∂z∗

]
=

∂

∂y∗

[
µ∗
∂v∗

∂y∗
+ µ∗

∂v∗

∂y∗
+ λ∗v∇∗ · V ∗ − p∗

]
+

∂

∂z∗

[
µ∗
∂v∗

∂z∗
+ µ∗

∂w∗

∂y∗

]
+

∂

∂s∗

[
µ∗
∂v∗

∂s∗
+ µ∗

∂u∗

∂y∗

] (2.3)

ρ∗
[
∂w∗

∂t∗
+ u∗

∂w∗

∂s∗
+ v∗

∂w∗

∂y∗
+ w∗

∂w∗

∂z∗

]
=

∂

∂z∗

[
µ∗
∂w∗

∂z∗
+ µ∗

∂w∗

∂z∗
+ λ∗v∇∗ · V ∗ − p∗

]
+

∂

∂s∗

[
µ∗
∂w∗

∂s∗
+ µ∗

∂u∗

∂z∗

]
+

∂

∂y∗

[
µ∗
∂w∗

∂y∗
+ µ∗

∂v∗

∂z∗

] (2.4)

ρ∗c∗p

[
∂T ∗

∂t∗
+ (V ∗ · ∇∗)T ∗

]
= ∇∗ · (κ∗∇∗T ∗) +

∂p∗

∂t∗
+ (V ∗ · ∇∗) p∗ + Ψ∗ (2.5)

The coordinate system, s, y, and z represent the streamwise, wall-normal, and spanwise directions

respectively and V is the velocity vector in each direction. The following constitutive relationships
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and state equation will aid in defining the remaining variables for the Navier-Stokes equations [23].

p = ρRgT ; cp =
γRg

γ − 1
; µ = µref

(
T

Tref

)3/2
Tref + S

T + S
; (2.6)

2.2 Non-Dimensionalization

To non-dimensionalize the governing equations, reference values corresponding to the wall-

normal edge value is used for the state variables and a reference length L is used for the length

quantities.

s∗ = Ls; y∗ = Ly; z∗ = Lz; ∇∗ =
∇
L

t∗ =
L

ue
t

u∗ = ueu; v∗ = uev; w∗ = uew; T ∗ = TeT ; ρ∗ = ρeρ; p∗ = ρeu
2
ep

µ∗ = µeµ; κ∗ = κeκ; c∗p = cpe ; c∗v = cve

(2.7)

To represent the governing equations in terms of the primitive variables, φ, the equation of state,

p∗ = ρ∗R∗gT
∗, is substituted for the pressure terms. The non-dimensional gas constant is formu-

lated by substituting dimensional and reference values as such:

Rg =
p

ρT
=

p∗

ρ∗T ∗
ρeTe
ρeu2e

=
γR∗gTe

γu2e
=

1

γM2
e

(2.8)

This gas constant will help define the equation of state in a non-dimensional form.

p =
ρT

γM2
e

(2.9)

The following non-dimensional parameters are defined using the reference parameters.

Ree =
ρeueL

µe
; Pre =

µecpe
κe

; Ece =
u2e
cpeTe

(2.10)

Substituting the relations from Eqs. 2.7 - 2.10 into the governing Eqs. 2.1 - 2.5 casts the governing

equations into a non-dimensional form for use in stability formulation.
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∂ρ

∂t
+ ρ

∂u

∂s
+ ρ

∂v

∂y
+ ρ

∂z

∂w
= 0 (2.11)

ρ

[
∂V

∂t
+ (V · ∇)V

]
= −∇p+∇

[
λv

Ree
(∇ · V )

]
+∇

[
µ

Ree

(
∇V + (∇V )T

)]
(2.12)

ρ

[
∂T

∂t
+ (V · ∇)T

]
=

1

PreRee
∇ · (κ∇T ) + Ece

[
∂p

∂t
+ (V · ∇) p

]
+

Ece
Ree

Ψ (2.13)

2.3 Stability Formulation

A system of stability equations can be derived from the governing equations. The vector of

total flow variables will be depicted as φ = [u, v, w, T, ρ]T . By decomposing the flow variables

into a steady, laminar base-flow, φ̄, with an imposed disturbance quantity, φ′, we can accurately

represent a disturbed flow.

φ (s, y, z, t) = φ (s, y, z) + φ′ (s, y, z, t)

µ (s, y, z, t) = µ (T ) +
dµ

dT
T ′

κ (s, y, z, t) = κ (T ) +
dκ

dT
T ′

cp (s, y, z, t) = cp (T ) +
dcp
dT

T ′

(2.14)

The decomposed flow variables in Eq. 2.14 can then be plugged back into the governing equa-

tions, Eq. 2.1-2.5. Since the basic-state quantities found in the disturbance equations must satisfy

the governing equations, they can be removed. The disturbances are grouped by their respective

derivative which results in the following non-homogeneous, partial differential equation [24].

A1
∂2φ′

∂s2
+A2

∂2φ′

∂y2
+A3

∂2φ′

∂z2
+ B1

∂2φ′

∂s∂y
+ B2

∂2φ′

∂s∂z
+ B3

∂2φ′

∂y∂z

+Co
∂φ′

∂t
+ C1

∂φ′

∂s
+ C2

∂φ′

∂y
+ C3

∂φ′

∂z
+Dφ′ = N

(2.15)

The rows of the coefficient matrices correspond to each of the governing equations while the col-

umn corresponds to each of the flow variables. N is the forcing vector containing all nonlinear

terms not associated with a disturbance derivative.
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2.3.1 Linear Stability Theory

Linear Stability Theory (LST) is a widely used stability method that is relatively simple to

formulate [3, 4]. LST considers a flow that has no wall-normal velocity component making the

flow locally parallel to the surface of the geometry, φ =
[
u(y), 0, w(y), T (y), ρ(y)

]T
. A normal-

mode can be used as a solution to the LST disturbance model which takes form in Eq. 2.16 as

a perturbation ansatz. The disturbance, φ′, is defined as a slowly varying shape function and a

quickly varying wave function. Since the disturbance quantity must be real valued, the complex

conjugate is added to the quantity.

φ′(s, y, z, t) = φ̂(y)︸︷︷︸
shape

ei(αs+βz−ωt)︸ ︷︷ ︸
wave

+ c.c. (2.16)

The components, α and β, represent wavenumbers in the streamwise and spanwise directions

respectively while ω is a real-valued frequency which describes the nature of the wave within the

solution. For a temporal disturbance analysis, ωr and ωi is determined by fixing the values of α

and β. For the purposes of this thesis, a spatial disturbance analysis will be performed by fixing

the values of ω and β to solve for α. By choosing ω and β to be real-valued, the growth or decay

of the disturbance will only be contained in the streamwise direction defined by αi. Additional

relationships are defined to describe the real quantities in the form of a wave angle, ψ, and a phase

speed cph.

ψ = tan−1
(
βr
αr

)
and cph =

ω√
α2
r + β2

r

(2.17)

By considering nonlinear and streamwise varying terms to be negligible and implementing the

parallel flow assumptions, Eq. 2.15 can be reduced to a homogeneous, ordinary partial differential

equation. Note the coefficient matrices contain only linear terms from the matrices in Eq. 2.15 as

indicated by the superscript L. Since the wave function can be divided out of the disturbance, only

the shape function remains.
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ALST2

∂2φ̂

∂y2
+ BLST2

∂φ̂

∂y
+DLST φ̂ = 0 (2.18)

Solving the equation requires a posing the system as an eigenvalue problem. By factoring out the

α values from the matrices, a nonlinear equation can be formulated in Eq. 2.19.

(
C0α

2 + C1α + C2

)
φ̂ = 0 (2.19)

Using the Linear Companion Matrix Method [25], the nonlinear system can be linearized by letting

the solution be of the form Θ̂ =
[
αΘ̂, Θ̂

]T
.

AΦ̂ = αBΦ̂ (2.20)

where the matrices are defined as

A =

−C1 −C2

I 0

 , B =

C0 0

0 I

 (2.21)

2.3.2 Linear Parabolized Stability Equations

Linear Parabolized Stability Equations (LPSE) is another stability analysis tool that considers

small variations of the base-flow in the streamwise direction [5, 24, 26]. Similar to LST, the flow is

again decomposed into a mean flow and a disturbance quantity. PSE however, does contrast from

LST in its ability to handle non-parallel flows. The equations are parabolic in nature along the

streamwise coordinate which allows us to march downstream from a given initial condition. The

streamwise growth will now depend on the slowly varying scale, χ = εs, where ε = Re−1 [24].

The resulting perturbation ansatz is reflected in Eq. 2.22.

φ′(s, y, z, t) = φ̂(χ, y)︸ ︷︷ ︸
shape

exp

[
i

(∫
α(χ)dχ+ βz − ωt

)]
︸ ︷︷ ︸

wave

+ c.c. (2.22)
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The exponential growth is absorbed into a rapidly evolving wave function with a slow varying

shape function. Again we will substitute this disturbance into the Navier-Stokes equations to result

in a system of equations that can be grouped into matrices. These matrices differ from the LST so-

lution and are updated at each marching step. The benefit of using multiple scales in the marching

direction can be realized when the substitution of the following terms is performed.

∂φ′

∂s
=

(
ε
∂φ̂

∂χ
+ iεαφ̂

)
exp

[
i

(∫
α(χ)dχ+ βz − ωt

)]
(2.23a)

∂2φ′

∂s2
=

(
ε2
∂2φ̂

∂χ2
+ 2iεα

∂φ̂

∂χ
+ iε

∂α

∂χ
φ̂− α2φ̂

)
exp

[
i

(∫
α(χ)dχ+ βz − ωt

)]
(2.23b)

From the streamwise derivatives seen in Eq. 2.23, the dissipation term highlighted in red can be

neglected (i.e., ε2 = Re−2 << 1). This permits the second derivatives in the streamwise direction

to be eliminated further eliminating elliptic effects on the system. The following partial differential

equation in 2.24 reflects this.

APSE2

∂2φ̂

∂y2
+ BPSE1

∂φ̂

∂χ∂y
+ CPSE1

∂φ̂

∂χ
+ CPSE2

∂φ̂

∂y
+DPSEφ̂ = 0 (2.24)

PSE is solved as an initial value problem and for our flow solving configuration, the LST

solution is used as the initial condition. The PSE solution is marched downstream and when the

matrices are updated, the streamwise wavenumber α is also updated using an auxiliary condition

defined in Eq. 2.25.

αk+1 = αk − i

 ∑
φ̂∈{û,v̂,...,ρ̂}

∫ ymax

0

φ̂† · ∂φ̂
∂χ

dy/
∑

φ̂∈{û,v̂,...,ρ̂}

∫ ymax

0

|φ̂|2 dy

 (2.25)
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2.3.3 Nonlinear Parabolized Stability Equations

While LPSE focuses on solving a single spectral "mode", the nonlinear parabolized stability

equations (NPSE) will solve multiple "modes". The inclusion of additional modes allows for

nonlinear disturbances to be accurately captured. The disturbance is modeled as such:

φ′(s, y, z, t) =
∞∑

n=−∞

∞∑
k=−∞

φ̂(n,k)(χ, y)A(n,k)(s) exp [i (kβz − nωt)] (2.26)

where

A(n,k) =
A0(n,k)

2
exp

[
i

∫
α(n,k)(χ)dχ

]
(2.27)

Since the disturbance quantity must be real-valued, the complex conjugate can be defined with the

following relations. The initial amplitude A0(n, k) is divided in half and split between the mode

and its complex conjugate. Using the relations found in Eq. 2.28 the disturbance parameters for

modes (−n,−k) and (−n, k) can be solved for. As such, only about half of the modes need to be

calculated to complete a full NPSE simulation.

φ̂(n,k) = φ̂†(−n,−k)

A(n,k) = A†(−n,−k)

α(n,k) = −α†(−n,−k)

(2.28)

Additional symmetry conditions can be applied to the system if the laminar flow field is symmetric

about the spanwise coordinate. With the additional conditions found in Eq. 2.29, fewer calcula-

tions will need to be made as only a fraction of the (n, k) mode space is solved for. A visual

representation of the modes and their relations can be found in Fig. 2.1.
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Figure 2.1: Visual representation of (n, k) modes. Blue dots represent modes needing to be solved
for, yellow stars represent modes that can be found by conjugating known modes, and green trian-
gles represent modes that can be found by applying spanwise symmetry conditions. (Left) Non-
symmetric flow field. (Right) Spanwise symmetric flow field.

û(n,k) = û(n,−k), v̂(n,k) = v̂(n,−k), ŵ(n,k) = −ŵ(n,−k)

T̂(n,k) = T̂(n,−k), ρ̂(n,k) = ρ̂(n,−k)

A(n,k) = A(n,−k)

α(n,k) = α(n,−k)

(2.29)

The nonlinear disturbance is substituted back into the Navier-Stokes equations and the newly

found differential equation can be represented as such:

APSE2

∂2φ̂

∂y2
+ BPSE1

∂φ̂

∂χ∂y
+ CPSE1

∂φ̂

∂χ
+ CPSE2

∂φ̂

∂y
+DPSEφ̂ = N (2.30)

The nonlinear interactions are separated onto the right-hand side which allows a harmonic

balancing between different modes. For quadratic interactions the following forcing vector is

formed.
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L

(∑
n1

∑
k1

φ̂(n1,k1)A(n1,k1) exp [i (k1βz − n1ωt)]

)
=

N

(∑
n2

∑
k2

∑
n3

∑
k3

φ̂(n2,k2)φ̂(n3,k3)A(n2,k2)A(n3,k3) exp [i ((k2 + k3)βz − (n2 + n3)ωt)]

) (2.31)

Harmonic balancing consists of equating the exponents on the left- and right-hand sides which

results in the following relationship between the integer scales for the wavenumber and frequency.

The same process can be applied to cubic, quartic, and higher order interactions.

n(1) = n(2) + n(3), k(1) = k(2) + k(3) (2.32)

Due to the harmonic balancing, a specified mode can only interact with modes that satisfy Eq.

2.32. For example, the mode (1, 2) can interact with mode (1, 1) and (0, 1) for a quadratic forcing

vector. A detailed breakdown of how the interacting modes are chosen can be found in [27].

The mode (0, 0), called the mean flow distortion (MFD) must also be considered. The MFD

for a steady state is defined as the difference between the spanwise averaged transitional boundary

layer and the laminar boundary layer. This mode if responsible for changes in the displacement

and moment thickness. Since the MFD has no complex conjugate, a condition is imposed where

φ̂(0,0) is real and α(0.0) is imaginary. However, Hein [28] suggested that any non-zero α(0.0) would

be inconsistent with wall-normal boundary conditions. This assumption will be used in NPSE

calculations presented in this paper as doing so has allowed further downstream convergence. A

consequence of letting α(0.0) = 0 is that v̂ = O
(
Re−1

)
as indicated by the disturbed continuity

equation. The linear and nonlinear PSE can be found in appendix C.

2.4 Stability Solver

The primary program used for solving the spatial LST and PSE equations is EPIC [27, 29, 30].

EPIC is a boundary-layer disturbance solver developed by members of the Computational Sta-

bility and Transition (CST) laboratory at Texas A&M University. For EPIC, a three dimensional
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boundary-layer along any arbitrary path can be considered but a uniform flow in the locally span-

wise direction is imposed making this a ’quasi 3-D’ assumption. Using a generalized curvilinear

coordinate system, any curvatures can be accounted for in 3-D geometries and curvature can even

be scaled for certain cases. For PSE calculations, it is necessary to define a vortex path to march

along. The generation of these vortex paths will be outlined in the results section.

When initializing the LPSE simulation, an LST solution is generated at a user specified loca-

tion and the Newton-Raphson method is used to find an approximate neutral point (the streamwise

location where αi = 0). The LPSE solution is marched beginning at a location slightly upstream of

this location to the end of the geometry. For NPSE calculations, the LST initialization and stream-

wise marching occurs at the user specified location. For further details on PSE implementation in

EPIC, see [31].

To assist in quantifying LPSE stability results from EPIC, a parameter called the amplification

factor (N-factor) is defined in Eq. 2.33. The N-factor is the accumulation of growth along a given

streamwise path and is integrated from the neutral point to the end of the geometry. This growth

is captured fully in α for LST. However, for PSE a small part lingers in the shape function. To

properly extract the additional growth, the Chu-norm [32] is used and the equation is outlined

in 2.34. The Chu-norm is used to build the foundation of the energy budget analysis outlined

in the following section. The ρu perturbation mass-flux is another common method used when

comparing with hot-wire measurements. A previous study within the HVSI project by Groot et al.

[1] showed qualitative agreement between the current yawed-cone configuration and work done by

Kocian [29], in which the ρu mass-flux was utilized.

N(s) =

∫ s

sneut

−σi(s̄)ds̄, σ(s) = α− i

Φ

∂Φ

∂s
(2.33)

|Φ(s)|2 =

∫ ymax

0

(
ρ̄(s, y)

(
|û(s, y)|2 + |v̂|2 + |ŵ|2

)
+

ρ̄

γ(γ − 1)M2T̄
|T̂ |2 +

T̄

γM2ρ̄
|ρ̂|2
)

dy

(2.34)
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2.5 Budget Analysis

An energy decomposition tool is necessary to quantify each of the PSE terms. The purpose

is to identify terms of interest providing the AFT model information on flow conditions result-

ing in unstable flow. An energy analysis by Malik [19] indicated strong agreement between the

secondary growth disturbance and integrated energy. In this study, Malik considers a disturbance

energy equation consisting of the momentum equations with a control volume defined by a single

wavelength across the boundary layer. This study will extend the disturbance equation to include

the conservation of energy and mass continuity as well.

In order to properly realize the energy analysis, the scalar LPSE equations must be properly

scaled and converted into energy. The process for doing so is outlined in the following steps:

1. Multiply each equation by a scaling factor consisting of a complex conjugate.

s-momentum× û†, y-momentum× v̂†, z-momentum× ŵ†,

energy equation× T̂ †

T
, continuity equation× T ρ̂†

γM2ρ

(2.35)

The LPSE equations defining the budget-analysis tool can be found in appendix A.

2. Add all linear disturbance equations. After addition, the left hand side will be defined as the
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following terms:

(
ω − α u

h1

)(
ρ
(
|û|2 + |v̂|2 + |ŵ|2

)
+

ρ

γEcT
|T̂ |2 +

T

γM2ρ
|ρ̂|2
)

+i
u

h1

(
ρ

(
û†
∂û

∂s
+ v̂†

∂v̂

∂s
+ ŵ†

∂ŵ

∂s

)
+

ρ

γEcT
T̂ †
∂T̂

∂s
+

T

γM2ρ
ρ̂†
∂ρ̂

∂s

)

= û†
(
−iρv̂

∂u

∂y
+ Rû,res + i

µ

Re

∂2û

∂y2
+ Dû,res + Pû

)
+

v̂† (Rv̂ + Dv̂ + Pv̂) +

ŵ†
(
−iρv̂

∂W

∂y
+ Rŵ,res + i

µ

Re

∂2ŵ

∂y2
+ Dŵ,res + Pŵ

)
+

T̂ †

(
−i

ρ

EcT
v̂
∂T

∂y
− i

ρv

EcT

∂T̂

∂y
− i

v

EcT
ρ̂
∂T

∂y
+ RT̂ ,res + i

κ

Ec Pr ReT

∂2T̂

∂y2
+ DT̂ ,res + PT̂

)
+

ρ̂†
(
−i
ρy
ρ
v̂ + Rρ̂,res + Dρ̂ + Pρ̂

)
(2.36)

The largest energy transfer types are Reynolds-flux production terms R (red), viscous terms

D (blue), and pressure work terms P (green). Some terms within these categories have been

defined individually as they produce larger transfers of energy while the rest are indicated by

the subscript, ’res’. The terms are defined by which scalar Navier-Stokes equation produces

the value. For example, the T̂ subscript demonstrates terms defined in the conservation of

energy equation and have been multiplied by T̂ †.

3. Now that all of the LPSE equations are combined into a single, total energy equation, the

integral is taken in the y-domain:
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ω

∫ ymax

0

(
ρ
(
|û|2 + |v̂|2 + |ŵ|2

)
+

ρ

γEcT
|T̂ |2 +

T

γM2ρ
|ρ̂|2
)

dy

−α
∫ ymax

0

u

h1

(
ρ
(
|û|2 + |v̂|2 + |ŵ|2

)
+

ρ

γEcT
|T̂ |2 +

T

γM2ρ
|ρ̂|2
)

dy

+i

∫ ymax

0

u

h1

(
ρ

(
û†
∂û

∂s
+ v̂†

∂v̂

∂s
+ ŵ†

∂ŵ

∂s

)
+

ρ

γEcT
T̂ †
∂T̂

∂s
+

T

γM2ρ
ρ̂†
∂ρ̂

∂s

)
dy =∫ ymax

0

RHS dy

(2.37)

where RHS is the right-hand-side from Eq. 2.36.

4. Solve for α in the term on the left-hand side by dividing the coefficient highlighted in green

from all terms in the equation. Notice that this coefficient models closely to the Chu-norm

found in Eq. 2.34 with the inclusion of a factor, u
h1

, which is a byproduct of using a curvi-

linear coordinate system. The modeling of this modified Chu-norm is intentional so as to

model the growth rate −αi while capturing how energy is generated or destroyed locally.

The frequency ω will be zero since the focus of this study is on the stationary crossflow

instability.

5. Optionally, integrate the resulting expression in the x-direction from a point corresponding

to neutral growth, denoted by xneut, up to a point of interest. The axial coordinate, x, is used

for streamwise integration rather than s to allow for comparison of different paths within the

same coordinate system.

Through this process, the streamwise growth of the disturbance can be quantified through the

imaginary component, αi. This process can be applied to each individual scalar LPSE equation

by using the same factor defined in Eq. 2.35 resulting in a disturbance energy with only values

pertaining to the related equation. The left-hand-side coefficient for α will be different which will

result in a different scaling for each of the terms when dividing this quantity out. The coefficient

associated with α on the left-hand-side is plotted in Fig. 2.2 for the total disturbance as well as
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Figure 2.2: Individual contributions to the total energy normalization as seen on the most amplified
vortex path and wavenumber.

each individual LPSE disturbance equation.

In addition to quantifying every energy production term, it is also possible to quantify an ap-

proximate energy production in order to satisfy a specific threshold of the total perturbation energy.

This threshold is defined as a proportion of the maximum growth rate in the axial direction for the

most amplified vortex path and wavenumber.

19



3. CONE CONFIGURATION ∗

3.1 Geometry and Grid Structure

The yawed-cone shape is defined as a straight cone with 7◦ half angle and 50µm nose-tip

radius. The current model has a length of 20 in or 0.508 m from the virtual origin to the base

of the cone. A global coordinate system is defined using the x, Y , and Z axes about the virtual

origin. In the global coordinate system, θ is defined as the angle about the X axis where θ = 0◦

at the windward symmetry plane. Within this coordinate system it is necessary to define a local

coordinate system that follows the path of a streamline. The coordinate s follows the streamwise

path along the surface of the cone and y is the local wall-normal axis. The θv axis is perpendicular

to the streamline and tangent to the wall and will be referred to as the spanwise component. A

depiction of the yawed-cone geometry and coordinate system can be seen in Fig. 3.1.

Using Pointwise, an overset grid for the cone was created in two structured chunks with the

first surrounding the nose tip and the second encompassing the rest of the geometry. Since the

geometry is symmetrical, only half of the cone is generated (0◦ ≤ θ ≤ 180◦). A series of three

separate grids are generated with increasing resolution. The individual grids will be dubbed sparse,

intermediate, and dense with the naming convention indicating the grid resolution in regard to the

other grids. The indices j, k, and l will indicate the axial, azimuthal, and wall-normal directions

respectively. Table 3.1 indicates the resolutions for each grid.

∗Material in this chapter has been reprinted with permission from "Assessment of the Amplification Factor Trans-
port Transition Model for High-Mach Number Flows" by Koen J. Groot, Jay Patel, Caleb Saiyasak, James G. Coder,
Douglas L. Stefanski and Helen L. Reed, 2021. Copyright 2021 by Koen J. Groot, Jay M. Patel, Caleb A. Saiyasak,
James G. Coder, Douglas L. Stefanski & Helen L. Reed. and "Energy-Budget Analysis of the Crossflow Instability on
a Hypersonic Yawed Cone" by Jay Patel, Koen Groot, Caleb Saiyasak, James Coder & Douglas Stefanski. Copyright
2021 by Koen J. Groot, Jay M. Patel, Caleb A. Saiyasak, James G. Coder, Douglas L. Stefanski & Helen L. Reed.
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Figure 3.1: Yawed-cone geometry with zoomed in nose-tip, vortex path, and associated coordinate
systems.

Grid level Nose-cap dimensions Body-grid dimensions Total grid points

nj × nk × nl nj × nk × nl

Sparse 121× 61× 217 613× 271× 217 37, 650, 368

Intermediate 161× 81× 289 817× 361× 289 89, 005, 642

Dense 201× 101× 361 1021× 451× 361 173, 558, 692

3.2 Base-Flow

The Mach 6.00 flow is directed at the cone with an incidence angle of 6◦ and a unit Reynolds

number of 10.0 × 106 m−1. The freestream temperature and pressure are T∞ = 53.42 K and

p∞ = 611.4 Pa and the wall temperature has been defined as Tw = 300 K.

The laminar basic-state calculation for this geometry is generated using the NASA OVER-

FLOW [34, 35] Navier-Stokes solver. For this particular usage, HLLE++ fluxes along with a

MUSCL-type reconstruction are used for spatial discretization [36]. This configuration allows

for easier handling of non-grid-aligned shock waves without unwanted anomalies. An in-depth

description for the development of the base-flow grid using OVERFLOW can be found in Ref [1].
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For EPIC initialization, a vortex path must be described along the geometry. This is done by

extracting the full base-flow data using Tecplot 360 then judiciously extracting a vortex path. A

tool for extracting this path is developed by Travis Kocian [29] in MATLAB. This program allows

for a streamlined process to quickly identify and derive multiple paths at once. These paths are

defined by identifying where the spanwise velocityW theta achieves an inflection point and rotating

about the wall-normal axis such that the generalized inflection point has no velocity. The analytical

expression for this criterion is seen in Eq. 3.1. Once a path is extracted, the spanwise wavenumber

must be scaled correctly [27]. This scaling depends on paths that are neighboring the extracted

path, in particular the azimuthal angle between the neighboring paths, which will help generate

a local wavenumber. For this analysis a series of vortex paths were generated to encompass the

entirety of the cone geometry. Due to the nature of the flow, the paths will generally start on the

windward portion and travel towards the leeward portion of the cone. To avoid the effects of the

nose, these paths were initialized slightly down stream of the cone origin.

∂

∂y

(
ρ
∂W θv

∂y

)
= 0 where ρW θv = 0 at y = yinfl, (3.1)

3.3 Stability Results

The primary instability for the yawed-cone to be studied is stationary crossflow so we set the

frequency, ω to be zero. The spanwise wavenumber distribution ranges 50 ≤ m ≤ 400 at an

axial location x = 0.1 m. The discretization scheme uses 100 and 200 points in the streamwise

(s) and wall-normal (y) directions. These parameters are inputted into EPIC and the following

results are represented in N-factor curves. For the sake of this thesis the dense grid is further

studied, however, a grid resolution study can be found in [1]. For the dense grid, a cluster of paths

covering the majority of the geometry are plotted with the most unstable mode in Fig. 3.2. The

current results have a max N-factor of 14.5 which compares quite well to previous computational

studies [29] finding a max amplification factor of 13.7. The large amplification in the azimuthal

angle range is supported by Balakumar & Owens [37] who showed that the boundary layer near
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the leeward symmetry plane has been separated. Based on the nonlinear study by Moyes’ [38] Fig.

5.11, using the saturation point N -factor of 11, the current LPSE studies are well within the range

of transition. The N-factors for the most unstable vortex path is seen in Fig. 3.4. At the base of

the cone the azimuthal angle and wavenumber are θ = 148.6◦ and m = 81.9. These values are

consistent with the experimental results indicated by Craig & Saric [39].

Figure 3.2: N -factor envelope for the yawed-cone configuration along the cone shape computed
with LPSE for the dense grid.

Figure 3.3: N -factor envelope for the yawed-cone configuration along the cone shape computed
using the AFT model.

In comparing the current LPSE results to the AFT model found in Fig. 3.3, there is a distinct

mismatch. Primarily, the AFT model only activates in the vicinity of the leeward plane and is
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Figure 3.4: N-factors for most-amplified vortex path at varying wavenumbers with the red line
indicating the most unstable curve at the base of the cone.

unable to capture the high levels of crossflow instability in the region outside of the leeward plane.

3.4 Budget Analysis

Due to the discrepancy in amplification calculations between LPSE and AFT models, a budget

analysis of the energy components will be considered to assist in informing the AFT model on

which energy contributions lend itself to larger instability growth. The following budget analysis

will consider the entire θ − m plane at the base of the cone and a streamwise study for the most

amplified vortex path and wavenumber. Disturbance energy equations for the total-perturbation,

conservation of energy, and crossflow-perturbation energy will be investigated. Further analysis

of the largest energy production values will focus on the location of xneut as well as the linear

(Pearson) correlation coefficient. The conservation of energy disturbance is studied further due to

the large energy transfer seen in Fig. 2.2 and the crossflow-perturbation will be studied due to the

presence of the crossflow instability.

3.4.1 Total-Perturbation Energy

The total growth rate and individual contributions are integrated in the axial direction and

presented in Fig. 3.5. The individual integrated terms are the sums of the energy contributions
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defined in Fig. 3.6 (c).

In the left panel of Fig. 3.5 the vortex path is confined to the path yielding the highest amplifi-

cation while varying the wavenumber. The Reynolds-flux terms have the largest energy production

and effectively dictate the behavior of the total growth as seen be having similar wavenumbers

(m ≈ 80 at xbase) for the peaks of energy production. This production term is being destroyed

or transferred by the pressure work and viscous terms which remain relatively constant through

the wavenumber variation. The right panel of Fig. 3.5 the azimuthal angles are varied while

the wavenumber yielding the highest amplification is chosen for each path. A similar trend is

found with the Reynolds-flux values dominating the growth of the instability achieving a peak

near θ ≈ 150◦ while pressure work and viscous effects impose a destruction of energy rendering a

more stable perturbation-energy growth.

Figure 3.5: Energy-budget decomposition for the total-perturbation equation, see Eq. 2.37. Black:
−αi as integrated along the streamwise direction representing an approximate N -factor. Red:
Reynolds-flux energy production terms, R. Green: pressure work terms, P . Blue: viscous terms,
D. (Left) Integrated growth at the base of the geometry with varying wavenumbers choosing the
vortex path supporting the most amplified solution. (Right) Integrated growth for each vortex path
at the base of the cone choosing the most amplified wavenumber.

The values contained in the energy transfers found in Fig. 3.5 will be studied along the vortex
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path and wavenumber for which the largest N-factor is achieved at the base of the cone. For

this study the total growth, −αi, will be compared to an approximated growth , −αi,approx, which

consists of terms summing to a percentage of the maximum growth rate. This threshold is achieved

by including additional terms (in order of largest to smallest) until the desired error is produces.

Fig. 3.6 indicates thresholds for 80%, 90%, and 95% of the total-perturbation growth rate. The

number of terms required to achieve this threshold of growth grows from 14 in Fig. 3.6 (a) to 20

and 48 terms in 3.6 (b) and (c) respectively. This near exponential increase in required terms can

be attributed to a select few terms dominating the balancing of energy while smaller valued terms

play a smaller role fine tuning the exact growth rate. The primary factors in the energy balance are

found to be the Reynolds-flux production and viscous-dissipation values.

From the energy-threshold evaluation, the two largest values are identified as Reynolds heat-

flux and temperature-perturbation dissipation seen in Eqs. 3.2a and 3.2b respectively. Both of

these terms are a product of the conservation of energy disturbance. By summing these two values,

we examine how well the neutral point location can be approximated and if there exists a linear

correlation to the total-perturbation growth rate.

RT̂ ,max = −i ρ

EcT
v̂
∂T

∂y
(3.2a)

DT̂ ,max = i
κ

Ec Pr ReT

∂2T̂

∂y2
(3.2b)

The relative error in neutral points between the growth rate −αi and T̂ †
(

RT̂ ,max + DT̂ ,max

)
can be found in the left panel of Fig. 3.7. An error of approximately 10% can be found for the most

unstable regions for the θ-m plane. Regions of higher error can be found within the unstable por-

tion of the θ-m plane which are manageable. Very small wavenumbers are associated with larger

wavelengths in which the primary physics we aim to study may not be applicable. This is a possi-

ble reason for why there are higher relative errors for the portion of low wavenumbers. The right

panel of Fig. 3.7 indicates the linear correlation coefficient for these terms along the axial coordi-
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Figure 3.6: Solid black line: −αi as solved with LPSE. Solid grey line: approximate growth rate
−αi,approx defined by sum of terms within threshold. Red line: Reynolds-flux energy production
terms. Blue line: viscous terms with the largest transmission being defined with individual curves.
Green line: pressure terms (combined into a single curve). The plots represent dominant terms of
the total-perturbation energy which allow −αi,approx to be within ±20% (a), ±10% (b), and ±5%
(c) of −αi.
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Figure 3.7: (Left) Relative error (%) between the −αi neutral point and the approximate neutral
point as found by T̂ †

(
RT̂ ,max + DT̂ ,max

)
. (Right) Linear correlation coefficient between −αi and

RT̂ ,max + DT̂ ,max along x. The θ-m plane consists of all azimuthal paths and each wavenumber
along those paths.

nate x. We see a high correlation (> 0.95) for the leading terms in the energy-disturbance against

the growth rate. Similar to the neutral point error, this trend breaks down for small wavenumbers.

3.4.2 Conservation of Energy Perturbation

As indicated previously, a similar energy-budget analysis will be performed by defining the

disturbance energy with the conservation of energy equation as reflected in Eq. 3.3. The develop-

ment of these quantities along the axial direction will be studied for the most unstable scenario.

In a similar fashion to the previous section, the quantities will also be integrated from the axial

neutral point to the base of the cone.

(
ω − α u

h1

)(
ρ

γEcT
|T̂ |2

)
+ i

u

h1

(
ρ

γEcT
T̂ †
∂T̂

∂s

)

= T̂ †

(
−i

ρ

EcT
v̂
∂T

∂y
− i

ρ v

EcT

∂T̂

∂y
− i

v

EcT
ρ̂
∂T

∂y
+ RT̂ ,res + i

κ

Ec Pr ReT

∂2T̂

∂y2
+ DT̂ ,res + PT̂

)
(3.3)

Fig. 3.8 indicates a consistent trend to Fig. 3.5 with large production caused by Reynolds-flux

being destroyed by pressure work or viscous effects. This is to be expected as the dominant terms

of the total-perturbation energy were developed within the conservation of energy. The terms used
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in the formulation of each energy production type are defined in the legend of Fig. 3.9 (c).

Figure 3.8: Energy-budget decomposition for the conservation of energy disturbance equation, Eq.
3.3. Black: −αi as integrated along the streamwise direction representing an approximate N -
factor. Red: Reynolds-flux energy production terms, RT̂ . Green: pressure work terms, PT̂ . Blue:
viscous terms, DT̂ . (Left) Integrated growth at the base of the geometry with varying wavenumbers
choosing the vortex path supporting the most amplified solution. (Right) Integrated growth for each
vortex path at the base of the cone choosing the most amplified wavenumber.

An energy threshold variation study is performed in Fig. 3.9. The quantities, RT̂ ,max and

DT̂ ,max, again dominate the energy transference along with additional values defined in the leg-

ends for each error level.

3.4.3 Crossflow-Velocity-Perturbation Energy

With the crossflow instability being the mechanism of interest for the yawed-cone geometry, it

would be expected that energy production related to the crossflow-velocity component would play

a larger role in the total-perturbation energy equation. It is nevertheless valuable to analyze the

kinetic energy relating to the spanwise momentum equation as seen in Eq. 3.4.
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Figure 3.9: Solid black line: −αi as solved with LPSE. Solid grey line: approximate growth rate
−αi,approx defined by sum of terms within threshold. Red line: Reynolds-flux energy production
terms. Blue line: viscous terms with the largest transmission being defined with individual curves.
Green line: pressure terms (combined into a single curve). The plots represent dominant terms of
the conservation of energy disturbance which allow −αi,approx to be within ±20% (a), ±10% (b),
and ±5% (c) of −αi.
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ρ|ŵ|2

)
+ i

u

h1

(
ρŵ†
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Integrated growth rates for the most amplified quantities are found in Fig. 3.10. A slightly

different trend is found in the development of energy. While the Reynolds-flux term still drives

the instability growth, the pressure work has an increased hand in energy reduction. Due to this

increased pressure work, the maximum growth rate does not align with the same wavenumber as

Rŵ as seen in previous cases. The energy threshold variation in Fig. 3.11 also reflects the larger

pressure work developed on the most unstable path. The pressure work does start as an unstable

value upstream of the neutral point but quickly stabilizes itself and nearly mirrors the growth of

Rŵ.

Figure 3.10: Energy-budget decomposition for the conservation of energy disturbance equation,
Eq. 3.3. Black: −αi as integrated along the streamwise direction representing an approximate N -
factor. Red: Reynolds-flux energy production terms, Rŵ. Green: pressure work terms, Pŵ. Blue:
viscous terms, Dŵ. (Left) Integrated growth at the base of the geometry with varying wavenumbers
choosing the vortex path supporting the most amplified solution. (Right) Integrated growth for each
vortex path at the base of the cone choosing the most amplified wavenumber.
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Figure 3.11: Solid black line: −αi as solved with LPSE. Solid grey line: approximate growth rate
−αi,approx defined by sum of terms within threshold. Red line: Reynolds-flux energy production
terms. Blue line: viscous terms with the largest transmission being defined with individual curves.
Green line: pressure terms (combined into a single curve). The plots represent dominant terms of
the spanwise-perturbation energy which allow −αi,approx to be within ±20% (a), ±10% (b), and
±5% (c) of −αi.
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4. SWEPT-WING CONFIGURATION∗

4.1 Base-Flow

The airfoil for this study is an SNLF airfoil called the X207.LS seen in Fig. 4.1 (a). The airfoil

mimics the pressure gradient found in the S207 airfoil but operates at a lower speed (hence the LS in

X207.LS). The computational parameters for the base flow are based off of the near incompressible

conditions defined in Klebanoff-Saric Wind Tunnel (KSWT) at Texas A&M University. The airfoil

itself serves as a risk-reduction experiment to validate the computational tool’s ability in predicting

conditions which support laminar flow. However, the analysis will focus on the bottom surface of

the fore-element for which experimental results have not been produced. The slotted region on the

bottom side of the airfoil is of great significance for the following analysis.

Two coordinate systems will be defined. The first is the global system x, Y , and Z in which x

is defined as the chordwise dimension perpendicular to the leading edge. The freestream quantities

u∞, v∞, and w∞, are defined in this frame. The local coordinate system is defined as s, y, and z

where s is the dimension following the surface of the geometry, y is the wall normal component,

and z is the leading-edge parallel dimension. The airfoil has a reference or chord length of 30.15

in or 0.76581 m as defined in the chord wise direction. The entrance of the slot is defined at x/c =

0.643. Pressure distributions are generated by MSES [40] as seen in Fig. 4.1 (b). For this study

an angle of attack is chosen as 2.25◦ due to the generation of a strong favorable pressure gradient

along the entirety of the chord. This will assist in damping Tollmein-Schlichting waves while

inciting the crossflow instability [12]. A sweep variation study is performed for 0◦ ≤ Λ ≤ 35◦

at 5◦ increments. The sweep angle and angle of attack are defined by the freestream quantities in

Eqs. 4.1 and 4.2 respectively.

∗Material in this chapter has been reprinted from "Görtler Instability on a Variably Swept, Slotted, Natural-
Laminar-Flow Airfoil" by Koen J. Groot, Jay Patel, Ethan S. Beyak, James G. Coder and Helen L. Reed 2021.
Copyright 2021 by Koen J. Groot, Jay Patel, Ethan S. Beyak, James G. Coder and Helen L. Reed.
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Λ = arctan

(
w∞√

u2∞ + v2∞

)
(4.1)

α = arctan

(
v∞
u∞

)
(4.2)

The stability calculations will employ a fixed Re|V |∞ = cρ∞|V |∞/µ∞ where |V |∞ is the

freestream resultant velocity of u∞, v∞, and w∞. This Reynolds number is 1.0 × 106. The Mach

number defined by MSES relates to the leading-edge-orthogonal direction (M =
√
u2∞ + v2∞/a∞ =

0.06) causing a discrepancy with the KSWT Mach number and Reynolds number which is based

on the total velocity component. The details on how this discrepancy is resolved can be found in

[41]. Additional parameters are defined relating the properties of the air. These are Rg = 291.171

J/(kg K), γ = 1.4 and Pr = 0.72. Parameters relating to Sutherland’s law are µref = 1.716× 10−5

kg/(m s), Tref = 273 K and S = 111 K.

Using the pressure coefficients, DEKAF employed to generate a base-flow solution. DEKAF is

a spectrally accurate boundary-layer solver developed by the CST Lab. The basic state will contain

2000 streamwise nodes and 250 wall normal nodes. A Malik mapping is used for clustering grid

points in the wall normal direction. GICM is used to interpolate DEKAF profiles [42, 43].

4.2 Boundary-Layer Properties

The streamwise development of boundary-layer parameters are plotted in Fig. 4.2 for all con-

sidered sweep angles. These parameters are defined as the Hartree parameter, βH , boundary-layer

thickness, δ99, the shape factor, H , the non-dimensional curvature, c/R, and the Görtler number,

G [13] as seen if Eq. 4.3

G =
Qrδrρ∞
µ∞

√
δr
R

(4.3)

where δr =
√

µ∞s

ρ∞Qr
is the Blasius length andQr =

√
u2∞ + v2∞. The non-dimensional wavelength-

parameter is also defined as

λG =
λzρ∞Qr

µ∞

√
λz
R

(4.4)
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Figure 4.1: (a) The X207.LS geometry plotted with the chord along the x-axis (blue line). The slot
entrance is defined with a red dot on the x-axis. (b) Pressure distributions for increasing angles of
attack are shown in color for the bottom side of the fore-element for a 0◦ sweep angle. The gray
curves represent the pressure distribution for the top side of the same element as well as the aft
element [2].

The plot of curvature in Fig. 4.2 indicates that for positive values a convex surface curvature is

present while a negative value indicates concave curvature. The location of the slot entrance was

defined by the transition from a convex to concave surface geometry, c/R = 0. The implications of

the slot can be seen strikingly on the Hartree parameter which represents the self-similar pressure

gradient. The spike implies a highly favorable pressure gradient in the region of the slot. The shift

in pressure gradient is also reflected in the boundary layer, which experiences a slight shrinking

in size and the shape factor dipping, which results in a more full boundary layer. Qualitatively,
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Figure 4.2: Streamwise development of boundary layer parameters for angle of attack 2.25◦.
Dashed vertical line indicates the slot entrance defined by 1/R = 0 (red star) [2].

the increase in sweep does not have a substantial impact on the development of these parameters

within the vicinity of the slot.

The Görtler number, G, defines the control parameter for the the Görtler mechanism [44]. As

seen in Fig. 4.2, G decreases slightly as the sweep is increased alluding to a stabilizing effect of

sweep. However, the variation in the Görtler number is too small as changes in order of magnitude

typically indicate a difference in the growth of the Görtler disturbance.

An additional feature of the boundary layer is the presence of a crossflow velocity for cases

of non-zero sweep. The crossflow velocity corresponds to the velocity aligned about leading-edge

parallel direction, z. The velocity profiles are demonstrated in Fig. 4.3 for x/c stations along the
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Figure 4.3: Crossflow parameters for Λ = 5◦. (Top left) Pressure coefficient. (Bottom left) Wall-
normal location of the crossflow velocity inflection point. (Right) Crossflow-velocity profiles at
increasing x/c stations.

entirety of the chord. The crossflow component decreases upstream of the slot due to the convex

curvature stifling the pressure gradient. As the flow enters the slot, the pressure gradient becomes

more favorable accompanied by a rapid growth in velocity. On the crossflow profile also exists

an inflection point which signals the presence of the crossflow instability. The evolution of the

inflection point is akin to the boundary-layer heights as the slot has a stabilizing effect on the flow.

Near the trailing edge of the airfoil, an additional inflection point emerges; however, it will be

neglected as its presence does not affect the stability characteristics of the flow.
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4.3 Stability Results

In the following sections, linear and nonlinear stability results for the X207.LS will be pre-

sented. In order to isolate specific instability mechanisms two approaches are taken in the initial-

ization of the PSE problem.

Slot-only approach This approach initializes the LST eigenvalue problem at a location just up-

stream of the slot location. The computational grid consists of 150 streamwise points and

200 wall-normal points. This approach will consider the usage of different initial LST eigen-

modes as well. The eigenmodes are defined as fundamental and harmonic and were chosen

by the number of maxima within the v̂ LST eigenvector.

Full-chord approach The full chord approach initializes the LST eigenvalue problem near the

attachment line of the airfoil. The computational grid will have 750 streamwise points to

secure a similar step size with the slot-only approach and 200 wall-normal points.

The following perturbation boundary conditions are imposed at the wall and the freestream

defined in Eq. 4.5. The boundary condition for ρ̂w is defined by the y-momentum equation.

q̂∞ = 0 (4.5a)

ûw = v̂w = v̂w = T̂w = 0 (4.5b)

A first-order backwards discretization is used for the streamwise derivatives and a fourth-order

central difference is used for the wall-normal derivative.

4.3.1 Linear Stability Results

The LPSE analysis allows for a relatively quick generation of stability characteristics for a

broad range of initial frequencies and wavelengths. The frequency in this scenario is the regu-

lar frequency or period as defined by f = 2π/ω and the wavelength is defined as λz = 2π/β,

which corresponds to the wavelength in the spanwise direction. Separate frequency and wave-

length ranges are considered for slot-only and full-only approaches. These ranges and increments
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are indicated in Eqs. 4.6 and 4.7. The parameter range is chosen such that the N-factor envelope is

captured and the smaller increments indicate a span of higher instability requiring a more resolved

parameter sweep. In order to capture unsteady (traveling) disturbance propagation in the positive

and negative z-directions, additional simulations are ran with negative values of λ.

I (Hz) : 0 ≤ f ≤ 600 ∆f = 25;


I (mm) : 0.5 ≤ λz ≤ 3.0 ∆λz = 0.25

II (mm) : 3.0 ≤ λz ≤ 9.0 ∆λz = 0.5

(4.6)


I (Hz) : 0 ≤ f ≤ 200 ∆f = 25

II (Hz) : 200 ≤ f ≤ 400 ∆f = 50

; I (mm) : 2.0 ≤ λz ≤ 14.0 ∆λz = 1.0 (4.7)

The wavelengths for the full-chord approach encompass a larger span due to the presence of

crossflow and as indicated previously, crossflow vortex wavelengths are 4δ99 as compared to the

Görtler vortices at 1δ99 [18]. Due to the overlaps in wavelength for the full-chord and slot-only

approach, the Görtler mechanism wavelengths are maintained for each case.

An overview of the LPSE results can be found in Fig. 4.4. For these plots, only the N-factor

envelopes are shown for each sweep case. The red curves indicate an unsteady (f > 0 Hz) dis-

turbance while the blue curves are steady (f = 0 Hz). The solid line represents a full-chord

solution while the dotted and dashed lines represent slot-only solutions using different initial LST

eigenmodes. The full-chord approach was only applied to cases where Λ ≥ 20◦ as the boundary

layer was not unstable enough to be captured by EPIC. The instability parameters supporting the

largest amplifications for the disturbance are presented in appendix B. Parameters not mentioned

in the previous analysis include the total wavelength, λ = 2π/
√
α2
r + β2, the non-dimensional

wavelength, λG, the phase speed scaled about the absolute maximum of the crossflow velocity,

cph/|wmax|, the wave angle, ψ, and difference between the wave angle and the angle of the inviscid
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streamline, ψ − ψs. The overview figure will answer the following questions:

• How does the presence of a crossflow velocity effect the Görtler mechanism within the slot?

• How does the crossflow disturbance develop upstream of the slot?

• What impact does the upstream presence of crossflow have on the Görtler mechanism within

the slotted region?

To answer the first question, the instabilities of the slot-only approach are considered such

that only the effect of sweep and the resulting crossflow is in question. Other sweep dependent

parameters of the base flow can also be called into question such as the leading-edge orthogonal

Reynolds number and the boundary layer; however these effects are deemed inconsequential for

the present analysis. For Λ = 0◦ it is undeniable that only the Görtler mechanism is destabilized.

This is due to the lack of sweep resulting in no crossflow, a stabilization of the Tollmien-Schlichting

mechanism from the favorable pressure gradient [12], and large amplification only in the region

of concave curvature. The instability of unsteady disturbances are found to be more amplified. In

using different initial eigenmodes, the fundamental mode is found to be either slightly more or

just as amplified as its harmonic mode counterpart. With the focus on the increase of crossflow

velocity for the slot-only approach, we see that an increase in sweep results in a more stable

boundary layer. This is indicated by the consistent decrease in max amplitude for both steady and

unsteady disturbances as well as the fundamental and harmonic initializations.

The crossflow disturbance upstream of the slot is plotted as the solid lines in cases which 20◦ ≤

Λ ≤ 35◦. Although we have shown the presence of the crossflow instability for Λ = 5◦ and the

relation to the strong favorable pressure gradient, the convex curvature has a stabilizing effect on

the crossflow instability [45] and is considered stable enough to not carry influence into the slotted

disturbance (N � 1). In studying the linearly amplified crossflow disturbances found in highly

swept cases, the local maxima of the disturbance upstream of the slot increases consistently. The

unsteady disturbance has a larger escalation for the amplitude compared to the steady disturbance.
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A sharp stabilization occurs after the maxima is achieved by the crossflow instability. The

increase in convex surface curvature is the likely culprit of this occurrence, see Fig. 4.2. This steep

decline results in a relatively stable flow field within the vicinity of the slot entrance.

In answering the third bullet point from above, comparisons are made between the slot-only

approach and full-chord approach. For the unsteady disturbance a very clear reproduction of the

instability is achieved by the full-chord case. This includes the monotonic decrease in amplification

due to sweep. A slight discrepancy between the steady envelopes are found, primarily for Λ = 25◦

and Λ = 35◦. The steady full-chord envelopes in Fig. 4.4 suggests a possible destabilization due

to sweep.

Do to the low amplification of the full-chord envelopes at the entrance of the slot a shift is

performed. This shift will align the neutral point within the region of the slot to be zero and shift

only the N -factor curves from the secondary neutral point onwards. Nothing about the stability

parameters themselves will be changed. The updated neutral point envelopes are plotted in Fig.

4.5. The unsteady envelopes of the full-chord approach correspond quite well with the slot-only

approach. The same cannot be said for the steady case; however, there is a more consistent trend in

the initialization approach. The full-chord approach is consistently more amplified by an N -factor

of 1 and the monotonic decrease in amplification due to sweep is recovered.
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Figure 4.4: N -factor envelopes (steady/unsteady content) versus chordwise position for increasing sweep angles. Full-chord approach
initializes LPSE at the attachment line and slot-only approach initializes just upstream the slot entrance. The full-chord envelopes in
the slot correspond to unadjusted neutral points at the entrance of the slot [2].
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Figure 4.5: N -factor envelopes (steady/unsteady content) versus chordwise position for increasing sweep angles. Full-chord approach
initializes LPSE at the attachment line and slot-only approach initializes just upstream the slot entrance. The full-chord envelopes in
the slot correspond to updated neutral points close to the slot entrance [2].

43



4.3.2 NPSE Results

Nonlinear stability parameters are produced for the slotted region of the airfoil at 0◦ sweep.

The simulation will study the steady Görtler disturbance by defining 7 harmonics, i.e. n = 0

and 1 ≤ k ≤ 7, as well as the mean flow distortion, (n, k) = (0, 0). The spanwise wavelength

achieving the most amplified linear disturbance within the slow is chosen, see appendix B. As

suggested previously, αi,(0.0) = 0 for this study to improve convergence of the MFD. The nonlinear

forcing vector will allow up to cubic interactions. An initial amplitude for the (0, 1) mode is

chosen as 10−2 as this amplitude captured the neutral-point such that the entirety of the disturbance

growth can be modeled. In the previous LPSE study, the initial location is decided a Newton-

Raphson method applied to the LST eigenmode to find the neutral-point location and march from

just upstream this point. In the following NPSE analysis, all LST initializations occur at the same

location, x/c = 0.629. The computational convergence of the NPSE analysis was found to be

quite sensitive to the initial LST eigenmode. The spanwise wavelength is chosen from the most

amplified N -factor at the end of the domain as found by the LPSE study.

The disturbance amplitudes are presented in Figs. 4.6 and 4.7 for all considered sweep angles.

The linear disturbance for the fundamental mode is also superimposed onto the plot as a dashed

curve. Three chordwise positions of interest are defined. The first is the neutral point of the fun-

damental mode, the second is the point of saturation in which the linear disturbance deviates from

the nonlinear disturbance, and third is the location at which the MFD overtakes the fundamental

mode. Note, in the previous section, the fundamental mode defined the initial LST eigenmode

while here it will be used more properly as the (0, 1) mode. Subsequent harmonics are based off

of this fundamental mode. The Λ = 0◦ case is most comparable to previous computational results

and qualitative matches can be found with Benmalek [14] and Li & Malik [22].

A curious observation is how these points of interest develop as sweep is increased. Fig. 4.8

indicates the position of the neutral point location, saturation point, and location of MFD overtake.

The neutral point varies quite little as sweep is increased implying the neutral point is not affected

by the increase in crossflow. Interestingly enough, the neutral point also lies slightly downstream
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Figure 4.6: Nonlinear disturbance amplitude for u′ and associated harmonic modes and linear
amplitude of fundamental mode. Solid line indicates the entrance of the slot. The dashed lines
indicate: (I) the neutral point of the fundamental mode, (II) the saturation point, and (III) the
location at which MFD overtakes the (0, 1) mode. Sweeps 0◦ to 15◦ are presented.
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Figure 4.7: Nonlinear disturbance amplitude for u′ and associated harmonic modes and linear
amplitude of fundamental mode. Solid line indicates the entrance of the slot. The dashed lines
indicate: (I) the neutral point of the fundamental mode, (II) the saturation point, and (III) the
location at which MFD overtakes the (0, 1) mode. Sweeps 20◦ to 35◦ are presented.
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Figure 4.8: Chordwise locations of the fundamental mode neutral point, the saturation location,
and the location at which the MFD overtakes the fundamental mode for varying sweep.

of the slot entrance. This differs from the LPSE analysis which indicated a neutral point near or

slightly ahead of the slot entrance. The saturation point, which is calculated when the difference

between the linear and nonlinear disturbance exceeds 5%, and the MFD overtake exhibit a very

similar behavior. The presence of sweep forces nonlinear distortion to occur further downstream.

Li & Malik also suggest that a longer wavelength will allow the MFD to overtake the fundamental

mode further downstream for the Görtler instability [22]. The LPSE study in the previous section

supports this as the most amplified wavelength grows for increasing sweep angles.

Fig. 4.9 illustrates the maximum amplitudes for the fundamental, MFD, and (0, 2) modes. The

MFD starts at a high amplitude and gradually decreases until Λ = 25◦ when a large jump in

amplitude occurs. A similar trend is seen for the fundamental mode except the amplitude remains

constant until the jump at the same sweep angle. There currently is no explanation for the behavior

of these two modes. The (0, 2) mode gradually increases in size as sweep is increased.

The streamwise development of the Görtler instability can be seen in Figs. 4.10 and 4.11. The

total nondimensional streamwise flow component, u = u+ u′, is mapped out along for increasing

sweep angles at various chordwise locations using iso-velocity contours. These chordwise loca-

tions correspond to the locations of interest shown previously along with the chordwise position at
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Figure 4.9: Chordwise locations of the fundamental mode neutral point, the saturation location,
and the location at which the MFD overtakes the fundamental mode for varying sweep.

the end of the domain.

Focusing on the zero-degree sweep case, the characteristic behavior of the Görtler instability

is seen. The second panel from the left shows a linearly disturbed amplification growing and

the third panel from the left shows a nonlinearly distorted behavior. This nonlinear distortion

is very indicative of the unique ’mushroom’ behavior generated by the counter-rotating vortices.

These vortices create regions of upwelling and squeezing in the velocity profile. In the region

of upwelling flow, the fluid will impart a lower shear stress on the surface while larger shear

stresses can be found when the iso-contours are squeezed. The large distortion is a product of large

variation in the streamwise momentum. The spanwise wavelength was chosen to be λ = 1.75mm

which compares closely to the boundary-layer thickness δ ≈ 2.5mm. This is consistent with

previous experimental studies indicating that the Görtler instability wavelength matches closely

to the boundary layer thickness [18]. This shape has been well documented in experiments by

Peerhossaini [44, 46] using dye injection in a water tunnel. Traveling further downstream to the

end of the domain yields more upwelling suggesting a stronger influence of the Görtler mechanism

resulting in distorted flow entering further in the free stream.

The sweep angles following zero sweep now include a crossflow component. The addition of
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the of crossflow velocity creates a smearing effect on the linear and nonlinear disturbances. Note,

due to the analysis of the bottom side of the airfoil, the axes are flipped such that the positive z

coordinate moves towards the root of the wing. To resolve this discrepancy, a negative sweep angle

must be considered such that the crossflow velocity component is in the direction of the wing tip.

This mismatch has no effect on the physics of the flow and is only pointed out to explain why this

smearing effect pushes the instability towards z = 0. As sweep is increased, this effect becomes

more pronounced in the linear and nonlinear regions. In the nonlinearly distorted region, the smear

is more distinctly seen when the velocity has upwelled while closer to the wall, the flow maintains

a behavior more reminiscent of the case with zero sweep.

Since the saturation of the Görtler mechanism occurs further downstream as sweep is increased,

the boundary-layer is allowed to grow for a longer chordwise distance before the nonlinear distor-

tion occurs. However, when nonlinear effects do take hold they do so at this larger boundary-layer

thickness.

Upon reaching the end of the domain, the flow is experiencing a highly distorted perturbation

that has jettisoned further into the freestream. Within this region, it is difficult to say what mecha-

nisms are dominating the flow as physics undetermined within this thesis may take hold. Swearin-

gen & Blackwelder [47] indicate that the structure of these vortices break down very quickly lead-

ing to the onset of turbulence.
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Figure 4.10: Development of the Görtler instability within the slot as seen by the nondimensional
u velocity (m/s) for 0◦ ≤ Λ ≤ 15◦. The furthest right figure indicates laminar flow at the neutral
point to provide reference. The second, third and fourth figures represent x/c points at xsat, xmfd
and the end of the domain.
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Figure 4.11: Development of the Görtler instability within the slot as seen by the nondimensional
u velocity (m/s) for 20◦ ≤ Λ ≤ 35◦. The furthest right figure indicates laminar flow at the neutral
point to provide reference. The second, third and fourth figures represent x/c points at xsat, xmfd

and the end of the domain.
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5. CONCLUSION

5.1 Cone Configuration

The primary goal of this project is to extend the AFT model into the hypersonic regime. The

work of this thesis contributes to this goal by providing a stability solution using the LPSE model

to compare performance. Since the AFT model activates turbulence modeling through the use

of surrogate indicators, parameters assisting in the development of instability will be identified.

An energy-perturbation budget analysis will be performed to assess the behavior of these relevant

terms and their relation to the stability parameters as found by LPSE.

For the following stability analysis, a laminar basic state is produced using OVERFLOW. Due

to symmetry conditions only half of the cone geometry is necessary to model. Along the span of

the cone, multiple streamwise vortex paths are identified and initialized at a location downstream

of the blunt nose. Due to the non-zero yaw, the crossflow disturbance is expected to dominate

the process of transition. In particular, the stationary crossflow instability has been studied in this

thesis.

Using the LPSE analysis, the azimuthal angle and wavenumber combinations leading to the

most amplified boundary-layer are identified. An N -factor of 14.5 at the base of the cone has

been achieved which was proven to be well within the requirements for transition. This maximum

occurs for an azimuthal angle of 148.6◦ and a wavenumber of 81.9. In contrast, the AFT model

only predicts an unstable flow in the vicinity of the leeward plane. It is quite clear that the AFT

model, in its current iteration, is unable to predict unstable flow for the crossflow instability in a

hypersonic regime.

In order for the AFT model to activate its turbulence modeling, additional information pertain-

ing to the instability is needed. However, the model is unable to calculate stability characteristics

such as the ones found by LPSE. Instead, properties of the boundary layer will assist in the acti-

vation of the AFT model. With this in mind, budget analysis studies are performed with different
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energy-disturbance equations.

When considering the total-perturbation energy, the relation of the energy contributions to the

growth rate is characterized by a large Reynolds-flux energy transfer which is destroyed or redis-

tributed by pressure work and dissipation. By quantifying individual terms of the energy budget, a

select few terms were found to dominate the flow. In particular, the Reynolds heat-flux term and

the temperature-perturbation dissipation values were the largest in magnitude. In considering only

these two terms for energy contribution in the streamwise direction, a good approximation of the

neutral point can be predicted. The combination of these two terms also results in an approximate

growth rate with a high linear correlation to the growth rate defined by LPSE.

The largest terms found in the total-perturbation were terms derived in the conservation of

energy. Performing an energy-budget analysis on this disturbance equation proved to be quite

trivial for this reason as similar trends to the total-perturbation energy were found.

As this study focuses on the crossflow instability itself, an analysis of the z-momentum equa-

tion is performed. In the context of this disturbance, a large Reynolds-flux contribution is found

which is balanced strongly by the pressure work contribution.

The current analysis found relations of the stability characteristics to quantities of energy trans-

fer. Of course, this relationship still depends on the stability parameters themselves so the AFT

model cannot yet apply these relations. However, in being able to identify large energy con-

tributions, future studies could relate these terms back to the base-flow parameters. Additional

possibilities include finding correlations between the disturbance characteristics and the integral

parameters that are only base-flow dependent.

5.2 Swept-wing Configuration

As more efficient aircraft are developed, an emphasis on drag reduction encourages a study into

mechanisms of transition. To this point, the X207.LS airfoil is developed using the SNLF concept

to reduce drag by supporting laminar flow over a substantial portion of the chord. The goal of this

project is to assess regions of unstable flow on the bottom side of this airfoil which contains the

slotted feature. In defining regions of unstable flow, the mechanisms and disturbance parameters
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resulting in unstable flow will be interpreted.

Using MSES pressure distributions and the DEKAF boundary-layer solver, a base flow is gen-

erated for increasing sweep at a fixed angle of attack. The angle of attack supports a favorable

pressure gradient through the entirety of the bottom side. This angle of attack along with an anal-

ysis of the boundary-layer properties, establishes the primary instability mechanisms. For the case

with no sweep, the Görtler mechanism is expected to dominate the instability within the slotted

region. Considering non-zero sweep introduces a crossflow velocity and more importantly an in-

flection point of the crossflow profile which can induce the crossflow instability.

Initializing LPSE upstream of the slot allows for an isolation of the crossflow velocity com-

ponent. Within the neighborhood of the slot, an N -factor of 13 is found for Λ = 0◦ indicating

a large Görtler disturbance due to the concave surface curvature without any complications due

to crossflow. As sweep is introduced, the instabilities experience a stabilizing effect due to the

gradual increase in the crossflow-velocity component.

It is found that from the leading edge to the slot entrance, the crossflow instability is noticeable

unstable for higher sweep cases only (Λ ≥ 20◦). The destabilization is caused by the strong

favorable pressure gradient. However, the convex surface curvature suppresses the growth resulting

in a very stable flow field at the entrance of the slot. This stable flow suggests that little to no

upstream influence is imparted on the instability mechanisms within the slot. This claim is further

supported by the matching of unsteady disturbances from the full-chord approach to the slot-only

approach. The steady disturbance comparison still carries some discrepancies, but a qualitative

match can still be assessed.

The slot-only, steady instability will be further examined through a nonlinear scope. The LPSE

analysis will define the most unstable spanwise wavelength each sweep case. The modal analysis

will define the subharmonics as n = 0 and 1 ≤ k ≤ 7. The largest initial amplitude that captured

the neutral point isA(0,1) = 10−2. The neutral point remains relatively constant for all sweep angles

(xneut ≈ 0.66). This location is however further downstream than originally indicated by LPSE.

The location at which saturation occurs is documented with the chordwise position for saturation
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being pushed further downstream as shown for the case Λ = 0◦ in which saturation occurs at

x/c = 0.74 while at Λ = 35◦ saturation occurs at x/c = 0.80.

A visualization of the flow at various streamwise locations indicates stable, linear, and nonlin-

ear characteristics of the disturbance. The characteristic ’mushroom’ shaped instability is a feature

caused by the counter-rotating nature of the Görtler vortices. This distortion of flow can lead to

regions of higher and lower shear stress possibly characterized by the MFD. Further analysis on

the behavior of shear stress on the wall can assist in designating regions of higher drag. Introduc-

ing a sweeping feature creates a smearing effect on the velocity distortions which becomes more

drastic for larger crossflow velocities. The boundary layer also grows much larger due to the linear

instabilities having more chordwise growth before nonlinear saturation occurs for increased sweep

angles. At the end of the fore-element, the flow has become highly distorted exhibiting behavior

unstudied in this thesis. It is likely that the breakdown in discernible structure implies the onset of

transition.
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APPENDIX A

BUDGET ANALYSIS STABILITY EQUATIONS

The following set of equations represent the LST and LPSE equations in scalar form. The

equations are in order of s-, y-, z-, momentum, conservation of energy, and continuity. The black

terms represent terms found in both LST and LPSE. The green terms represent quantities found

only in LPSE formulation. The conservation of energy is presented in terms of total enthalpy. The

equations are shown in non-dimensional form and have been modified to accommodate the budget

analysis tool. In particular, the material derivatives are represented on the left hand side of the

equations and scaling factors have been applied to each of the equations such that the coefficient

corresponding to the α term on the left hand side is real valued.
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Ree h1 h3
− i α β λ ŵ
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Ree h21
− i α2 λ û
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i µ ŵy y

Ree
+
i T y µT ŵy
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Ree h1 h3
+
i h1,y µ ŵy
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Ree h1 h3
− β h1,y λ v̂

Ree h1 h3
− i β2 λ ŵ
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A.4 Conservation of Energy
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Ree h1 h3 T

−4 ΩRe β h3,s µu ŵ
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A.5 Conservation of Mass Continuity
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αû

h1
− ih3,yv̂

h3
− ih3,yρ̂v

h3ρ
− ih1,yρ̂v

h1ρ
− ih3,sû
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APPENDIX B

MOST-AMPLIFIED SWEPT WING CHARACTERISTICS

The following tables indicate stability characteristics for most amplified N -factor curve for

different sweeps, regions of the airfoil, steady and unsteady cases, and initialization approach.

These values were generated originally in [2].

Λ x/c f approach N δ99 λ λz λG cph ψw ψw − ψs
[◦] [%] [Hz] [mm] [mm] [mm] |ws,max| [◦] [◦]

0 82 0 slot only,
fundamental 13.1 2.31 1.75 1.75 133 0/0 +90.0 +90.0

0 slot only,
harmonic 12.7 2.31 1.75 1.75 133 0/0 +90.0 +90.0

25 slot only,
fundamental 13.2 2.31 1.75 −1.75 133 ∞ −89.8 −89.8

50 slot only,
harmonic 12.8 2.31 1.75 1.75 133 ∞ +89.5 +89.5

5 82 0 slot only,
fundamental 12.5 2.32 1.75 1.75 132 0 +87.1 +90.9

0 slot only,
harmonic 11.5 2.32 1.75 1.75 132 0 +87.1 +90.9

100 slot only,
fundamental 13.0 2.32 1.75 1.75 132 0.8 +86.2 +89.9

125 slot only,
harmonic 11.9 2.32 1.75 1.75 132 0.9 +85.9 +89.7

10 82 0 slot only,
fundamental 11.5 2.33 1.99 2.00 159 0 +84.1 +91.7

0 slot only,
harmonic 10.4 2.33 1.99 2.00 159 0 +84.1 +91.7

175 slot only,
fundamental 12.6 2.33 1.74 1.75 131 0.7 +82.5 +90.1

125 slot only,
harmonic 11.0 2.33 1.74 1.75 131 0.5 +83.0 +90.5

15 82 0 slot only,
fundamental 10.2 2.35 2.22 2.25 187 0 +81.1 +92.5

0 slot only,
harmonic 9.5 2.35 2.47 2.50 219 0 +81.1 +92.4

225 slot only,
fundamental 12.0 2.35 1.96 2.00 156 0.7 +78.8 +90.2

175 slot only,
harmonic 10.8 2.35 1.97 2.00 156 0.5 +79.3 +90.7
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Λ x/c f approach N δ99 λ λz λG cph ψw ψw − ψs
[◦] [%] [Hz] [mm] [mm] [mm] |ws,max| [◦] [◦]

20 25 0 full chord 0.8 1.51 8.60 9.00 998 0 +72.8 +92.3
27 25 full chord 0.8 1.55 9.52 10.00 1138 0.3 +72.1 +91.5

82 0 slot only,
fundamental 8.7 2.38 2.69 2.75 245 0 +77.9 +93.2

0 slot only,
harmonic 8.5 2.38 2.93 3.00 279 0 +77.8 +93.1

0 full chord,
updated n.p. 9.5 2.38 3.90 4.00 430 0 +77.5 +92.7

0 full chord,
unadjusted n.p. 8.5 2.38 2.45 2.50 213 0 +78.0 +93.3

300 slot only,
fundamental 11.4 2.38 1.93 2.00 152 0.7 +75.0 +90.3

350 slot only,
harmonic 10.8 2.38 1.45 1.50 99 0.6 +75.5 +90.8

300 full chord,
updated n.p. 11.4 2.38 1.93 2.00 152 0.7 +75.0 +90.3

300 full chord,
unadjusted n.p. 11.4 2.38 1.93 2.00 152 0.7 +75.0 +90.3

25 33 0 full chord 1.3 1.75 9.32 10.00 1155 0 +68.7 +92.3
43 100 full chord 1.8 1.97 7.61 −8.00 878 0.9 −108.1 −85.3

82 0 slot only,
fundamental 7.6 2.42 4.32 4.50 495 0 +73.9 +93.2

0 slot only,
harmonic 7.5 2.42 4.32 4.50 495 0 +73.9 +93.2

0 full chord,
updated n.p. 8.5 2.42 4.80 5.00 580 0 +73.7 +93.1

0 full chord,
unadjusted n.p. 6.4 2.42 2.89 3.00 270 0 +74.7 +94.0

325 slot only,
fundamental 10.6 2.42 2.13 2.25 175 0.6 +71.1 +90.4

300 slot only,
harmonic 10.2 2.42 2.13 2.25 175 0.6 +71.4 +90.7

300 full chord,
updated n.p. 10.5 2.42 2.13 2.25 175 0.6 +71.4 +90.7

300 full chord,
unadjusted n.p. 10.5 2.42 2.13 2.25 175 0.6 +71.4 +90.7
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Λ x/c f approach N δ99 λ λz λG cph ψw ψw − ψs
[◦] [%] [Hz] [mm] [mm] [mm] |ws,max| [◦] [◦]

30 37 0 full chord 2.0 1.90 5.38 6.00 509 0 +63.7 +91.7
39 125 full chord 2.8 1.93 5.51 −6.00 518 0.7 −113.3 −85.4

82 0 slot only,
fundamental 7.0 2.47 5.63 6.00 729 0 +69.8 +93.3

0 slot only,
harmonic 7.1 2.47 5.17 5.50 639 0 +69.9 +93.4

0 full chord,
updated n.p. 7.8 2.47 5.63 6.00 729 0 +69.8 +93.2

0 full chord,
unadjusted n.p. 6.6 2.47 5.63 6.00 729 0 +69.8 +93.2

375 slot only,
fundamental 9.8 2.47 2.08 2.25 167 0.6 +67.3 +90.8

350 slot only,
harmonic 9.6 2.47 2.08 2.25 167 0.6 +67.6 +91.0

350 full chord,
updated n.p. 9.5 2.47 2.74 3.00 258 0.8 +66.2 +89.6

350 full chord,
unadjusted n.p. 9.5 2.47 2.74 3.00 258 0.8 +66.2 +89.6

35 43 0 full chord 3.0 2.08 6.04 7.00 653 0 +59.6 +91.8
47 150 full chord 4.4 2.13 7.24 −8.00 960 1.0 −115.1 −83.3

82 0 slot only,
fundamental 6.5 2.53 6.38 7.00 869 0 +65.6 +93.4

0 slot only,
harmonic 6.7 2.53 5.93 6.50 777 0 +65.7 +93.5

0 full chord,
updated n.p. 7.3 2.53 6.38 7.00 869 0 +65.6 +93.4

0 full chord,
unadjusted n.p. 7.6 2.53 7.28 8.00 1061 0 +65.5 +93.2

400 slot only,
fundamental 8.9 2.53 2.23 2.50 185 0.6 +63.1 +90.9

375 slot only,
harmonic 8.8 2.53 2.23 2.50 185 0.6 +63.3 +91.1

350 full chord,
updated n.p. 8.6 2.53 3.08 3.50 307 0.8 +61.8 +89.6

350 full chord,
unadjusted n.p. 8.6 2.53 3.08 3.50 307 0.8 +61.8 +89.6
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APPENDIX C

PARABOLIZED STABILITY EQUATIONS

The parabolized stability equations for a curvilinear coordinate system are represented below.

This representation is what is used for PSE calculations in the EPIC code. The equations are

formatted using a program called DERIVE which is a symbolic algebra manipulator rooted in

Mathematica. For further details on DERIVE see chapter 4 in Beyak’s disseration [31].

The left-hand side of each of the equations consider a single mode, φ(1), while the right-hand

side may contain no nonlinear interaction, quadratic interaction, or cubic interaction. The level

of complexity is defined by the nonlinear forcing vector, N . If N = 0 the LPSE is modeled,

if N = N quad then quadratic interactions are allowed and if N = N quad + N cub, then cubic

interactions are allowed.

The assumptions which separate the LST, LPSE, and NPSE analysis are defined in detail in

chapter 2. The LST distinction has not been made in this appendix as they have been previously

identified in appendix A.
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C.1 s - Momentum

−iΩRe β µ ŵs
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Ree h1 h3

− 2h3,s ρw ŵ
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Ree h1 h3
+
iΩRe β h3,s λv ŵ

Ree h1 h23
+
αβ λv ŵ
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C.2 y - Momentum

−i β µ ŵy
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Ree

+ρ v v̂y −
2T y µT v̂y

Ree
− 2h3,y µ v̂y

Ree h3
− 2h1,y µ v̂y

Ree h1
− T y λvT v̂y

Ree
− h3,y λv v̂y

Ree h3

−h1,y λv v̂y
Ree h1

+
ρ u v̂s
h1
− 2 iΩRe αµ v̂s

Ree h21
+ ρ vy v̂ +

i α ρ u v̂

h1
− i ω ρ v̂ − iΩRe T s αµT v̂

Ree h21

+
2 (h3,y)

2 µ v̂

Ree h23
− iΩRe αh3,s µ v̂

Ree h21 h3
+
β2 µ v̂

Ree h23
+

2 (h1,y)
2 µ v̂

Ree h21
+
iΩRe αh1,s µ v̂

Ree h31
− iΩRe αs µ v̂

Ree h21

+
α2 µ v̂

Ree h21
− T y h3,y λvT v̂

Ree h3
− T y h1,y λvT v̂

Ree h1
− h3,y y λv v̂

Ree h3
+

(h3,y)
2 λv v̂

Ree h23
− h1,y y λv v̂

Ree h1

+
(h1,y)

2 λv v̂

Ree h21
− 2 ΩRe T̂ µT vy y

Ree
− ΩRe T̂ λvT vy y

Ree
− 2 ΩRe T y T̂ µT T vy

Ree
− 2 ΩRe T̂ h3,y µT vy

Ree h3

−2 ΩRe T̂ h1,y µT vy
Ree h1

− 2 ΩRe T̂y µT vy
Ree

− ΩRe T y T̂ λvT T vy
Ree

− ΩRe T̂ h3,y λvT vy
Ree h3

−ΩRe T̂ h1,y λvT vy
Ree h1

− ΩRe T̂y λvT vy
Ree

+
2 ΩRe T̂ (h3,y)

2 µT v

Ree h23
+

2 ΩRe T̂ (h1,y)
2 µT v

Ree h21

−ΩRe T y T̂ h3,y λvT T v

Ree h3
− ΩRe T y T̂ h1,y λvT T v

Ree h1
− ΩRe T̂ h3,y y λvT v

Ree h3
+

ΩRe T̂ (h3,y)
2 λvT v

Ree h23

−ΩRe T̂y h3,y λvT v

Ree h3
− ΩRe T̂ h1,y y λvT v

Ree h1
+

ΩRe T̂ (h1,y)
2 λvT v

Ree h21
− ΩRe T̂y h1,y λvT v

Ree h1

−ΩRe T s µT ûy
Ree h1

− ΩRe h3,s µ ûy
Ree h1 h3

− i α µ ûy
Ree h1

− ΩRe h3,s λv ûy
Ree h1 h3

− i α λv ûy
Ree h1

− ΩRe µ ûs y
Ree h1

−ΩRe λv ûs y
Ree h1

+
3 ΩRe h1,y µ ûs

Ree h21
− ΩRe T y λvT ûs

Ree h1
+

ΩRe h1,y λv ûs
Ree h21

− 2h1,y ρ u û

h1

+
ΩRe T s h1,y µT û

Ree h21
+

2 ΩRe h3,s h3,y µ û

Ree h1 h23
+

ΩRe h1,y h3,s µ û

Ree h21 h3
− ΩRe h1,s h1,y µ û

Ree h31
+

3 i α h1,y µ û

Ree h21

+
ΩRe h1,s y µ û

Ree h21
− ΩRe T y h3,s λvT û

Ree h1 h3
− i T y αλvT û

Ree h1
+

ΩRe h3,s h3,y λv û

Ree h1 h23
− ΩRe h3,s y λv û

Ree h1 h3

+
ΩRe h1,y h3,s λv û

Ree h21 h3
+
i α h1,y λv û

Ree h21
− ΩRe T s T̂ µT T uy

Ree h1
− ΩRe T̂ h3,s µT uy

Ree h1 h3
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−i T̂ α µT uy
Ree h1

− ΩRe T̂s µT uy
Ree h1

− ΩRe T̂ h3,s λvT uy
Ree h1 h3

− ΩRe T̂ µT us y
Ree h1

− ΩRe T̂ λvT us y
Ree h1

+
3 ΩRe T̂ h1,y µT us

Ree h21
− ΩRe T y T̂ λvT T us

Ree h1
+

ΩRe T̂ h1,y λvT us
Ree h21

− ΩRe T̂y λvT us
Ree h1

− h1,y ρ̂ u
2

h1

+
ΩRe T s T̂ h1,y µT T u

Ree h21
+

2 ΩRe T̂ h3,s h3,y µT u

Ree h1 h23
+

ΩRe T̂ h1,y h3,s µT u

Ree h21 h3
− ΩRe T̂ h1,s h1,y µT u

Ree h31

+
i T̂ α h1,y µT u

Ree h21
+

ΩRe T̂s h1,y µT u

Ree h21
+

ΩRe T̂ h1,s y µT u

Ree h21
− ΩRe T y T̂ h3,s λvT T u

Ree h1 h3

+
ΩRe T̂ h3,s h3,y λvT u

Ree h1 h23
− ΩRe T̂ h3,s y λvT u

Ree h1 h3
+

ΩRe T̂ h1,y h3,s λvT u

Ree h21 h3
− ΩRe T̂y h3,s λvT u

Ree h1 h3

+
T ρ̂y

Me
2 γe

+
T y ρ̂

Me
2 γe

+
T̂ ρy

Me
2 γe

+
T̂y ρ

Me
2 γe

= N (2)
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C.3 z - Momentum

−µ ŵy y
Ree

+ ρ v ŵy −
T y µT ŵy

Ree
− h3,y µ ŵy

Ree h3
− h1,y µ ŵy

Ree h1
+
ρ u ŵs
h1

− 2 iΩRe αµ ŵs
Ree h21

+
i β ρw ŵ

h3
+
h3,y ρ v ŵ

h3
+
h3,s ρ u ŵ

h1 h3
+
i α ρ u ŵ

h1
− i ω ρ ŵ +

T y h3,y µT ŵ

Ree h3

−iΩRe T s αµT ŵ

Ree h21
+
h3,y y µ ŵ

Ree h3
+

(h3,y)
2 µ ŵ

Ree h23
+
h1,y h3,y µ ŵ

Ree h1 h3
− iΩRe αh3,s µ ŵ

Ree h21 h3
+

2 β2 µ ŵ

Ree h23

+
iΩRe αh1,s µ ŵ

Ree h31
− iΩRe αs µ ŵ

Ree h21
+
α2 µ ŵ

Ree h21
+
β2 λv ŵ

Ree h23
− T̂ µT wy y

Ree
+ ρ v̂ wy

+ρ̂ v wy −
T y T̂ µT T wy

Ree
− T̂ h3,y µT wy

Ree h3
− T̂ h1,y µT wy

Ree h1
− T̂y µT wy

Ree
+
ρ û ws
h1

+
ρ̂ u ws
h1

−iΩRe T̂ α µT ws
Ree h21

+
h3,y ρ v̂ w

h3
+
h3,y ρ̂ v w

h3
+
h3,s ρ û w

h1 h3
+
h3,s ρ̂ u w

h1 h3
+
T y T̂ h3,y µT T w

Ree h3

+
T̂ h3,y y µT w

Ree h3
+
T̂ (h3,y)

2 µT w

Ree h23
+
T̂ h1,y h3,y µT w

Ree h1 h3
+
T̂y h3,y µT w

Ree h3
+
iΩRe T̂ α h3,s µT w

Ree h21 h3

−i β µ v̂y
Ree h3

− i β λv v̂y
Ree h3

− i T y β µT v̂

Ree h3
− 3 i β h3,y µ v̂

Ree h23
− i β h1,y µ v̂

Ree h1 h3
− i β h3,y λv v̂

Ree h23

−i β h1,y λv v̂
Ree h1 h3

− iΩRe T̂ β λvT vy
Ree h3

− 2 iΩRe T̂ β h3,y µT v

Ree h23
− iΩRe T̂ β h3,y λvT v

Ree h23

−iΩRe T̂ β h1,y λvT v

Ree h1 h3
− iΩRe β µ ûs

Ree h1 h3
− iΩRe β λv ûs

Ree h1 h3
− iΩRe T s β µT û

Ree h1 h3
− 3 iΩRe β h3,s µ û

Ree h1 h23

+
αβ µ û

Ree h1 h3
− iΩRe β h3,s λv û

Ree h1 h23
+

αβ λv û

Ree h1 h3
− iΩRe T̂ β λvT us

Ree h1 h3
− 2 iΩRe T̂ β h3,s µT u

Ree h1 h23

−iΩRe T̂ β h3,s λvT u

Ree h1 h23
+

i T β ρ̂

Me
2 γe h3

+
i T̂ β ρ

Me
2 γe h3

= N (3)
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C.4 Conservation of Energy

−2 Ece µwy ŵy
Ree

+
2 Ece h3,y µw ŵy

Ree h3
+

2 Ece h3,y µwy ŵ

Ree h3
− 2 iEce ΩRe αµws ŵ

Ree h21

−2 Ece (h3,y)
2 µw ŵ

Ree h23
+

2 iEce ΩRe αh3,s µw ŵ

Ree h21 h3
− 2 iEce ΩRe β λv vy ŵ

Ree h3

−4 iEce ΩRe β h3,y µ v ŵ

Ree h23
− 2 iEce ΩRe β h3,y λv v ŵ

Ree h23
− 2 iEce ΩRe β h1,y λv v ŵ

Ree h1 h3

−2 iEce ΩRe β λv us ŵ

Ree h1 h3
− 4 iEce ΩRe β h3,s µu ŵ

Ree h1 h23
− 2 iEce ΩRe β h3,s λv u ŵ

Ree h1 h23

−Ece T̂ µT (wy)
2

Ree
+

2 Ece T̂ h3,y µT wwy
Ree h3

− 2 iEce β µ v̂ wy
Ree h3

− 2 iEce ΩRe β µ ûws
Ree h1 h3

−Ece T̂ (h3,y)
2 µT w

2

Ree h23
+

2 iEce β h3,y µ v̂ w

Ree h23
+

2 iEce ΩRe β h3,s µ ûw

Ree h1 h23
− iEce T β ρ̂ w

Me
2 γe h3

−iEce T̂ β ρw

Me
2 γe h3

+
i T̂ β ρw

h3
− 4 Ece ΩRe µ vy v̂y

Ree
− 2 Ece ΩRe λv vy v̂y

Ree

−2 Ece ΩRe h3,y λv v v̂y
Ree h3

− 2 Ece ΩRe h1,y λv v v̂y
Ree h1

− 2 Ece ΩRe λv us v̂y
Ree h1

− 2 Ece ΩRe h3,s λv u v̂y
Ree h1 h3

−2 Ece ΩRe µuy v̂s
Ree h1

+
2 Ece ΩRe h1,y µu v̂s

Ree h21
− 2 Ece ΩRe h3,y λv vy v̂

Ree h3
− 2 Ece ΩRe h1,y λv vy v̂

Ree h1

−4 Ece ΩRe (h3,y)
2 µ v v̂

Ree h23
− 4 Ece ΩRe (h1,y)

2 µ v v̂

Ree h21
− 2 Ece ΩRe (h3,y)

2 λv v v̂

Ree h23

−4 Ece ΩRe h1,y h3,y λv v v̂

Ree h1 h3
− 2 Ece ΩRe (h1,y)

2 λv v v̂

Ree h21
− 2 iEce αµuy v̂

Ree h1

−4 Ece ΩRe h1,y µus v̂

Ree h21
− 2 Ece ΩRe h3,y λv us v̂

Ree h1 h3
− 2 Ece ΩRe h1,y λv us v̂

Ree h21

−4 Ece ΩRe h3,s h3,y µu v̂

Ree h1 h23
+

2 iEce αh1,y µu v̂

Ree h21
− 2 Ece ΩRe h3,s h3,y λv u v̂

Ree h1 h23

−2 Ece ΩRe h1,y h3,s λv u v̂

Ree h21 h3
−

Ece T ρy v̂

Me
2 γe

− Ece T y ρ v̂

Me
2 γe

+ T y ρ v̂

−2 iEce ΩRe αλv û vy
Ree h1

− 4 iEce ΩRe αh1,y µ û v

Ree h21
− 2 iEce ΩRe αh3,y λv û v

Ree h1 h3

−2 iEce ΩRe αh1,y λv û v

Ree h21
− Ece T ρ̂y v

Me
2 γe

− Ece T y ρ̂ v

Me
2 γe

+ T y ρ̂ v −
Ece T̂ ρy v

Me
2 γe

−Ece T̂y ρ v

Me
2 γe

+ T̂y ρ v −
2 Ece µuy ûy

Ree
+

2 Ece h1,y µu ûy
Ree h1

+
2 Ece h1,y µuy û

Ree h1
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−4 iEce ΩRe αµus û

Ree h21
− 2 iEce ΩRe αλv us û

Ree h21
− 2 Ece (h1,y)

2 µu û

Ree h21
− 2 iEce ΩRe αh3,s λv u û

Ree h21 h3

−Ece T ρs û

Me
2 γe h1

− Ece T s ρ û

Me
2 γe h1

+
T s ρ û

h1
− Ece T̂ µT (uy)

2

Ree
+

2 Ece T̂ h1,y µT uuy
Ree h1

−Ece T̂ (h1,y)
2 µT u

2

Ree h21
− Ece Ωp T ρ̂s u

Me
2 γe h1

− iEce T α ρ̂ u

Me
2 γe h1

− Ece Ωp T s ρ̂ u

Me
2 γe h1

+
T s ρ̂ u

h1

−Ece Ωp T̂ ρs u

Me
2 γe h1

− iEce T̂ α ρ u

Me
2 γe h1

− Ece Ωp T̂s ρ u

Me
2 γe h1

+
i T̂ α ρ u

h1
+
T̂s ρ u

h1
+
iEce T ω ρ̂

Me
2 γe

+
iEce T̂ ω ρ

Me
2 γe

− i T̂ ω ρ−
(
T y
)2
T̂ κT T

Pre Ree
− T y T̂ h3,y κT

Pre Ree h3
− T y T̂ h1,y κT

Pre Ree h1

−2 iΩRe T s T̂ α κT
Pre Ree h21

− 2T y T̂y κT
Pre Ree

− T y y T̂ κT
Pre Ree

− T̂y h3,y κ

Pre Ree h3
− iΩRe T̂ α h3,s κ

Pre Ree h21 h3

+
T̂ β2 κ

Pre Ree h23
− T̂y h1,y κ

Pre Ree h1
+
iΩRe T̂ α h1,s κ

Pre Ree h31
− iΩRe T̂ αs κ

Pre Ree h21
+

T̂ α2 κ

Pre Ree h21

−2 iΩRe T̂s ακ

Pre Ree h21
− T̂y y κ

Pre Ree
= N (4)
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C.5 Conservation of Mass Continuity

i β ρ ŵ

h3
+
i β ρ̂ w

h3
+ ρ v̂y + ρy v̂ +

h3,y ρ v̂

h3
+
h1,y ρ v̂

h1
+ ρ̂ vy

+ρ̂y v +
h3,y ρ̂ v

h3
+
h1,y ρ̂ v

h1
+
ρ ûs
h1

+
ρs û

h1
+
h3,s ρ û

h1 h3
+
i α ρ û

h1

+
ρ̂ us
h1

+
ρ̂s u

h1
+
h3,s ρ̂ u

h1 h3
+
i α ρ̂ u

h1
− i ω ρ̂ = N (5)
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C.6 Quadratic Nonlinear Forcing Vector

N quad(1)

A(1)A(2)
= −iΩRe T̂

(1) β0 k
(2) µT ŵ

(2)
s

Ree h1 h3
− iΩRe T̂

(1) β0 k
(1) µT ŵ

(2)
s

Ree h1 h3
− iΩRe T̂

(1) β0 k
(2) λvT ŵ

(2)
s

Ree h1 h3

−h3,s ρ ŵ
(1) ŵ(2)

h1 h3
− 2h3,s ρ̂

(1)w ŵ(2)

h1 h3
+
i β0 k

(1) ρ û(1) ŵ(2)

h3
+

3 iΩRe T̂
(1) β0 h3,s k

(2) µT ŵ
(2)

Ree h1 h23

+
T̂ (1) α(2) β0 k

(2) µT ŵ
(2)

Ree h1 h3
+
iΩRe T̂

(1) β0 h3,s k
(1) µT ŵ

(2)

Ree h1 h23
+
T̂ (1) α(2) β0 k

(1) µT ŵ
(2)

Ree h1 h3

−iΩRe T s T̂
(1) β0 k

(2) λvT T ŵ
(2)

Ree h1 h3
+
iΩRe T̂

(1) β0 h3,s k
(2) λvT ŵ

(2)

Ree h1 h23
+
T̂ (1) α(2) β0 k

(2) λvT ŵ
(2)

Ree h1 h3

+
T̂ (1) α(1) β0 k

(2) λvT ŵ
(2)

Ree h1 h3
− iΩRe T̂

(1)
s β0 k

(2) λvT ŵ
(2)

Ree h1 h3
+
i β0 k

(2) ρ̂(1) û(2)w

h3

−i T̂
(1) α(2) µT v̂

(2)
y

Ree h1
− ΩRe T s T̂

(1) λvT T v̂
(2)
y

Ree h1
− i T̂ (1) α(2) λvT v̂

(2)
y

Ree h1
− i T̂ (1) α(1) λvT v̂

(2)
y

Ree h1

−ΩRe T̂
(1)
s λvT v̂

(2)
y

Ree h1
− ΩRe T̂

(1) µT v̂
(2)
s y

Ree h1
− ΩRe T̂

(1) λvT v̂
(2)
s y

Ree h1
− ΩRe T y T̂

(1) µT T v̂
(2)
s

Ree h1

−ΩRe T̂
(1) h3,y µT v̂

(2)
s

Ree h1 h3
− 3 ΩRe T̂

(1) h1,y µT v̂
(2)
s

Ree h21
− ΩRe T̂

(1)
y µT v̂

(2)
s

Ree h1
− ΩRe T̂

(1) h3,y λvT v̂
(2)
s

Ree h1 h3

−ΩRe T̂
(1) h1,y λvT v̂

(2)
s

Ree h21
+ ρ û(1)y v̂(2) +

h1,y ρ û
(1) v̂(2)

h1
+ ρ̂(1) uy v̂

(2) +
h1,y ρ̂

(1) u v̂(2)

h1

−2 ΩRe T s T̂
(1) h1,y µT T v̂

(2)

Ree h21
− i T y T̂

(1) α(2) µT T v̂
(2)

Ree h1
+

2 ΩRe T̂
(1) h3,s h3,y µT v̂

(2)

Ree h1 h23

−i T̂
(1) α(2) h3,y µT v̂

(2)

Ree h1 h3
− 2 ΩRe T̂

(1) h1,y h3,s µT v̂
(2)

Ree h21 h3
+

2 ΩRe T̂
(1) h1,s h1,y µT v̂

(2)

Ree h31

−3 i T̂ (1) α(2) h1,y µT v̂
(2)

Ree h21
− 2 i T̂ (1) α(1) h1,y µT v̂

(2)

Ree h21
− 2 ΩRe T̂

(1)
s h1,y µT v̂

(2)

Ree h21

−2 ΩRe T̂
(1) h1,s y µT v̂

(2)

Ree h21
− i T̂

(1)
y α(2) µT v̂

(2)

Ree h1
− ΩRe T s T̂

(1) h3,y λvT T v̂
(2)

Ree h1 h3

−ΩRe T s T̂
(1) h1,y λvT T v̂

(2)

Ree h21
+

ΩRe T̂
(1) h3,s h3,y λvT v̂

(2)

Ree h1 h23
− i T̂ (1) α(2) h3,y λvT v̂

(2)

Ree h1 h3

−i T̂
(1) α(1) h3,y λvT v̂

(2)

Ree h1 h3
− ΩRe T̂

(1)
s h3,y λvT v̂

(2)

Ree h1 h3
− ΩRe T̂

(1) h3,s y λvT v̂
(2)

Ree h1 h3

+
ΩRe T̂

(1) h1,s h1,y λvT v̂
(2)

Ree h31
− i T̂ (1) α(2) h1,y λvT v̂

(2)

Ree h21
− i T̂ (1) α(1) h1,y λvT v̂

(2)

Ree h21
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−ΩRe T̂
(1)
s h1,y λvT v̂

(2)

Ree h21
− ΩRe T̂

(1) h1,s y λvT v̂
(2)

Ree h21
+ ρ̂(1) û(2)y v +

h1,y ρ̂
(1) û(2) v

h1

− T̂
(1) µT û

(2)
y y

Ree
− T y T̂

(1) µT T û
(2)
y

Ree
− T̂ (1) h3,y µT û

(2)
y

Ree h3
− T̂ (1) h1,y µT û

(2)
y

Ree h1

− T̂
(1)
y µT û

(2)
y

Ree
+
ρ û(1) û

(2)
s

h1
+
ρ̂(1) u û

(2)
s

h1
− 4 iΩRe T̂

(1) α(2) µT û
(2)
s

Ree h21

−2 iΩRe T̂
(1) α(1) µT û

(2)
s

Ree h21
− 2 iΩRe T̂

(1) α(2) λvT û
(2)
s

Ree h21
− iΩRe T̂

(1) α(1) λvT û
(2)
s

Ree h21

+
i α(2) ρ û(1) û(2)

h1
+
ρ̂(1) us û

(2)

h1
+
i α(2) ρ̂(1) u û(2)

h1

−i n(2) ω0 ρ̂
(1) û(2) +

T y T̂
(1) h1,y µT T û

(2)

Ree h1
− 2 iΩRe T s T̂

(1) α(2) µT T û
(2)

Ree h21

+
T̂ (1)

(
β0 k

(2)
)2
µT û

(2)

Ree h23
+
T̂ (1) β0

2 k(1) k(2) µT û
(2)

Ree h23
+
T̂ (1) h1,y h3,y µT û

(2)

Ree h1 h3

−2 iΩRe T̂
(1) α(2) h3,s µT û

(2)

Ree h21 h3
+
T̂ (1) h1,y y µT û

(2)

Ree h1
+
T̂ (1) (h1,y)

2 µT û
(2)

Ree h21

+
T̂

(1)
y h1,y µT û

(2)

Ree h1
+

2 iΩRe T̂
(1) α(2) h1,s µT û

(2)

Ree h31
− 2 iΩRe T̂

(1) α
(2)
s µT û

(2)

Ree h21

+
2 T̂ (1)

(
α(2)
)2
µT û

(2)

Ree h21
+

2 T̂ (1) α(1) α(2) µT û
(2)

Ree h21
− 2 iΩRe T̂

(1)
s α(2) µT û

(2)

Ree h21

−iΩRe T s T̂
(1) α(2) λvT T û

(2)

Ree h21
− iΩRe T̂

(1) α(2) h3,s λvT û
(2)

Ree h21 h3
− iΩRe T̂

(1) α(1) h3,s λvT û
(2)

Ree h21 h3

+
iΩRe T̂

(1) α(2) h1,s λvT û
(2)

Ree h31
− iΩRe T̂

(1) α
(2)
s λvT û

(2)

Ree h21
+
T̂ (1)

(
α(2)
)2
λvT û

(2)

Ree h21

+
T̂ (1) α(1) α(2) λvT û

(2)

Ree h21
− iΩRe T̂

(1)
s α(2) λvT û

(2)

Ree h21
+

T̂ (1) ρ̂
(2)
s

Me
2 γe h1

+
i T̂ (1) α(2) ρ̂(2)

Me
2 γe h1

+
i T̂ (1) α(1) ρ̂(2)

Me
2 γe h1

+
T̂

(1)
s ρ̂(2)

Me
2 γe h1
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N quad(2)

A(1)A(2)
= −i T̂

(1) β0 k
(2) µT ŵ

(2)
y

Ree h3
− i T̂ (1) β0 k

(1) µT ŵ
(2)
y

Ree h3
− i T̂ (1) β0 k

(2) λvT ŵ
(2)
y

Ree h3

−h3,y ρ ŵ
(1) ŵ(2)

h3
− 2h3,y ρ̂

(1)w ŵ(2)

h3
+
i β0 k

(1) ρ v̂(1) ŵ(2)

h3
+

3 i T̂ (1) β0 h3,y k
(2) µT ŵ

(2)

Ree h23

+
i T̂ (1) β0 h3,y k

(1) µT ŵ
(2)

Ree h23
− i T y T̂

(1) β0 k
(2) λvT T ŵ

(2)

Ree h3
+
i T̂ (1) β0 h3,y k

(2) λvT ŵ
(2)

Ree h23

−i T̂
(1)
y β0 k

(2) λvT ŵ
(2)

Ree h3
+
i β0 k

(2) ρ̂(1) v̂(2)w

h3
− 2 T̂ (1) µT v̂

(2)
y y

Ree
− T̂ (1) λvT v̂

(2)
y y

Ree
+ ρ v̂(1) v̂(2)y

+ρ̂(1) v v̂(2)y −
2T y T̂

(1) µT T v̂
(2)
y

Ree
− 2 T̂ (1) h3,y µT v̂

(2)
y

Ree h3
− 2 T̂ (1) h1,y µT v̂

(2)
y

Ree h1
− 2 T̂

(1)
y µT v̂

(2)
y

Ree

−T y T̂
(1) λvT T v̂

(2)
y

Ree
− T̂ (1) h3,y λvT v̂

(2)
y

Ree h3
− T̂ (1) h1,y λvT v̂

(2)
y

Ree h1
− T̂

(1)
y λvT v̂

(2)
y

Ree

+
ρ û(1) v̂

(2)
s

h1
+
ρ̂(1) u v̂

(2)
s

h1
− 2 iΩRe T̂

(1) α(2) µT v̂
(2)
s

Ree h21
− iΩRe T̂

(1) α(1) µT v̂
(2)
s

Ree h21
+ ρ̂(1) vy v̂

(2)

+
i α(2) ρ û(1) v̂(2)

h1
+
i α(2) ρ̂(1) u v̂(2)

h1
− i n(2) ω0 ρ̂

(1) v̂(2) − iΩRe T s T̂
(1) α(2) µT T v̂

(2)

Ree h21

+
T̂ (1)

(
β0 k

(2)
)2
µT v̂

(2)

Ree h23
+
T̂ (1) β0

2 k(1) k(2) µT v̂
(2)

Ree h23
+

2 T̂ (1) (h3,y)
2 µT v̂

(2)

Ree h23

−iΩRe T̂
(1) α(2) h3,s µT v̂

(2)

Ree h21 h3
+

2 T̂ (1) (h1,y)
2 µT v̂

(2)

Ree h21
+
iΩRe T̂

(1) α(2) h1,s µT v̂
(2)

Ree h31

−iΩRe T̂
(1) α

(2)
s µT v̂

(2)

Ree h21
+
T̂ (1)

(
α(2)
)2
µT v̂

(2)

Ree h21
+
T̂ (1) α(1) α(2) µT v̂

(2)

Ree h21

−iΩRe T̂
(1)
s α(2) µT v̂

(2)

Ree h21
− T y T̂

(1) h3,y λvT T v̂
(2)

Ree h3
− T y T̂

(1) h1,y λvT T v̂
(2)

Ree h1

− T̂
(1) h3,y y λvT v̂

(2)

Ree h3
+
T̂ (1) (h3,y)

2 λvT v̂
(2)

Ree h23
− T̂

(1)
y h3,y λvT v̂

(2)

Ree h3

− T̂
(1) h1,y y λvT v̂

(2)

Ree h1
+
T̂ (1) (h1,y)

2 λvT v̂
(2)

Ree h21
− T̂

(1)
y h1,y λvT v̂

(2)

Ree h1

−ΩRe T s T̂
(1) µT T û

(2)
y

Ree h1
− ΩRe T̂

(1) h3,s µT û
(2)
y

Ree h1 h3
− i T̂ (1) α(2) µT û

(2)
y

Ree h1
− i T̂ (1) α(1) µT û

(2)
y

Ree h1

−ΩRe T̂
(1)
s µT û

(2)
y

Ree h1
− ΩRe T̂

(1) h3,s λvT û
(2)
y

Ree h1 h3
− i T̂ (1) α(2) λvT û

(2)
y

Ree h1
− ΩRe T̂

(1) µT û
(2)
s y

Ree h1

−ΩRe T̂
(1) λvT û

(2)
s y

Ree h1
+

3 ΩRe T̂
(1) h1,y µT û

(2)
s

Ree h21
− ΩRe T y T̂

(1) λvT T û
(2)
s

Ree h1
+

ΩRe T̂
(1) h1,y λvT û

(2)
s

Ree h21
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−ΩRe T̂
(1)
y λvT û

(2)
s

Ree h1
− h1,y ρ û

(1) û(2)

h1
− 2h1,y ρ̂

(1) u û(2)

h1
+

ΩRe T s T̂
(1) h1,y µT T û

(2)

Ree h21

+
2 ΩRe T̂

(1) h3,s h3,y µT û
(2)

Ree h1 h23
+

ΩRe T̂
(1) h1,y h3,s µT û

(2)

Ree h21 h3
− ΩRe T̂

(1) h1,s h1,y µT û
(2)

Ree h31

+
3 i T̂ (1) α(2) h1,y µT û

(2)

Ree h21
+
i T̂ (1) α(1) h1,y µT û

(2)

Ree h21
+

ΩRe T̂
(1)
s h1,y µT û

(2)

Ree h21

+
ΩRe T̂

(1) h1,s y µT û
(2)

Ree h21
− ΩRe T y T̂

(1) h3,s λvT T û
(2)

Ree h1 h3
− i T y T̂

(1) α(2) λvT T û
(2)

Ree h1

+
ΩRe T̂

(1) h3,s h3,y λvT û
(2)

Ree h1 h23
− ΩRe T̂

(1) h3,s y λvT û
(2)

Ree h1 h3
+

ΩRe T̂
(1) h1,y h3,s λvT û

(2)

Ree h21 h3

−ΩRe T̂
(1)
y h3,s λvT û

(2)

Ree h1 h3
+
i T̂ (1) α(2) h1,y λvT û

(2)

Ree h21
− i T̂

(1)
y α(2) λvT û

(2)

Ree h1

+
T̂ (1) ρ̂

(2)
y

Me
2 γe

+
T̂

(1)
y ρ̂(2)

Me
2 γe
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N quad(3)

A(1)A(2)
= − T̂

(1) µT ŵ
(2)
y y

Ree
+ ρ v̂(1) ŵ(2)

y + ρ̂(1) v ŵ(2)
y −

T y T̂
(1) µT T ŵ

(2)
y

Ree
− T̂ (1) h3,y µT ŵ

(2)
y

Ree h3

− T̂
(1) h1,y µT ŵ

(2)
y

Ree h1
− T̂

(1)
y µT ŵ

(2)
y

Ree
+
ρ û(1) ŵ

(2)
s

h1
+
ρ̂(1) u ŵ

(2)
s

h1
− 2 iΩRe T̂

(1) α(2) µT ŵ
(2)
s

Ree h21

−iΩRe T̂
(1) α(1) µT ŵ

(2)
s

Ree h21
+
i β0 k

(2) ρ ŵ(1) ŵ(2)

h3
+
i β0 k

(2) ρ̂(1)w ŵ(2)

h3
+
h3,y ρ v̂

(1) ŵ(2)

h3

+
h3,y ρ̂

(1) v ŵ(2)

h3
+
h3,s ρ û

(1) ŵ(2)

h1 h3
+
i α(2) ρ û(1) ŵ(2)

h1
+
h3,s ρ̂

(1) u ŵ(2)

h1 h3

+
i α(2) ρ̂(1) u ŵ(2)

h1
− i n(2) ω0 ρ̂

(1) ŵ(2) +
T y T̂

(1) h3,y µT T ŵ
(2)

Ree h3
− iΩRe T s T̂

(1) α(2) µT T ŵ
(2)

Ree h21

+
2 T̂ (1)

(
β0 k

(2)
)2
µT ŵ

(2)

Ree h23
+

2 T̂ (1) β0
2 k(1) k(2) µT ŵ

(2)

Ree h23
+
T̂ (1) h3,y y µT ŵ

(2)

Ree h3

+
T̂ (1) (h3,y)

2 µT ŵ
(2)

Ree h23
+
T̂ (1) h1,y h3,y µT ŵ

(2)

Ree h1 h3
+
T̂

(1)
y h3,y µT ŵ

(2)

Ree h3
− iΩRe T̂

(1) α(2) h3,s µT ŵ
(2)

Ree h21 h3

+
iΩRe T̂

(1) α(1) h3,s µT ŵ
(2)

Ree h21 h3
+
iΩRe T̂

(1) α(2) h1,s µT ŵ
(2)

Ree h31
− iΩRe T̂

(1) α
(2)
s µT ŵ

(2)

Ree h21

+
T̂ (1)

(
α(2)
)2
µT ŵ

(2)

Ree h21
+
T̂ (1) α(1) α(2) µT ŵ

(2)

Ree h21
− iΩRe T̂

(1)
s α(2) µT ŵ

(2)

Ree h21

+
T̂ (1)

(
β0 k

(2)
)2
λvT ŵ

(2)

Ree h23
+
T̂ (1) β0

2 k(1) k(2) λvT ŵ
(2)

Ree h23
+ ρ̂(1) v̂(2)wy +

ρ̂(1) û(2)ws
h1

+
h3,y ρ̂

(1) v̂(2)w

h3
+
h3,s ρ̂

(1) û(2)w

h1 h3
− i T̂ (1) β0 k

(2) µT v̂
(2)
y

Ree h3
− i T̂ (1) β0 k

(2) λvT v̂
(2)
y

Ree h3

−i T̂
(1) β0 k

(1) λvT v̂
(2)
y

Ree h3
− i T y T̂

(1) β0 k
(2) µT T v̂

(2)

Ree h3
− 3 i T̂ (1) β0 h3,y k

(2) µT v̂
(2)

Ree h23

−i T̂
(1) β0 h1,y k

(2) µT v̂
(2)

Ree h1 h3
− i T̂

(1)
y β0 k

(2) µT v̂
(2)

Ree h3
− 2 i T̂ (1) β0 h3,y k

(1) µT v̂
(2)

Ree h23

−i T̂
(1) β0 h3,y k

(2) λvT v̂
(2)

Ree h23
− i T̂ (1) β0 h1,y k

(2) λvT v̂
(2)

Ree h1 h3
− i T̂ (1) β0 h3,y k

(1) λvT v̂
(2)

Ree h23

−i T̂
(1) β0 h1,y k

(1) λvT v̂
(2)

Ree h1 h3
− iΩRe T̂

(1) β0 k
(2) µT û

(2)
s

Ree h1 h3
− iΩRe T̂

(1) β0 k
(2) λvT û

(2)
s

Ree h1 h3

−iΩRe T̂
(1) β0 k

(1) λvT û
(2)
s

Ree h1 h3
− iΩRe T s T̂

(1) β0 k
(2) µT T û

(2)

Ree h1 h3
− 3 iΩRe T̂

(1) β0 h3,s k
(2) µT û

(2)

Ree h1 h23

+
T̂ (1) α(2) β0 k

(2) µT û
(2)

Ree h1 h3
+
T̂ (1) α(1) β0 k

(2) µT û
(2)

Ree h1 h3
− iΩRe T̂

(1)
s β0 k

(2) µT û
(2)

Ree h1 h3
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−2 iΩRe T̂
(1) β0 h3,s k

(1) µT û
(2)

Ree h1 h23
− iΩRe T̂

(1) β0 h3,s k
(2) λvT û

(2)

Ree h1 h23

+
T̂ (1) α(2) β0 k

(2) λvT û
(2)

Ree h1 h3
− iΩRe T̂

(1) β0 h3,s k
(1) λvT û

(2)

Ree h1 h23
+
T̂ (1) α(2) β0 k

(1) λvT û
(2)

Ree h1 h3

+
i T̂ (1) β0 k

(2) ρ̂(2)

Me
2 γe h3

+
i T̂ (1) β0 k

(1) ρ̂(2)

Me
2 γe h3
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N quad(4)

A(1)A(2)
= −Ece µ ŵ

(1)
y ŵ

(2)
y

Ree
+

2 Ece h3,y µ ŵ
(1) ŵ

(2)
y

Ree h3
− 2 Ece T̂

(1) µT wy ŵ
(2)
y

Ree

+
2 Ece T̂

(1) h3,y µT w ŵ
(2)
y

Ree h3
− 2 iEce β0 k

(1) µ v̂(1) ŵ
(2)
y

Ree h3
− iEce ΩRe α

(1) µ ŵ(1) ŵ
(2)
s

Ree h21

−2 iEce ΩRe β0 k
(1) µ û(1) ŵ

(2)
s

Ree h1 h3
− iEce ΩRe α

(2) µ ŵ
(1)
s ŵ(2)

Ree h21
+

2 Ece β0
2 k(1) k(2) µ ŵ(1) ŵ(2)

Ree h23

−Ece (h3,y)
2 µ ŵ(1) ŵ(2)

Ree h23
+

2 iEce ΩRe α
(2) h3,s µ ŵ

(1) ŵ(2)

Ree h21 h3
+

Ece α
(1) α(2) µ ŵ(1) ŵ(2)

Ree h21

+
Ece β0

2 k(1) k(2) λv ŵ
(1) ŵ(2)

Ree h23
+

2 Ece T̂
(1) h3,y µT wy ŵ

(2)

Ree h3
− 2 iEce ΩRe T̂

(1) α(2) µT ws ŵ
(2)

Ree h21

−2 Ece T̂
(1) (h3,y)

2 µT w ŵ
(2)

Ree h23
+

2 iEce ΩRe T̂
(1) α(2) h3,s µT w ŵ

(2)

Ree h21 h3
− 2 iEce β0 k

(2) λv v̂
(1)
y ŵ(2)

Ree h3

−4 iEce β0 h3,y k
(2) µ v̂(1) ŵ(2)

Ree h23
+

2 iEce β0 h3,y k
(1) µ v̂(1) ŵ(2)

Ree h23
− 2 iEce β0 h3,y k

(2) λv v̂
(1) ŵ(2)

Ree h23

−2 iEce β0 h1,y k
(2) λv v̂

(1) ŵ(2)

Ree h1 h3
− 2 iEce ΩRe T̂

(1) β0 k
(2) λvT vy ŵ

(2)

Ree h3

−4 iEce ΩRe T̂
(1) β0 h3,y k

(2) µT v ŵ
(2)

Ree h23
− 2 iEce ΩRe T̂

(1) β0 h3,y k
(2) λvT v ŵ

(2)

Ree h23

−2 iEce ΩRe T̂
(1) β0 h1,y k

(2) λvT v ŵ
(2)

Ree h1 h3
− 2 iEce ΩRe β0 k

(2) λv û
(1)
s ŵ(2)

Ree h1 h3

−4 iEce ΩRe β0 h3,s k
(2) µ û(1) ŵ(2)

Ree h1 h23
+

2 iEce ΩRe β0 h3,s k
(1) µ û(1) ŵ(2)

Ree h1 h23

+
2 Ece α

(2) β0 k
(1) µ û(1) ŵ(2)

Ree h1 h3
− 2 iEce ΩRe β0 h3,s k

(2) λv û
(1) ŵ(2)

Ree h1 h23

+
2 Ece α

(1) β0 k
(2) λv û

(1) ŵ(2)

Ree h1 h3
− 2 iEce ΩRe T̂

(1) β0 k
(2) λvT us ŵ

(2)

Ree h1 h3

−4 iEce ΩRe T̂
(1) β0 h3,s k

(2) µT u ŵ
(2)

Ree h1 h23
− 2 iEce ΩRe T̂

(1) β0 h3,s k
(2) λvT u ŵ

(2)

Ree h1 h23

−iEce T β0 k
(1) ρ̂(1) ŵ(2)

Me
2 γe h3

− iEce T̂
(1) β0 k

(1) ρ ŵ(2)

Me
2 γe h3

+
i T̂ (1) β0 k

(1) ρ ŵ(2)

h3

−2 iEce T̂
(1) β0 k

(2) µT v̂
(2)wy

Ree h3
− 2 iEce ΩRe T̂

(1) β0 k
(2) µT û

(2)ws
Ree h1 h3

+
2 iEce T̂

(1) β0 h3,y k
(2) µT v̂

(2)w

Ree h23
+

2 iEce ΩRe T̂
(1) β0 h3,s k

(2) µT û
(2)w

Ree h1 h23
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−iEce T̂
(1) β0 k

(2) ρ̂(2)w

Me
2 γe h3

− iEce T̂
(1) β0 k

(1) ρ̂(2)w

Me
2 γe h3

+
i T̂ (1) β0 k

(1) ρ̂(2)w

h3

−2 Ece µ v̂
(1)
y v̂

(2)
y

Ree
− Ece λv v̂

(1)
y v̂

(2)
y

Ree
− 2 Ece h3,y λv v̂
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(2) vy

Ree h1

−4 iEce ΩRe T̂
(1) α(2) h1,y µT û
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(2)
y

Ree h1
− 2 Ece T̂

(1) µT uy û
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Me
2 γe h1

−Ece T s ρ̂
(1) û(2)
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C.7 Cubic Nonlinear Forcing Vector
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(2) ŵ(3)
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(2) v̂(3)

Ree h21

−2 Ece ΩRe T̂
(1) h3,s h3,y λvT û
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(2) v̂(3)

Ree h1 h3

−2 Ece ΩRe T̂
(1) h1,y h3,s λvT û
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(2)
s û(3)
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(2) û(3)
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(2) û(3)
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