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 ABSTRACT 

Nuclear fuels power all the commercial carbon-free energy plants and contribute 

to the fight against climate change. A comprehensive understanding of the fracture 

behavior of nuclear fuels during normal and transient conditions is still lacking. In this 

work, we developed a novel Multiphysics mesoscale model that could predict the fracture 

in different nuclear fuels under various conditions by employing the phase-field modeling 

of fracture. This work introduces both (1) An experimental study to understand the fuel 

fracturing behavior of sintered UO2 pellets when exposed to thermal shock, and (2) A 

Multiphysics phase-field fracture model capable of simulating this process. The model 

could successfully capture the formation and evolution of cracks in UO2 fuel pellets due 

to a thermal shock without any ad hoc or a priori assumptions of cracking size, site, 

thickness, or morphologies. The model was able to capture the overall fracture trends of 

the corresponding experimental data. Moreover, the model further improved and utilized 

multi-set order parameters that allowed the simulation of the concurrent crack propagation 

and microstructure evolution. The new model technique is then validated and employed 

in an evolved nuclear-grade graphite microstructure to determine the effect of such 

heterogeneity on the formation and propagation of the cracks along with the variations in 

the materials' mechanical properties. This new technique advances the fundamental 

understanding of nuclear fuel behavior under normal and transient conditions and provides 

a predictive modeling tool for deriving physics-based criteria for the fracture behavior of 

the current and the new nuclear fuel designs. 
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CHAPTER I  

INTRODUCTION  

1.1 Motivation and Objectives 

Life and modern technology improve with better utilization of materials. The 

industrial revolution in the nineteenth century resulted in an enormous engineering 

application to facilitate the human life. In history, several catastrophic accidents due to a 

material fracture took place [1, 2], which caused significant losses in life and property. 

Investigating these failure phenomena led to the development of Fracture Mechanics as a 

new branch of science [3]. The successful design of any engineering structure that operates 

in harsh environments for a long time (such as Nuclear Fuels) requires understanding 

different modes of failure and degradation mechanisms. The modeling endeavors to 

understand the fundamentals of fracture behaviors started nearly 100-years ago when 

Inglis (1913) [4] studied the elliptical holes in a tension strip; this study shed light on the 

severity of a crack in a structure. Griffith in 1920 [5] investigated the propagation of cracks 

in glass and developed the most acceptable model for crack growth driven by lowering the 

system total energy. Griffith's work did not predict the failure load given only the crack 

growth. Thus, Irwin in 1948 [6] extended Griffith's work to the ductile high strength 

materials; this gave birth to the field of Linear Elastic Fracture Mechanics (LEFM) [7]. 

Irwin's model focused more on the crack tip instead of the crack itself. Combining Griffith 

and Irwin’s work, the  LEFM  introduced the most fundamental parameters in the fracture 

mechanics field such as the Stress Intensity Factor (SIF) [8] and the Energy Release Rate 

(𝒢!) [9]. For other materials that behave non-linearly, LEFM fails, and the Elasto-Plastic 
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Fracture Mechanics (EPFM) [10] works better by accounting for the plastic deformation 

near to the crack-tip. 

It is very complicated to model the fracture behavior in engineering materials [11, 

12]. Still, the situation is much worse with irradiation damage, particularly while studying 

the fracture in nuclear fuels as recently demonstrated by L.D. McClenny, M.I. Butt, M.G. 

Abdoelatef et al. [12]. To perform such analyses, it requires understanding all the 

interactions from the single atom on the femtosecond scale up to the engineering scale, 

where things evolved over the years or even decades. A simple representation of the entire 

multi-scale picture of radiation damage is illustrated in Figure 1 [13], highlighting the 

mesoscale simulation (MSS) range, which is the scale of interest in this work contribution. 

  

Figure 1 Schematics illustrate the spatial-temporal scales of the Irradiation damage process, 
where the radiation knock-on atoms (a) lead to a range of defects (b-c). The point defects 
(d) relax into local defect structures (e). These local defects act as preferable nucleation sites 
for voids (f-g). Eventually, the evolving and clustering of these voids ends up by a 
macroscopic swelling in the material component (h) [13] 
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 This work developed a Novel Multiphysics Mesoscale model that could predict 

the fracture in nuclear fuel by utilizing the phase-field approach [14 – 16], particularly the 

phase-field modeling of fracture . Understanding the fracture behavior in nuclear fuels 

would expanding the utilization of the current fleet of Nuclear Power Plants (NPPs) and 

enhancing the new Advanced Gas Reactor (AGR) technology. Thus, ensuring the sustain 

of the largest source of carbon-free electricity production (i.e., nuclear power) in the 

United States and world widely [17, 18]. UO2 Fuel fracturing impacts the associated 

thermo-mechanical properties during normal and transient operation. Since UO2 has a very 

low thermal conductivity,  a large thermal gradient can build up (Soret effect) with a mass 

gradient leading to the initiation of pores. In as fabricated unirradiated LWR fuel, 

volumetric heating from fission is mostly spatially uniform (except on the pellet 

periphery). As burnup increases, self-shielding effects result in higher volumetric heat 

generation around the perimeter of the fuel pellets [12]. The heat is transferred radially 

outward from the fuel pellet, across the fuel-cladding gap, through the cladding, and 

finally into the coolant where it converts aqueous water into gaseous steam.  

In this work, a coupled experimental and computational approach was utilized to 

investigate thermal fracture in UO2. First, to induce fracture in UO2 pellets, the pellets 

were submerged in molten salts and heated to a temperature in the range of (589– 676 ◦C). 

Then these pellets were subjected to a rapid temperature decrease to mimic accidents-like 

transients. Second, the computational model was used to simulate, reproduce, and interpret 

the experimental data.  The UO2 pellets used for this study were manufactured at Texas 

A&M University’s Fuel Cycle and Materials Laboratory (FCML) using powder 
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metallurgical methods and sintering to produce cylindrical UO2 fuel pellets of 

approximately 9–10 mm in height and 10–11 mm diameter each. Fuel pellets of varying 

density, diameter, and heights were used in the thermal shocking experiments. The model 

could successfully capture the formation and evolution of cracks in UO2 fuel pellets due 

to a thermal shock without any ad hoc or a priori assumptions of cracking size, site, 

thickness, or morphologies [19]. This work demonstrates that joint experimental and 

computational efforts are able to advance the understanding of thermal fracture in the 

primary fuel source for existing and future NPPs.   

In the same manner, the improvements of the newly advanced nuclear reactors is 

fully depending on better utilization of TRISO fuel that is performing well but usually fail 

due to the stochastic tearing behavior in the buffer layer  [20 – 22]. This work introduces 

a novel phase-field modeling formulations that established the correlation between the 

TRISO buffer layer (~ implementing nuclear-grade graphite parameters) porosity (number 

density, shape, sizes, volume fraction, and distribution) and the fracture strength. The 

model's new formations were benchmarked against several test cases and demonstrated 

well agreements. The current enhancements in our model define the porosity as a phase-

field variable and represented the fracture with other phase-field order-parameter for the 

first time in this field. Moreover, the model further improved and utilized multi-set order 

parameters that allowed the simulation of the concurrent crack propagation and 

microstructure evolution. The model is then employed in an evolved nuclear-grade 

graphite microstructure to determine the effect of such heterogeneity on the formation and 

propagation of the cracks along with the variations in the materials' mechanical properties. 
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The model then shows the right outcomes compared to the Idaho National Laboratory 

(INL) previous work [23]. This is a significant improvement compared to the other models 

in literature that usually use an external mesh with a pre-defined porosity. This would 

reveal the mystery behind the interactions between the pores, grain boundaries and the 

cracks that are yet to be understood [24, 25 – 27]. 

Here, we utilized the phase-field modeling approach [14 – 16] to model the fracture 

[24, 28 – 29] behavior in nuclear fuels. Although, in literature, there are several valuable 

techniques to capture different fracture behaviors numerically. Some of these successful 

methods are the discrete element method (DEM), the extended finite element method (X-

FEM) [30, 31], and the cohesive zone method (CZM) [32, 33]. Nevertheless, these 

methods are usually associated with a high computational cost and the cracking interfaces 

are not directly simulated. In X-FEM, the cracks are typically defined as discrete 

discontinuities that ease the brittle fracture simulations in polycrystalline material [34]. 

While the CZM approach applies a traction-separation method that indicates various 

fracture behaviors [35, 36]. Both methods (i.e., X-FEM and CZM) struggle to track the 

complex fracture evolutions. Moreover, the CZM shows mesh-dependent issues since the 

crack’s representations are usually limited to the boundaries of the elements [24]. In 

comparison, the phase-field fracture modeling uses a length scale parameter that is 

assigned to control the damage band while the discrete fracture surfaces are represented 

through a diffused damage field. This intelligent method successfully simulates the 

complicated crack patterns and topologies such as branching and coalescence [37 – 40]. 

Moreover, the phase-field modeling of fracture can explicitly track the initiations of the 
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cracks’ interfaces through the evolution of the phase-field order parameter (i.e., the 

damage variable) by minimizing the total energy of the system that is composed of elastic 

and fracture energies. This approach was first applied in the late of 1990s by Francfort 

[41] and Bourdin [42].  Recently, it has been employed to investigate various fracture 

behaviors in brittle [38, 40, 43] and nuclear materials [23]. In the last few years, it was 

employed to investigate fracture behaviors in UO2 , as well [19, 21]. 

 
1.2 Contribution to Research 

Compared with other phase-field fracture models, our Multiphysics model 

formulation was validated against experimental measurements and showed well 

agreements as discussed in [19]. In comparison with other studies which thoroughly 

investigated the fracture, our model was able to predict the cracks' initiation rate, size, 

shape, thickness, and morphology in addition to the spatial stresses formations, 

distributions, and evolutions throughout the whole system domain. These generalization 

capabilities in our model relax many assumptions employed by other models in the 

literature. The energy release rate, 𝒢! (or equivalently fracture toughness) is 

microstructure- and size-dependent, and its value is unknown for UO2 and other nuclear 

fuels. Its value is difficult to estimate both from experiments and first-principles 

simulations. Lower-scale, first-principles simulations are limited to small sizes and cannot 

evaluate the actual value for a realistic microstructure. Even experimental studies cannot 

extract this number directly. They usually utilize either finite-element simulations or 

employ a few limiting analytical expressions from the linear elastic fracture mechanics to 

derive this value from their data [44, 45]. Here, a set of 𝒢! and contract area (the part of 
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the fuel pellet in direct contact with the cold bath) were able to capture the overall fracture 

trend of the corresponding experimental data. In fact, we believe that the phase-field 

fracture employed here presents a new method for calculating the energy release rate 

𝒢!/fracture toughness.  

Furthermore, for the first time, we employed a multi-set order parameters to 

describe the concurrent crack formation and propagation along with microstructure 

evolution including second phase particles formation and evolution (e.g., coalescence). 

The verified model was first applied to study the stress distribution around voids 

boundaries in a static two-particle domain, then applied to a heterogeneous nuclear-grade 

graphite system to determine the effect of void coalescence on the fracture behaviors that 

changes the effective toughness of the materials; hence influences the mechanical 

properties. This is a considerable improvement compared with other models found in 

literature, which usually utilize an external mesh with a pre-defined porosity/hole. Our 

new technique allows studying microstructure evolutions and their influences on fracture 

behavior. This would reveal the mystery behind the interaction between the underling 

microstructure, second phase particles,  and cracks that are yet to be understood [24 – 27]. 

These novel combinations would simulate the hypothetical behavior of fracture 

due to the irradiations (i.e., embrittlement effect) where the gaps/cracks might nucleate at 

the surface of the pores and then join the pores themselves or propagating along the grain 

boundaries or might be hindered [46, 47]. Of course, it is impossible to simulate such 

complicated phenomena with the current approaches in literature because all of their 

mechanics-based methods use a pre-defined porous mesh, where the porosity will never 
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evolve. Our novel model, tightly coupled cracking with porosity, allows the near-real 

physics simulations for the first time in the field. 

 

1.3 This work Layout 

First, the technical background of nuclear fuel fracture and the experiment method 

and procedure of the thermal shock induced fracture in the UO2 are reviewed in Chapter 

II. This work model formulations were summarized in Chapter III. The validated model 

results to simulate the fracture in both UO2 and the Nuclear-grade graphite were presented 

in Chapter IV in which the test cases for benchmarking the model were conducted first. 

Lastly, the main work findings were summarized in Chapter V along with the future 

direction’s discussions. 
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CHAPTER II  

TECHNICAL BACKGROUND 

The strength of the materials approach does not anticipate the presence of a crack 

that can significantly decrease the structural strength and reliability. With the existence of 

a flaw size (a), the Fracture Toughness replaces the strength of materials, see Figure 2. For 

Linear-Elastic Fracture Mechanics (LEFM), the fracture toughness (𝐾"#) of material is 

determined from the Stress Intensity Factor (SIF, 𝐾"), while the J-integral (energy required 

to grow a crack) determines the fracture toughness for the Elastic-Plastic Fracture cases. 

For a structure that contains a crack into it (see figure 3), the fracture mechanics is about 

understanding how/when the crack becomes critical to transfer the structure from being 

stable to unstable and it turns out that we can use the below equation to describe the system 

[7, 11, 48].  

𝐾" = 𝑌𝜎√𝜋𝑎          Eq 2.1 

Where 𝐾" is the SIF, note that 𝐾"#  is the critical SIF or the fracture toughness (a 

material's property), the specific value of the SIF when the crack became unstable, the 

letter “I” stands for “mode I” of failure, opening mode. Also, in Eq 2.1, “𝑎”, is the crack 

size, 𝜎 is the stress (depends on the design or the application), and 𝑌 is a geometric 

function of the sample size and the size of the crack.  

Cracks might form or initiate on the sample surface (see figure 2) or inside (see 

figure 3). The crack-tip curvature (𝜌) is determining the max stress at the crack-tip and 

hence the crack propagations, this is illustrated in Figure 3 and Eq 2.2 in which the 𝐾$ is 

the stress concentration factor at the crack-tip. 
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𝐾$ =
%!"#
%$

≈ 2>
&
'
           Eq 2.2 

 

With irradiation, the fracture behavior becomes much more complicated. The 

primary mechanism of irradiation damage [49] is illustrated schematically in Figure 4 

[50], in which the green particle represents a neutron or any heavy-ion that is of high 

enough energy to cause atomic displacement. The very first event where this particle 

(green particle in figure 4) strikes the perfect crystal (the array of white circles in Figure 

4) is called the “primary knock-on atom” or PKA then that particle and the release PKA 

hit more and more atoms resulting in what is so-called a “Damaged Cascade” leaving 

behind various types of defects. The severity of damage could be quantified by using a 

criterion called “DPA” or Displacement Per Atom that measures how many times every 

atom in the system has been displaced. In the same scope, one of the biggest challenges to 

the nuclear power plants is the embrittlement effect on the reactor pressure vessel (PV). 

Figure 2 An influence of a crack. Figure 3 Schematic illustrations of the 
elliptical crack-tip curvature, 𝝆. 
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The PV is the main component that determines the reactor lifetime. Figure 5 [51] illustrates 

how the pressure vessels can get brittle at room temperature due to radiation damage, 

where the upper shelf energy (USE) decreases, causing less energy absorption capabilities.  

 

 

The following subsections in this chapter were designed first to explain, in detail, 

the technical background related to the phase-field modeling of fracture that was utilized 

to simulate this work cases of studies. Second, we described this work experimental study 

that was conducted to understand the fuel fracturing behavior of sintered UO2 pellets when 

exposed to thermal shock. These experimental works were utilized to validate our model 

results. The detailed technical backgrounds presented in this chapter are crucial to 

interpreting this work model formations and results.   

Figure 4 Schematic illustration of 
irradiation damage [50]. 

Figure 5 An illustration of the Irradiation-Induced 
Embrittlement process in Ferritic Steels, Reactor 
Pressure vessel (PV). The figure shows the ductile-
to-brittle transition temperature (DBTT) and the 
Upper Shelf Energy (USE) reduction [51]. 
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2.1 Phase Field Modeling of Fracture  

Here we shall introduce the detailed formation of the phase-field modeling of 

fracture and illustrate the implantation of the brittle fracture case. This modeling approach 

aims to evolve the displacement field and the cracks set/surfaces by minimizing the 

system's total free energy, which is generalized to Griffith’s theory [5]. A detailed 

description of the phase-field modeling of fracture governing equations was presented first 

then tailgated by the crack equilibrium profile analysis in 1-D. The analytical calculations 

of the expected critical stress and strains were also derived in the 1-D case. Finally, the 

phase-field model parameters, such as the gradient energy coefficient (𝜅) and the surface 

energy (𝛾), were evaluated at the end. More details about the model's history and 

developments are presented in Chapter III. 

  

2.1.1 The phase-field modeling of fracture governing equations  

The crack propagations in phase-field modeling of fracture took place due to the 

competition between the stored and surface energies. The system total free energy can be 

described as: 

Ftotal = Ψstored 	− Ψexternal 	+ Ψ./01&!2 	       Eq 2.3 

While the  Ψexternal, is the external potential energy denoted as : 

Ψexternal =	∫ 𝑏∗.𝒖 dV4 + ∫ 𝑡∗.𝒖 dA54%
	       Eq 2.4 

Here, 𝑏∗ and 𝑡∗ are the macroscopic body force and boundary tractions, respectively. 𝜕Ω$ 

is the Neumann boundary. Considering the smeared nature of the crack in the phase field 

modeling, the stored energy functional Ψstored is given by: 
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Ψstored(𝒖, η6) = ∫ Ψ(𝜖(𝒖), η6) dV4 	        Eq 2.5 

The surface energy can be generalized as : 

 Ψ./01&!2 	= 	 𝒢!O
7
89
(η68 + 𝑙8|∇η6|8) dV	

4
=	∫ 𝒢!γ	(η6,∇η6	)	 dVℬ     Eq 2.6 

Where, ℬ is the localization band ℬ	 ⊆ 	Ω	 over which the crack is smeared. And 

γ	(η6,∇η6	)	  is the generalized crack surface density function.  

With that, the total free energy of the system could be expressed as follow: 

𝐹(𝒖, η6) 	= ∫ Ψ(𝜖(𝒖), η6) dV4 + 𝒢!O
7
89
(η68 + 𝑙8|∇η6|8) dV − ∫ 𝑏∗.𝒖 dV4 −

4

∫ 𝑡∗.𝒖 dA54%
  Eq 3.8 

The displacement and the damage phase-field order parameter (𝒖, η6) are determined by 

solving the following minimization argument. 

 (𝒖(𝒙), η6(𝑥)) = 	𝐴𝑟𝑔{𝑚𝑖𝑛	𝐹(𝒖, η6)	}	  subject to η6̇ ≥ 0,					η6 ∈ [0,1]         Eq. 2.7 

It worth noting that, the constitutive relation for the mechanical stresses, that is obtained 

by thermodynamic reasoning [52],  is defined as: 

𝜎 = 5;
5∈

                  Eq. 2.8 

To obtain the governing equations, we derived the first derivative of the total free energy 

functional, as presented below: 
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𝛿𝐹	 =
∫ 𝜎𝛿𝜖 dV4 +O 5;

5=&
𝛿η6 dV

ℬ
+O 𝒢! e

5>
5=&

𝛿η6 +
5>
5∇=&

. 𝛿∇η6f  dV
ℬ

−	∫ 𝑏∗.𝛿𝒖 dV4 − ∫ 𝑡∗.𝛿𝒖 dA54%

			        Eq. 2.9 

The stationary condition of the total free energy functional i.e., 𝛿𝐹 = 0 for 𝛿η6 > 0 and 

𝛿𝐹 > 0 for 𝛿η6 = 0, gives the rise to the following governing equations: 

𝑂𝑛	𝑚𝑒𝑐𝑎𝑛𝑖𝑐𝑠	𝑠𝑖𝑑𝑒	 k ∇. σ	 +	𝑏
∗ 	= 	0							𝑖𝑛	Ω

𝜎. 𝑛	 = 	 𝑡∗														𝑜𝑛	𝜕Ω$
        Eq. 2.10a 

𝑜𝑛		𝑝ℎ𝑎𝑠𝑒 − 𝑓𝑖𝑒𝑙𝑑		

⎩
⎪⎪
⎨

⎪⎪
⎧ −𝑔@(η6)

5;
5Atuuvuuw

#0&!B	D0EFEGA	1H0!2

− 𝒢! x
5>
5=&

− ∇. e 5>
5∇=&

fy
tuuuuuvuuuuuw

#0&!B	0E.E.$2G!2

= 0	, η6̇ > 0	𝑖𝑛	ℬ

−𝑔@(η6)
5;
5Atuuvuuw

#0&!B	D0EFEGA	1H0!2

− 𝒢! x
5>
5=&

− ∇. e 5>
5∇=&

fy
tuuuuuvuuuuuw

#0&!B	0E.E.$2G!2

< 0	, η6̇ = 0	𝑖𝑛	ℬ
Eq. 

2.10b 

2.1.2 The equilibrium profile in One-Dimensional analysis 

In this study, we utilized a quadratic function for both: surface density function, 

γ	(η6,∇η6	) and Degradation function 𝑔(η6) due to its numerical stability [52]. By 

applying the minimization conditions (5γ	(=&,∇=&	)
5=&

)  to the aforementioned crack surface 

density function, γ	(η6,∇η6	)=	
7
89
(η68 + 𝑙8|∇η6|8) 	 that leads  to an ordinary differential 

equation (ODE) with the form: 

7
9$
η6(𝑥) − 𝑙MηD@@(𝑥) = 0              Eq. 2.11  

The solution of this ODE gives the rise to the crack phase-field η6(𝑥) equilibrium profile. 

For a better representation of the phase-field regulation we consider a smeared crack at 
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𝑥 = 0 in 1-D, the following exponential equation is the solution of the ODE represented 

in Eq. 2.11 and satisfying these conditions: η6(𝑥 = 0) = 1,							η6(𝑥) 	→ 0: 𝑥 → ±∞. This 

was first represented by  Miehe et al. [28, 29]: 

η6(𝑥) = 𝑒𝑥𝑝 e− |O|
9$
f			 								for−∞ < 𝑥 < ∞           Eq. 2.12 

𝑙M is the characteristic length scale that determine the cracked smeared region. The 

influences of 𝑙M and Eq. 2.12 were represented in the crack equilibrium profile, see Figure 

6 [52]. 

  

Figure 6 An illustration of the crack profile solution in 1-D case that shows the 
influences of the characteristic length scale parameters 𝒍𝟎 on the smeared crack 
region.  
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2.1.3 Critical stress and strain analysis in One-Dimensional solution 

Here, we shall introduce a detailed analytical result of the Phase-Field fracture 

model in 1-D. We considered a softening bar in uniaxial traction. This bare have a length 

of 2𝐿 in which position 𝑥 ∈ [−𝐿, 𝐿]. The bar is loaded at both ends thus, the displacement 

𝒖 increased in both opposite directions. To define the state equilibrium of the bar we 

assumed 𝜎O = 0 , the stress-strain relation is defined as 𝜎 = 𝑔(η6)	𝐸M𝜖    , where 𝐸M is the 

young’s modulus, 𝜖 is the strain. Thus, all the following set of equations are holds for this 

1-D analysis: 

𝜎 = 𝑔(η6)𝐸M𝜖         Eq. 2.13a 

𝜎O = 0          Eq. 2.13b 

−𝑔@(η6)
5;
5A
−	𝒢! e

5>
5=&
f 	= 	0       Eq. 2.13c 

For the sake of generalization and to apply the analytical methods for different 

combinations of degradation functions 𝑔(η6) and geometric crack function 𝛼 (η6),  in 

this work we used 𝛼(η6) = η68	.  Thus, surface function density γ	(η6,∇η6	) can be 

defined as: 

γ	(η6,∇η6	)=	
7
!$
�7
Q$
𝛼(η6) + 𝜄M|∇η6|8� 	         Eq. 2.14 

where, 𝑐M is a scaling parameter = 2. With that, the generalized form of the Eq. 2.13c is 

redefined as: 

 	𝒢'
!$
�7
Q$
𝛼′(η6) − 2𝜄Mη6′′(𝑥)� +

7
8
𝑔@(η6)𝐸M𝜖8 = 0     Eq. 2.15 

For simplicity, let’s introduce a monotonically increasing function 𝜔(η6) 	= 	
7

A(=&)
− 1, 

thus the general formulation of the degradation function would be defined as: 
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𝑔(η6) = 	
7

7ST(=&)	
         Eq. 2.16a 

𝑔′(η6) = −𝑔8(η6)	𝜔′(η6) 		< 	0	        Eq. 2.16b 

sub  Eq 2.16b into Eq. 2.15 leads to: 

	𝒢'
!$
�7
Q$
𝛼′(η6) − 2𝜄Mη6′′(𝑥)� =

7
8
𝑔8(η6)	𝜔′(η6)𝐸M𝜖8      Eq. 2.17 

Sub Eq. 2.16a into Eq. 2.17, then: 

	8U$𝒢'
!$

�7
Q$
𝛼′(η6) − 2𝜄Mη6′′(𝑥)� = 𝜎8𝜔′(η6)       Eq. 2.18a 

𝜎8𝜔@(η6) − 𝐴M[𝛼@(η6) − 2	𝜄M8	η6@@(𝑥)] = 0									, 𝑤ℎ𝑒𝑟𝑒	𝐴M =
	8U$𝒢'
Q$!$

	  Eq. 2.18b 

Assuming a homogenous solution i.e., the strain field are uniformly distributed  along 

the bar. Thus, the identity η6@@(𝑥) = 0, then : 

𝜎 = >𝐴M 		
V((=&)
T((=&)

	,					𝜖 = 7
U$
	>−𝐴M

V((=&)
A((=&)

	,						𝒖	 = 	𝜖𝐿	 = 	 W
U$
	>−𝐴M

V((=&)
A((=&)

		    Eq. 2.19 

Here we assume a quadratic geometric crack function and quadratic degradation 

function in which 𝛼(η6) = 𝜉η6 + (1 − 𝜉)	η68 ,   𝑐M = 2   , & 𝑔(η6) = 	 (1 − η6)8.  

Thus 𝛼@(η6) 	= 	2	(1 − 𝜉)	η6 + 𝜉 and 𝜔@(η6) = 	
8

(7X=&))
 , by sub into Eq. 2.19 it turns 

into: 

𝜎 = >	U$𝒢'
!$	Q$

	(2	(1 − 𝜉)	η6 + 𝜉)(1 − η6)Y	       Eq. 2.20 
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2.1.3.1 Quadratic crack surface density and strain degradation functions 

For a quadratic geometric crack function and quadratic degradation function in 

which 𝛼(η6) = 	η68 ,   𝑐M = 2   , & 𝑔(η6) = 	 (1 − η6)8, the critical crack phase-field 

η6_[ is solved as 5%
5=&

�
=&_+

= 0. Thus, 

�𝑔�η6+�𝑔′′�η6+� 	− 	2𝑔′�η6+�
8� η6+ = 𝑔@\=&+]. 𝑔�η6+�   Eq. 2.21a	

𝑠𝑢𝑏	𝑔�ηD'� = �1 − ηD'�
8		

��1 − ηD'�
8	2	 − 2 �2 e�1 − ηD'�f�

8
� ηD' = 2�1 − ηD'��1 − ηD'�

8  Eq. 2.21b 

This leads to η6_[ =
7
^
 , by substituting in Eq. 3.21, then: 

𝜎! =
Y
7_>

	YU$𝒢'
9$

   and  𝜖! = > 	𝒢'
YU$9$

           Eq. 2.22 

 

Figures 7 and 8 are presenting the homogenous stress-strain behavior and the 

phase-field order parameter η6 vs. strain, respectively. In these figures we used a unity 

value for both 	𝒢! and 𝐸M for simplicity. It worth noting that, these two figures illustrate 

the decreasing of the maximum stress due to an increasing in  𝑙M values. Someone can 

observe that once 𝑙M
$2GD.	$H
�⎯⎯⎯⎯� 	0			, 𝜎

$2GD.	$H
�⎯⎯⎯⎯� ∞ that is consistent with the Griffith 

expectations [5]. An assessment of various combinations of geometric, degradations 

functions were presented in detail by Wu et al., [52] and summarized in Table 1 [52]. 
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Figure 7 One dimensional homogenous Stress-Strain Curve  for different 
length scale (𝒍𝟎) while the geometric function and the degradation functions 
are 𝜶(𝛈𝐝) = 	𝛈𝐝𝟐 & 𝒈(𝛈𝐝) = 	 (𝟏 − 𝛈𝐝)𝟐, respectively.  

Figure 8 One dimensional homogenous behavior of order parameter 𝛈𝐝 vs. 
strain  for different length scale (𝒍𝟎) while the geometric function and the 
degradation functions are 𝜶(𝛈𝐝) = 	𝛈𝐝𝟐 & 𝒈(𝛈𝐝) = 	 (𝟏 − 𝛈𝐝)𝟐, respectively. 
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Table 1 Various combinations of geometric crack functions 𝜶(𝛈𝐝) and energetic 
degradation functions 𝒈(𝛈𝐝) along with the corresponding critical stress 𝝈𝒄 and 
strains  𝝐𝒄 [52]. 
𝜶(𝛈𝐝) 𝒈(𝛈𝐝) 𝝈𝒄 𝝐𝒄 

η68 (1 − η6)8 
3
16�

	3𝐸M𝒢!
𝑙M

 �
	𝒢!
3𝐸M𝑙M

 

η68 3(1 − η6)8 − 2(1 − η6)Y 
27
250�

	30𝐸M𝒢!
𝑙M

 �
	10𝒢!
27𝐸M𝑙M

 

η68 4(1 − η6)Y − 3(1 − η6)^ 
128
243�

	2𝐸M𝒢!
3𝑙M

 
9
16�

	2𝒢!
3𝐸M𝑙M

 

η6 (1 − η6)8 �
	2𝐸M𝒢!
8𝑙M

 �
	3𝒢!
8𝐸M𝑙M

 

 

2.1.3.2 Quadratic crack density function and cubic strain degradation function 

Similarly, here we are implementing a mix of a quadratic crack density function 

𝛼(η6) = 	η68 and cubic degradation function  𝑔(η6) = 	3(1 − η6)8– 2(1 − η6)Y , 

second row in Table 1. In this case, the critical crack phase-field η6_[ is also solved 

based on  5%
5=&
�
=&_+

= 0, this leads to a η6_[ 	= 0.1	and: 

𝜎! =
8c
8dM>

	YMU$𝒢'
Q$

   &  𝜖! = > 	7M𝒢'
8c	U$Q$

       Eq. 2.23 

with a distinguished two regions:  
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1) Elastic stage, where 𝜖 ≤ 𝜖,̅ in which the is the elastic strain limit and 𝜖̅ = > 	𝒢'
YU$Q$

, 

thus: 𝜎 = 𝐸M𝜖 as η6 	= 0 

2) Inelastic region, 𝜖 ≥ 𝜖,̅ here: 𝜎 = e	𝒢'
Q$
f
8
eeU$f

,–8	𝒢'/Q$
8cU$,f-

f  with η6 	= 1– 	𝒢'
YU$Q$f,

 

Figure 9 illustrates the comparison between both quadratic functions and the set of 

quadratic crack density with cubic degradation functions. This shows the near-to-

homogeneous stress-strain curve of cubic function is almost linear in elastic before the 

damage starts. Furthermore, the maximum homogeneous stress is higher than the 

corresponding quadratic value, which results in a larger characteristic length scale for the 

same critical stress and thus decreases the computational cost [40]. 

  

Figure 9 A 1-D homogeneous solution to investigate the phase-field order parameter 
Vs. Strain (left) and stress-strain curves (right). In this investigation, we illustrate the 
difference in implementing the crack density as quadratic function vs. quadratic and 
cubic degradation functions. Here, we implemented the characteristic length scale 
with a constant value (𝒍𝟎= 0.25). The cubic degradation function is associated with 
higher homogenous stress, decreasing the computational cost due to the flexibility of 
selecting higher 𝒍𝟎. 
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2.1.4 Allen–Cahn-type evolution equations to a phase field model of fracture  

To avoid crack healing, a history variable H is required that is representing the 

maximum energy density over the time interval (t). Thus,  

𝐻 = 𝑚𝑎𝑥$(ΨS) 

Now, the total free energy is redefined as: 

Ftotal = g(η6)	H + Ψ– + 𝒢+
[$
�7
i$
α(η6) + ιM|∇η6|8�

Ftotal = felastic + f10&!$/02tuuuuvuuuuw
1./'".

+ 𝒢+i$
[$
|∇η6|8

               Eq 2.24 

Where, 

felastic = g(η6)	H + Ψ–

f10&!$/02 =
𝒢+i$
[$
α(η6)

                  Eq 2.25 

The evolution equation for the phase field damage parameter follows the Allen-

Cahn equation, such that: 

η6̇ =–𝐿
jk%/%".
j=&

                   Eq 2.26 

The total free energy first derivative with respect to the damage parameter (η6) is: 

 5k%/%".
5=&

= g′(η6)H +
𝒢+i$
[$
α′(η6)	                Eq 2.27 

The total free energy second derivative with respect to the damage parameter (η6) is: 

5,k%/%".
5,=&

= g′′(η6)H +
𝒢+i$
[$
α′′(η6)                Eq 2.28 

Thus, the Allen–Cahn-type evolution equation to this phase field model of fracture is: 

η6̇ =–𝐿
jk%/%".
j=&

=–𝐿 eg′(η6)H +
𝒢+i$
[$
α′(η6)– ∇. ϰ∇η6f                  Eq 2.29 

Or 
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η6̇ =–𝐿
jk%/%".
j=&

=–𝐿 eg′(η6)
5l0

5m1
+ 𝒢+9$	

[$
α′(η6)– ∇. ϰ∇η6f     E 2.30 

Where, L is the Allen-Cahn mobility and equals to the inverse of viscosity, while 

the gradient coefficient (ϰ) can be evaluated as: 

ϰ = 8𝒢+9$	
[$

                    Eq 2.31 

To evaluate the crack surface energy (𝛾); by considering an equilibrium case in which the 

driving force vanish. Thus, we start by rewriting Eq 2.30 as: 

=&̇
W
=–g′(η6)

5l0

5m1
+ ϰ∇8𝜂D                    Eq 2.32 

The energy of the crack surfaces as defined by Levitas et al. [53], is the excess energy with 

respect to the bulk materials and is related to the energy release rate (𝒢[ = 2𝛾) [54] and 

the surface tension (2𝛾 = ∫ 𝜎.$dΩ
So
Xo ) [53]. With that and similar to [53], the Allen-Cahn 

equation in one-dimensional case can be expresses as: 

5l0

5m1
= D

Dm1
�8>
D
α(η6)� = ϰ D

,=&
DO,

               Eq 2.33 

Here, “d” is the initial distance between two plans forming crack surfaces and related to 

the aforementioned characteristic length scale (𝑙M ). Thus, we might introduce a new 

parameter “A”, that is depending on the crack surface energy in which,  𝐴(𝛾) 	= 8>
D
	.  

It worth noting that, this one-dimensional analysis is considered along the X-axis that is 

along the direction normal to the crack surface. Thus, 

D,=&
DO,

= D=@&
DO

= D=@&
6=&

	D=&
DO

= D=@&
6=&

	η′6 =
7
8
D\=@&,]
6=&

              Eq 2.34 

Then, 
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D
Dm1

�8>
D
α(η6)� =

p
8
	D\=@&

,]
6=&

                Eq 2.35 

By integrating over dη6, then: 

p
8
η′6

8 = 8>
D
α(η6)                 Eq 2.36 

By implementing a boundary condition for η6, in which η6(±∞) = η′6(±∞) = 0, one 

can obtain the generalized expression for the crack surface profile as : 

η6 =
Y
8
¬1 − −1 + 8

7S\8X√Y]2
234,56& |#|

®

8

¯               Eq 2.37 

This generalized crack surface profile is shown in Figure 10. Note that, this 

equation is the generalized form of the crack surface profile that was derived in Eq 2.12 

and in Figure 6.  Once Eq 2.36 is generalized for the multidimensional case, this leads to 

an interesting description of the gradient energy e𝜓∇ = 	𝐴(𝛾)	α(η6)f, in which the 

gradient energy is equal to the excess of the local energy.  

 

 

𝛈𝐝 

Figure 10 Generalized crack profile in 1D, 𝜷 is constant [53].   
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It worth noting that the surface energy �𝜓rstu� is defined as the excess of the strain-

independent energy while considering the intact region [53]. Thus, and by utilizing 

equation Eq 2.36, the surface energy can be evaluated as: 

𝜓rstu = 2𝛾 = 2𝐴(𝛾) ∫ α(η6)𝑑𝑥
So
Xo 	= 	4𝐴(𝛾) ∫ α(η6)𝑑𝑥

M
Xo              Eq 2.38 

To be consistent with the definition, we might need to integrate only over the range of the 

damage parameter (η6), Thus: 

𝜓rstu = 	4𝐴(𝛾) ∫ α(η6)
DO
D=&

7
M 𝑑η6                  Eq 2.39 

From Eq 2.35, D=&
DO

= >^>v(=&)
p	D	

 , while 𝐴(𝛾) 	= 8>
D

 .Hence, Eq 2.39 can be written as: 

𝜓rstu = 	4𝐴(𝛾) ∫ α(η6)
DO
D=&

7
M 𝑑η6 = 2²2𝐴(𝛾)	ϰ ∫ ²α(η6)

7
M 𝑑η6            Eq 2.40 

Note that, the term ∫ ²α(η6)
7
M 𝑑η6 is a constant since it’s a finite integration over 

an interpolation function, hence  𝑌 = ∫ ²α(η6)
7
M 𝑑η6 is a constant number. Also, the 

gradient coefficient (ϰ) that is introduced in Eq 2.31 can be generalized to, ϰ = 	>	D
^w,

 . 

Reference [53] evaluated these parameters for different geometrical functions.  
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2.2 Thermal Fracture in sintered UO2 Pellets1 

Most commercial nuclear power plants in U.S. and worldwide use UO2 as fuel. 

Despite downsides with high-thermal strains due to poor thermal conductivity, UO2 is still 

the primary choice for Light Water Reactors (LWRs) due to its high melting point (2865 

◦C), lack of phase changes up to its melting point (unlike metallic fuels), good corrosion 

resistance, and fission product retention [19]. Fuel fracturing impacts the thermo-

mechanical properties of UO2 during normal and transient operation. Since UO2 has a very 

low thermal conductivity [55], a range thermal gradient can build up (Soret effect) with a 

mass gradient leading to the initiation of pores.  

In as-fabricated unirradiated LWR fuel, volumetric heating from fission is mostly 

spatially uniform (except on the pellet periphery). As burnup increases, self-shielding 

effects result in higher volumetric heat generation around the perimeter of the fuel pellets 

[12, 56]. The heat is transferred radially outward from the fuel pellet, across the fuel-

cladding gap, through the cladding, and finally into the coolant where it converts aqueous 

water into gaseous steam. During reactor operation, nuclear fuels experience swelling and 

form voids and bubbles, which may cause the pellet to fracture at higher temperatures. 

Fuel fracturing may occur when the fuel is thermally shocked, or a rapid decrease in 

temperature as a result of the thermo-mechanical stress incurred by the grain boundaries 

 

1 Reprinted with permission from Elsevier "Experimentally validated Multiphysics modeling of fracture 
induced by thermal shocks in Sintered UO2 Pellets" by L. D. McClenny, M. I. Butt, M. Gomaa Abdoelatef, 
M. J. Pate, K. L. Yee, R. Harikrishnan, D. Perez-Nunez, W. Jiang, L. H. Ortega, S. M. McDeavitt and K. 
Ahmed, 2022. , Journal of Nuclear Materials. Copyright [2022] by Journal of Nuclear Materials.  
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of the material and varies depending on density, porosity, chemical composition, and 

microstructural state. Non-uniform thermal expansion in the fuel pellet causes 

compressive stresses in the center and tensile stresses on the exterior. This hoop stress as 

a function of radial position is pictured in Figure 11. It can be observed from the plot that 

radial cracking occurs as the tensile hoop stress surpasses the tensile strength of the fuel 

due to increasing power [57].  

 

 

Figure 11 Plot of variation in hoop stress in fresh LWR fuel as a 
function of radial position during ramping to full power [19, 57]. 
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The tensile strength of UO2 is about 150 MPa and fracture initiation is expected to 

occur when the hoop stress surpasses this value [57]. In this work, a coupled experimental 

and computational approach was utilized to investigate thermal fracture in UO2. First, to 

induce fracture in UO2 pellets, the pellets were submerged in molten salts and heated to a 

temperature in the range of (589– 676 ◦C). Then these pellets were subjected to a rapid 

temperature decrease to mimic accidents-like transients. Second, the computational model 

was used to simulate, reproduce, and interpret the experimental data.  More details about 

this work experiment were illustrated in [19]. This work experimental results were used 

to validate our Phase-Field model of fracture in UO2 , as demonstrated here, in the result 

section.  
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2.3 The Experimental work of thermal shocks induced fracture in UO22  

Fuel fracturing in LWRs is a well expected occurrence during reactor operation, 

however, limited experimental data with varying configurations (such as high-burnup 

fuel) of fracture initiation and propagation of UO2 fuel pellets exists. Since replication of 

a LWR environment for a fuel pellet is difficult due to the temperature profile being a 

result of a combination of volumetric fission heating and coolant heat removal, few have 

taken on this challenge [57]. With this limited data availability, novel modeling 

approaches cannot be implemented with certainty. This work results would add upon 

current literature data that allow further investigations for radial relocation, pellet-cladding 

mechanical interactions, and fragmentation phenomena to benefit fuel performance 

objectives in LWRs. To fulfill this requirement for further experimental validation, fuel 

fracturing experiments were carried out that subject the fuel to a temperature profile that 

allows for an observation of the cracking propagation and emphasizes fuel cracking rather 

than any unrelated phenomena.  

As part of a three-component experimental study focused on different heating 

methods of UO2 fuel, the purpose of this particular experiment was to slowly heat a fuel 

pellet contained in a metal tube assembly to a high temperature and subsequently quench 

said tube in a cold bath designed to insulate the top and bottom portions of the cylindrical 

pellet to generate a radial heat flux [19, 57]. Figure 12 displays an expected temperature 

 

2 Reprinted with permission from Elsevier "Experimentally validated Multiphysics modeling of fracture 
induced by thermal shocks in Sintered UO2 Pellets" by L. D. McClenny, M. I. Butt, M. Gomaa Abdoelatef, 
M. J. Pate, K. L. Yee, R. Harikrishnan, D. Perez-Nunez, W. Jiang, L. H. Ortega, S. M. McDeavitt and K. 
Ahmed, 2022. , Journal of Nuclear Materials. Copyright [2022] by Journal of Nuclear Materials. 
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profile of the quenching process when cooling from a spatially uniform high temperature. 

The UO2 pellets used for this study were manufactured at Texas A&M University’s Fuel 

Cycle and Materials Laboratory (FCML) using powder metallurgical methods and 

sintering to produce cylindrical UO2 fuel pellets of approximately 9– 10	𝑚𝑚 in height and 

10– 11	𝑚𝑚 diameter each. Fuel pellets of varying density, diameter, and heights were 

used in the thermal shocking experiments.  

 

  

Figure 12  Plot of expected temperature profile during quenching after 
achieving a spatially uniform high temperature in the pellet [19] [57].   
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2.3.1 Experimental methods 

Experimental data has been collected on fuel fracturing of sintered UO2 pellets by 

thermally shocking them in high-temperature conditions (∼700 ◦C ternary carbonate salt) 

and subsequently in sub-zero conditions (−10 ◦C in water or 1:1 ethylene glycol:water). 

More detail about the experimental procedures can be found in in [19] and Ortega et al 

[58]. Here, we present Multiphysics computational modeling approaches and additional 

experimental results, extending the work performed by Ortega et al. [58] and adding 

supplemental discussion. The 

experimental set-up consists of a UO2 

pellet resting on a ceramic cylinder, 

which is inserted into a copper tube in a 

sealed Swagelok assembly. Insulation is 

placed on one side of the fuel pellet to 

increase thermal conductivity through the 

copper on one side. It is worth noting that 

the surface side area introduced to the 

cold bath (quenching) is 1/6 of the total 

pellet surface area; a “contact area” will 

refer to this area throughout the following 

discussions, see Figure 13 (for a 

schematic illustration). 

 

Figure 13 the pellets were cut into three 
parts which included two axial cuts and one 
radial cut to observe the fracture occurring 
in the samples. Note that shaded in blue is 
the contact area introduced to the cold bath 
(1/6 of the total pellet surface area). (For 
interpretation of the references to color in 
this figure legend, the reader is referred to 
the web version of this article.) [19] 
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The tube assembly is constructed inside of a helium-filled glovebox in order to 

reduce the oxidation rate of the fuel pellet, see Figure 14. A successful experiment is one 

that manages to induce fracture in the pellet as a result of the sudden temperature decrease 

from the heating in the hot salt bath to quenching in the cold bath. The thermal shock tests 

were characterized using two thermocouples attached to the assembly, one attached to the 

top of the pellet, and one attached to the out-side of the tubing to measure the temperature 

difference across the boundary. The inner thermocouple (0.3” diameter) is placed into a 

small divot drilled into the pellet and sealed with high temperature cement while the outer 

thermocouple is held in place using a hose clamp.  

 

 

Figure 14 (left) Insertion of insulation and pellet U6-71B attached to the thermo- 
couple into the capsule. (right) Solidworks rendering of the placement of the pellet 
in the capsule [19]. 
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Figure 15 (b) shows an optical microscope image of a successfully cracked sample 

next to an example of temperature data from the same experiment, Figure 15 (a). Note the 

rapid decrease in temperature as the sample is quenched in the cold-water bath.  

 

2.3.2 Experimental procedure 

The capsule was submerged in the molten salt bath until the pellet’s temperature 

reached equilibrium with that of the salt bath, about 11 min on average. A sample 

experimental temperature profile (which did result in fracture) collected via the LabVIEW 

software suite is shown in Figure 15 (a). The step shifts noticed in this figure exist due to 

the malfunction of thermocouples in the salt bath at the given temperature. Once 

approaching the proper temperature, the sample quenched into the cold bath, hence the 

sudden and smooth drop. Upon reaching the desired temperature, the capsule was removed 

Figure 15 (a) Temperature readings of thermocouples from a pellet submersion 
experiment of a UO2 pellet. Note that, the step changes seen in the plot are due to 
malfunction of thermocouples in the salt bath at the presented temperature. After 
reaching the appropriate temperature the sample was then quenched into the cold 
bath, hence the sudden and smooth drop. (b) Hirox image of a successfully cracked 
UO2 pellet [19]. 
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from the hot bath and immediately submerged into the cold bath. The capsule remained 

there until it cooled down to around room temperature.  

Table 2 [19] shows the times and temperatures for each experiment. For select 

experiments, temperature data for the heating process was inaccurate as depicted with an 

asterisk in Table 3 [19]. However, upon removing the capsule, temperature readings 

stabilized with minimal variation. This malfunction in thermocouple readings may be 

caused by an interaction between the copper capsule and the molten salt bath. In the 

experiments that resulted in fracture which are primarily discussed in the main body of 

this contribution, physically compromised experiments were omitted from study.  

 

Table 2 The submersion times and temperatures of each experiment [19] . 

Pellet ID 
Hot Bath 

Temp 
(℃) 

Capsule 
Hot Bath 

Time (min) 

Highest 
Pellet Temp 

(℃) 

Cold Bath 
Temperatur

e (℃) 

Capsule 
Cold Bath 
Time (min) 

Lowest 
Pellet 

Temp (℃) 
U6-71B* 640 6 640 -10 7 35 
U6-40* 670 7 667 -11 8 17 
U2-25* 635 8 600 -9 8 0 
U4-53C 700 9 662 -9 15 0 
U4-42 559 10 586 4 10 25 

U5-15A 683 11 676 5 12 10 
U2-49 712 26 669 5 14 10 

 

Table 3 Sintering profiles and associated calculated densities for various 
experiments [19]  

Pellet ID Mass 
(g) 

Density 
(g/cc) Sintering Profile 

U6-71B 9.05 8.75 30 min at 350◦C, 10 min at 1800◦C 
U6-40 9.29 9.82 30 min at 350◦C,12 hr at 1700◦C, 5 hr cool down to 25◦C 
U2-25 9.41 9.79 30 min at 350◦C, 8 hr at 1700◦C, 5 hr cool down to 25◦C 

U4-53C 9.08 10.11 24 hr at 1790◦C 
U4-42 9.16 10.31 325 bakeout, 18 hr at 1675 ◦C 

U5-15A 9.17 10.38 325 bakeout, 24 hr at 1790 ◦C 
U2-49 9.11 10.04 325 bakeout, 3 hr at 1700 ◦C 
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The capsules were left in the fume hood for at least 24 h before they were opened, 

and the pellets were subsequently examined via aided and unaided means. Each pellet was 

imaged with an optical microscope for micro-level fracturing as well as unassisted user 

observation for macro-level fracture. The pellets that showed signs of cracking were 

placed into epoxy resin, sectioned, and polished for further imaging in the scanning 

electron microscope (SEM).  
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2.4 Fracture heterogeneity in TRISO Buffer layer  

 TRi-structural ISOtropic (TRISO) particle fuel includes Uranium Carbide (UCO) 

or Uranium Dioxide (UO2) as a fuel kernel. The kernel is covered by four layers: 

Pyrocarbon buffer layer (buffer), an inner Pyrocarbon layer (IPyC), a SiC layer, and an 

outer Pyrocarbon layer (OPyC), as shown schematically in Figure 16 [59] and micro-

graphically in figure 17 [59]. TRISO particles are super small in sizes (with ~ 500 microns 

in diameter) yet very robust. These fuel particles usually dispersed into larger spheres 

called “pebbles” to power both types of Advanced Reactors, molten salt-cooled [60] and 

high-temperature gas reactors [61]. Compared to the current nuclear reactors’ fuels, 

TRISO shows an excellent residence to the irradiation, oxidation, corrosion, and the high 

temperatures conditions [62]. TRISO fuel was first developed in the United States and the 

United Kingdom in the 1960s with Uranium Dioxide fuel [63]. 

 

Figure 16 An illustration of the TRISO-layers that are coating the fuel kernel [59]. 
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In 2009, Advanced Gas Reactor (AGR) testing of TRISO fuel based on UCO 

kernel introduced worldwide record by reaching nearly 19% maximum burnup throughout 

a three-year test at Idaho National Laboratory (INL). This record is approximately double 

the former record established by the Germans in the 1980s and is triple times the burnup 

values that are currently operated by the light-water reactors—demonstrating the TRISO 

excellent capability [20]. 

Albeit the outstanding performance that has been confirmed, AGR-1 [20] [21] and 

AGR-2 [22] observed TRISO particles failures due to the buffer layer behaviors under 

irradiation. TRISO Buffer layer has a lower density with higher porosity to maintain the 

fission gases. Under irradiation, buffer inward densification phenomena take place, which 

leads to buffer tearing, i.e., full, or partial buffer-IPyC debonding. Moreover, the buffer 

fracture happens while the fuel kernel swells outward.  As illustrated in AGR-1, the 

Figure 17 Micrographs images of TRISO particle. The left side shows the cracked 
particle, while the right side shows a zoom-in cross-sectional of the TRISO layers [59]. 
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TRISO particles that exhibit buffer fracture was found more frequent with partial buffer-

IPyC debonding [20] [21]. This stochastic behavior of buffer tearing, and buffer fracture 

inspired this work to utilize the phase-field approach to illustrate a mechanistic 

understanding of buffer (i.e., pores microstructure) behavior under various loading. The 

Buffer tearing depends on the stress that is developed in the buffer during irradiation. 

Moreover, the stress state inside the buffer is expected to be heterogeneous since the buffer 

microstructure and the related mechanical properties are also heterogeneous [6].  

AGR-1 [21] examined 981 particles, 61.1% showed full buffer-IPyC debonding, 

while 33.5% exposed partial debonding, and 5.4% had no debonding. In AGR-2 [22], 538 

particles were examined; 60% exhibited full debonding, 40% partial, and only one particle 

held no buffer-IPyC debonding. These results manifested similar rates of buffer fracture, 

23% and 20%, in AGR-1 and AGR-2, respectively, yet fewer IPyC fractures in AGR-2. 

The statistics of buffer tearing of AGR-1 and AGR-2 particles implies the significant 

effect of the spatial heterogeneity of buffer microstructure, i.e., the porosity effects.  

In AGR-2 [22], The UCO-based kernels show higher occurrences of fracture in 

the buffer layer than the UO2-based, as seen in Figure 18. The factors contributing to this 

observation are not explicit but the differences in radiation-induced kernel swelling rates 

between UO2 and UCO might be one of the reasons due to the higher burnup in the UCO-

based fuel. 
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Surprisingly, In AGR-2, Figure 19 shows a more significant occurrence of buffer fractures 

in the bottom half of the fuel cross-section. These exciting outcomes could be due to a 

temperature gradient within the fuel particle during irradiation. The thermal analyses of 

the AGR-2 irradiation experiment indicate that radial temperature gradients could exceed 

100 °C, and axial gradients may come closer to 300 °C. These multiple dimensions of 

heterogeneity and complexity make it a tremendous challenge to fully understand the 

buffer fracture mechanisms. 

  

Figure 18 The frequent occurrence of fracture in buffer layers for UCO and 
UO2-based fuel as reported by the AGR-2 [22]. 
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 After thoroughly analyzing the statistics of TRISO behaviors reported in AGR-1 

and AGR-2 experiments [20 – 22], we had a collaboration with two experimental groups 

from University of Wisconsin (Yongfeng Zhang, Ramathasan Thevamaran, Kumar 

Sridharan, and Claire Griesbach) and Oak Ridge National Laboratory (Tyler Gerczak) to 

obtain high-resolution volumetric data of the buffer layer porous microstructure. See 

Figure 20 for the University of Wisconsin TRISO Particle SEM images. To analysis this 

experiment, a deep learning model was built and trained using the experimental data set 

and applied to the whole image stack. 

 

 

 

 

Figure 19  Color-coded events of buffer fracture occurred in (a) UCO-based and 
(b) UO2-based TRISO particle as reported in AGR-2 [22]. 
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Figure 20 University of Wisconsin TRISO Particles SEM analysis: a)  
hexagonal array of polished TRISO particles, b) Slice and View of TRISO 
particle, with various investigated regions denoted by I, II, III, and IV. 

Figure 21 University of Wisconsin image processing and data analysis: a) distribution of 
pore sizes resulting from intensity-based segmentation and deep learning segmentation 
methods, b) volume fractions of pore volume ranges resulting from the two segmentation 
methods, c) example of intensity-based segmentation result (pores – green, buffer – 
purple), d) unsegmented SEM image, e) example of deep learning segmentation result. 
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Large differences are apparent in the porosity quantification data resulting from 

the two segmentation methods. Looking at the segmentation results in an example area 

Figure 21 (c-e), the deep learning segmentation method clearly does a better job at 

capturing the entire pore area, regardless of contrast changes within the pore. These 

differences propagate into the volumetric porosity data: the number and volume fraction 

of small pores are significantly higher for the intensity-based segmentation, Figure 21 (a, 

b) because large pores are artificially broken into smaller pores due to contrast gradients 

within the pore. The total volume fraction of pores is also much lower for the intensity-

based segmentation (10.8%) than the deep learning segmentation (19.3%). This is due to 

regions within large pores being misidentified as the buffer. Through this analysis, the 

UW team have determined that the deep learning segmentation method will be more 

consistent and accurate in characterizing the porosity in their data sets. 

After carefully studying the results from AGR-1 & AGR-2 experiments [20 – 22] 

and the insights from our collaborators' experiments, as seen above, we designed our 

mesoscale investigations, presented in this work, to understand the fundamental influences 

of the pores microstructure on building up the stresses that later lead to fracture in the 

buffer layer to utilize the TRISO fuel better. In this work, we are focusing on five critical 

factors of porosity microstructure, the size, shape, number density, spatial distribution, 

and volume fractions. Understanding the effect of these factors on the buffer fracture 

would answer many fundamental concerns about buffer fracture behavior. To that aim, the 

Phase-field fracture model developed by this work was first utilized to simulate the stress 

evolutions (later the fracture) in nuclear-grade graphite due to the porosity microstructure 
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heterogeneity. Similar approaches have been applied to determine the fracture stress of 

porous polycrystalline UO2 [24] and nuclear-grade graphite [23]. Later the same procedure 

will pe applied for the TRISO-buffer layer by tuning the corresponding material 

parameters. As mentioned earlier, for the first time, this work novel model defined the 

porosity as a phase-field variable and represented the fracture with other phase-field order-

parameter. This is a significant improvement compared to the other models in the literature 

that usually use an external mesh with a pre-defined porosity.  



 

 

 

44 

CHAPTER III  

PHASE FIELD MODEL DEVELOPMENT 

The phase-field [14 – 16] is a fundamental approach that has been utilized widely 

by the computational materials science and engineering community to investigate various 

microstructure evolutions, such as solidification, grain growth, and phase transformations 

[64 – 68]. Since 2009, the phase-field has been adopted in the nuclear materials 

community; successfully simulates the irradiation effects [69 – 71]. This work developed 

a Novel Multiphysics Mesoscale model that could predict the fracture in nuclear fuel by 

utilizing the phase-field modeling of fracture [24, 28 – 29, 72]. The phase field modeling 

of fracture shows the right prediction of the propagation of a pre-existing crack according 

to Griffith’ criterion [54]. This work model was utilized to simulate the thermal shock-

induced fracture in UO2 and the fracture behavior in the Nuclear-grade graphite (later, the 

TRISO buffer layer) due to the change in porosity microstructures. In Section 3.1, we 

modified the phase-field models of fracture presented in literature [24, 28 – 29], and 

coupled the revised version to the heat conduction model to simulate the fracture in UO2 

due to thermal shock. The Novel Formation of the model to simulate the concurrent 

microstructure evolution with fracture formation, for the first time, is detailed in Section 

3.2. The model Novel formations were validated analytically and tested against previous 

INL work for nuclear-grade graphite. In comparison with other phase-field modeling of 

fracture [24, 28 – 29], which usually utilize an external mesh with a pre-defined porosity, 

our new method permits investigating microstructure changes and their effects on fracture 

behavior concurrently. On the one hand, the crack might be blunt due to the pores 
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interactions resulting in the material's toughness enhancement. On the other hand, the 

material will be less stiff or weaker due to increased pores volume fraction. This work 

Novel model would resolve the mystery behind this complicated behaviors that are yet to 

be understood [24 – 27]. 

As mentioned earlier, the attempts to model fracture started a ~100-years ago by 

Griffith [5] who states that “crack growth will occur, when there is enough energy 

available to generate new crack surfaces”, see Eq 3.1. later, Irwin in 1948 [6] extended 

the theory to the stress criterion and introduced the Stress Intensity Factor (SIF). Many 

years later, Francfort and Marigo [41] devolved a variational interpretation and introduced 

an energy functional that contains the displacement field and unknown crack field 

(𝐸(𝒖, Γ!0&!B)), see Eq 3.2. The minimization of this 𝐸(𝒖, Γ!0&!B) will be equivalent to 

Griffith’s problem. But this formula (Eq 3.2) is very hard to treat, since Γ itself is unknown. 

A major step forward came in the year of 2000, when Bourdin et al. [42] introduced a 

regularization process similar to the image processing technique presented by Mumford 

and J. Shah in 1989 [73]. Thus, instead of having a discrete crack field (Eq 3.2, and Figure 

23.a) we ended-up by a continuous crack field (Eq 3.3, and Figure 23.b). Note that, the 

regularization technique utilized in Eq 3.3 was first introduced by Ambrosio and Tortorelli 

in 1990 [74]. It worth noting that, comparing with Eq 3.2, the integration in Eq 3.3 is a 

volume integral thus an introduction of a new length scale (𝑙) is mandate. Note that, once 

𝑙
$2GD.
�⎯⎯�0, Eq 3.3 turns to Eq 3.1, Griffith work. This numerical length scale (𝑙) in the 
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gradient damage/phase-field models is related to the material length scale and might be 

not only a purely numerical parameter such that (𝑙 = x8'
,

%',
) .  

𝒢! = − 5l
5&
= 5y

5&
          Eq 3.1 

𝐹(𝒖, Γ!0&!B) 	= 	 ∫ 𝜓(𝜖(𝒖))𝑑𝑥4 + 𝒢! ∫ 𝑑Γz        Eq 3.2 

𝐹(𝒖, η6) 	= ∫ 𝑔(η6)	𝜓(𝜖(𝒖))𝑑𝑥4 + 𝒢!O
7
89
(η68 + 𝑙8|∇η6|8) dΩ

4
	,   0 ≤ η6 ≤ 1 Eq 3.3 

Where, 𝒢! is the fracture energy (material parameter), and 5l
5&

  is the energy release with 

existing crack (𝑎), while the 5y
5&

 is the energy consumption to create a new surface. The 

displacement field is donated by (𝒖), strain energy by (𝜖), while (Ω) and (Γ) are the volume 

and crack surface, respectively, see Figure 23 for more illustration of Ω and Γ. Note that, 

𝑔(η6) is the degradation function. To make sure that the crack will happen under tension 

not compression, the strain energy 𝜓(𝜖(𝒖)) splits into 𝜓(𝜖(𝒖))S and 𝜓(𝜖(𝒖))X; only the 

𝜓(𝜖(𝒖))S part introduced to the degradation function 𝑔(η6), this method was first 

introduced by Amor et al. in 2009 [75] and Miehe et al. [28 – 29].  
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3.1 Phase-Field modeling of fracture due to thermal shock in UO23 

The UO2 is a fluorite ceramic structure, thus holding a cubic elastic symmetry. 

This part of the model modified the phase-field models fracture presented in literature [24, 

28 – 29], and coupled the revised version to the heat conduction model to simulate the 

fracture in UO2 due to thermal shock. Here, our model decomposes the strain energy into 

two parts, one contributes to fracture (tensile, 𝜓elasticS ), and the other (compression, 𝜓elasticX ) 

does not, similar to [28 – 29, 75]. To do so, we chose the strain spectral decomposition 

method, introduced by Miehe et al. [28 – 29], rather than various decomposition methods  

[76 – 77] due to the better performance for brittle materials [24]. To keep this simple, we 

refer the reader to [24] for more details about the strain spectral decomposition scheme. 

Consequently, in this model, the elastic energy will be released in a fracture energy 

manner, as: 

Ftotal = Ψelastic −Ψexternal +Ψfracture                  Eq 3.4 

Ftotal = Ψelastic −Ψexternal + 𝒢! ∫ 𝛾crack dΩ4                 Eq 3.5 

Where, Ω is the system domain, 𝒢! the critical energy release rate, 𝛾crack is a 

geometrical discontinuous function to represent the crack topology, in which 𝛾crack = 1 

represent a fully crack surface, and 𝛾crack = 0 means an intact materials zone. Note that, 

here we ignored the interfacial energy (f{|}) since we used a pre-defined mesh in this case 

 

3 Reprinted with permission from Elsevier "Experimentally validated Multiphysics modeling of fracture 
induced by thermal shocks in Sintered UO2 Pellets" by L. D. McClenny, M. I. Butt, M. Gomaa Abdoelatef, 
M. J. Pate, K. L. Yee, R. Harikrishnan, D. Perez-Nunez, W. Jiang, L. H. Ortega, S. M. McDeavitt and K. 
Ahmed, 2022. , Journal of Nuclear Materials. Copyright [2022] by Journal of Nuclear Materials. 
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similar to [24]. But this is not a model limitation, and the contribution of the interfacial 

free energy due to the crack interaction with grain boundaries, second phase particles, and 

various microstructure evolutions is summarized in the following subsection. Here, we 

utilized the order parameter (η6), 	η6 ∈ [0,1]  to smooth this function, such that: 

𝛾crack ≈ 𝛾(η6; 𝑙) =
7
89
(η68 + 𝑙8|∇η6|8)              Eq 3.6 

𝑙𝑖𝑚
9→M

	𝛾(η6; 𝑙) = 𝛾crack                    Eq 3.7 

Here, 𝑙 is the model length-scale that ensures the diffusion of the crack width. To 

smooth this discontinuous function (𝛾crack), the so-called degradation function is usually 

applied to the elastic energy in a way that Eq. 5 would be modified as: 

Ftotal = Ψelastic −Ψexternal + 𝒢!O
7
89
(η68 + 𝑙8|∇η6|8) dΩ

4
             Eq 3.8a 

Ftotal = ∫ 𝜓elastic dΩ4 − ∫ 𝜓external dΓ�4 + 𝒢!O
7
89
(η68 + 𝑙8|∇η6|8) dΩ

4
          Eq 3.8b 

Ftotal =	∫ 𝑔(η6)𝜓elasticS  dΩ4 +	∫ 𝜓elasticX  dΩ4 +	𝒢!O
7
89
(η68 + 𝑙8|∇η6|8) dΩ

4
	       Eq 3.8c 

Where, Γ!0&!B 	is the crack set. 𝑔(η6) is the degradation function that is works to degrade 

the elastic energy based on the local order parameter. In literature, there are many ways to 

form this degradation function, here, we used the type of degradation function similar to 

[24], thus: 

𝑔(η6) = 	 (1 − η6)8(1 − 𝑘) + 𝑘        Eq 3.9 
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To avoid any numerical issues, we introduced a very small value to 𝑘, closer to 

zero (𝑘 ≈ 10X_); then 𝑔(0) = 1 , and 𝑔(1) = 0. The total stress in damaged material is 

defined as: 

𝝈 = !"!"!#$
!𝝐

=	((1 − η$)%(1 − 𝑘) + 𝑘)
!&%

!𝝐
+ !&&

!𝝐
= ((1 − η$)%(1 − 𝑘) + 𝑘)𝝈' + 𝝈(   Eq 3.10 

Here, we assumed a linear elastic material response of the brittle fracture of UO2, thus the 

strain tensor (𝝐) is defined, in terms of displacement vector (𝒖), as: 

𝛜 = 𝟏
𝟐
(𝛁𝐮 + 𝛁𝐮𝐓)                   Eq 3.11 

And the stress tensor would be generally expressed as: 

𝛔𝟎 = ℂ𝛜,                    Eq 3.12 

where ℂ is the fourth-order elasticity tensor. In this work we assumed a quasi-static 

system, therefore the equilibrium equations can be obtained by taking the variations of the 

total internal energy Ftotal, then: 

𝜵 ∙ [((𝟏 − 𝛈𝐝)𝟐 + 𝒌)𝝈S + 𝝈X] = 𝟎                Eq 3.13 

Where 𝝈S and 𝝈X are the Cauchy stress as described by [24]. Also, the damage variable 

field (η6) evolves to minimize the total free energy of the system according to the famous 

Allen-Cahn equation, thus:  

𝝏𝛈𝐝
𝝏𝒕
= −𝑳 𝜹𝑭

𝜹𝛈𝐝
= −𝑳e−𝟐(𝟏 − η6)𝑯𝟎

S + 𝓖𝒄
𝒍
η6 − 𝓖𝒄𝒍𝜵𝟐η6f             Eq 3.14 

𝐿 is mobility and 𝐻MS is a history variable to prevent the crack healing. More detail on the 

strain–history functional can be found in Miehe et al. [28 – 29] and Wen et al. [24]. 
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It is worth noting that, a 1-D analysis of the above governing equations predicts 

the order parameter (η6)  profile as seen in Eq 3.15; this damage profile is presented in 

Figure 22 for more illustrations.  

η6 = 𝑒𝑥𝑝 e− |O|
9
f			 for−∞ < 𝑥 < ∞      Eq 3.15 

In this case analysis, the stress develops and evolves due to the thermal shock. Therefore, 

we coupled the phase-field fracture model with the heat conduction equation so that the 

model could simulate the fracture due to thermo-mechanical loading. The temperature 

variations are the key factors during the thermal sock analysis. The heat conduction was 

modeled as: 

𝑘M𝛻 ⋅ 𝛻𝑇 − 𝜌𝐶��̇� + 𝑄 = 0        Eq 3.16 

Figure 22 The Phase-field damage variable (c) spatial distribution in 1D 
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where, 𝑘M denoting the thermal conductivity, 𝑇 is the temperature, 𝐶� is the heat capacity, 

𝜌  is density, and 𝑄 is the heat source. The internal stress due to the temperature variations 

is entirely dependent on the thermal expansion of the system. Thus, the stress tensor (𝜎M) 

will be redefined, and Eq 3.12 will be modified to be: 

𝛔𝟎 = ℂ�𝛜 − 𝛂𝚰(𝐓 − 𝐓𝟎)�                   Eq 3.17 

Where, ℂ and 𝜖 are the aforementioned fourth-order elasticity tensor and the strain tensor, 

respectively. 𝛼 is denoting the thermal expansion coefficient while 𝑇M is referring to the 

reference temperature. Finally, Eqs 3.13-17 are this case modeling governing equations 

and they were solved simultaneously using the finite element method implemented in the 

MOOSE framework [78].  
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3.2 A novel formulation of phase-field modeling to simulate the co-formation of 

fracture and heterogenous microstructure evolutions. 

Most of the phase-field model in literature treating the crack degradation of elastic 

moduli and hence stress and energy as an elastic heterogeneity like voids [24, 28 – 29, 

72]. This way is equivalent to phase-field models of rafting [79 – 80]. In this work novel 

formulation, we introduced the damage strain in a way equivalent to the introduction of 

transformation/Eigen strain. This approach is equivalent to how the phase-field treats all 

types of inclusions or precipitates in classical phase transformations [81 – 83]. It is worth 

noting that, recently, Han et al. [84] utilized the elastic and plastic strain energies as a 

driving force to sustain damage evolution for ductile fracture simulations for elastoplastic 

materials. A recent intensive study for the mechanical and energy properties for the phase-

field modeling of fracture was carried out by Yu et al. [85]. These studies struggled with 

the elastic limit stress; shows a nonlinear change in the stress-strain curves even at the 

beginning of loading. Tanné et al.  [54] examined the crack nucleation in brittle fracture 

using the variational phase-field models; they illustrated that crack nucleation can be 

accurately anticipated by minimization of the nonlinear energy and does not require any 

ad-hoc criteria.  

So, with that being said and all things considered– this work employed the phase-

field modeling of fracture to simulate the cracks formations and evolutions processes in 

nuclear fuels. Our model provides a holistic description of the interactions processes of 

cracks (η6), the intact region or the Matrix (η�), and the second-phase particles (η�). 

While the notation (c) described the atom concentration of the second phase particle; will 
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evolve based on the famous Cahn-Hilliard [86], see Figure 23c for better illustrations. 

Intuitively, our new constitutive equations were developed based on the second law of 

thermodynamics. In these novel formulations, the total free energy per unit volume is the 

sum of , elastic strain density, fracture, interfacial, and chemical energies, as: 

𝐹�H$&9 = Ψelastic −Ψexternal +Ψfracture + 𝑓EG$201&!E&9 + 𝑓!�2�E!&9     Eq 3.18 

 

Figure 23 Schematic illustration of this work phase-field approach for 
modeling nuclear fuel pellet cracking. 𝜼𝒅  = 1 indicating fully damaged state 
and 𝜼𝒅  = 0 intact state.  
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Multi set of phase-field order parameters were used to differentiate between the 

cracked region (η6), intact matrix (η�), and the second-phase particles (η�), see Figure 

24c. The fracture kinetics were obtained by solving the evolution equations of the damage 

order parameter (η6), Allen-Cahn [87], while the second phase concentration order 

parameter (c) is evolved based on the Cahn-Hilliard equation [86]. 

Qualitatively, this model simulates the formations of damaged regions similar to the 

heterogeneous phase transformation modeling as illustrated by Abdoelatef et al. [12]. 

These new order parameters and the corresponding distinct phases (damaged region, intact 

matrix, and the second-phase particle) were illustrated in Figure 24. For all mentioned 

order parameters, they are equal to 1 inside the related phase, and = 0 everywhere else.  

Figure 24 An illustration of the novel phase-field variables used to describe the 
fracture microstructure. For left and right screenshots, the second phase particle is 
shown in red, the intact matrix in blue, while the crack or the damaged regions are 
presented in white. The middle screenshot shows the stress distributions on the 
loading direction (Y-axis); note that the red color is the high-stress regions while the 
blue refers to the less-stress areas (in middle screenshot). 
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This model free energy functional (𝐹�H$&9), that simulates the co-formations of 

fracture and microstructure evolution, is combined of elastic energy (Ψelastic) , external 

(Ψexternal), fracture, interfacial (f{|}) and the thermodynamic chemical (f[���{[��) free 

energies and constructed as: 

𝐹�H$&9 =	∫¬
Ψelastic(η6, c, η�, η�{) − Ψexternal + 𝒢! 	

7
89
(η68 + 𝑙8|∇η6|8) +	

f{|}(η�{, η�, η6	, ∇η�{, ∇η�, ∇η6) +
f[���{[���η6	, η�{, η�, 𝑐	�

¯𝑑𝑣   Eq 3.19 

f{|}(η�{, η�, η6	, ∇η�{, ∇η�, ∇η6) =

																				
A Ï

0.25 + 0.25�∑ η�;
^

{ + η�^ + η6^� − 0.5�∑ η�;
8

{ + η�8+η68�
+γ� ∑ ∑ η�<

8 η�;
8

��{{ + γ�_6η68 ∑ η�;
8

{

+γ�η�8�∑ η�;
8

{ + η68� + γ6η68�∑ η�;
8

{ + η�8�
Ñ	

+ �=
8
e∑ Ò∇η�;Ò

8
{ f + e�>

8
f × (|∇η�|8)

   Eq 3.19a 

Here, k� , k�  are the gradient energy coefficients for the matrix and the second-

phase particles, respectively. For simplicity, in this work simulations, k�, and k� is having 

the same values (k�= k� 	= 𝐾). Here, (	γ�) , (γ6) and (γ�) are the interfacial energies of 

the intact, the damaged regions, and the second phase particle respectively. (γ�_6) is the 

interfacial energy between the matrix and the crack.  

In order to define the model chemical free energy, we started by integrating the 

chemical potential (which is a function of the second-phase particles concentration and 

the phase-field variables) with respect to the concentration, as follow: 

�u+?

�[
= µ(η�{, η�, 𝑐	)           Eq 3.20 

Here, we assumed the chemical free energies to have a parabolic relation with respect to 

the concentration; to do that we formulated the solute concentration (c) as a function of 
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equilibrium gas concentration (c��), phase-field variables and the chemical potential (µ). 

This expression could be described as follow: 

𝑐 = c��(η�, η�) 	+ µ �
�=(==,=>)

�=
+ �>(==,=>)

�>
�                   Eq 3.21 

Here, h�(η�, η�) stands for the second-phase particles fraction, where, 

[h�(η�, η�) + h�(η�, η�)] = 1                                Eq 3.22 

(ϵ�), and		(	ϵ�)	are the free energies parabolic curvatures for the matrix, and the 

second-phase particles, respectively. The equilibrium concentration of the second-phase 

particles (c��) expressed as: 

c��(η�, η�) = h�(η�, η�)c� + h�(η�, η�)c�                         Eq 3.23 

Where, c� and c�, are the concentrations in the matrix and the second-phase particles 

respectively.  

By rearrangement the equation 3.20, the chemical potential can be expressed as: 

µ(η�, η�, 𝑐	) =
[X[@A(==,=>,!	)

�?=BC=,C>,'	F
G=

S
?H(C=,C>,'	)

G>
�
		             Eq 3.24 

Thus, the chemical free energy formulated as:  

f )*(µ, η+, η,, 𝑐	) =
[)()'((/),/*,1	)]+

%56,)-.),.*,0	2
3)

'
,4(.),.*,0	)

3*
7
	 , h8(η+, η,) =

/*
+

∑ /)7
+

7 '/*
+ 		                Eq 3.25 

This chemical free energy form prevents any dependency between the chemical free 

energy and the interfacial energy.  
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The generic strain energy density formulated as:   

Ψelastic(c, η�, η6, η�{) = 𝑔(η6)𝜓elasticS + 𝜓elasticX + Q	�η�� + 	R�η�, η��	  Eq 3.26 

Q	�η�� =
7
8
𝐸 ∈8 (η�Y ∗ (6	η�8 	− 	15	η� + 10)      Eq 3.26a 

R�η�, η�� 		=
∑ ==;

,
;

∑ ==;
,

; S=>
, 	e

7
8
𝐺	𝑏8f 𝜌        Eq 3.36b 

Here, the first two-terms represent the strain energy of fracture, as discussed in 

Section 3.1. Q	(η6) is the Strain energy associated with the heterogenous microstructure 

(e.g., matrix and second-phase particle), E is the Young’s modulus, and ∈ is the strain. 

The fourth term, R(η�, η�),  is the strain energy associated with dislocation density, where 

𝐺 , and  𝑏  are the shear modulus and the Burgers vector . while 𝜌 is the dislocation density 

that utilized to investigate the effects of the non-uniform dislocation density. It worth 

noting that the model results presented in this work didn’t employ R�η�, η��	  but this is 

not a model limitation, and the irradiation effect could be simulated similar to the author 

earlier work in a high burn-up structure modeling [12]. Moreover, the model can be 

coupled to the rate theory model [88] to account for the stress evolutions due to the 

irradiation effect. 	 
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3.2.1 The Novel Model’s evolution equations 

The entire cracking and microstructure co-evolution process is obtained implicitly 

by solving the coupled system of Allen-Cahn [87] and Cahn-Hilliard [86] diffusion 

equations along with the principles of irreversible thermodynamics [89]. Thus, this model 

order parameters evolves as follow: 

5m1
5$

= −𝐿 jk
jm1

= −𝐿 e−2(1 − η6)𝐻MS +
𝒢'
9
η6 − 𝒢!𝑙𝛻8η6f   Eq 3.27 

Where, 𝐻MS is the maximum elastic energy as discussed in Section 3.1 

Thus: 

⎩
⎪⎪
⎨

⎪⎪
⎧ ∂η6

∂t
= −L6

δF
δη6

= −L6 x
∂f {|}

∂η6
+
∂f [�

∂η6
− 2(1 − η6)HMS +

𝒢[
l
η6 − 𝒢[l∇8η6y + ξ6

∂η�
∂t = −L�

δF
δη�

= −L� x
∂f {|}

∂η�
+
∂f [�

∂η�
− 2(1 − η6)HMS +

𝒢[
l η6 − 𝒢[l∇

8η6y + ξ�

∂η�;

∂t
= −L�

δF
δη�;

= −L�; x
∂f {|}

∂η�{
+
∂f [�

∂η�;

− 2(1 − η6)HMS +
𝒢[
l
η6 − 𝒢[l∇8η6y 				∀𝒾

 

Where, the L6	and L�	 are constants related to the damage, and the second-phase 

particles surface mobilities, respectively. The L�;  is the constant related to the boundary 

mobility of the matrix. Generally, ξv is a stochastic term that facilitate the nucleation of 

the α-phase. These stochastic terms allow the model to examine other proper paths of 

evolution within the region of the likely paths in the phase/state space. Notably, in this 

model, we conducted constant mobility coefficients that are similar to postulate isotropic 

grain boundaries and second-phase particles surface mobilities. This is not a model 

limitation since the anisotropic state could be simulated by using the similar approaches 

applied by the solidification and the grain growth models [89 – 91]. 
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 The solute atoms concentrations (or the conserved density field) are evolving 

according to the Cahn-Hilliard equation [86], e.g.: 

�[
�}
= ∇ ∙ (M∇µ) + P + ξ[ ,                        Eq 3.28 

µ = � 
�[
= �u+?

�[
 .                          Eq 3.29 

where, M is the chemical mobility of solute atoms, µ is the gas atoms chemical potential, 

P is a general term that describes the progress of solute atoms productions due to the 

deformation (e.g., mechanical deformation, or the irradiation damage), and ξ[ is a 

stochastic term like the other stochastic terms described above that allows the production 

of a second phase particles (i.e., bubbles in case of irradiation damage). While the 

chemical mobility (M) is related to the materials property, therefore it has a direct relation 

to the diffusivity (D), this relation can be formed as: 

�,u+?

�[,
M = D              Eq 3.30 

For the sake of simplicity, the bulk diffusion mechanism was considered to be the 

only scheme for the gas atoms diffusion. Therefore, the model employed a constant 

mobility. This is not a model limitation since the other diffusion mechanisms, such as the 

grain boundary and surface diffusion, can be combined with the model as in the work of 

the grain growth in porous solids by Ahmed. et al. [92 – 93]  
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CHAPTER IV  

RESULTS AND DISCUSSION 

The main objective of this section is to illustrate the model capacities in simulating 

the near-real cracking phenomena in different nuclear fuels and validating the model 

results against the conceptual theories and experimental data. We conducted a few test 

cases in the following subsections to benchmark the model capabilities. Indeed, these 

theoretical test cases demonstrate the right implementation of the model and the related 

parameters. Moreover, the model was utilized to simulate the fracture behavior in UO2 

due to thermal shock and validated against our experimental measurements. Notably, We 

introduced a new combined experimental and computational approach to investigate 

thermal shock-induced fracture in UO2 pellets. In contrast to other fracture modeling 

techniques, our model that employs a phase-field fracture approach can predict the crack 

nucleation site, growth rate, crack path, size, and morphology given the values of the 

fracture properties of the material of interest.   

The model further enhanced and employed multiset order parents to capture the 

complicated interaction between the cracking and nuclear materials' heterogeneous 

microstructure. Indeed, this is the first time in the computational nuclear materials field to 

simulate the formation and evolution of cracking and a second phase particle coalescence 

concurrently. In contrast with other models in the literature that usually use external 

meshes with pre-defined holes (that will never evolve), our model captured such 

complicated phenomena because it utilizes a multiset of phase-field order parameters to 

describe these heterogeneities.  These novel capabilities of our model were also validated 
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against nuclear-grade graphite data and later will be implemented to study the TRISO 

buffer layer. Notably, the model captured different nuclear materials' cracking kinetics, 

size, and path morphologies and the effect of the second phase particle sizes, shape, 

volume fraction, and distribution on the cracking behavior and the related mechanical 

properties. 
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4.1 Benchmarking Test Cases 

Here, we carried out various 2D test cases to benchmark the model capabilities. We 

started by testing the model against theoretical elliptical cavity predictions, followed by a 

quantitative examination of the effect of domain structure and the presence of the crack. 

Also, the model examines the impact of second phase particle shape, size, and volume 

fraction on the stress distribution and the cracking behavior. Finally, the model was 

benchmarked against the nuclear grade graphite data in the literature. The model could 

successfully capture the well-known theoretical aspects.  

 

4.1.1 An elliptical cavity in an infinite domain 

Griffith [5] implied that the difference 

between the true strengths of brittle 

materials and theoretical calculations was 

due to the existence of flaws inside the 

materials. Moreover, the fracture will 

never happen unless the stress at the 

atomic level exceeds the material's 

cohesive strength [94]. Thus, the flaws 

must reduce the overall material's strength 

by enhancing/increasing the stress locally 

(at the crack tip). 

Figure 25 Elliptical hole in 2D infinite 
solid under tension. Point A is 
representing the maximum stress at the 
crack tip [94].  
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Inglis [4] provided the first evidence for the stress concentration effect of the crack 

existence by analyzing an elliptical hole in plates. His famous analysis is represented in 

Figure 25, which contains an elliptical hole introduced to perpendicular stress applied to 

the ellipse major axis. The ellipse dimensions are 2𝑎 long and 2𝑏 wide. The main point 

here that makes this case infinite is that Inglis didn't consider the influence of the plate 

boundary. In other words, the plate width and thickness are much larger than 2a and 2b, 

respectively. The stress at the crack tip is given by: 

𝜎¡ = 𝜎	 e1 + 8&
¢
f         Eq 4.1 

The ratio %K
%

 is the stress concentration factor, 𝐾". Note that if 𝑎	 = 	𝑏, this elliptical hole 

will be circular and 𝐾" = 3, which is a well-known result found in many fractures 

mechanics literature [94]. 

 

Figure 26 The model expectation well agreed with the stress 
concentration factor ( 𝑲𝑰) calculation as expected by Inglis [4]. 
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 Here, we examined our model to capture this theoretical analysis; the domain was 

constructed to fulfill the infinite conditions. The simulated elliptical hole had 𝑎	 =

	0.8	𝑎𝑛𝑑	𝑏	 = 	0.5 dimensions, with a unity applied stress. The simulation results were 

well-matched with the theoretical expectations and presented in Figure 26. 

 

 
4.1.2 An elliptical cavity in a finite domain 

If the crack dimensions are minimal compared to the plate dimensions, the external 

boundary effects will not influence the crack-tip conditions, as illustrated above. But such 

influences will occur once these dimensions become comparable with the crack size. In 

such cases, the Inglis stress intensity solution is not applicable.  

Figure 27 A schematic illustration of the stress concentration 
builds up (and effect) near the crack tip in the case of (a) 
infinite plate and (b) finite plate [94]. 
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In this finite test case, we consider a cracked plate subjected to uniaxial tensile stress, 

see Figure 27. This Figure schematically illustrates the consequence of finite plate width 

on the crack tip stress distribution (displayed in lines of force). Note that the tensile stress 

will not be transmitted through a crack (no atoms exist). Hence, the force lines will be 

shifted near the crack, leading to a local stress concentration. In other words, the finite 

boundary condition compresses the force lines and results in more elevated stress at the 

crack tip.  

 

Figure 28 The analytical solution of the finite plate boundaries 
affects the stress near the crack tip, as shown in Eq 4.2, mainly 
the Secant term. Note that Eq. 2.46 [94] seen in this Figure is the 
Eq. 4.2 seen in text. 
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The finite-element analysis has acquired an accurate and acceptable solution for a 

crack in a finite plate. Such solutions are usually fitted with a polynomial expression. One 

of these solutions was conducted by Tada et al. [94 – 95] and presented as:  

𝐾" = 𝜎√𝜋𝑎 �>𝑠𝑒𝑐 e ¤
8¥
f� ë1 − 0.025 e&

¥
f
8
+ 0.06 e&

¥
f
^
ì   Eq 4.2 

The influences of the finite width (𝑊), as illustrated in Eq. 4.2 is presented in Figure 

28, partially the Secant term of that equation. We compared these analyses with our model 

simulations, and the well-agreed results are summarized in Figure 29. The model results 

started to deviate at &
¦
~	0.6, but the behavior trend kept similar. 

Figure 29 The model simulations well aggreged with the analytical solutions 
presented in Eq 4.2, particularly the Secant term with a bit deviation from a/w ~ 0.6. 
But the behavior trend remained similar. The figure also shows how the stress is 
highly concentrated at the crack tip. 
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4.1.3 Model validation based on Nuclear-grade graphite material parameters 

To verify the model's capability to study the microstructure-dependent fracture in 

nuclear-grade graphite, we compared the preliminary model results with the work from 

INL, P. Chakraborty, et al., [23]. First, we demonstrate our model capabilities by 

simulating the single-edge notch tensile (SENT), same as [23]; this test is a considerable 

benchmarking case. The utilized domain setup and the model parameters are presented in 

Figure 30 [23]. The model results that compared with the INL work [23] were illustrated 

in Figure 31. In this benchmark case, the crack propagates due to the applied 

displacements; see the rapid drop in stress in the stress-strain curve (Figure 31 a & b) after 

the crack initiations. The failure configuration is shown in Figure 31 c & d. These results 

demonstrate the capability of our model to capture the brittle crack propagation behavior 

with a linear stress-strain relationship till exceeding the fracture strength, tailgated by 

quick unloading. 

Figure 30 Specimen geometry and boundary conditions along with the model 
parameters for the SENT test [23]. 
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Figure 31 Brittle fracture propagation of Mode I in a single-edge notch 
tensile case using the phase-field fracture model. The left column is the 
work by P. Chakraborty et al., [23]., while the right column is this work 
simulation. (a&b) stress-strain along loading direction, (c&d) final 
configuration colored by the damage order parameter. 
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4.2 Experimentally validated Multiphysics modeling of fracture induced by thermal 

shocks in Sintered UO2 Pellets4 

In this section, we employed our phase-field fracture model to investigate the 

fracture behavior of the UO2 fuel pellet introduced to a thermal shock. The model was 

utilized to mimic the UO2 thermal shock experiment as described earlier in Chapter II and 

detailed in [19]. The fundamental model parameters were calculated based on the UO2 

thermomechanical properties, while the other effective parameters were determined based 

on a parametric study as briefly described here, and in [19]. Due to the instantaneous 

temperature drop on the pellet surface, a large jump in the stresses throughout the pellet 

took place, mainly on the cooling side face. This rapid temperature change and the 

increased localized stresses are considered the main driving forces for the UO2 cracking. 

The model didn’t count for the creep effect; we ignored the fission gas release, and the 

grain growth influences. However, the qualitative effects considered in parametric study 

calculations for the energy release rate (𝒢!), as illustrated throughout this section. 

 

4.2.1 Thermal shocking experimental results of UO2 Sintered fuel Pellet 

The UO2 samples were cut axially through the center and then radially through the 

middle, illustrated in Figure 13. Numerous optical and SEM images are displayed in 

 

4 Reprinted with permission from Elsevier "Experimentally validated Multiphysics modeling of fracture 
induced by thermal shocks in Sintered UO2 Pellets" by L. D. McClenny, M. I. Butt, M. Gomaa Abdoelatef, 
M. J. Pate, K. L. Yee, R. Harikrishnan, D. Perez-Nunez, W. Jiang, L. H. Ortega, S. M. McDeavitt and K. 
Ahmed, 2022. , Journal of Nuclear Materials. Copyright [2022] by Journal of Nuclear Materials. 
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Appendix section of the reference [19], representing the final fracture results for each of 

the pellets, and can be characterized similarly to those shown in Figures 32 and 33.  

 

 

The pellets were sintered in a mixture of argon and helium gas to prevent oxidation 

and bakeout was conducted for some pellets to remove any moisture. The pellets were 

sintered to minimize porosity and the density of the pellets was determined using the 

Figure 32 The experimental snapshots of various specimens’ microstructures 
reveal various porosity (number density and sizes) distributions. Some porosities 
have a few micrometers size, or even less, while bigger ones take ellipsoidal shapes. 
These larger pores have a size of several tens of micrometers [19]. 
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Archimedes method also shown in Table 3. The theoretical density of UO2 is determined 

to be approximately 10.96 g/cc [55], leading to the density of the pellets being 80–90% of 

the theoretical density. The variation in density is due to different sintering times, which 

leads to a change in porosity. A table of densities for various sintering experiments, the 

sintering processes used, as well as their subsequent quenching thermal quenching results 

is included in the author’s previous work [19].  

 

4.2.2 Model results, validations, and discussion 

The fundamental model parameters were calculated based on the UO2 

thermomechanical properties, while the other effective parameters were determined based 

on a parametric study as described below. Due to the instantaneous temperature drop on 

the pellet surface, a large jump in the stresses throughout the pellet occurred. This behavior 

is mainly observed on the cooling side face. The rapid temperature changes as well as the 

increased localized stresses are considered the main driving forces for the UO2 fuel 

cracking. To obtain initial insights while minding computational costs, we only considered 

Figure 33 Experimental snapshots of various microstructures reveal various porosity 
(number density and sizes) distributions as well as subsequent fracture of the pel- let. 
Some porosities are a few micrometers in size or even less, while bigger ones take 
ellipsoidal shapes. These larger pores have a size of several tens of micrometers. [19]. 
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fresh fuel (zero burnup) in this model and then compared these simulated results with the 

previously described experiment outcomes. The model does not account for creep, fission 

gas release effects and grain growth influences were also ignored, in the interest of creating 

a model that is computationally tractable with known and predictable physics. However, 

the qualitative effects of these phenomena should be considered in parametric study 

calculations of the energy release rate (𝒢!) as illustrated throughout this section. 

The studied domain consists of a 3D fuel pellet with a 5 mm radius, and the axial 

direction height was set to 10 mm. The initial temperature condition of the pellet was set 

to 750 ◦C. Only the determined “contact region” of the pellet was introduced to the low-

temperature, −10 ◦C, simulating a thermal shock condition. A Dirichlet boundary 

condition (BC) for temperature was used to set the thermal bath temperature at the contact 

area, and Zero flux boundary conditions outside. For the displacement field, a traction-

free BC was utilized. While the BC for the phase-field evolution was a homogeneous zero 

flux on the entire boundary of the domain and the crack order parameters. In this study, 

the swelling and the densification consequence were considered negligibly small as 

described in Li and Shirvan [72].  

The model temperature evolution at the pellet center and right-side points against 

the experimental thermal shock data to verify the model capability to capture the fracture 

behavior was compared. This verification was presented in Figure 34, which demonstrates 

consistency between the computational model and the experimental temperature behavior. 

Moreover, the model captured the time evolution of the imposed temperature gradient 

across the pellet correctly, i.e., the outer surface temperature drops immediately to the 
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temperature of the cold bath while the center temperature reaches the same temperature in 

300s. Note that the counter timer in the experimental plot starts after the preheating process 

at nearly 430 s, as seen in Figure 15(a). The basic UO2 thermomechanical properties 

utilized in this work are listed in Table 5. 

 

Table 4 The data used to define the model required parameter for this work 
simulations [19]. 

Property Symbol Value Unit Reference 
Young’s modulus 𝐸 358 GPa [24, 96] 

Poisson Ratio 𝜐 0.23  [96] 
Thermal Conductivity 𝑘 ~5 (W/m-K) [55] 

Heat Capacity 𝐶 ~280 J/(g.k) [19] 
Fuel Density 𝜌 10.97 g/cm3 [55] 

Energy Release Rate 𝒢! 80 MPa•mm [19] 
Length scale ℓ 1𝑥10XY mm [19] 

viscosity 𝜂 1𝑥10X§ s/mm [97] 
 

Figure 34 The temperature evolution of the pellet outer surface and inner center 
points. Note that the counter timer in the experiment plot starts after the preheating 
process at approximately 430 s. The snapshots in the simulation plot show the 
temperature distribution (colored mapped from −10 ◦C, dark blue to 750 ◦C dark red) 
at the initial and mid-time steps. The agreement of the temperature distribution and 
evolution between the model and the experiment results verified the basic model 
parameter selection [19]. 
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It has previously been shown that the strength of brittle materials, such as UO2, is 

strongly dependent on porosity microstructure [24, 72]. Moreover, the porosity size and 

distribution may change with grain size variations. This trend is more pronounced for 

larger pore sizes [98]. The experimental work presented here obtained various 

microstructures containing micro and macro pores in different UO2 specimens, as shown 

in Figures 32 and 33, and the Appendix section in the reference [19] . In some of these 

specimens, many small spherical pores were almost uniformly distributed in the sample, 

whereas some exhibited ellipsoidal pores. Since the porosity of the UO2 specimens 

undoubtedly affected the fracture mechanics in ways that are not completely understood, 

various simulations were conducted with different energy release rates (𝒢!) until a value 

was settled upon that resulted in a fracture behavior similar to those found in the 

experiment. It is worth noting that similar methods were utilized experimentally by 

Doitrand et al. [44], and Henry et al. [45] to determine the strength and fracture toughness 

of UO2.  

Indeed, the energy release rate, 𝒢! (or equivalently fracture toughness) is 

microstructure- and size-dependent, and its value is unknown for UO2 and other nuclear 

fuels. Its value is difficult to estimate both from experiments and first-principles 

simulations. Lower-scale, first-principles simulations are limited to small sizes and cannot 

evaluate the actual value for a realistic microstructure. Even experimental studies cannot 

extract this number directly. They usually utilize either finite-element simulations or 

employ a few limiting analytical expressions from the linear elastic fracture mechanics to 

derive this value from their data [44 – 45]. Here, a set of  𝒢! and contract areas were able 
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to capture the overall fracture trend of the corresponding experimental data. In fact, we 

believe that the phase-field fracture employed here presents a new method for calculating 

the energy release rate 𝒢! /fracture toughness.  

Here, a uniform distribution of porosity is assumed which may not actually be the 

case but is still a reasonable assumption. A subsequent method could be developed in 

future works to account for the size, morphology, and distribution of porosity. A 

sensitivity study carried out in this work demonstrates an accordant prediction of the 

failure behavior and provides consistent information about material strength, fracture 

toughness, energy release rate, and other model parameters. The outcome of this 

sensitivity study, as presented in Table 6 and Figures 35 and 36, is used to determine the 

corresponding model parameters by directly comparing various forms of the predicted 

failure behavior to the experimental measurements as well as to determine the energy 

release rate parameter.  

Table 5 Detailed description of simulation test case script for the results provided in 
this section. 45 total simulations were run according to obtain the well-match 𝓖𝒄  
[19]. 

# Test cases Contact Area fraction  Energy release rate (𝓖𝒄 ) range 
(MPa•mm) 

9 Single line 1, 1.5, 5, 10, 30, 50, 80, 100, 150 
9 1/6 1, 1.5, 5, 10, 30, 50, 80, 100, 150 
9 1/3 1, 1.5, 5, 10, 30, 50, 80, 100, 150 
9 2/3 1, 1.5, 5, 10, 30, 50, 80, 100, 150 
9 1 1, 1.5, 5, 10, 30, 50, 80, 100, 150 
45 Total numbers of test cases 

Selected test 
case 

100% as the experiment 
contact area 

80 MPa•mm 
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Figure 35  Snapshots of selected test cases simulations present the effect of 
different 𝓖𝒄 and different contact areas on the formation and evolutions of the 
cracks induced by thermal shock in UO2 fuel pellets. The first two rows show the 
cracks behaviors based on 𝓖𝒄 = 10 MPa-mm and the last two rows at 𝓖𝒄 = 30 
MPa-mm. The first and third rows are simply a single line contact area, while 
the second and fourth ones are established on a wider contact area, almost 1/6 of 
the actual experiment contact area [19].  
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	 	Figure 36 Snapshots of selected test cases simulations manifest the effect of 𝓖𝒄  
values, with the case of actual contact area, on the formation and evolutions of the 
cracks induced by thermal shock in UO2 fuel pellet. The damage shape evolutions 
with 𝓖𝒄  = 10 MPa-mm was seen in the first row. While the elected evolution with 
𝓖𝒄  = 80 MPa- mm, which was found to be well-matched with the experimental 
results, is presented in the last row. The second and third rows show the simulations 
with 𝓖𝒄 = 30 MPa-mm and 𝓖𝒄 = 50 MPa-mm, respectively [19]. 
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Some of these contact areas could have varied slightly from those seen in the 

physical experiments, but these various configurations improve our understanding of the 

(𝒢!) parameter influence on the crack formations and evolutions, as well as account for 

some level of uncertainty in how large the contact region (cooling side area) truly was in 

the experiment. Additionally, variations on parameters such as (𝒢!) and the contact region 

were intended to assist in capturing physical inconsistencies in the experiments, such as 

insulation, etc that were unaccounted for in the computational model. In all cases, we 

utilized a range of (𝒢!) parameters along with the various contact area configurations. 

Figures 35 and 36 provide a demonstration of simulations based on what is perceived to 

be the approximate contact region as the experiment with different 𝒢!  values varying from 

10 to 80 MPa·mm. Consistent results between the simulations and the experimental results 

with 𝒢!  = 80 MPa·mm was observed, as seen in the last row of Figure 36 and detailed in 

Figure 37. A reasonable agreement is found between the model prediction of the crack 

pattern and the thermal shock experiment results, as seen in Figure 37.  

The model could interpret the formation and evolution of such cracks induced by 

a thermal shock, particularly the primary radial cracks. There were two major (longer) 

radial cracks, as illustrated in the hoop and radial stress formation and evolution process 

in Figure 38. The cracks formed immediately on the pellet circumferential boundary after 

the instantaneous drop in the outer temperature (thermal shock). These results demonstrate 

consistent thermal elastic cracking behavior, wherein the radial cracks are generated by 

tensile hoop stress. Figure 38 may be referenced for an improved illustration. It can be 

observed that the cracks do not propagate inward towards the center of the pellet. Such 
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behavior is anticipated due to the existence of the compression zone that may hinder the 

cracks propagation, and a similar trend was observed by Li and Shirvan [72].  

Figure 37 Comparison of final crack patterns induced by thermal shock between 
this work experiment observations after the thermal shock testing (upper), and 
(lower) the elected model simulation (colored by the fractured order parameter 
field distribution). The model could capture the formation and evolution of primary 
radial cracks. As seen, there are two major (longer) radial cracks that formed 
immediately on the pellet circumferential boundary after the instantaneous drop in 
the outer temperature (thermal shock). Moreover, the simulated crack thickness 
was found to be similar to the experimental observation, as seen in left column. 
Minor differences between the model and the experiment results were noticed (such 
as the middle crack shown in the model simulations). These differences can be 
attributed to the absence of accounting for the effect of underlying microstructure 
(e.g., size and morphology of pores and grains) in the current model; overcoming 
such limitations would be the focus of future studies [19]. 
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Compared with the experiment where two major cracks merge in the middle, this 

discrepancy could be attributed to the porosity of the microstructure causing inconsistent 

internal compression not anticipated by the computational model, resulting in the crack 

propagating entirely through the center of the pellet. It is worth noting that some of the 

tested specimens contain various porosity sizes and distributions and these uncertainties 

will have an impact on computational fracture predictions. For what is attributed to the 

same reason, it can be observed that a “middle” crack in the model resulted that did not 

propagate experimentally. Similarly, it was shown that the crack thickness is consistent 

with other samples with lower porosity. It is also worth noting that the model correctly 

reproduces different morphologies of cracks as observed in experiments.  

Figure 38  Snapshots illustrate the stresses formation and evolution before and after 
the cracks initiation and propagation for (upper) hoop stresses (lower) radial stress—
the evaluation forms from left to right. The left column represents the stresses 
formation right after the instantaneous drop in temperature, while the right column 
shows the stresses evolution at the mid of the simulation time [19].   
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The elastic strain energy and fracture energy behaviors due to the thermal shock 

fracture were captured and presented in Figure 39 As seen from this Figure, the elastic 

strain energy rises with increasing the temperature difference between the inner center and 

outer surfaces (see Figure 34). As understood from this Figure, the cracks immediately 

appear on the pellet outer surface at about 10−2 s right after the instantaneous drop in 

temperature. After some areas reached a full damage state (fully cracked areas), the rate 

Figure 39 Evolution of elastic strain energy and the formation and growth of the local 
fracture energy based on fine mesh and length scale parameter of 10−3 mm for the 
elected simulation case; see Figure 37. The elastic strain energy increases with 
increasing the temperature difference between the inner center and the outer surface 
(see Figure 34). The cracks immediately initiated on the pellet outer surface at about 
10−2 s, right after the instantaneous drop in temperature. The elastic strain energy 
rate decreases with generating new fracture faces [19].   
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of increasing of elastic strain declines as it is employed to generate new fracture surfaces, 

as described by Griffith [5]. Furthermore, the Figure demonstrates that the local fracture 

energy increases with crack growth as expected. It is anticipated that this increase in the 

local fracture energy to be suppressed if the simulations ran long enough to capture the 

compressive loading in the central region as seen in [72]. 
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4.3 Evaluation of fracture behaviors in porous materials: One-particle analysis.  

The random distribution of pores in nuclear materials, including the pores' site, 

size, and shape, makes the fracture of porous nuclear materials/fuels a challenging 

problem. We address such parameters' influences herein to understand the fundamentals 

that lead to the stochastic tearing behavior in nuclear-grade graphite. The same method 

will be applied to the TRISO buffer layer investigations. Here, we utilized our validated 

model to understand the effect of porosity (single-particle system) on the stress building 

up and the fracture behavior. The parameters examined showed that the shape and 

orientation of the porous particle, concerning the applied load direction, significantly 

influence the strength and the system fracture behavior. These consequences are more 

pronounced with increasing the porosity volume fraction. 

We started by benchmarking our new model results that examine the stresses 

building up at different volume fractions against the other models’ formulations [28 – 29] 

that use an external mesh with a predefined hole. The comparison was presented in Figure 

40 and showed a good agreement till ~ +80% volume fraction, where we noticed a bit 

deviation. These discrepancies are acceptable since all the studied cases lie below that 

volume fraction value. 

 

4.3.1 Effect of porosity shapes and volume fractions on stress distributions.  

Here, the model investigates the effect of single pore particle shape and volume 

fraction on the stresses building up in nuclear-grade graphite materials. The materials 

parameters used in these simulations are similar to INL work [23],  and listed in Table 7. 
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In these cases of studies, the particle is assumed to be a void and represented by an order 

parameter (𝜂�); the material stiffness is interpolated (see Eq 3.19) to ensure that the 

stiffness inside the void is zero. The effect of the holes is averaged through the system, 

which is assumed to be continuous and homogeneous. Figure 41 shows the various 

investigated voids' shapes and orientations utilized in these test cases. Figure 42 shows the 

stress building up in the system for each shape with different volume fraction. 

 

Table 6 The nuclear-grade graphite materials' properties similar to [23]. 

𝐸	(𝐺𝑃𝑎) Poisson ratio (𝜈) 𝒢!(𝐺𝑃𝑎 · 𝑚𝑚) 𝑙	(𝑚𝑚) 𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦	(
𝑠
𝑚𝑚) 

207 0.3 0.0027 0.0075 10X_ 

Figure 40 An illustration of the good agreement results while comparing the model-
new formation (MOOSE-mesh) with the classical phase-field fracture models [28] 
[29] that use external meshes with pre-defined holes (Gmesh) at different volume 
fractions (different Rs). The deviations started to be noticed with a ~ +80% volume 
fraction which is acceptable in all of our cases of studies. 
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Figure 41 Snapshots illustrate the studies void shapes, 𝜼𝒑 (see first row) and the 
cracking shape (see second row). Note that the damage order parameter (𝜼𝒅) is 
mapped by red color. Note that the applied load is in YY-direction. This Figure’s 
snapshots only show a certain volume fraction (30%) but this study investigates 
various volume fraction, see Figures 42 & 43.  

Figure 42 An illustration of the single-particle shape and orientation effect on the 
stresses building up in a nuclear-grade graphite system. The Figure shows how the 
vertical ellipse shape (parallel to the applied load direction, stress_yy) could 
withstand better. All the particle shapes related to maximum stress degrade with 
volume fraction increases. 
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4.3.2 Effect of porosity shapes and volume fractions on fracture behaviors.  

With a YY-direction applied load, the vertical ellipse demonstrates a better 

behavior for both: (1) applied stress, see Figure 42, and (2) cracking behavior, see Figure 

43. These model results are consistent with all the fracture mechanics theories [94] that 

demonstrate the higher stress and faster fracture will be associated with higher curvature 

periductular to the applied load directions. Both Figures (42 and 43) shows that the nuclear 

grade graphite will have a lower strength and hence fractured faster by increasing the void 

volume fractions, this is because the materials will be less stiff in such cases.    

 

 
  

Figure 43 An illustration of the single-particle shape and orientation effect on the 
cracking behavior in a nuclear-grade graphite system. The Figure shows how the 
vertical ellipse shape (parallel to the applied load direction, stress_yy) could 
withstand better. Increasing the volume fraction will lead to faster cracks for all the 
shapes. 
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4.4 Multi-set Order parameter Novel Phase-field modeling of Fracture: Two-

particles-system assessments.  

Our novel phase-field fracture model that has been verified using UO2 and nuclear 

grade graphite data is implemented here to capture the concurrent microstructure evolution 

and fracture formation and propagations concurrently. Studying the competition between 

microstructure evolution and cracking is crucial to understanding the stochastic tearing 

behavior in nuclear fuels. On the one hand, the crack might be blunt due to the pores 

interactions resulting in the material's toughness enhancement. On the other hand, the 

material will be less stiff or weaker due to increased pores volume fraction. This work's 

model is contributed to investigating such multi-physics complicated phenomena.  

Multi-set order parameters describe the concurrent crack formation and 

propagation along with microstructure evolution (including second phase particles) for the 

first time in the field. The verified model is first applied to study the stress distribution 

around voids boundaries in a static two-particle domain, then applied to a heterogeneous 

nuclear-grade graphite system to determine the effect of void coalescence on the fracture 

behaviors that changes the effective toughness of the materials; hence influences the 

mechanical properties. 

4.4.1 Static two-particles analysis 

Here, we studied static two-particles (voids) inside a nuclear grade-graphite 

domain. The main objective is to understand how the stress builds up around the boundary 

of the void once they get closer to each other. This provides much insight into 

understanding the fracture behavior for the two-particle coalescence case studied in the 
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following subsection. Figures 44 and 45 illustrate how the stress gets higher at the void 

inner boundaries once they get closer. Surprisingly,  the stresses drop on the voids' internal 

boundaries and increase on their outer edges once they get touched (the onset of 

coalescence). Hence, the expectation of the cracking nucleation site will be changed from 

inner to outer boundaries once the voids coalesce. In contrast, the higher stresses, 

consequently, the expected cracking nucleation site, will be preferred at the voids' internal 

boundaries when they get closer to each other.   

Figure 44 Snapshots of a two-particles (voids) nuclear-grade 
graphite system show how the stress builds up on the voids' inner 
and outer boundaries when they get closer in distance.   
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Figure 45 Snapshots of a two-particles (voids) nuclear-grade graphite system 
show how the stress builds up on the voids' inner and outer boundaries when 
they get touched (coalescence). 
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4.4.2 Simulating the concurrent formation of cracks and microstructure evolution  

Different sizes of two particles (voids) are brought closer to each other in a middle 

of a nuclear-grade graphite domain. With an applied load in YY-direction, our Novel 

Model could capture both: The voids' coalescence and the stresses building up 

concurrently, as seen in Figure 46. As we concluded in the two-voids static analysis, the 

stresses increased on the void outer surface once they got in touch. 

 
We chose two voids with different radii to show the model's capabilities in 

capturing the crack nucleation at various preferable sites concurrently with the void 

coalescence. The model could successfully capture cracking initiation at the higher 

curvature (smaller radius) first, along with the related stress behavior, see Figure 47. The 

stress-strain response under uniaxial loading for this investigation system is presented in 

Figure 48. The crack starts at the higher curvature (left domain side), and the Damage 

intensification remains confined within right-side regions. This leads to a smooth drop in 

the system's overall stresses. A complete failure occurs once the crack starts at the lower 

curvature (domain right side). Hence a sharp reduction in the overall stresses; see the 

snapshots in Figure 48 for better illustration.   

Figure 46 Two voids coalescence and the stresses building up concurrently, watch 
the evolutions from left to right.  
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Figure 47 Snapshots illustrate the model's capabilities in capturing the 
preferable cracking nucleation sites without any ad hoc and the stress 
distribution concurrently with the voids coalescence. 
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This work's Novel phase-field modeling of fracture simulated cracks' initiation 

rate, size, shape, thickness, and morphology, and the spatial stress formations, 

distributions, and evolutions throughout the whole system domain without any ad-hoc or 

prior assumptions. Moreover, our new technique allows studying microstructure evolution 

and its influences on the cracking and the materials' mechanical properties change. 

  

Figure 48 The stress-strain response under uniaxial loading with a magnified 
snapshot at the onset of unloading (i.e., cracking) points. 
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4.5 Evaluation of fracture behaviors in porous materials: Multi-particles case  

The porosity and pore size significantly influence the nuclear-grade graphite 

fracture. These characterization factors include porosity shape, size, distributions, filler 

size and density, etc. In INL work [23], the authors studied the effect of pore size and 

distributions to evaluate the fracture response of nuclear-grade graphite (H-451). To 

perform this study, they ran various Representative Elementary Volume (RVE) cases. A 

typical RVE for H-451 and the utilized model parameters are shown in Figure 49, in which 

the minimum allowed geometrical pore radius is 20 microns.  

To compare our model results with the INL work qualitatively, we used similar 

model parameters and porosity microstructures. The qualitative comparisons were 

displayed in figures 50 and 51, which reveals sufficient similarities. The origin of the 

minor differences is due to the slight difference in model parameters and the porosity 

Figure 49 A typical representative volume element along with the utilized model 
parameter to simulate the H-451, nuclear-grade graphite [23]. 
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microstructure. In both results (our model and the INL work), we could observe that the 

bigger pores have a higher probability of initiating micro-cracks. Also, the cracks will 

propagate in regions with high porous density. 

Next, we will use the TRISO-buffer layer mechanical properties obtained by the 

atomistic and experimental measurements to feed our novel model formulations to 

quantify the porosity microstructure effects on the stochastic fracture formation and 

evaluation in the buffer layer. 

 

 

  

Figure 50 work by P. Chakraborty et al., [23] . The left side is the damaged configurations 
while the right side is the stress-strain response under uniaxial loading of the 
representative volume element.  



 

 

 

95 

  

Figure 51 Snapshots of the cracking initiation and evolutions in a porosity 
microstructure similar to the INL investigated case [23], see Figure 50. Once a crack 
starts, the Damage intensification remains confined within the damage regions 
resulting in an observed recovery in strength values as seen in the zoomed-in part of 
the stress-strain curve. Then the stress dropped sharply once the microstructure fully 
cracked, see the last snapshot on the right. 
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CHAPTER V  

CONCLUSIONS 

This work advances the fundamental understanding of nuclear fuel behavior under 

normal and transient conditions and provides a predictive modeling tool for deriving 

physics-based criteria for the fracture behavior of the current and the new nuclear fuel 

designs. We introduced a new combined experimental and computational approach to 

investigate thermal shock-induced fracture in UO2 pellets. First, we briefly reviewed the 

experimental method to promote thermal fracture in the UO2. Second, the experimental 

data was utilized to parameterize and validate a Multiphysics model of fracture. In contrast 

to other fracture modeling techniques, our model that employs a phase-field fracture 

approach can predict the crack nucleation site, growth rate, crack path, size, and 

morphology given the values of the fracture properties of the material of interest. The 

energy release rate, 𝒢!  (or equivalently fracture toughness) is microstructure- and size-

dependent, and its value is unknown for UO2 and other nuclear fuels. Its value is difficult 

to estimate both from experiments and first-principles simulations. Lower-scale, first-

principles simulations are limited to small sizes and cannot evaluate the actual value for a 

realistic microstructure. Even experimental studies cannot extract this number directly. 

They usually utilize either finite-element simulations or employ a few limiting analytical 

expressions from the linear elastic fracture mechanics to derive this value from their data 

[44 – 45]. Here, a set of  𝒢! and contract area were able to capture the overall fracture 

trend of the corresponding experimental data. In fact, we believe that the phase-field 
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fracture employed here presents a new method for calculating the energy release rate of  

𝒢! /fracture toughness.  

The model results were obtained by solving the coupled equations using the finite 

element method implemented in MOOSE. The model predictions demonstrate its 

capability to simulate the formation and the following growth of the cracks. The model 

was able to reproduce the experimental temperature profile (see Figure 34), similar crack 

morphologies (see Figure 37), the expected stresses of formation and evolution (see Figure 

38), and the behaviors of elastic and fracture energies predicted by Griffith’s [5] (see 

Figure 39). The importance of the UO2 fuel pellets microstructure (e.g., porosity) on the 

overall kinetics of the fracture formation and evolution were examined qualitatively.  

Furthermore, we introduced a novel phase-field fracture model that has been 

verified using UO2 and nuclear grade graphite data to capture the concurrent 

microstructure evolution and fracture formation and propagations. Studying the 

competition between microstructure evolution and cracking is crucial to understanding the 

stochastic tearing behavior in nuclear fuels. For the first time, we employed a multi-set 

order parameters to describe the concurrent crack formation and propagation along with 

microstructure evolution including second phase particles formation and evolution (e.g., 

coalescence). The verified model was first applied to study the stress distribution around 

voids boundaries in a static two-particle domain, then applied to a heterogeneous nuclear-

grade graphite system to determine the effect of void coalescence on the fracture behaviors 

that changes the effective toughness of the materials; hence influences the mechanical 

properties. This new technique allows studying microstructure evolutions and their 
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influences on fracture behavior and validated against previous INL work [23]. The 

presented results are very promising, and we are planning further investigations and 

parametric studies to quantify the uncertainty. 

 

5.1 Future Directions 

In the next stage, a 3D experimental characterization and atomistic scale modeling 

will be utilized to inform and further validating our model. The model will be adopted to 

account for the change of the TRISO buffer layer’s elastic and fracture properties. A more 

detailed investigation of the effect of porosity microstructure on macroscopic cracks 

formation and evolution will be the subject of future studies. Furthermore, the change of 

elastic and fracture properties with microstructure, temperature, and irradiation conditions 

will also be accounted for in upcoming investigations. This can be accomplished via 

coupling our novel model with the phase-field models of irradiation-induced 

microstructure evolution [12, 15]. 
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