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METHODS, SYSTEMS, AND COMPUTER
READABLE MEDIA FOR PERFORMING
PAGE FAULT HANDLING

PRIORITY CLAIM

This application claims the benefit of U.S. Provisional
Patent Application Ser. No. 63/033,015 filed Jun. 1, 2020,
the disclosure of which is incorporated herein by reference
in its entirety.

GOVERNMENT INTEREST

This invention was made with government support under
contract number I/UCRC-1439722 awarded by the National
Science Foundation. The government has certain rights in
the invention.

TECHNICAL FIELD

The subject matter described herein relates to virtual
memory management. More specifically, the subject matter
relates to methods, systems, and computer readable media
for performing page fault handling.

BACKGROUND

Virtual memory is a memory management technique used
in modern computer systems. Virtual memory allows appli-
cations to allocate or own more memory than is physically
available. In practice, virtual memory utilizes two funda-
mental techniques: lazy allocation and swapping.

Lazy allocation is a memory management concept where
memory (e.g., a virtual memory page) is allocated only when
it is being accessed or needed. Using lazy allocation, a
memory subsystem of an operating system (OS) can avoid
giving applications memory before the applications begin
execution. Lazy allocation generally works well because it
is very rare for an application to touch or access all pages it
requires immediately after executing and usually the work-
ing sets of programs are much smaller than their whole
memory footprints. Based on this characteristic of programs,
memory subsystems can let multiple applications concur-
rently execute, thereby improving the system overall per-
formance without the system running out of memory.

While lazy allocation can reduce memory usage, it is still
possible for all memory to be allocated, e.g., if too many
applications are executing concurrently in the systems. If the
memory runs out, a swapping mechanism can store the
content of some pages in non-volatile storage devices so that
those pages can be reused (e.g., re-allocated) by other
applications.

Lazy allocation and swapping usually work as part of a
kernel’s page fault exception handling. For example, when
memory is “allocated” (such as mmap or malloc) by pro-
grams, actually only a region of virtual memory address
space is created by the kernel for the calling programs, and
none of the physical pages is allocated. So, the following
memory access within this newly created region may trigger
a page fault exception by a hardware-implemented page
walker, and then a software-implemented exception handler
will check and confirm this access as legal and in turn
allocates a page for it.

The exception handler may need to perform a significant
number of operations to handle a page fault, from checking
validity of a faulting address, acquiring a page from avail-
able free memory pages, filling the page with the corre-
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sponding data content from a storage device (e.g., major
page fault) or zeroing the page (e.g., minor page fault), to
creating some data structures for the memory management.
Related context switch overhead associated with a major
page fault may not be a serious problem if the underlying
storage devices are solid-state drives (SSDs) or hard disk
drives (HDDs) because access latency for such storage
devices are several orders more than that of dynamic ran-
dom-access memory (DRAM), and as such, in these cases,
the context switch overhead would only contribute a rela-
tively small portion of the total access latency. However,
when using emerging non-volatile memories (NVM) as
storage devices, related context switch overhead may be a
more significant issue since these types of memory have
significantly less access latency than SSDs or HDDs, and as
such, in these cases, the context switch overhead would be
responsible for a significant portion of the total access
latency.

SUMMARY

Methods, systems, and computer readable media for per-
forming page fault handling are disclosed. According to one
method, the method includes: after a translation lookaside
buffer (TLB) miss associated with a virtual memory page
occurs, identifying, in a page table, a page table entry (PTE)
associated with the virtual memory page; determining, using
a first indicator in the PTE, that the virtual memory page is
not present in a main memory; determining, using a second
indicator in the PTE, that the virtual memory page is
associated with a valid memory address and that the virtual
memory page is capable of using pre-allocated pages;
obtaining, from a pre-allocation table, a page frame number
associated with a pre-allocated page; and updating the PTE
to indicate the page frame number.

According to one system, the system includes at least one
processor; and a page fault handling offload engine (POE)
implemented using the at least one processor, wherein the
POE is configured for: after a TLB miss associated with a
virtual memory page occurs, identifying, in a page table, a
PTE associated with the virtual memory page; determining,
using a first indicator in the PTE, that the virtual memory
page is not present in a main memory; determining, using a
second indicator in the PTE, that the virtual memory page is
associated with a valid memory address and that the virtual
memory page is capable of using pre-allocated pages;
obtaining, from a pre-allocation table, a page frame number
associated with a pre-allocated page; and updating the PTE
to indicate the page frame number.

The subject matter described herein can be implemented
in software in combination with hardware and/or firmware.
For example, the subject matter described herein can be
implemented in software executed by a processor. In one
example implementation, the subject matter described
herein may be implemented using at least one computer
readable medium having stored thereon computer execut-
able instructions that when executed by the processor of a
computer cause the computer to perform steps or operations.
Exemplary computer readable media suitable for imple-
menting the subject matter described herein include non-
transitory devices, such as disk memory devices, chip
memory devices, programmable logic devices, and applica-
tion specific integrated circuits. In addition, a computer
readable medium that implements the subject matter
described herein may be located on a single device or
computing platform or may be distributed across multiple
devices or computing platforms.
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As used herein, the terms “node” and “host” refer to a
physical computing platform or device including one or
more processors and memory.

As used herein, the terms “module” and “engine” refers to
hardware, firmware, or software in combination with hard-
ware and/or firmware for implementing features described
herein.

BRIEF DESCRIPTION OF THE DRAWINGS

The subject matter described herein will now be explained
with reference to the accompanying drawings of which:

FIG. 1 depicts an example pre-allocation table associated
with a page fault handling offload engine (POE) implemen-
tation;

FIG. 2 depicts example page table entry (PTE) data
associated with the POE implementation;

FIG. 3 depicts example PTE data and pre-allocation data
during operation of the POE implementation;

FIG. 4 depicts example pre-allocation data associated
with post-page fault handling operations of the POE imple-
mentation;

FIG. 5 depicts example workflows of a pre-existing,
kernel based page fault exceptions handling and POE page
fault exceptions handling;

FIG. 6 depicts access latency associated with a normal-
ized critical path cycle of a page fault of the POE imple-
mentation and an existing kernel based page fault handler;

FIG. 7 depicts improvement provided by the POE imple-
mentation described herein using various benchmarks;

FIG. 8 is a diagram illustrating an example computing
environment for performing page fault handling; and

FIG. 9 is a diagram illustrating an example process for
performing page fault handling.

DESCRIPTION

The subject matter described herein relates to methods,
systems, and computer readable media for performing page
fault handling.

1 Introduction

Emerging Non-Volatile Memories (NVM), such as phase-
change memory (PCM) [1], NVDIMM [2], STT-RAM [3]
and 3D XPoint [4], have byte-addressability and low
latency, within an order of that of main memory [85],
together with the non-volatility of storage devices. These
bus-attached NVMs can be seen as potential candidates of
next generation of storage devices in the near future.

However, if we simply treat the NVM the same way as the
traditional storage device, we will squander the benefit of
much lower latency (around 5x slower than DRAM [85])
provided by NVM. For example, when a file stored in NVM
is accessed and a major page fault happens, kernel does not
have to block the faulting programs to trigger an input/
output (I/O) request for accessing the slow traditional stor-
age devices; instead, kernel could directly use memcpy
function to copy the data content from (bus-attached) NVM
to DRAM. Further, in such cases with NVM, the context
switch overhead (of page fault) can be too high, compared
to the access latency of NVM, and must be further avoided.

In the subject matter described herein, we consider that
some types of page fault overheads can be significantly
reduced. We also consider approaches for minimizing the
critical path latency of page faults resulting from accessing
the memory regions created by malloc and anonymous
private mmap commands. Improved page fault handling is
achieved by various aspects described herein, such as a page
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pre-allocation mechanism and background thread post-page
fault handling, together with the execution of enhanced
hardware page walker during the page fault. The operations
of our new page fault exception handling can be divided into
three parts: (1) kernel (software) page pre-allocation and
legal address indication; (2) hardware page walker execution
at page fault; (3) kernel (software) post-page fault handling
by a kernel background worker. By doing so, the critical path
of page fault exception can be reduced to only a few memory
accesses.

The contributions of the subject matter described herein
are as follows: a page fault handling offload engine (POE)
for reducing overheads of page fault exceptions generated
from accessing malloc and anonymous private mmap of user
applications, details regarding a POE implementation
involving a modified Linux kernel and a Gem5 emulator;
and an evaluation of the POE implementation showing
significant critical path latency improvement.

The subject matter described herein is organized as fol-
lows. Section 2 describes related work. Section 3 presents
concepts and related features (e.g., hardware and software
modifications) for performing page fault handling related
operations. Section 4 explains a POE implementation
involving a modified Linux kernel and a Gem5 emulator in
more detail. Section 5 presents results of an evaluation of the
POE implementation with some benchmarks. Section 6
provides additional thoughts.

2 Related Work

2.1 Page Fault and Context Switch

In modern computer systems, virtual memory is a
memory management technique employed in most operating
systems. Virtual memory is useful because it assists OSes in
allowing multiple applications to launch without running out
of memory. Before the virtual memory is universally
adopted, an application must allocate or obtain all needed
memory before starting to execute; this limitation signifi-
cantly restricts the number of concurrent executing applica-
tions in a computer system as well as the overall system
throughput the computer systems can provide.

In theory, virtual memory can let applications start to
execute immediately without allocating any memory for
themselves. The memory is dispatched when memory is
needed; this is referred to as lazy allocation or on-demand
paging. Since memory is one of the valuable resources in the
computer systems, so memory is managed and can only be
dispatched by kernel.

One way user space processes can acquire memory is
through a kernel based page fault exception handling. When
user applications need memory, they may initially call mmap
or malloc functions. But mmap and malloc functions do not
allocate any memory for applications when called; instead,
these functions only create and validate a region of virtual
memory address space for the calling processes and return
the start address of this region.

Later, when applications access some address within this
newly created region, (if no page has been allocated for this
address yet), an exception would be triggered by hardware
page walker, and the page fault exception handler starts to
run in the kernel space on behalf of the faulting applications.
Now, the mode of application is transferred from user mode
to kernel mode and the page fault exception will allocate a
page for this faulting address.

After the page fault exception handler completes its job,
the mode is changed back to the user mode and the faulting
load/store instruction is re-executed. This mode change
(from user mode to kernel mode and then back to user mode)
requires some “‘states” (e.g., local variables, hardware reg-
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isters, program counter, etc.) of the user mode to be stored
(or pushed) into the stack. Later operations of the page fault
exception handler may involve moving those states or
related state data from the stack back to their original
locations so that the faulting instruction can continue to
execute. In addition to the overhead of pushing into and
popping from the stack, context switching may also result in
some extra impacts related to cache and TLB misses.

Another technique memory can be allocated by applica-
tions is through file system read and write interfaces. This
technique does not incur page faults, but does rely on system
calls, which also result in context switching. Recently, some
works have observed that context switching overhead
incurred by file system APIs is too high when accessing
emerging storage devices, such as NVM, and those works
try to reduce the number of system calls. For example, Intel
Storage Performance Development Kit (SPDK) [32] pro-
vides the whole NVMe driver in the user space for appli-
cations to access ultra-low-latency (ULL) SSDs based on
NVM. Similarly, vVNVML [86] implements a user space
library for applications to access bus-attached NVM. Their
idea is to access the emerging storage devices (ULL SSD
and NVM, respectively) from the user space as much as
possible and to reduce the number of system calls to improve
the system performance.

On the other hand, Alam et al. [87] adopt a hardware
helper thread to reduce the number of context switches
incurred by page faults. However, their work requires a pair
of registers to indicate a single region of virtual memory
address space (one is for start address and the other is for end
address). Therefore, their approach appears better suited for
virtual machine workloads (because a guest OS will allocate
a huge amount of contiguous virtual memory region from
hypervisor as its physical memory), but might not be suit-
able for the general workloads.

2.2 Hardware Page Walker

The hardware page walker [88] is popularly employed in
many modern central processing units (CPUs). After TLB
misses, the hardware page walker will “walk™ or analyze the
page table with the faulting load or store address and CR3
register in Intel x86 architectures (page directory base
register (PDBR)). If the hardware page walker can reach the
lowest page table entry (PTE) of the faulting address and
finds that the present bit (bit 0) of the PTE is set; meaning
that a page has been allocated for this virtual memory
address and its physical frame number is also stored at the
PTE, then the hardware page walker can simply update the
corresponding TLB entry and re-execute the faulting
instruction again. Otherwise, the hardware page walker must
trigger the page fault exception and let the kernel handle the
page fault.

Employing the hardware page walker can reduce the
number of page fault exceptions because if the hardware
page walker, when reaching the lowest PTE (Page Table
Entry) of a faulting address, can find the present bit is set,
then the hardware page walker can directly update the
corresponding TLB entry (e.g., using the faulting address
and the page frame number found at the PTE) without the
intervention of the kernel.

3 Design Overview

In this section, various features of an example page fault
handling offload engine (POE) and related architecture are
described.

3.1 Handle Page Fault Entirely from User Space or Kernel
Space?

To avoid context switching associated with a page fault,
intuitively, there may appear to be two “straightforward”
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approaches. One “straightforward” approach may involve a
program being executed entirely in user space and another
“straightforward” approach may involve a program being
executed entirely in kernel space.

Several issues may need to be resolved to execute pro-
grams and also handle page faults solely in user space. To
achieve a user space based approach, a user space library
may be implemented, which might create some new data
structures in user space and also map various existing kernel
internal data structures (e.g., these data structures from
kernel space are mapped because page faults can happen in
kernel space and as such these data structures need to be
accessible from kernel space), such as struct task_struct,
struct mm_struct, struct vm_area_struct, struct page, and
several data structures related to swapping, into user space
of the library calling process.

In an example user space based approach, when a page
fault happens, the hardware page walker may usually gen-
erate a page fault exception, which, instead of jumping to a
usual kernel based page fault exception handler, may call a
dedicated user space handler or related function and there-
fore may continue to handle the page fault in the user space.
This approach can be implemented in almost the same way
as a typical function call. Thus, after this user space excep-
tion handler finishes its page fault handling (in user space),
the program can return to the faulting instruction and
re-execute this instruction.

The above idea should be feasible, but it is complicated
(since we have to map and maintain many data structures in
user space) and it also violates security policy imposed by
the Linux kernel. The reason why all user processes in Linux
require to have both user space stack and kernel space stack
is because the security policies of Linux ask that a process
utilize its user space stack (kernel space stack, respectively)
when executing in user space/mode (kernel space/mode,
respectively). This is actually the main reason of context
switching: before mode switching, all local variables/regis-
ters/states must be saved/pushed to the corresponding stack.
However, user space page fault exception handler, which is
still executed in user space regardless of mode switching,
will violate this policy (because it has to map some kernel
internal data structures into user space) and makes security
even more vulnerable.

Due to the above-mentioned drawback, the kernel based
approach may at first appear to be more feasible. However,
it is impossible for user applications because they must
launch in the user space.

Therefore, because the two “straightforward” approaches
are not viable, we consider a more complicated approach,
and utilize the assistance from hardware since pure software
solutions seem unacceptable.

In our proposed approach, an enhanced the hardware page
walker (e.g., hardware that can execute during the page
faults) can be utilized to perform some of the page fault
handling for the kernel. An implementation of an enhanced
hardware page walker as described herein may be referred to
as a page offload engine (POE). A feature of the proposed
approach involves coordinating software (e.g., the kernel)
and hardware (e.g., the hardware page walker) to perform
page fault handling operations. With the help of an enhanced
page walker hardware, and by reordering the operations of
page fault handling software, some operations can be per-
formed before and after the page fault (e.g., by the kernel),
and some other operations can be executed (e.g., by hard-
ware), e.g., during a page fault scenario that the POE does
not handle. By doing so, at the time of a page fault, hardware



US 11,474,952 B2

7

may be running without the intervention of software and
without requiring a context switch.

Based on the proposed approach, the following mecha-
nisms and concepts are utilized to achieve our goal: page
pre-allocation, legal virtual memory address space indica-
tion, hardware page walker enhancement, and post page
fault handling by one or more kernel background thread(s).

3.2 Page Pre-Allocation

Existing page fault exception handlers usually obtain a
page from a buddy system. This action may result in
blocking the faulting program if no page is available and the
kernel must try to obtain pages either from the page cache,
or as a last resort, from writing some dirty pages to swap
space. These page obtaining approaches usually require 1/0
requests to access backing storage devices (and the process
will be blocked), so they cannot be simply executed by
hardware.

In the proposed approach, pages are pre-allocated by a
background kernel thread before page faults even happen.
When a page is allocated, usually a pointer of a struct page
(or the virtual memory address in the kernel of that page) is
returned by the buddy system in the kernel. This pointer (of
struct page) can be translated into physical page frame
number of that page easily by page_to_pfn macro. If those
frame numbers of pre-allocated pages can be saved before-
hand in a certain format at a page pool (here we employ a
pre-allocation table per processor core) and the POE/hard-
ware page walker can access them easily when page fault
occurs, then the operation of page allocation of the page
fault handling can be moved out of the page fault critical
path.

Various benefits can be realized by using page pre-
allocation, e.g., speed and reducing complexity of page fault
handling systems or related mechanisms. For example, since
allocating pages can block faulting user applications, page
pre-allocation by a kernel background thread only blocks
this kernel thread and will not slow down the user applica-
tions. In another example, in an existing Linux kernel (e.g.,
one without POE functionality), to allocate pages for malloc
or anonymous private mmap, the kernel always “zeros” an
entire page (4 KB) or an entire huge page (2 MB) in the page
fault critical path for security. An example pre-allocation
mechanism as described here can move this time consuming
operation out of the page fault critical path. In another
example, by utilizing kernel background threads to perform
page pre-allocation, hardware enhancements for a POE
implementation may be less complex, e.g., relative to an
implementation that requires the hardware to do page pre-
allocation or page allocation on demand.

3.3 Legal Virtual Memory Address Space Indication

A significant part of existing page fault handling opera-
tions involve checking whether the faulting virtual memory
address is legal (e.g., valid) or not (e.g., does the address lies
within the valid “good_area” or the invalid “bad_area? This
checking operation is very complicated and is unlikely to be
handled by hardware. However, the faulting virtual memory
address can only be known at the moment that the page fault
is about to happen; how can a POE know whether the
faulting virtual memory address is a legal or illegal address?

It seems to be a very challenging problem, but, by
thinking in the opposite direction, we discover a very elegant
solution. Instead of finding out the validity of a faulting
address using hardware, the proposed approach involves
software informing hardware if the faulting address is legal
or not.

In some embodiments, POE may be configured to handle
some page fault scenarios, while allowing other page fault
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scenarios to be handled by existing page fault handling
mechanisms. For example, the POE implementation
described herein may be configured to handle page faults
happening only in the user space, particularly page faults
occurring when accessing virtual memory address space
regions created by malloc and anonymous private mmap
functions within user applications.

When a user application calls a malloc or an anonymous
private mmap function, a virtual memory address space area
may be created and a pointer pointing to the start virtual
memory address of this area may returned to applications.
As such, the kernel can know which address is legal when
these two functions are called. The only thing left is that we
need a mechanism to inform a POE of this information.

Since a POE or a related hardware page walker walks
through page tables and corresponding page directories,
such as a page middle directory (PMD) and a page global
directory (PGD), of current running processes after TLB
misses, the proposed approach involves adding an “indica-
tor” in this page table walking path to inform the POE that
whether a current accessing memory address is legal. In
some embodiments, the valid memory address indicator may
be stored as a bit or parameter of a relevant PTE.

In some embodiments, the proposed operational flow is as
follows. When a user application calls a malloc or an
anonymous private mmap function, and before the system
call returns, a background thread (e.g., a separately execut-
ing process) is created by the kernel. This kernel background
thread, similar to a hardware page walker, may walk a page
table for evaluating or analyzing all pages within the newly
created (e.g., allocated) virtual memory address region in the
background (e.g., the thread runs asynchronously to the user
application and/or other processes). In some embodiments,
the kernel background thread may be run until all PTEs have
been accessed and/or analyzed. The kernel background
thread may be configured to set a “POEable” bit as a legal
address indication for each PTE associated with pages
within the newly created (e.g., allocated) virtual memory
address region. If the paths to PTE of some addresses have
not been constructed yet, the kernel can construct these
paths, e.g., like an existing exception handler does. By
having a kernel background thread asynchronously perform
this path construction process, this process can also be
moved out of the page fault critical path.

3.4 Hardware Page Walker Enhancement

In some embodiments, a POE implementation may
include an enhanced hardware page walker configured to
perform some page fault handling related operations, and a
POE related mechanism or software (e.g., a modified kernel)
may be configured to perform to execute other operations
(e.g., not handled by the enhanced hardware page walker
and to execute those operation out of the page fault critical
path, such as before or after a page fault, using software
(e.g., kernel background thread(s)).

From the above-mentioned features, we have a pre-
allocation page pool containing page frame numbers of
available pre-allocated pages and POEable bits, as indica-
tors, have been set at PTEs of legal address space. Therefore,
the operations of POE may be as follows: When TLB
misses, POE (e.g., an enhanced hardware page walker) may
walk a relevant page table until it reaches a PTE associated
with a faulting address. If POE finds out that the POEable bit
is set (meaning the faulting address is legal), but the present
bit is not set yet (meaning that this address has not been
allocated a page, so POE needs to allocate a page for it), then
POE requests a free page from pre-allocation page pool,
stores its page frame number as well as sets some flag bits
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into the PTE as software exception handler does, refills this
missing TLB entry, and continues to execute the faulting
instruction without the need of kernel help.

However, for other cases different from the above-men-
tioned scenario, the POE may trigger a typical page fault
exception similar to an existing Linux based page fault
exception handler approach and let software (e.g., the ker-
nel) handle it.

3.5 Post-Page Fault Handling by Kernel Background
Thread(s)

In some embodiments, besides the page allocation, the
address validation, and PTE update, there are other page
fault handling related operations, such as increasing a coun-
ter of an mm object (by calling inc_mm_counter function)
and adding a page to a last recently used (LRU) cache for
swapping later. Such operations can be delayed and
executed later by another periodic background kernel thread
if programs are not terminated. In some embodiments,
another thread or process may perform error handling opera-
tions or functionality. For example, actively scan and pro-
cess unprocessed pages in pre-allocation tables only if
programs are being terminating. Thus, this processing can
also be moved out of the page fault critical path.

4 Implementation

In this section, an implementation of POE hardware and
related (e.g., implemented or potential) features and/or
aspects are discussed. Single-threaded implementations and
uses are addressed initially, and multi-threaded applications
implementations and uses are addressed later in the section.

4.1 POE Enable and Disable

An POE implementation described herein may utilize or
be trigged by various POE related system calls or functions.
In particular, applications may call a POE_enable system
call in the beginning of their source code, and no other extra
change is required to use POE functionality. The POE
functionality may be automatically disabled by a POE_dis-
able( ) function called inside _mmput( ) function by the
kernel, e.g., when applications are about to be killed. An
POE_disable system call may also be available, which can
directly call the POE_disable( ) function and allow appli-
cations to disable POE functionality if necessary.

In some embodiments, the POE implementation may
include kernel based POE software where operations of
POE_enable and POE_disable system calls can be executed
when the POE software is loaded and unloaded, respec-
tively. By doing so, user applications may automatically
enable POE by default. However, system calls method may
be preferable in some scenarios because it makes debugging
much easily (e.g., the number POE users can be limited
within some caller applications, rather than all user appli-
cations in the systems).

In some embodiments, “POE is disabled” refers to a
scenario where newly created virtual memory address
spaces do not support POE. In such scenarios, page faults in
those regions may be handled by a kernel based page fault
exception handler. However, in such embodiments, previ-
ously created POE enabled regions (e.g., regions that are still
“POEabled”) may continue utilizing POE related mecha-
nisms for relevant page faults.

4.2 POE_Enable System Call

In some embodiments, a POE_enable system call may set
the POE_enable, a boolean type member of struct_mm, as
true for the caller’s mm object. The first POE_enable caller
may also construct the pre-allocation page pool, e.g., as a
pre-allocation table per processor core. For example, the
“pre-allocation table” may refer to physical contiguous
pages allocated from the kernel’s buddy system. The amount
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of pages (to construct a single table of a processor core)
depends on how many pages are to pre-allocated or con-
tained in a table, which is configurable. In some embodi-
ments, to shorten the time spent executing a POE_enable
system call, only pages to construct pre-allocated tables may
be allocated here, and the pre-allocated pages themselves
contained within these tables may be allocated later by a
background thread.

In some embodiments, after constructing a pre-allocation
table per processor core, a schedule_on_each_cpu( ) kernel
function may be executed to set the page frame number (34
bits) of the first page of the pre-allocation table, the number
of entries of pre-allocation table (16 bits), and POE_EN-
ABLE bit (1 bit) to a new 64 bits register (e.g., the CR9
control register is employed in the POE implementation) per
processor core in order to enable POE hardware of all
processor cores. In the POE implementation described
herein, the numbers of entries of pre-allocation tables are
configured as sixty-four, but the entry number per table are
configurable and different numbers may be used from table
to table.

In some embodiments, at the end of a POE_enable system
call, a kernel thread is triggered to pre-allocate pages, in the
background, for pre-allocation tables of processor cores.
Because allocating pages per processor core can be very
time-consuming, e.g., consider platforms with hundreds of
processor cores, adopting a kernel background thread can
avoid blocking the execution of the first POE_enable caller
program.

Although it is possible that POE hardware may request
(pre-allocated) pages from some pre-allocation tables before
the above mentioned asynchronous kernel thread is executed
(or before the kernel thread has a chance to allocate any
page), the POE implementation can still trigger a typical
page fault exception. In other words, the POE implementa-
tion can handover the task to the kernel to handle a page fault
scenario where the POE implementation cannot obtain pages
from a relevant pre-allocation table.

4.3 Pre-Allocation Table

In some embodiments, a pre-allocation table may utilize
a lockless ring buffer architecture [89] with one producer
(the kernel, which produces/pre-allocates pages) and one
consumer (the POE implementation, which consumes/re-
quests pages). Each entry of the pre-allocation table may
have sixteen bytes, and the first entry (entry number 0)
stands for the table header, which contains the head index
(ranging from one to the number of entries), tail index (also
from one to the number of entries), number of table entries,
and locks, and the size of each of them is four bytes. Except
for the table header, all the entry’s format is delineated in
FIG. 1. FIG. 1 shows an example pre-allocation table and its
fields, which contains faulting virtual memory address,
TGID, page frame number, used bit, and valid bit.

In some embodiments, the producer may look at the head
index, and the consumer may check the tail index. For
example, when the kernel (producer) wants to pre-allocate a
page, first it looks up the corresponding entry of the head
index from table header. If this entry is not valid (e.g., the
valid bit is not set), meaning that this entry does not contain
a valid pre-allocated page, then the kernel may allocate a
page and put its page frame number into the corresponding
field of this entry, may increment the head index by one, and
may check the next entry. The kernel may continue this page
pre-allocation process until it reaches an entry whose valid
bit has already been set (e.g., indicating that all entries of this
table are valid).
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In some embodiments, since a table is dedicated to a
processor core, page pre-allocation performed by the kernel
may follow some policies and/or rules. For example, if a
platform contains multiple non-uniform memory access
(NUMA) nodes, then pages can be pre-allocated from near
memory first. When near memory is exhausted, the kernel
can decide either to pre-allocate pages from far memory, or
not to pre-allocate pages at all. After all pages (from near
memory) are used from this table, a POE can trigger a
typical page fault exception and let a kernel based page fault
exception handler decide the next step.

4.4 Pre-Page Fault Software Handling

When applications call malloc or anonymous private
mmap, if the kernel determines that the POE_enable mem-
ber of the mm object is set as true (e.g., by a POE_enable
system call), then the kernel may add a new VM_POE flag
to the virtual memory area (vma) object (of the struct
vm_area_struct) when this new vma is created.

At or near the end of mmap or anonymous private malloc
functions, the kernel can create a background kernel thread
by executing a kthread_run( ) function. This kernel thread,
since it knows the start and end addresses of the newly
created vma, can walk the page table of the calling process
until it reaches (accesses) all the corresponding lowest level
PTEs; if the paths to PTEs have not been constructed yet,
this kernel thread may construct them as page fault excep-
tion handler does.

When a PTE is reached, the kernel thread may set a
POEable bit (e.g., bit 2) and a RW bit (e.g., bit 1, if the
region is writeable) of the PTE if a present bit of this PTE
is not set yet. In some embodiments, bit 2 (the user bit) of
a PTE may be used or repurposed as the POEable bit, which
is safe since this bit is not involved in a swap entry
computation. Besides these two bits, the kernel background
thread may also write a thread group identifier (TGID) of a
current process into the page frame number (PFN) field of
the PTE. FIG. 2 shows pre-page fault handling operations.
For example, FIG. 2 depicts example data (e.g., a context)
of the lowest level PTEs of a POE enabled process. As
shown in FIG. 2, the mmap function maps two pages and
sets the TGID and POEable bit.

In some embodiments, a kernel thread may execute pre-
page fault handling operations asynchronously to avoid
blocking programs for too long since such operations could
be time-consuming, e.g., if applications malloc or mmap a
huge, say 1 GB, region. Also, if a POE reaches a PTE of a
page which is “pre-allocatable” but its POEable bit has not
been set by the kernel background thread, then the POE can
simply treat this page fault as usual and trigger a typical page
fault exception.

4.5 Page Fault Hardware Handling

In some embodiments, the POE implementation (e.g.,
acting an enhanced hardware page walker) may start to
execute operations after TLB misses. Some operations of the
POE implementation are described below.

1. If POE cannot reach (the lowest level) PTE, then it
triggers the page fault exception as usual.

2. If POE can reach (the lowest level) PTE and the present
bit of the PTE is set, then POE updates the TLB entry and
re-executes the instruction again.

3. If POE can reach (the lowest level) PTE and the present
bit of the PTE is not set, and the POEable bit of the PTE
is not set (meaning that this page cannot be pre-allocated),
then POE also triggers the page fault exception as usual.

4. If POE can reach (the lowest level) PTE and the present
bit of the PTE is not set, but the POEable bit of the PTE
is set, then POE stores the TGID (written by kernel at
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section 4.4) obtained from a PFN field of the PTE, obtains
a page (e.g., by looking up the corresponding entry
indicated by the tail index and checking that the valid bit
of this entry is set) from the pre-allocation table of the
current executing processor core, fills its page frame
number into the PFN field of the PTE, and sets some
corresponding flags (for read: the present, accessed, and
nx bits are set; for write: besides the three bits mentioned
above, dirty bit and soft dirty bit are also set) into the PTE.
The user bit (bit 2) and RW bit (bit 1, if applicable) are
already set by the pre-page fault kernel thread. (If the
valid bit of a tail entry is not set, e.g., indicating that this
entry does not contain valid page and that the whole
pre-allocation table of this processor core is empty, then
POE would trigger a typical page fault exception.)

. POE updates the TLB entry, writes the faulting virtual
memory address, stores the TGID, set the used bit for the
tail entry of the pre-allocation table, cleans the valid bit of
the tail entry, and increments the tail index by one.
FIG. 3 shows operations of an example POE implemen-

tation during a page fault. As shown in FIG. 3, the left table
represents PTEs and the right table is a pre-allocation table.
The POE implementation makes page fault critical latency
quite small: except for regular memory loads to walk the
page table and the PTE entry update, which are also required
operations of existing page fault exception handling, POE
only incurs one four bytes load (read the tail index), one
eight bytes load (read PFN field and valid bit of the tail
entry), one sixteen bytes store (update the entire tail entry),
and one four bytes store (update the tail index).

4.6 Post-Page Fault Software Handling

A Linux delayed work queue is utilized to periodically
execute post-page fault processing. After pages of pre-
allocation tables are pre-allocated by a background thread
triggered by POE_enable system call, a delayed work queue
function is scheduled, with a delay timer is set as 2 milli-
seconds (ms). When the delay timer expires, a delayed work
function is executed to do the post-page fault handling.

This post-page fault handling may be described as fol-
lows. First, it uses the head index to get the corresponding
(head) entry. If the head entry’s used bit is set, since the
TGID, faulting virtual memory address, and page frame
number can be found at the used entry, then the following
functions may be executed: anon_vma_prepare, inc_mm_
counter, page_add_new_anon_rmap, and Iru_cache_add_
active_or_unevictable for a single page. After those func-
tions are executed, the used bit is cleared.

Besides the above-mentioned operations, the delayed
work function is also responsible for refilling the used
entries of pre-allocation tables. That is, if the valid bit is
cleared, then delayed work function will pre-allocate a page,
write its page frame number, set the valid bit into the head
entry, and increment the head index by one. The delayed
work function may continue to process and refill the next
entry until it meets an entry whose valid bit is set. FIG. 4
illustrates the operations of post-page fault processing.

If pages cannot be pre-allocated due to the lack of
memory, delayed work function may still continue to do the
post-page fault handling for the following used entries,
without increasing the head index. After all entries are
processed, the delayed work function is re-scheduled for the
next time (2 ms).

4.7 Error Handling

Since the delayed work function is only executed every 2
ms, what happens during this period if an application is
terminated and some pages are still not processed by the
delayed work function?

o
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In some embodiments, an error handling function may be
utilized to handle those pages. For example, an error han-
dling function may scan all pre-allocation tables and finds
out the used entries (e.g., by determining if a used parameter
data field or a used bit of the PTE is set) whose TGID is the
same as the terminated application. If such entries exist, then
the error handling function executes the same functions as
delayed work function does. Also, since error handling
function and delayed work function might execute concur-
rently, a lock may be used to avoid a race condition between
them. The bit 0 of locks field in the table header is employed
as a test_and_set lock bit here.

Because the error handling function may need to scan all
pre-allocation tables and it may be configured to only scan
whenever necessary. Therefore, the error handling function
may be called at the zap_pte_range( ) function and when the
page’s page_mapcount( ) returns zero as well as the vma’s
VM_POE flag is set. This can significantly reduce the
frequency of calling the error handling function since
page_add_new_anon_rmap will not be called for those
unprocessed pages, so the values of their _mapcount of
struct page are still -1 as well as the page_mapcount
function will return zero.

4.8 POE_Disable Function and POE_Disable System Call

The POE_disable function sets the caller’s POE_enable
member of the mm object as false. The last caller of
POE_disable first waits until the delayed work function is
completed or cancelled. Then, like POE_enable, this last
caller disables POE hardware of each processor core by
calling schedule_on_each_cpu( ) function to clear the
POE_ENABLE bit for all processor cores, and it also
frees/releases valid pages (whose valid bit is set) of pre-
allocation tables.

As we have mentioned at section 4.1, the POE imple-
mentation may be configured to automatically disabled by
POE_disable( ) function from _mmput( ) function by the
kernel when applications are terminated. So disabling POE
within the source code of applications is unnecessary. How-
ever, a POE_disable system call is implemented to allow
applications to disable POE if they want. The POE_disable
system call directly calls POE_disable function. Also, a
protection has been implemented so that calling POE_dis-
able function twice accidentally will not be harmful. The
second POE_disable system call will directly return.

4.9 Huge Page Support

The POE implementation can also support huge (e.g., 2
MB) pages. In some embodiments, the POE implementation
may utilize an additional pre-allocation table per processor
core to contain pre-allocated huge pages for a given pro-
cessor core. The kernel background thread described in
section 4.4 may set the POEable bit at a PMD if a huge page
can be allocated for certain virtual memory address regions.
‘When POE reaches the PMD and finds the POEable bit is set
but that the present bit is not set, the POE implementation
may obtain a huge page from the pre-allocated table.

4.10 Multi-Threaded Process

The previous portions of Section 4 describe various
interactions between the POE implementation and the kernel
for a single-threaded process. How about a multi-threaded
process? For example, two or more threads may access the
same page and therefore encounter the page fault (of the
same page) at the same time. Furthermore, we should
consider a more complicated race condition case between
POE hardware and a kernel software page fault exception
handler.

As indicated in section 4.4, a kernel background thread
can set the POEable bit for PTEs. Consider this example, the
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POE hardware reaches a PTE before the background kernel
thread sets its POEable bit. In this example, the POE
hardware may treat this page as “non-POEable” and trigger
a page fault exception. Before the page fault exception
handler executes, the kernel background thread may be
scheduled and may set the POEable bit of this PTE. Con-
tinuing with this example, POE hardware from another
processor core could reach this PTE (e.g., since its present
bit is not set but its POEable bit is set) and may execute the
POE page fault handling. Meanwhile, the page fault excep-
tion handler triggered from the first processor core may
execute and start to handle the page fault for the same
faulting page. This might be a serious issue, so we have to
avoid it.

To address this potential issue, a lock mechanism may be
utilized. For example, a test_and_set lock at PTE may be
employed. In this example, when POE hardware or a kernel
based page fault exception handler want to handle or service
a page fault (e.g., the kernel can check the VM_POE flag
from vma to decide if it needs to get the lock or not), they
each need to obtain a lock at the PTE first.

In some embodiments, an accessed bit (e.g., bit 5) of a
PTE may be utilized or repurposed as the lock bit. In such
embodiments, the flow of section 4.5 may be modified as
follows. If a POE can reach the PTE and the present bit is
not set, but the POEable bit is set, then the POE can perform
a test_and_set action to acquire the lock. For example, if a
PTE is just read and cached, this test_and_set action may
only access the cache and does not need to access memory.
If the returned value from test_and_set is zero or indicating
unlocked, then POE may continue to proceed as described in
section 4.5. After that, the POE may clear the lock bit to
unlock it.

However, in some embodiments, if the returned value
from test_and_set is one or indicating locked (e.g., if another
POE from another processor core or a kernel based page
fault exception handler is handling a page fault for the same
page), then the POE may busy wait (e.g., repeatedly check)
until the lock bit is clear and the present bit is set (which
indicates that the corresponding page fault has been solved),
and updates the TLB as well as re-executes the faulting
instruction.

This lock-based approach is more scalable compared to an
existing kernel based page fault exception handler approach
that uses a global page table lock. In particular, in some
embodiments, the POE only busy waits at the page level, and
this busy wait happens only when multiple POEs try to
access the same page simultaneously. However, an existing
kernel based page fault exception handler may use a global
page table lock to synchronize all page faults of the threads
belonging to the same process. Therefore, for a kernel based
page fault exception handler approach that uses a global
page table lock, all faulting threads of the same process must
busy wait no matter if their faulting pages are the same or
not.

4.11 Comparison with Existing and POE Page Fault
Handling

FIG. 5 shows flows of existing kernel based page fault
exceptions handling and POE page fault exceptions han-
dling. As indicated in FIG. 5, the POE implementation
re-orders various fault handling operations, moves many of
the operations out of the page fault critical path, thereby
leaving less operations for the POE hardware (e.g., the
enhanced hardware page walker) to process.

5 Evaluation

Since the proposed POE approach utilizes features of an
enhanced hardware page walker and a modified kernel,
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existing CPU hardware may be modified for executing the
modified Linux kernel. We employ an Gem5 [90] emulator
to modify and emulate our new POE hardware. The Gem5
platform is configured as four-processor core 3.4 GHz X86
TimingSimple CPU with 8 GB DDR4 main memory using
Ruby memory model. A Gem5 full system (FS) simulation
is employed and Linux kernel version 4.9.182 is modified
and used in our evaluations.

5.1 Results of Page Fault Critical Latency

We evaluated the improvement of the page fault critical
path latency associated with our implementation of a POE.
We conduct experiments inside the GemS5 FS environment.
We run a simple program which mmaps an anonymous
private memory region and accesses one byte per page
within this region; total 100 pages are accessed and their
results are averaged and reported. We compare the read and
write access latency between the POE implementation and
an existing kernel based page fault handler. FIG. 6 shows
access latency associated with a normalized critical path
cycle of a page fault of the POE implementation and an
existing kernel based page fault handler. W stands for write
page fault, and R stands for read page fault. From the data
in FIG. 6, some conclusions can be drawn.

Our evaluation shows that the POE implementation works
in a Linux and Gem5 FS environment. The hardware and
software of the POE implementation cooperate to resolve
the page faults and therefore result in very short critical path
latencies.

Further, the critical path latencies of read and write page
faults of the POE implementation are very close, less than a
hundred processor cycles apart. This is because the POE
hardware allocates a new page for a page fault, regardless of
whether it is read or write related fault. So the POE
operations for read and write page fault handling are the
same, and their latency should be the same, too.

However, an existing kernel based page fault exception
handler may handle page faults caused by read and write
differently if page faults happen within the regions created
by malloc or anonymous private mmap. For example, a
Linux kernel may always map the faulting address to a
special “zeroed” page for read page fault, and may allocate
a new page for write page fault later. Since mapping to a
special “zeroed” page does not require zeroing the page
again, the critical path latency of a read fault is much shorter
than that of a write fault. We can see from the FIG. 6 that the
W (write page fault) has the worst critical path latency since
it incurs both the overheads of the context switch and
zeroing the page.

Furthermore, the critical path latencies of the POE imple-
mentation are much better than the critical path latencies of
an existing Linux page fault exception handler in the Gem5
FS environment. The read latency is improved by a factor of
8.3 and the write latency is improved by a factor of 47.3
times when compared to a traditional Linux page fault
exception handler.

5.2 Results of Micro Benchmarks

In this section, we estimate the improvements of POE by
executing micro benchmarks. However, we do not/cannot
directly run those benchmarks inside the Gem5 FS environ-
ment because the Gem5 FS environment does not support all
X86 instructions (so many benchmarks cannot run directly
in Gem5 FS mode) and because the Ruby memory model of
GemS5 is too slow and is not good enough. We conduct the
same experiment described at section 5.1 in the Gem5 FS
environment and in a real machine and compare their results.
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For critical path latency of write page faults, the GemS5
average is 39203 cycles and but the real machine average is
15024 cycles.

Therefore, we count the number of total page faults of the
benchmarks and estimate the percentage of expected
improvements provided by the POE implementation on a
real machine.

We use a machine with 32 GB DRAM, and Intel i17-4770
four-processor core 3.4 GHz processor with hyperthreading
enabled. Linux kernel 4.9.182 version is employed on this
machine, t0o0.

We measure page fault critical path latencies as explained
in section 5.1 on a real machine, but we average results of
4096 pages instead of 100 pages. We execute the same (4096
pages) measurements in the Gem5 FS environment to get the
page fault latency when POE is enabled. Table 1 summarizes
these measurements. In particular, Table 1 shows average
critical path cycle counts of a page fault and POE latency is
measured in a GEMS FS environment.

TABLE 1
WRITE ON REAL ~ READ ON REAL
POE MACHINE MACHINE
CYCLE 431 3678 1158
COUNTS

Next, we configure all the benchmarks as single-threaded,
and measure their total execution time and the number of
write and read page faults resulting from malloc and anony-
mous private mmap.

The numbers of page faults are then multiplied by the
difference of latency of read faults and POE latency (1158-
431) and the difference of latency of write faults and POE
latency (3678-431) cycle counts and then each difference is
divided by 3.4 G to get the time expected (in seconds),
which gives us the time saved by the POE implementation.
Finally, the expected time is divided by total execution time
of the benchmarks to obtain the percentage of improvement
provided by the POE implementation.

We leverage the PARSEC 3.0 [79] and SPLASH-2X [80]
benchmark suites with native input sets. FIG. 7 depicts
improvement (%) provided by the POE implementation
described herein using various benchmarks. As indicated in
FIG. 7, an average 5.6% improvement is observed.

6 Additional Thoughts

An evaluated POE implementation along with various
potential embodiments and/or related features are discussed
in the subject matter described herein. In the evaluated
implementation described herein, the POE includes an
enhanced hardware page walker and a modified Linux
kernel to reduce the critical path latency of the page fault
handling. In the evaluated implementation, a kernel back-
ground thread is utilized to execute some of the operations
of page fault handling, asynchronous to the actual page fault
while letting hardware carry out operations that need to be
handled at the time of the page fault.

We implemented the kernel modifications in Linux and
simulated the enhanced hardware in a Gem5 emulator. We
have shown that our implemented POE could significantly
reduce the page fault critical path latency when virtual
memory address regions created from malloc and anony-
mous private mmap are accessed.

The evaluation shows that the page fault critical latency
can reduce to 2.1% for write and 12% for read of existing
software exception handling times. In addition, our imple-
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mented POE can improve the execution time of some
benchmarks by an average of 5.6%.

FIG. 8 is a diagram illustrating a computing environment
800 for performing page fault handling and/or related opera-
tions. Referring to FIG. 8, computing environment 800 may
represent various computing architectures, such as an x86
architecture, an x86-64 architecture, an ARM architecture,
or other architectures. In some embodiments, computing
environment 800 may include one or more computing
platforms, memory devices, and/or other hardware. For
example, computing environment 800 may include a pro-
cessor or central processing unit (CPU) 802, a kernel 806, a
memory 816, and a secondary storage 818.

CPU 802 may represent one or more physical processors,
such as an x86 based processor, an x86-64 based processor,
an ARM processor, or another processor. CPU 802 may also
include electronic circuitry or other hardware (e.g., control-
lers, caches, buffers, and/or other entities) for performing
various functions, e.g., virtual memory management, page
fault exception handling or other features.

CPU 802 may execute instructions associated with kernel
806, user applications, and/or other programs. Kernel 806
may represent a particular portion of an OS. For example,
kernel 806 may be a modified Linux kernel that includes a
kernel based page fault exception handler and POE software
configured to utilize POE related system calls and functions
from applications or other entities. In this example, e.g.,
when particular system calls or functions calls are made,
kernel 806 may be configured to initiate or trigger one or
more background threads for facilitating one or more page
fault handling operations associated with a POE 804. In
some embodiments, POE software may be implemented as
a kernel module, and POE 804 may be initiated when the
module is inserted into the kernel, such as a insmod Linux
command, without the help of system calls of function calls.

In some embodiments, one or more kernel associated
background threads may execute pre-page fault handling
operations, e.g., asynchronously to other processes and/or
periodically. For example, a pre-page fault operation may
include pre-allocating virtual memory pages for use by a
processor core and storing corresponding page frame num-
bers in a pre-allocation table 814 for use by the processor
core. In another example, a pre-page fault handling opera-
tion may include determining whether PTEs associated with
a virtual memory region refer to valid memory addresses
and setting valid memory address indications in the PTEs
associated with the virtual memory region.

In some embodiments, one or more Kkernel associated
background threads may execute post-page fault handling
operations, e.g., asynchronously to other processes and/or
periodically. For example, a post-page fault operation may
include updating one or more counters of pre-allocation
table 814, adding one or more virtual memory pages to an
LRU cache for swapping, or allocating one or more pre-
allocated pages to replace used pre-allocated pages associ-
ated with pre-allocation table 814.

In some embodiments, one or more kernel associated
background threads may execute error handling operations,
e.g., asynchronously to other processes and/or periodically.
For example, an error handling operation may include
scanning one or more pre-allocation tables 814 for entries
associated with terminated applications and performing one
or more post-page fault handling operations for each of the
entries associated with terminated applications.

In some embodiments, CPU 802 may include a POE 804,
an MMU 808 and a TLB 810. POE 804 may be implemented
using hardware (e.g., circuitry associated with CPU 802)
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and/or a processor and may include hardware page walker
functionality along with additional features. In some
embodiments, POE 804 may be configured to handle page
faults occurring in user space, e.g., read and write page faults
occurring when accessing virtual memory address space
regions created by malloc and anonymous private mmap
functions within user applications. In some embodiments,
POE 804 may be configured to handle page faults occurring
in kernel space, e.g., virtual memory address space regions
created by kmalloc.

In some embodiments, POE 804 may be configured to
perform a page walk of page table 812 associated with a
TLB miss. If POE 804 cannot reach a relevant (e.g., the
lowest level) PTE corresponding to the TLB miss, then POE
804 may trigger the page fault exception that is handled by
the kernel. If POE 804 can reach a relevant (e.g., the lowest
level) PTE corresponding to the TL.B miss and the present
parameter data field of the PTE is set, then POE 804 may
update the TLB entry and re-execute the instruction again. If
POE 804 can reach (the lowest level) PTE and the present
bit of the PTE is not set, and the POEable bit of the PTE is
not set (meaning that this page cannot be pre-allocated), then
POE 804 may trigger a page fault exception that is handled
by the kernel. If POE 804 can reach a relevant (e.g., the
lowest level) PTE corresponding to the TLB miss and the
present parameter data field of the PTE is not set, and the
POEable bit of the PTE is set, then POE 804 may store a
TGID obtained from a PFN field of the PTE, obtain a page
(e.g., by looking up a corresponding entry indicated by the
tail index and checking that the valid bit of this entry is set)
from pre-allocation table 814 of the current executing pro-
cessor core, add a related page frame number into the PFN
field of the PTE, and set some corresponding flags (for read:
the present, accessed, and nx bits may set; for write: besides
the three bits mentioned above, dirty bit and soft dirty bit
may also be set) into the PTE. The user bit (e.g., bit 2) and
RW bit (e.g., bit 1, if applicable) may already set by a
pre-page fault kernel thread. (If the valid bit of a tail entry
is not set, e.g., indicating that this entry does not contain
valid page and that pre-allocation table 814 of this processor
core is empty, then POE 804 may trigger a page fault
exception that is handled by the kernel.) POE 804 may also
update the TLB entry, write the faulting virtual memory
address, store the TGID, set the used bit for the tail entry of
pre-allocation table 814, cleans the valid bit of the tail entry,
and increments the tail index by one.

MMU 808 may represent a computer hardware unit for
receiving and/or handling memory references, e.g., read and
write requests, from user applications, kernel 806, or other
programs. MMU 808 may use TLB 810 to translate virtual
memory addresses into physical memory addresses. For
example, when a read or write request is received, MMU
808 may query, using a virtual memory address, TLB 810 to
obtain a corresponding page frame number or other infor-
mation for identifying a physical memory address (e.g., a of
memory 816). In this example, after a physical memory
address is identified, MMU 808 or another entity may
perform the read or write request.

TLB 810 may represent an associative cache of PTE or
relate data. For example, TLB 810 may utilize a content-
addressable memory (CAM). In this example, when a physi-
cal memory address is needed for a virtual memory address,
the CAM search key is the virtual memory address, and the
search result is a physical memory address. If the requested
physical memory address is present in the TLB, a TLB hit
occurs and the retrieved physical memory address can be
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used to access memory. Otherwise, a TLB miss occurs and
a page fault exception occurs.

In some embodiments, when a TLB miss or a related page
fault exception occurs and requisite criteria is met, POE 804
may perform page fault handling and/or related operations.
In such embodiments, where requisite criteria is not met, the
page fault may be handled by a kernel based page fault
exception handler.

Memory 816 may represent any suitable entity (e.g.,
non-transitory computer readable media, etc.) for storing
code and data associated with kernel 806, user applications,
or other programs. Memory 816 may represent a main or
primary memory comprising random-access memory
(RAM) or other storage media. In some embodiments, page
table 812 containing PTEs and pre-allocation table 814
containing pre-allocated page information may be stored in
memory.

Storage 818 may represent any suitable entity (e.g., non-
transitory computer readable media, etc.) for storing code
and data associated with kernel 806, user applications, or
other programs. In some embodiments, memory 816 may
represent a secondary memory comprising NVM, emerging
NVM, PCM, NVDIMM, STT-RAM, and 3D XPoint or other
storage media.

In some embodiments, storage 818 may be used as swap
space storage for virtual memory and may not be directly
addressable by CPU 802. For example, swapping may
involve copying data content in memory 816 (e.g., RAM) to
or from storage 818 (e.g., NVM). Continuing with this
example, if the kernel or another entity attempts to access a
virtual memory page stored in swap space, a page fault
exception may occur (e.g., an error indicating that the page
is not located in memory 816), and the page may be
“swapped” from storage 818 to memory 816.

It will be appreciated that FIG. 8 is for illustrative
purposes and that various nodes, their locations, and/or their
functions may be changed, altered, added, or removed. For
example, some nodes and/or functions may be combined
into a single entity or some functionality (e.g., in POE 804)
may be separated into separate nodes or modules. In another
example, one or more entities depicted in FIG. 8 as imple-
mented using CPU 802 may be implemented using different
hardware and/or firmware.

FIG. 9 is a diagram illustrating an example process 900
for performing page fault handling and/or related operations.
In some embodiments, process 900, or portions thereof (e.g.,
operations 902, 904, 906, 908, and 910) may be performed
by or at CPU 802, POE 804, kernel 806, and/or another
entity (e.g., node or module).

In some embodiments, operations 902-910 may be
referred to as page fault handling operations and may be
performed by or initiated by POE 804, while some other
operations may be referred to as pre-page fault handling
operations (e.g., operations generally occurring before
operations 902-910 are completed), post-page fault handling
operations (e.g., operations generally occurring after opera-
tions 902-910 are completed), and/or error handling opera-
tions (e.g., operations generally occurring in response to an
error or to mitigate errors from occurring during page fault
handling related operations).

In some embodiments, pre-page fault handling opera-
tions, post-fault handling operations and/or error handling
operations may be performed asynchronously and/or inde-
pendently of process 900 or operations thereof. In some
embodiments, pre-page fault handling operations, post-fault
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handling operations and/or error handling operations per-
formed by or initiated by one or more kernel associated
threads or processes

In some embodiments, one or more kernel related threads
or processes may be triggered to facilitate process 900,
portions thereof, or related operations. For example, kernel
806 may trigger or otherwise cause one or more background
threads or processes to execute various page fault handling
related operations asynchronously and/or independently of
process 900. In this example, some operations that generally
occur before operations 902-910 are completed for a given
page fault may be referred to as pre-page fault handling
operations, while operations that generally occur after
operations 902-910 are completed for a given page fault may
be referred to as post-page fault handling operations.

Referring to process 900, in operation 902, after a TLB
miss associated with a virtual memory page occurs, a PTE
associated with the virtual memory page may be identified
in a page table. For example, POE 804 may be configured to
walk page table 812 for identifying a relevant PTE associ-
ated with TLB miss.

In operation 904, it may be determined, using a first
indicator in the PTE, that the virtual memory page may be
not present in a main memory. For example, POE 804 or
another entity may analyze a present parameter data field
(e.g., a particular bit or set of bits) of a PTE to determine
whether a corresponding virtual memory page is stored in a
main memory (e.g., RAM).

In operation 906, it may be determined, using a second
indicator in the PTE, that the virtual memory page is
associated with a valid memory address and that the virtual
memory page may be capable of using pre-allocated pages.
For example, POE 804 or another entity may analyze a user
bit or a parameter data field (e.g., a POEable bit or POEable
parameter data field) of a PTE to determine whether a
corresponding virtual memory page is associated with a
valid memory address and that the virtual memory page is
capable of using a pre-allocated page.

In operation 908, a page frame number associated with a
pre-allocated page may be obtained from a pre-allocation
table. For example, POE 804 or another entity may identify
an available pre-allocated page from pre-allocation table 814
containing information about one or more available pre-
allocated pages and may obtain a page frame number for
indicating a physical memory address.

In operation 910, the PTE may be updated to indicate the
page frame number. For example, POE 804 or another entity
may modify a PTE to indicate a page frame number so that
the page frame number is associated with a corresponding
virtual memory page.

In some embodiments, after updating a PTE to indicate a
page frame number associated with a pre-allocated page
obtained from pre-allocation table 814, process 900 may
also include update a corresponding TLB entry to indicate
the page frame number. For example, POE 804 or another
entity (e.g., a kernel associated background process or
thread) may modify a TLB entry in a TLB so that a page
frame number obtained via process 900 is associated with a
corresponding virtual memory page.

In some embodiments, at least one Kkernel associated
background process may perform one or more pre-page fault
handling operations asynchronously (e.g., with process
900). For example, kernel 806 may trigger a background
thread that is configured (e.g., programmed) to execute a
pre-page fault handling operation, such as pre-allocating
virtual memory pages and storing corresponding page frame
numbers in pre-allocation table 814. In another example, a
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pre-page fault handling operation may include determining
whether PTEs associated with a virtual memory region refer
to valid memory addresses and setting valid memory address
indications in the PTEs associated with the virtual memory
region. In some embodiments, pre-page fault handling
operations may be performed using a kernel associated
delayed work queue.

In some embodiments, at least one kernel associated
background process may perform one or more post-page
fault handling operations periodically, wherein the one or
more post-page fault handling operations may include
updating one or more counters of pre-allocation table 814,
adding one or more virtual memory pages to an LRU cache
for swapping, or allocating one or more pre-allocated pages
to replace used pre-allocated pages associated with pre-
allocation table 814. In some embodiments, post-page fault
handling operations may be performed using a kernel asso-
ciated delayed work queue.

In some embodiments, at least one kernel associated
background process may perform one or more error han-
dling operations, wherein the one or more error handling
operations may include scanning one or more pre-allocation
tables 814 for entries associated with one or more applica-
tions and performing one or more post-page fault handling
operations for each of the entries associated with the one or
more applications. In some embodiments, error handling
operations may be performed for reducing or mitigating
issues associated with various scenarios, e.g., scenarios
related to terminated applications, hung applications, or
other applications where some page handling related opera-
tions were unable to complete or execute. In some embodi-
ments, error handling operations may be performed using a
kernel associated delayed work queue.

In some embodiments, a background thread (e.g., a kernel
associated background process) may be statically scheduled
at regular or irregular intervals to perform pre-allocation of
pages. In some embodiments, a background thread may be
dynamically triggered to run (e.g., execute) based on thresh-
old values associated with a number of available pre-
allocated pages. For example, a page pre-allocation back-
ground thread may run when the number of available
pre-allocated pages drops below 10 or when the number of
available pre-allocated pages is less than the number of
pre-allocated pages recently used by the system, e.g., in the
last three minutes. In some embodiments, a shared pool of
pages may be made available to all cores in a processor. In
some embodiments, a pool of pages may be made available
to each processor or core separately.

While some aspects, techniques, and/or features of the
subject matter described herein is motivated by the avail-
ability of the low latency NVM, it will be appreciated that
various aspects, techniques, and/or features of the subject
matter described herein can also be utilized in computing
systems with higher latency SSDs and magnetic disks.
Further, it will be appreciated that while various aspects
and/or features of the subject matter described herein are
described with reference to a single host or a single socket
machine, these techniques can be used in and/or extended to
shared memory machines and multi-socket machines as well
as container based and/or virtual machine based virtualiza-
tion computer systems.

It should be noted that POE 804 and/or functionality
described herein may constitute a special purpose computing
device or module (e.g., a hardware-implemented page
walker, a hardware-implemented POE based exceptions
handler, or a POE chip). Further, POE 804 and/or function-
ality described herein can improve the technological field of
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virtual memory management and/or page fault exceptions
handling by providing mechanisms for performing page
fault handling more efficiently and/or faster relative to
various existing kernel based page fault exception handlers.
The disclosure of each of the following references is
incorporated herein by reference in its entirety to the extent
not inconsistent herewith and to the extent that it supple-
ments, explains, provides a background for, or teaches
methods, techniques, and/or systems employed herein.
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Although specific examples and features have been
described above, these examples and features are not
intended to limit the scope of the present disclosure, even
where only a single example is described with respect to a
particular feature. Examples of features provided in the
disclosure are intended to be illustrative rather than restric-
tive unless stated otherwise. The above description is
intended to cover such alternatives, modifications, and
equivalents as would be apparent to a person skilled in the
art having the benefit of this disclosure.

The scope of the present disclosure includes any feature
or combination of features disclosed in this specification
(either explicitly or implicitly), or any generalization of
features disclosed, whether or not such features or general-
izations mitigate any or all of the problems described in this
specification. Accordingly, new claims may be formulated
during prosecution of this application (or an application
claiming priority to this application) to any such combina-
tion of features. In particular, with reference to the appended
claims, features from dependent claims may be combined
with those of the independent claims and features from
respective independent claims may be combined in any
appropriate manner and not merely in the specific combi-
nations enumerated in the appended claims.

The invention claimed is:

1. A method for performing page fault handling, the
method comprising:

performing page fault handling operations, the page fault

handling operations comprising:

after a translation lookaside buffer (TLB) miss associ-
ated with a virtual memory page occurs, identifying,
in a page table, a page table entry (PTE) associated
with the virtual memory page;

determining, using a first indicator in the PTE, that the
virtual memory page is not present in a main
memory;

determining, using a second indicator in the PTE, that
the virtual memory page is associated with a valid
memory address and that the virtual memory page is
capable of using pre-allocated pages;

obtaining, from a pre-allocation table, a page frame
number associated with a pre-allocated page; and

updating the PTE to indicate the page frame number.
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2. The method of claim 1, wherein at least one kernel
associated background process performs one or more pre-
page fault handling operations asynchronously.

3. The method of claim 2, wherein one of the pre-page
fault handling operations comprises:

pre-allocating virtual memory pages and storing corre-

sponding page frame numbers in the pre-allocation
table.

4. The method of claim 2, wherein one of the pre-page
fault handling operations comprises:

determining whether PTEs associated with a virtual

memory region refer to valid memory addresses and for
setting valid memory address indications in the PTEs
associated with the virtual memory region.

5. The method of claim 1, wherein the second indicator is
a valid memory address indicator and is stored in a user bit
or a parameter data field of the PTE.

6. The method of claim 1, wherein the first indicator is
stored in a present bit or a present parameter data field of the
PTE.

7. The method of claim 1, wherein at least one kernel
associated background process performs one or more post-
page fault handling operations periodically, wherein the one
or more post-page fault handling operations includes updat-
ing one or more counters of the pre-allocation table, adding
one or more virtual memory pages to a last recently used
(LRU) cache for swapping, or allocating one or more
pre-allocated pages to replace used pre-allocated pages
associated with the pre-allocation table.

8. The method of claim 1, wherein at least one Kkernel
associated background process performs one or more opera-
tions of pre-allocating pages dynamically based on at least
one threshold value or trigger associated with a number of
available pre-allocated pages.

9. The method of claim 1, wherein the page fault handling
operations are performed without a context switch from user
space to kernel space.

10. The method of claim 1, wherein the page fault
handling operations, pre-page fault handling operations,
and/or post-page fault handling operations are performed
using a kernel associated delayed work queue.

11. The method of claim 1, wherein at least one kernel
associated background process performs one or more error
handling operations, wherein the one or more error handling
operations includes scanning one or more pre-allocation
tables for entries associated with one or more applications
and performing one or more post-page fault handling opera-
tions for each of the entries associated with the one or more
applications.

12. A system for performing page fault handling, the
system comprising:

at least one processor; and

a page fault handling offload engine (POE) implemented

using the at least one processor, wherein the POE is

configured for performing page fault handling opera-

tions, the page fault handling operations comprising:

after a translation lookaside buffer (TLB) miss associ-
ated with a virtual memory page occurs, identifying,
in a page table, a page table entry (PTE) associated
with the virtual memory page;

determining, using a first indicator in the PTE, that the
virtual memory page is not present in a main
memory;

determining, using a second indicator in the PTE, that
the virtual memory page is associated with a valid
memory address and that the virtual memory page is
capable of using pre-allocated pages;



US 11,474,952 B2

29

obtaining, from a pre-allocation table, a page frame
number associated with a pre-allocated page; and
updating the PTE to indicate the page frame number.

13. The system of claim 12, wherein at least one kernel
associated background process performs one or more pre-
page fault handling operations asynchronously.

14. The system of claim 13, wherein one of the pre-page
fault handling operations comprises:

pre-allocating virtual memory pages and storing corre-

sponding page frame numbers in the pre-allocation
table.

15. The system of claim 13, wherein one of the pre-page
fault handling operations comprises:

determining whether PTEs associated with a virtual

memory region refer to valid memory addresses and for
setting valid memory address indicators in the PTEs
associated with the virtual memory region.

16. The system of claim 12, wherein the second indicator
is a valid memory address indicator and is stored in a user
bit or a parameter data field of the PTE.

17. The system of claim 12, wherein at least one kernel
associated background process performs one or more post-
page fault handling operations periodically, wherein the one
or more post-page fault handling operations includes updat-
ing one or more counters of the pre-allocation table, adding
one or more virtual memory pages to a last recently used
(LRU) cache for swapping, or allocating one or more
pre-allocated pages to replace used pre-allocated pages
associated with the pre-allocation table.
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18. The system of claim 12, wherein the page fault
handling operations, pre-page fault handling operations,
and/or post-page fault handling operations are performed
using a kernel associated delayed work queue.

19. The system of claim 12, wherein at least one kernel
associated background process performs one or more error
handling operations, wherein the one or more error handling
operations includes scanning one or more pre-allocation
tables for entries associated with one or more applications
and performing one or more post-page fault handling opera-
tions for each of the entries associated with the one or more
applications.

20. A non-transitory computer readable medium having
stored thereon executable instructions that when executed by
a processor of a computer cause the computer to perform
page fault handling operations comprising:

after a translation lookaside buffer (TLB) miss associated

with a virtual memory page occurs, identifying, in a
page table, a page table entry (PTE) associated with the
virtual memory page;
determining, using a first indicator in the PTE, that the
virtual memory page is not present in a main memory;

determining, using a second indicator in the PTE, that the
virtual memory page is associated with a valid memory
address and that the virtual memory page is capable of
using pre-allocated pages;

obtaining, from a pre-allocation table, a page frame

number associated with a pre-allocated page; and
updating the PTE to indicate the page frame number.
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