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ABSTRACT

Local measurements of the Hubble constant rely on extragalactic distance measurements,

which are made using observations of Type Ia supernovae and certain variable stars. This

dissertation focuses on two classes of variable star that are used to make distance measure-

ments: Classical Cepheids and Mira variables.

The Legacy Survey of Space and Time (LSST), which will be conducted at the Vera C.

Rubin Observatory, will return time-series data that have an ideal cadence for Mira studies.

In anticipation of these data, we perform a search for Miras in the LSST photometric bands.

We use archival optical and near-infrared observations of the galaxy M33 taken with the

Canada-France-Hawaii Telescope’s MegaCam and WIRCam instruments. We use machine

learning classifiers to efficiently identify strong Mira candidates, which are visually confirmed.

We also use period-luminosity relations for Miras in the Large Magellanic Cloud to identify

Mira candidates in M33. We present the first empirical characterization of Miras in the

LSST bands. We also recover approximately 70 percent of a sample of previously identified

Miras and identify 2,916 new Mira candidates. For the first time, we find evidence for a

first-overtone pulsation sequence in M33’s Miras.

We also present H -band Milky Way Cepheid light curves extracted via difference imaging

from observations taken with the United Kingdom InfraRed Telecope’s Wide-Field Infrared

Camera. The crowded nature of the Cepheid fields renders traditional photometric methods

less effective, so we adapt and deploy a difference imaging pipeline originally written for

data from the Transiting Exoplanet Survey Satellite. The light curves are used to derive

corrections to “mean light” for random-phase Hubble Space Telescope observations. The

phase corrections obtained from the H -band light curves are in good agreement with similar

corrections obtained from VI light curves from the literature.
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NOMENCLATURE

2MASS Two-Micron All Sky Survey

2MASS PSC 2MASS Point Source Catalog

AGB Asymptotic Giant Branch

CMB Cosmic Microwave Background

DEHVILS Dark Energy, H0, and peculiar Velocities using Infrared
Light from Supernovae

DIA Difference Imaging Analysis

FFI Full-Frame Image

HST Hubble Space Telescope

IRAF Image Reduction and Analysis Facility

ΛCDM Lambda Cold Dark Matter

MW Milky Way

Mpc One megaparsec, or one million parsecs

Myr One million years

NIR Near-infrared

OGLE Optical Gravitational Lensing Experiment

PLR Period-Luminosity Relation

PSF Point Spread Function

TESS Transiting Exoplanet Survey Satellite

TIC TESS Input Catalog

UKIRT United Kingdom Infrared Telescope

WCS World Coordinate System

WFCAM Wide-Field Infrared Camera
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1. INTRODUCTION

In 1922, Alexander Friedmann published an interpretation of Albert Einstein’s theory of

General Relativity that allowed for a dynamic universe (Friedmann, 1922). By assuming a

low density of stars and omitting the cosmological constant Einstein inserted to keep the

universe static, Friedmann came up with a universe that could expand indefinitely. But

with his death in 1925, Friendmann could not promote his controversial (at the time) idea.

Fortunately, the idea still wove its way through the scientific community (Trimble, 2013). For

instance, Georges Lemaître independently arrived at the same idea of an expanding universe

a few years after Friedmann’s death. However, Lemaître went a step further than Friedmann

and hypothesized that the universe began with the fracturing of a “primeval atom,” which

contained all the contents of the universe (Lemaître, 1927). This was the broad outline of

what we now call the Big Bang theory. Like Friedmann, Lemaître was initially decried by

most of his contemporaries, with Einstein telling Lemaître , “Your calculations are correct,

but your physics is abominable” (Singh, 2004).

But the idea of an expanding universe began to be supported by a variety of astronom-

ical observations. The most famous of these observations include the galaxy distances and

apparent recessional velocities measured by Vesto Slipher, Edwin Hubble and Milton Hu-

mason at Mount Wilson Observatory (Hubble, 1929; Hubble and Humason, 1931). Some of

the vital galaxy distances were derived using variable stars called Cepheids, which have a

relation between their brightness and variability period that was first recorded by Henrietta

Swan Leavitt (Leavitt, 1908; Leavitt and Pickering, 1912).

Hubble noted that there was a definite linear relation between a galaxy’s apparent re-

cessional velocity (v; km s−1) and its distance from the observer (d; Mpc), which could be

written as

v = K × d. (1.1)
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Nowadays, K has been changed to H0 and it is referred to as the Hubble constant, while

the equation is known as the Hubble-Lemaître law. H0 is a keystone of cosmological models

(Weinberg et al., 2013).

Curiously, local measurements of H0 based on Type Ia supernovae and Classical Cepheid

variable stars (Riess et al., 2021b) differ at the 5σ < level from expectations based on the

Lambda Cold Dark Matter (ΛCDM) cosmological model, which are anchored by observations

of the Cosmic Microwave Background (Planck Collaboration, 2020) and Baryon Acoustic

Oscillations (Alam et al., 2021).

Understanding this significant discrepancy – known as the Hubble tension – involves

more precisely characterizing the objects used to make local measurements of H0. This

stable of objects includes two types of variable stars: Classical Cepheids (“Cepehids”) and

Mira variables (“Miras”). Both types of star are known to follow period-luminosity relations

(PLRs) at certain wavelengths, which allows us to reliably estimate their average magnitudes

from the periods with which they vary in brightness. Miras and Cepheids are also extremely

luminous, so in conjunction with their PLRs we can use these stars as extragalactic distance

indicators.

Two ongoing astronomical endeavors have notable potential in expanding the reach of

Cepheids and Miras: the European Space Agency’s Gaia satellite (Gaia Collaboration et al.,

2016), and the Legacy Survey of Space and Time (LSST), which will be carried out by the

Vera C. Rubin Observatory (Rubin Observatory; Ivezić et al. 2019) over the current decade.

Gaia is the successor of the Hipparcos satellite, which provided parallax measurements

for > 100, 000 stars at the milliarcsecond (mas) level (ESA, 1997). As of its early third data

release, Gaia has returned 5-parameter astrometric solutions – positions, proper motions,

and parallaxes – for nearly 1.5 billion objects in the Milky Way (MW) and the Magellanic

Clouds, with uncertainties within 0.01 − 0.02 mas for G < 15 mags (Gaia Collaboration

et al., 2021). With expected Cepheid parallaxes pushing down to the microarcsecond level,

Gaia can enable us to calibrate the Cepheid-based Extragalactic Distance Scale to within
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∼ 1%.

However, Gaia parallaxes alone cannot complete this calibration; Hubble Space Telescope

(HST) observations of Cepheids with Gaia parallaxes are also required (Riess et al., 2018b,

2021a). This is because the Cepheid-based distance scale is based on HST observations of

extragalactic Cepheids. Observations of MW Cepheids in the same HST bands will circum-

vent the systematic uncertainty that would arise from using observations in different bands

to incorporate the Gaia parallaxes into the Extragalactic Distance Scale. Additionally, in-

termediate Gaia data products require parallax offsets that depend on magnitude, color, and

ecliptic latitude (Lindegren et al., 2018, 2021a,b). So, HST observations of MW Cepheids

with Gaia parallaxes could be used to both calibrate the Extragalactic Distance Scale and

determine the relevant parallax offsets.

Now to Rubin Observatory: with its sensitive, wide field-of-view, it is capable of perform-

ing faint, high cadence time-domain surveys across large swathes of the sky. The decade-

long LSST will cover 18, 000 deg2 of the southern sky in the ugrizy bands, reaching between

22.1−25.0 mags for stationary sources in single exposures. The ten-year coadds are expected

to reach 24.9 − 27.5 mags for similar sources, and each survey region will be visited ∼ 800

times (Ivezić et al., 2019).

LSST will contain a treasure trove of faint, time-series data, ideal for studying extra-

galactic Miras. Yuan (2017) transformed PLRs of Large Magellanic Cloud (LMC) Miras

(V I to griz) to demonstrate that Rubin Observatory would be able to recover ∼200,000

Miras across roughly 200 galaxies within 15 megaparsecs (Mpc). Approximately 75 galaxies

within 14 Mpc could yield upwards of 100 Miras apiece. However, to efficiently recover Miras

in LSST data, we need to empirically characterize Miras in the Rubin Observatory filters.

This dissertation focuses on developing techniques to better identify and characterize

Miras and Cepheids for use as distance indicators, a critical task as we move through the

domains of Gaia and Rubin Observatory.
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1.1 Classical Cepheid Variables

Classical Cepheids (“Cepheids”) are radially pulsating variable stars that occupy part of

the “instability strip” on the Hertzsprung-Russell diagram, where most pulsating variables

reside. They are young, yellow, supergiant stars; their high mass progenitors (> 4M�;

Turner, 1996, 2012) and young ages (20 − 150 Myr; Bono et al., 2005) make Cepheids

fairly rare. Cepheids have periods ranging from ∼ 1 − 100 days and tend to pulsate in

the fundamental and first overtone modes (Percy, 2007; Soszyński et al., 2008, 2011a). The

archetypal Cepheid is δ Cephei, which was identified by John Goodricke in October 1784

(Goodricke, 1786). However, the first identification of a Cepheid was made a month earlier

by Edward Pigott, who observed the variability of η Aquilae (Percy, 1984).

Cepheid light curves have a signature sawtooth shape that is nearly identical from cycle

to cycle, though Cepheids with different periods have slightly different light curve shapes.

This change in light curve shape with period is known as the Hertzsprung progression

(Hertzsprung, 1926). Cepheid amplitudes range from ∼ 0.5 − 1 mag in the optical (Percy,

2007; Klagyivik and Szabados, 2009) and ∼ 0.1 − 0.3 mag in the infrared (Monson and

Pierce, 2011) and show weak but not significant dependence on metallicity (Majaess et al.,

2013; Szabados and Klagyivik, 2012; Mancino et al., 2021).

Cepheid variability is driven by the κ-mechanism, since opacity, represented by κ, is key

to this process. The κ-mechanism arises due to “partial ionization zones,” which are regions

within a star where a significant fraction of the material is ionized. Opacity typically scales

with density (ρ) and temperature (T ) as ρ/T 3.5. However, when a partial ionization zone is

compressed, energy goes not just into heating the zone, but also into ionizing more material.

So, the inverse effect of temperature on opacity is decreased (Zhevakin, 1959a,c,b; Baker and

Kippenhahn, 1961; Baker, 1963). This results in an increase in opacity, which in turn leads

to increased absorption of radiation and consequent heating and expansion. As the star

expands and the partial ionization zone becomes less dense, it also becomes less opaque as

the recently ionized material recombines. This allows the star to cool and contract. Typical
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partial ionization zones which drive variablity are based in hydrogen (H I→ H II) and helium

(He I → He II).

The existence of partial ionization zones does not guarantee pulsation. In hot, blue stars,

the zone can be too close to the surface of the star to have sufficient mass above to drive the

pulsations. In cool, red stars, convection can dilute the effect of the partial ionization zone.

Figure 1.1 A Hertzsprung-Russell diagram highlighting different stages of stellar evo-
lution along with the regions occupied by different classes of variable stars. The
instability strip is also shown. Reprinted with appropriate citation from Rursus
(https://commons.wikimedia.org/wiki/File:HR-diag-instability-strip.svg).

5

https://commons.wikimedia.org/wiki/File:HR-diag-instability-strip.svg


Figure 1.2 Light curves of six Cepheid variables identified in M33, with periods ranging from
5.31 to 57.45 days. The B-, V -, and I-band data are represented by the blue, green, and red
circles respectively, while the best fit models are shown by the solid lines. The subtle change
in light curve shape with period, known as the Hertzsprung progression (Hertzsprung, 1926),
can be seen. Reprinted from Lucas M. Macri et al. (2001), The Astronomical Journal 121
870. doi:10.1086/318773. ©AAS. Reproduced with permission.

These two limitations delineate the “blue edge” and “red edge” respectively of the instability

strip (Carroll and Ostlie, 1996; Percy, 2007). The location of the red edge depends on

a variety of factors relating to internal stellar processes, while the blue edge shows some

dependence on metallicity (Bono et al., 1999).

For over a hundred years, Cepheids have been known to follow PLRs (Leavitt, 1908;

Leavitt and Pickering, 1912). This property has made Cepheids crucial for establishing the
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Figure 1.3 Period-luminosity relations of 70 Classical Cepheids in the Large Magellanic Cloud
observed by the Hubble Space Telescope. From top to bottom, the bands/indices and their
offsets are: the Wesenheit indexmW

H ; the Wesenheit indexmW
H +0.6; F160W+1; F814W+1;

and F555W + 1. Reprinted with appropriate citation from Adam G. Riess et al. (2019), The
Astrophysical Journal 876 85.

Extragalactic Distance Scale and measuring H0. NIR observations of Cepheids have proven

especially useful as the intrinsic width of the PLR is only ∼ 0.08 mag at those wavelengths

(Persson et al., 2004; Macri et al., 2015; Riess et al., 2019, 2020), in addition to being less

sensitive to dust and metallicity.

Cepheid-based measurements of H0 have gained precision with time (Freedman et al.,

2001; Riess et al., 2009, 2016, 2021b), increasing their discrepancy with early-universe mea-

surements of H0. The latest high precision measurement of H0 based on Cepheids and Type
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Ia supernovae (H0 = 73.04± 1.04 km s−1 Mpc−1; Riess et al. 2021b) differs at the 5σ < level

from expectations based on observations of the Cosmic Microwave Background and Baryon

Acoustic Oscillations assuming ΛCDM (H0 = 67.4±0.5 km s−1 Mpc−1; Planck Collaboration

2020).

1.2 Mira Variables

Miras are Asymptotic Giant Branch (AGB) stars, whose variability is characterized by

large amplitudes in the optical (∆V > 2.5 mag, ∆I > 0.8 mag; Kholopov et al. 1985,

Soszyński et al. 2009b) and long periods (100−3000 days; Riebel et al. 2010) with stochastic

variations across variability cycles. They also vary in the infrared with smaller amplitudes

than in the optical (∆KS > 0.4 mag; Whitelock et al. 2008). With low mass progenitors

(0.8−8M�, typically 3M�; Whitelock 2013) Miras are relatively more common than Cepheids

and can be found in all types of galaxies (Rejkuba, 2004; Whitelock, 2013; Boyer et al., 2017).

The archetypal Mira, o Ceti, was identified as a variable star by David Fabricius in 1596,

though it may also have been recorded as variable by ancient astronomers (Wilk, 1996;

Hoffleit, 1997).

Like Cepheids, Miras are also pulsating variable stars, but the Mira pulsation mechanism

is less understood. This is in no small part due to the dynamic phase of stellar evolution

at which Miras occur: the Asymptotic Giant Branch (AGB) phase. The AGB phase occurs

late in the life of low to intermediate mass stars (∼ 0.8− 10M�) when they have ceased core

helium burning.

To be very general, an AGB star would have an inert core of carbon and oxygen sur-

rounded by a helium (He) burning shell, a hydrogen (H) burning shell, and a convective

envelope of H and He. During the early-AGB phase, the star is offered waning support by

the H burning shell as the outer layers of the star expand till H burning is extinguished.

Then, the star contracts and the convective layer reaches deeper into the star till the He

shell ignites in a He-flash to bring the star into the thermally-pulsing AGB (TP-AGB) phase.

During the TP-AGB phase, the now thicker He burning shell is convective almost all the
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way to the bottom of the H burning shell, driven by the He burning. While the He burning

shell accounts for the majority of the star’s luminosity for a short time (∼ 102 years), it begins

to burn less and less efficiently till convection ceases and the star expands to extinguish the

H burning shell. The outer convective envelope reaches further into the star, transporting

interior material to the surface. This process eventually ceases and the star contracts till the

H burning shell reignites. The H burning shell is now the main source of energy for the star

and serves in this role for much longer than the He shell did (∼ 104−105 years). This phase of

H burning provides decreasing support till another He-flash occurs. The entire process forms

Figure 1.4 A Hertzsprung-Russell diagram constructed using data from the Hipparcos cat-
alog. Miras (“M”), semi-regular variables (“SR”), and Classical Cepheids (“Cep”) are high-
lighted. Reprinted with appropriate citation from Laurent Eyer and Nami Mowlavi (2008),
Journal of Physics Conference Series 118 012010.

9



Figure 1.5 The light curves of an oxygen-rich Mira (OGLE-LMC-LPV-01752; upper panel)
and a carbon-rich Mira (OGLE-LMC-LPV-02028; lower panel) located in the Large Magel-
lanic Cloud. The y-axes of both plots span the same magnitude range (2 mags), showing
the relatively larger amplitude of the carbon-rich Mira. The oxygen-rich Mira has a period
of 205.8 days and the carbon-rich Mira has a period of 297.3 days. The measurements are
reprinted from Soszyński et al. (2009a).

a thermal pulse, which is seen as a relatively sharp change in the star’s luminosity. The star

will experience multiple thermal pulses till the H burning shell is subsumed by convection or

the star loses too much mass for shell burning to restart. Then, it will evolve to the white

dwarf phase. The specific Mira pulsation mechanism is still an open question, but it likely

depends on the convection and instability in the interiors of AGB stars. (Lattanzio, 2002;

Karakas and Lattanzio, 2014; El Eid, 2016; Freytag et al., 2017; Xiong et al., 2018).

Pulsations in AGB stars can lift material from inner parts of the star to its outer layers,
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where they condense into dust. The dust can absorb energy and gain enough momentum to

stream away from the star, taking gas along with it. This process forms the signature mass

loss of AGB stars (Höfner, 2008). The condensed dust is also partially responsible for why

Miras appear to vary with large amplitudes in the optical: the dust preferentially absorbs

at those wavelengths (Percy, 2007).

Miras generally pulsate radially in the fundamental mode, falling on the C sequence

first presented in Wood et al. (1999) and expounded on since (Wood, 2000; Ita et al., 2004;

Soszyński et al., 2004; Wood, 2015; Trabucchi et al., 2017). They may also fall on the C′

sequence, which can correspond to fundamental or first overtone pulsators or both (Trabucchi

et al., 2017). Mass loss in AGB stars (Ṁ & 10−8M�yr−1) can cause them to transition

between pulsation sequences, such as from the B sequence of first overtone pulsators to the

C′ sequence (Trabucchi et al., 2017; McDonald and Trabucchi, 2019)).

Miras are typically classified as oxygen-rich (O-rich) or carbon-rich (C-rich) based on their

surface chemistry, color, and light curves. The surface compositions of Miras are affected by

the CNO cycle in the convective envelope, helium shell burning, and other internal stellar

processes. 12C and 18O in particular can be “dredged up” and raised to the surface of

the star (Iben and Renzini, 1983; Kobayashi et al., 2011; Karakas and Lattanzio, 2014).

The occurrence of dredge-up events is dictated by stellar mass. In the case of stars with

M > 4 M�, another phenomenon called “hot-bottom burning” (HBB) comes into play.

During HBB, the bottom of the convective layer heats up to the point that the CNO cycle

is activated with the rare appearance of the Na-Na and Mg-Al cycles. This can affect the

transition from O-rich to C-rich for Miras, with some models allowing for C-rich Miras to be

converted back to O-rich Miras (Frogel et al., 1980; Mould and Aaronson, 1980; Whitelock

and Feast, 2000; Hinkle et al., 2016). The ratio of O-rich Miras to C-rich Miras shows

some dependence on host galaxy metallicity, with galaxies of higher metallicity having larger

ratios of O- to C-rich Miras (Cioni and Habing, 2003; Battinelli and Demers, 2004; Cioni

et al., 2008; Battinelli and Demers, 2009; Hamren et al., 2015). C-rich Miras are redder
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Figure 1.6 Period-luminosity (upper row) and period-Wesenheit (lower row) relations of Mi-
ras in the Large Magellanic Cloud (LMC). Oxygen-rich Miras are represented by filled blue
circles and carbon-rich Miras are represented by red points. The oxygen-rich Miras are fit
with quadratic relations. The solid black lines represent the relations fit using measure-
ments from the LMC Near-infrared Synoptic Survey and the dashed magenta lines represent
the relations fit using single-epoch 2MASS measurements. Reprinted from Wenlong Yuan
et al. (2017b), The Astronomical Journal 154 149. doi:10.3847/1538-3881/aa86f1. ©AAS.
Reproduced with permission.

(J − KS < 1.3 − 2.2) and have longer periods than O-rich Miras (Yuan et al., 2017b; Ita

and Matsunaga, 2011); they also exhibit more pronounced long-term changes to their mean

magnitudes (Soszyński et al., 2009b, 2011b, 2013).

O-rich Miras follow tight PLRs in the NIR (Glass and Evans, 1981; Robertson and Feast,

1981), though O-rich Miras with periods greater than 400 days are susceptible to HBB,

which causes them to appear brighter than expected based on linear PLRs (Whitelock et al.,

2003). In the LMC, O-rich Miras have K-band PLRs with low scatter (σ = 0.12; Yuan et al.

12

https://doi.org/10.3847/1538-3881/aa86f1


2017b) that is comparable to the scatter of Cepheid PLRs in the same band (σ = 0.09; Macri

et al. 2015). The NIR PLRs of Miras give them utility as extragalactic distance indicators

(Whitelock et al., 2013; Menzies et al., 2015; Yuan et al., 2017a,b; Menzies et al., 2019) that

can be used to measure H0.

Huang et al. (2018) used NIR HST observations to identify a sample of 139 O-rich Mira

candidates in NGC4258, which they coupled with LMC Miras to obtain a relative distance

modulus that was consistent with Cepheid-based measurements. Huang et al. (2020) also

used NIR HST observations to identify 115 O-rich Mira candidates in NGC1559. They cou-

pled this sample with the maser distance to NGC4258 and its sample of Miras to obtain a

distance modulus for NGC1559. Huang et al. (2020) also presented a Mira-based determi-

nation of H0 (= 73.3± 4.0 km s−1 Mpc−1) within 1σ of the contemporaneous Cepheid-based

value from Riess et al. (2019).

1.3 Outline of Dissertation

The outline of this dissertation is as follows: Chapter 2 describes a search for Mira

variables in M33 using optical and NIR observations, Chapter 3 discusses the use of a novel

data set to precisely identify the pulsation phase of seven Milky Way Cepheids, and Chapter

4 summarizes the work presented in this dissertation.

Chapter 2 details the third work in the M33 Synoptic Stellar Survey series. We use

grizJHKS images of M33 taken from archival surveys of the galaxy to search for a known

sample of Miras identified in Yuan et al. (2017a) and to also identify fainter Mira candidates.

Empirical measurements of Miras in the LSST bands are lacking, and this work is the first

step towards addressing that need. We use machine learning classifiers to efficiently identify

Mira candidates based on their light curves and light curve models. We recovered a majority

of the Yuan et al. (2017a) Miras and identified 2,916 new Mira candidates. For the first

time, we find evidence for a first-overtone pulsation sequence in the M33 Mira candidates.

Chapter 3 describes the use of a novel data set to determine the pulsation phase of

Cepheids when they were observed by HST. We use H-band images taken by the Wide-Field
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Infrared Camera on the United Kingdom InfraRed Telescope as part of the DEHVILS survey

to obtain the light curves of seven Milky Way Cepheids. Due to the crowded nature of these

fields caused by defocusing the Camera, we performed difference-imaging photometry by

modifying a pipeline originally developed to analyze images from the Transiting Exoplanet

Survey Satellite. We achieved a photometric precision in line with expectations from photon

statistics and used the resulting Cepheid light curves to derive corrections to “mean light”

for random-phase HST observations in F160W. We find good agreement with previous phase

corrections based on V I light curves from the literature.
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2. PROPERTIES OF M33 MIRAS IN THE OPTICAL AND THE NEAR-INFRARED

We present the results of a search for Mira variables in M33 using archival grizJHKS

observations obtained with the Canada-France-Hawai‘i Telescope. We use multiband infor-

mation and machine learning techniques to identify Mira candidates in M33. We recover

∼1,300 Mira candidates from Yuan et al. (2017a) and identify 2,916 new ones. For the first

time, we find evidence for a first-overtone pulsation sequence in the M33 Mira candidates.

We use oxygen-rich, fundamental-mode Miras from the Large Magellanic Cloud and M33 to

derive a preliminary distance modulus for the latter of µM33 = 24.52− 24.58± 0.04 mags.?

2.1 Motivation

Local measurements of H0 (Riess et al., 2021c) are primarily based on using Cepheids and

Type Ia supernovae as primary and secondary distance indicators respectively. Additional

independent primary distance indicators can increase the number of secondary distance indi-

cators or enable new distance ladders to better characterize the H0 tension. Miras can serve

as one of these primary distance indicators.

Rubin Observatory will soon begin the LSST, a decade-long deep time domain survey of

∼20,000 sq. deg. in the ugrizY bands (Ivezić et al., 2019). Yuan (2017) transformed LMC

Mira PLRs (from V I to griz) to estimate that the LSST data should yield ∼200,000 Miras

across roughly 200 galaxies within 15 Mpc, with approximately 75 of these galaxies yielding

upwards of 100 Miras each. In light of this, detailed characterization of Mira properties in

griz would benefit searches for Miras in LSST data.

M33 is an ideal galaxy for the purposes of characterizing Miras, with faint, time-series

imaging of the galaxy readily available. Also, we already know of a Mira presence in M33.

Yuan et al. (2017a) used I-band observations from Macri et al. (2001) and Pellerin and Macri
?This chapter is a pre-copyedited, author-produced version of an article that will be submitted to the

Astronomical Journal.
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(2011) to identify 1,847 Mira candidates in M33. Their study was extended in Yuan et al.

(2018) with sparsely-sampled JHKS light curves. They obtained NIR PLRs for O-rich Miras

and a distance modulus for M33 of 24.80± 0.06 mags.

The rest of this chapter is organized as follows: Section 2.2 describes our observations

and photometry, Section 2.3 lays out our procedure for identifying Mira candidates using

NIR information, Section 2.4 describes our attempts to use machine learning methods and

LMC long-period variables (LPVs) to identify new Mira candidates, and Section 3.5 provides

a summary of this work.

2.2 Observations and Data Reduction

2.2.1 MegaCam and WIRCam Observations

We used archival pipeline-processed optical observations of M33 taken with the MegaCam

instrument (Boulade et al., 2003) on the Canada-France-Hawai‘i Telescope (CFHT) as part

of a survey for variable objects (Hartman et al., 2006). The data were obtained using the

gS, rS, iS, and zS filters1 (hereafter griz ) with a baseline of roughly two years (October

2003 to July 2005).

MegaCam is a wide-field (1 deg. on a side) optical imager consisting of 36 CCDs with a

plate scale of 0.187 arcsec per pixel. Each frame is a mosaic image as a result of the CCD

array (see Figure 2.1). We split each frame into one image per individual CCD and then

sorted the images by band. Each image was visually inspected and any unusable ones were

discarded. This yielded an average of 47, 31 45 and 2 epochs in griz respectively, for any

given location.

We also used pipeline-processed NIR observations of M33 obtained with the Wide-field

InfraRed Camera (WIRCam; Puget et al. 2004) on CFHT. The observations were taken as

part of three different programs (PIs: Beaulieu, JKS, 2006-07; Ngeow, H, 2015; Lee, H,

2017-18) and covered different areas within the central disk of M33. The approximate time

baselines of each program were 1, 2.5 and 1 year(s), respectively.
1https://www.cfht.hawaii.edu/Instruments/Imaging/Megacam/specsinformation.html
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WIRCam consists of four detectors with a combined field of view of 20.5 arcmin on a

side and a plate scale of 0.3 arcsec per pixel (Puget et al. 2004). Each WIRCam frame is

effectively a “data cube” comprised of four to five 10-second exposures of the field of view

at the time of observation. Each exposure is a mosaic of four images, which correspond to

the four chips. We combined the multiple 10-second exposures of a given chip within each

frame and only carried out photometry on these composite images. This yielded an average

of 9, 6 and 3 epochs in JHKS, respectively, for locations imaged in a given band.

The cadence of the MegaCam and WIRCam observations are shown in Figure 2.2, while

Figure 2.3 shows the cumulative distribution of detected sources as a function of the number

of the epochs available for that band. As we will show later, our typical Mira candidates

had 4, 13, 43, 1, 6, 5 and 2 observations in grizJHKS, respectively.
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Figure 2.1 A representative mosaic of the CFHT MegaCam data with the CCD numbers
marked. The mosaic is overlaid with the extents of the WIRCam J (blue, solid), H (green,
dashed), and KS (red, dotted) fields. North is up and east is to the left.
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Figure 2.2 Cadence of observations across all optical bands (top left), all near-infrared bands
(top right), griz (left, top to bottom), and JHKS (right, top to bottom).

Figure 2.3 Availability of epochs for sources in griz (left), and JHKS (right).
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2.2.2 Photometry

To process the MegaCam images, we first identified a reference epoch for each band by

examining the point-spread functions (PSFs) of stars in the images associated with CCD#11.

We chose that detector because it partially covers the disk of M33 without overcrowding.

None of the reference epochs had any unusable images.

We obtained aperture and PSF photometry for all images using DAOPHOT, ALLSTAR,

ALLFRAME and related programs (Stetson, 1987, 1994) with a Python wrapper. A primary

image for each CCD and band was constructed using MONTAGE. The primary images were

then used to create source lists for ALLFRAME. TRIAL (Stetson, 1996) was used to perform

frame-to-frame zeropoint corrections, calculate variability statistics, obtain mean instrumen-

tal magnitudes, and extract light curves. Sources were then matched across filters for each

CCD. The photometric uncertainties versus magnitude for each band are shown in Figure

2.4.

We performed the astrometric and photometric calibration of the MegaCam sources using

images from the Panoramic Survey Telescope and Rapid Response System (Pan-STARRS)

Telescope #1 Data Release 1 (PS1 DR1; Chambers et al. 2016). We solved for the astrometric

solution using WCSTools (Mink, 1999) with the primary image of each CCD and filter.

Following this, we matched CFHT and PS1 DR1 sources with a tolerance of 2 arcsec. If

multiple sources satisfied that criterion, the closest Pan-STARRS source was selected.
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Figure 2.4 Photometric uncertainties as a function of magnitude, binned in 0.5 mag incre-
ments.

Figure 2.5 Typical photometric transformations in all bands used in this study, plotted in
0.1 mag increments. The lines represent the best-fit color terms.
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Table 2.1. griz photometric transformations

Band Color χ ξ Pivot

g g − r −0.078± 0.001 0.012± 0.002 0.8
g − i −0.077± 0.001 0.006± 0.001 1.5
g − z −0.083± 0.001 0.005± 0.001 1.5

r g − r −0.010± 0.001 0.007± 0.002 0.8
r − i −0.007± 0.001 0.026± 0.002 0.8
r − z −0.012± 0.001 0.017± 0.002 1.0

i g − i −0.155± 0.001 0.023± 0.001 0.8
r − i −0.155± 0.001 0.051± 0.002 0.8
i− z −0.151± 0.001 0.174± 0.007 0.3

z g − z 0.044± 0.001 0.011± 0.001 1.5
r − z 0.041± 0.001 0.013± 0.002 1.0
i− z 0.036± 0.001 −0.012± 0.006 0.3

We used our list of astrometrically-calibrated sources to solve the following photometric

transformations, making iterative 2.5σ rejections:

mC −mI = ZP + χ+ ξ(col− piv) (2.1)

where mC is the fully-calibrated PS1 magnitude, mI is the instrumental magnitude reported

by DAOPHOT/ALLSTAR/ALLFRAME (corrected for exposure time), ZP is the MegaCam

default zeropoint for a given band2, χ is the residual zeropoint, ξ is the color term, col is

the PS1 color, and piv is a “pivot” color value typical of our target stars. We solved for

chip-specific values of χ and a global value of ξ for a given transformation, using ∼150 stars

per CCD and obtaining a typical scatter of 0.04 mag.

To process the WIRCam images, we first identified the fields associated with the various

observing programs. There was no consistent overlap across all the frames and filters, as

seen in Figure 2.1. So, before beginning photometry, we separated the images into groups
2https://www.cfht.hawaii.edu/Instruments/Imaging/MegaPrime/generalinformation.html
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based on their location on the sky (4, 25 and 10 groups for JHKS, respectively). Reference

images for each group were chosen by visual inspection. We then obtained aperture and

PSF photometry for the WIRCam images using the same method we did for the MegaCam

images.

We performed the astrometric and photometric calibration of the WIRCam sources using

the catalog from Javadi et al. (2015), based on observations with the UK InfraRed Telescope

(UKIRT). We obtained WCS information from the WIRCam images to do preliminary po-

sition matching with the UKIRT catalog. After determining position residuals from this

preliminary matching and applying the necessary offsets (0.5− 1.5 arcsec depending on the

band), quadratic/cubic-like trends were seen in the remaining WCS residuals based on pixel

location. These are likely due to different geometrical distortions in the two cameras. These

trends were fit and removed, leaving behind a final non-parametric trend in the position

residuals. To correct this final trend, we divided each image in 100 pixel ×100 pixel cells and

used the average residuals of the stars in each cell to fit a thin-plate spline and apply the

necessary correction. This final correction resulted in a standard deviation of ∼ 0.1 arcsec

in the position residuals. All corrections done after the initial matching were based on the

5,000 brightest stars in a given image. We solved the following equation with iterative outlier

cuts of 2.5σ to obtain the photometric transformations:

mI −mC = χ + ξ(J −KS − 1.0) + ξ
′
(J −KS − 1.0)2 (2.2)

where mI is the instrumental magnitude, mC is the calibrated UKIRT magnitude, χ is the

residual zeropoint3, ξ and ξ′ are the first- and second-order color terms and J −KS is the

UKIRT color. We solved for global parameters across the four detectors.

The mean values of all coefficients in the photometric transformations are presented in

Tables 2.1 and 2.2, and representative solutions are shown in Figure 2.5.
3See link for official instrument zeropoints: https://www.cfht.hawaii.edu/Instruments/Imaging/

WIRCam/WIRCamThroughput.html
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Table 2.2. JHKS photometric transformations

Band χ ξ ξ
′ Measured Zeropoint

J −0.032± 0.001 −0.016± 0.002 −0.035± 0.004 23.538± 0.012
H −0.055± 0.001 −0.034± 0.002 −0.013± 0.003 23.685± 0.019
KS −0.059± 0.002 −0.008± 0.009 0.038± 0.009 22.942± 0.023

2.3 Identifying Preliminary Mira Candidates Using Optical and Near-Infrared

Observations

We identified ∼ 1.15 million unique objects from our photometry, all of which had at

least one detection in the i band. The Hess/color-magnitude diagrams for the optical and

NIR bands are shown in Figures 2.6 and 2.7 respectively, with the recovered Miras from

Yuan et al. (2017a) and Yuan et al. (2018) overplotted.

We began the selection of potential Mira candidates by making variability, color, and

amplitude cuts based on the optical data. The variability cuts were based on the Stetson

J index (Stetson, 1996) calculated from our i band measurements (Ji) as calculated by

TRIAL. This index takes into account correlated deviations from a mean magnitude and their

measurement quality; the higher its value, the more likely an object is genuinely variable. We

excluded from further consideration all objects with Ji < 0.75 (see Figure 2.8 for the overall

distribution of Ji and Figure 2.9 for Ji versus i for the entire sample). The Ji threshold

was chosen because it retained the objects whose Ji values were at least 1σ greater than the

mean Ji value of the entire sample. Since Miras are red, we only considered objects with

either r − i ≥ 0 or a non-detection in the r band. From the remaining objects, we selected

those whose i-band light curves spanned a range (Ai) of at least 0.3 mag (see Figure 2.10

for the overall distribution of Ai for the entire sample).

24



Figure 2.6 Color-magnitude/Hess diagrams for the optical bands, highlighthing the recovered
Miras from Yuan et al. (2017a) (red points). The Hess diagram is used where the source
density exceeds 200 objects per bin. Mira recovery varies across filters.
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Figure 2.7 Same as Figure 2.6, but for the NIR bands.
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Figure 2.8 Histogram of Stetson J variability index for all detected sources in the i band. The
vertical dashed line at Ji = 0.75 is the minimum threshold we assumed for Mira candidates.
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Figure 2.9 Values of Ji as a function of i magnitude for all detected sources. The horizontal
solid line is the mean value after sigma clipping, with the dashed lines showing 1σ scatter.
Our variability threshold of Ji ≥ 0.75 is shown on the y axis, and Miras from Yuan et al.
(2018) are overplotted in red.
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Figure 2.10 i-band light curve range (Ai) versus i magnitude for objects with: (i) Ji ≥ 0.75,
(ii) r− i ≥ 0 or a non-detection in r , and (iii) a detection in any of the J , H, or KS bands.
The horizontal dashed line shows our amplitude threshold of Ai ≥ 0.3. The Miras from Yuan
et al. (2018) are overplotted in red.

We then selected the objects that were detected in at least one of the NIR bands, as that

information is needed for our subsequent analysis. Following all the stated cuts (summarized

in Table 2.3), we were left with ∼14,000 variables, which included ∼1,300 of the Miras

characterized in Yuan et al. (2018).

We fit the griJHKS light curves of our ∼14,000 candidate objects using a simple sinusoidal

model. Since the z measurements were obtained on a single night, they are not considered

further in this analysis. We attempted to fit the light curves using a semi-parametric Gaus-

sian Process model (Yuan et al., 2017a; He et al., 2016) and stochastic variational inference
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Table 2.3. Selection of Mira candidates

Criterion N remaining

1. Detected in i 1,150,000
2. Ji ≥ 0.75 70,000
3. r − i ≥ 0 or no r 60,000
4. Ai ≥ 0.3 mag 40,000
5. Detected in NIR 14,000

models (He et al., 2021) that have recently been used on longer Mira time series. Unfortu-

nately, the limited number of cycles covered by our data and the lack of time overlap between

the optical and the NIR bands hampered the performance of these models.

The simpler sinusoidal model simultaneously fit all the light curves associated with a

given object. The optical and NIR light curves were assumed to share a common period

but the NIR bands were allowed to have a common phase offset with respect to the optical

bands. The NIR bands were fit with a common amplitude while the g-, r-, and i-band light

curves were assumed to have independent amplitudes. The model for a single band is defined

by:

m(ti) = m − A sin(
2π

P
ti + φ) (2.3)

where m is the magnitude at some time ti, m is the mean magnitude, A is the amplitude, P

is the period, and φ is the phase. Figure 2.11 shows the light curves and best-fit model for

one of the recovered Miras. Figure 2.12 compares the periods of the Miras identified in Yuan

et al. (2017a) that were recovered in this work. Period uncertainties could not be estimated

for all variables, but recovered variables whose periods were within 50 days of their Yuan

et al. (2017a) values had a mean σ(P )
P

value of 0.03.
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Figure 2.11 A representative Mira from our sample that was previously identified in Yuan
et al. (2017a) and further characterized in Yuan et al. (2018). The upper panels show the
observed light curves in griJHKS and the lower panel shows the phased light curves with
offsets.
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Figure 2.12 A comparison of the periods of the Mira candidates identified in Yuan et al.
(2017a) that were recovered in this work. The upper panel shows the Yuan et al. (2017a)
periods plotted against the periods we determined for the same objects in this work. The
percentage of objects contained within the dashed red lines is shown in the lower right. The
lower panel shows the residuals from subtracting the Yuan et al. (2017a) periods from this
work’s periods.
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The NIR magnitudes were used to calculate “reddening free” Wesenheit indices (Madore,

1982) in the available bands:

WJKS
= KS −RK

JK(J −KS) ; RK
JK =

AKS

AJ − AKS

(2.4)

WJH = H −RH
JH(J −H) ; RH

JH =
AH

AJ − AH
(2.5)

with AJ = 0.03, AH = 0.02, and AKS
= 0.01 mag based on Schlafly and Finkbeiner (2011)

and Yuan et al. (2018).

If an object had only a J or a KS measurement, the mean J−KS value of the sample was

used to determine WJKS
. We created period-luminosity and period-Wesenheit diagrams to

check for obvious PLRs or period-Wesenheit relations. The period-WJKS
was most promising

in this regard (see Figures 2.13 and 2.14) and allowed us to roughly classify objects as

falling on fundamental (“FU”) or first overtone (“FO”) pulsation sequences, or neither (“UN”:

unknown). The bulk of the Yuan et al. (2017a) Miras we recovered (∼ 1, 200) were FU

pulsators. We opted to restrict ourselves to objects with WJKS
values to identify our final

sample of Mira candidates because of the relatively low scatter in the period-WJKS
relation

(σ ∼ 0.12− 0.32; Yuan et al. 2017a,b).
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Figure 2.13 PL diagrams of the preliminary Mira candidates that remained after the cuts
described in Section 2.3. Left column, top to bottom: period-g, period-r, and period-i
diagrams. Left column, top to bottom: period-J , period-H, and period-KS diagrams.

Figure 2.14 Period-Wesenheit diagrams of the preliminary Mira candidates that remained
after the cuts described in Section 2.3. Upper panel: period-WJKS

diagram. Lower panel:
period-WJH diagram.
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2.4 Identifying New Mira Candidates

2.4.1 Determining Period-Wesenheit Relations from Outcomes of Machine Learn-

ing Classifiers

We used six machine learning methods as classifiers – logistic regression, random forest,

linear discriminant analysis, quadratic discriminant analysis, kernel support vector machine

(SVM), and positive-unlabeled learning with bagging SVM4 – to identify new Mira candi-

dates. All six of the methods work as binary classifiers, which is ideal for our purpose of

distinguishing Miras from non-Miras. We set up the classifiers so that each classifier returned

a score for each object rather than an outright classification: the higher an object’s score,

the more Mira-like the object was.

The classifiers were provided with five of the features described in Table 2.4, which are

associated with the i-band light curves and light curve models. These features were amongst

those used to identify Mira candidates in Yuan et al. (2017a); we did not consider all the

features from Yuan et al. (2017a) because they used a different method to fit their light

curves. We only gave the classifiers objects that had been roughly classified as FU or FO.

4See Mordelet and Vert (2014).
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Table 2.4. The classifier features used to identify new Mira candidates. The features are
ordered by decreasing importance for Mira classification as presented in Yuan et al.

(2017a); the original ranks are presented here. The feature descriptions and sources are
also from Yuan et al. (2017a). L: light curve; M: model.

Feature Description Source Rank

σ(Rq)/σ(m̄) Ratio of standard deviations defined below . . . . . . . . . . . . . . . . . . . . . . . . . . . L 2
A0.9 Light curve range from 10th to 90th percentile . . . . . . . . . . . . . . . . . . . . . . . L 3
A Light curve range . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . L 5
AP Amplitude of the periodic component . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . M 6
σ(m̄) Standard deviation of residuals about unweighted mean magnitude, m̄ L 8
σ(Rq) Standard deviation of residuals from piece-wise quadratic fits∗ . . . . . . . . M 10

Note. — σ(Rq) was not used as a parameter in its own right; the description is included to define
σ(Rq)/σ(m̄).

36



Table 2.5. Mira/non-Mira thresholds and AUC values for each classifier.

Classifier Threshold AUC

Logistic Regression 0.603 0.991
Random Forest 0.195 0.993
Linear Discriminant Analysis 0.758 0.990
Quadratic Discriminant Analysis 0.833 0.991
Kernel SVM 0.845 0.993
Bagging SVM 0.933 0.989

To train and validate the classifiers, we used the Miras from Yuan et al. (2018) that we

recovered in our data as well as the objects that did not pass the sample cuts described in

Section 2.3. The former were considered as known Miras while the latter were considered as

known non-Miras.

After training and validating the classifiers, we used the scores assigned to the valida-

tion Miras and non-Miras to create Receiver Operating Characteristic (ROC) curves and

determine a threshold for each classifier that would separate Miras from non-Miras. The

threshold for each method was determined by maximizing the geometric mean, which is

defined as
√
sensitivity× specificity, where sensitivity is the fraction of true positives and

specificity is the fraction of true negatives. Using the geometric mean to determine the

Mira/non-Mira threshold allows for a balance between classifier performance on both the

majority and minority classes. It also avoids overfitting the negative class (non-Miras) and

under-fitting the positive class (Miras). The Mira/non-Mira thresholds and area under the

ROC curve (AUC) for each classifier are shown in Table 2.5.

We selected a sample of Mira candidates for each classifier by retaining the objects with a

classifier score greater than or equal to the respective Mira/non-Mira threshold. We visually

inspected the light curves associated every unique Mira candidate and labeled candidates as

high, low, or no confidence. We only retained high confidence candidates from this point on.
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Figure 2.15 Fraction of common candidates across the samples returned by the six machine
learning classifiers.

We also found that some of the Mira candidates at this point had model i-band amplitudes

≤ 0.3 mag, which we excluded. To see the initial number of candidates associated with each

classifier and the number of candidates that remained after visual inspection and amplitude

cuts, refer to Table 2.6. The fractions of initial candidates (the second column in Table 2.6)

in common across the classifier samples are shown in Figure 2.15 and the updated WJKS
-

period diagram is shown in Figure 2.16, containing the objects from the last row of Table

2.6.
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Table 2.6. The number of Mira candidates in each classifier sample initially, after visual
inspection, and after excluding candidates with model i-band amplitude ≤ 0.3 mag.

Classifier Initial Visual Inspection Ai > 0.3 mag

Logistic Regression 3,066 2,880 2,433
Random Forest 3,416 3,214 2,758
Linear Discriminant Analysis 3,608 3,385 2,533
Quadratic Discriminant Analysis 3,087 2,924 2,401
Kernel SVM 2,860 2,715 2,616
Bagging SVM 3,433 3,222 2,813
Unique Objects 4,275 3,982 2,916

Figure 2.16 Period-WJKS
diagrams of the unique objects initially identified as strong Mira

candidates by the machine learning classifiers (top panel); the high confidence candidates
after visual inspection (middle panel); and the candidates with model i-band amplitudes
> 0.3 mag (bottom panel).
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We fit linear and quadratic period-WJKS
relations to the O-rich objects in each classifier

sample. We assumed that objects with J−KS ≤ 1.30 were O-rich and objects with J−KS >

1.30 were C-rich objects based on LMCMiras described in Soszyński et al. (2009a) (see Figure

2.17). This distinction between O- and C-rich objects excluded objects with only a J or a

KS measurement. The linear and quadratic equations are defined as Equations 2.6 and 2.7

respectively:

WJKS
= a0 + a1(log10P − 2.3) (2.6)

WJKS
= a′0 + a′1(log10P − 2.3) + a′2(log10P − 2.3)2 (2.7)

To fit the period-WJKS
relations, we first separated the FU and FO objects by eye and fit

relations to each sample. We then fit all the objects using the initial FU relation with 2.5σ

clipping and following that, fit the initial FO relation to the remaining objects with 2.5σ

clipping as well. We then fit relations to the sigma-clipped samples of FU and FO objects,

which served as the final period-WJKS
relations. The sigma-clipped samples for the linear

and quadratic fits are shown in Figures 2.18 and 2.19 respectively, and the PLR coefficients

are shown in Tables 2.7 and 2.8.
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Figure 2.17 J −KS versus V − I for the O-rich (blue dots) and C-rich (red crosses) OGLE
LMC Miras. The O/C-rich classifications come from Soszyński et al. (2009a). The horizontal
line is drawn at J −KS = 1.30, which is the threshold we used to select O-rich objects from
our Mira candidates.

41



Table 2.7. Coefficients associated with the linear period-WJKS
relations fit to the O-rich

fundamental (FU) and first overtone (FO) M33 Mira candidates with P < 400 d.

Classifier Mode a0 a1 σ N

Logistic Regression FU 16.901± 0.009 −4.051± 0.072 0.161 612
Random Forest FU 16.898± 0.008 −4.011± 0.065 0.160 681
Linear Discriminant Analysis FU 16.894± 0.009 −3.987± 0.071 0.162 627
Quadratic Discriminant Analysis FU 16.903± 0.009 −4.014± 0.071 0.159 596
Kernel SVM FU 16.903± 0.008 −4.011± 0.066 0.158 650
Bagging SVM FU 16.894± 0.008 −3.975± 0.065 0.161 692
Logistic Regression FO 15.414± 0.050 −6.817± 0.361 0.493 81
Random Forest FO 15.507± 0.056 −5.913± 0.372 0.451 104
Linear Discriminant Analysis FO 15.402± 0.050 −6.572± 0.350 0.485 84
Quadratic Discriminant Analysis FO 15.418± 0.050 −6.843± 0.358 0.489 81
Kernel SVM FO 15.383± 0.056 −6.652± 0.371 0.446 92
Bagging SVM FO 15.488± 0.051 −5.872± 0.332 0.462 104
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Table 2.8. Coefficients associated with the quadratic period-WJKS
relations fit to the

O-rich fundamental (FU) and first overtone (FO) M33 Mira candidates.

Classifier Mode a′0 a′1 a′2 σ N

Logistic Regression FU 16.906± 0.010 −3.998± 0.083 −0.644± 0.372 0.163 631
Random Forest FU 16.905± 0.009 −3.926± 0.070 −0.890± 0.338 0.162 702
Linear Discriminant Analysis FU 16.903± 0.010 −3.961± 0.081 −0.676± 0.369 0.164 644
Quadratic Discriminant Analysis FU 16.907± 0.010 −3.972± 0.082 −0.749± 0.367 0.163 617
Kernel SVM FU 16.916± 0.009 −3.946± 0.071 −0.893± 0.334 0.157 664
Bagging SVM FU 16.904± 0.009 −3.932± 0.069 −0.824± 0.335 0.163 710
Logistic Regression FO 15.636± 0.061 −4.925± 0.307 1.417± 1.074 0.738 101
Random Forest FO 15.680± 0.058 −4.515± 0.267 0.522± 0.993 0.586 116
Linear Discriminant Analysis FO 15.640± 0.060 −4.769± 0.290 1.135± 1.037 0.720 107
Quadratic Discriminant Analysis FO 15.641± 0.061 −4.947± 0.306 1.436± 1.070 0.733 101
Kernel SVM FO 15.683± 0.060 −4.511± 0.279 0.523± 1.012 0.594 109
Bagging SVM FO 15.671± 0.057 −4.585± 0.254 0.429± 0.928 0.637 122
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Figure 2.18 Linear period-WJKS
relations for the O-rich FU (red) and FO (blue) objects in

each classifier sample. The FU relations are shown using a solid line and the FO relations are
shown using a dashed line. The shaded regions indicate the 1σ spread. From the upper left,
moving clockwise, the classifiers associated with the respective sample are: logistic regres-
sion, random forest, linear discriminant analysis, bagging SVM, kernel SVM, and quadratic
discriminant analysis.

Figure 2.19 Same as Figure 2.18, but for the quadratic period-WJKS
relations.
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2.4.2 Determining Period-Wesenheit Relations from OGLE LMC Long-Period

Variables

We also identify a sample of Mira candidates by using period–WJKS
relations from

Soszyński et al. (2009a) to fit similar relations to the sample of M33 Mira candidates identi-

fied in Section 2.3. Soszyński et al. (2009a) describes the fourth component of the OGLE-III

catalog of variable stars, which contains LPVs identified in the LMC. Among these LPVs are

1,667 Miras and 11,128 semi-regular variables (SRVs). The work also identifies two sequences

in period-luminosity space — Wood’s C and C′ sequences (Ita et al., 2004) — which Miras

and SRVs fall on. In our work, FU objects fall on the C sequence while FO objects fall on

the C′ sequence. For this part of the analysis, we excluded M33 objects whose amplitude

fell in the bottom 20th percentile.

We rederived the LMC period–WJKS
diagram by first cross-matching the OGLE Miras

and SRVs with the NIR catalog presented in Kato et al. (2007) to get JHKS magnitudes

for the OGLE objects. We then calculated WJKS
using the definition presented in Soszyński

et al. (2009a)5. All but 3 of the OGLE Miras fell on the C sequence, so we relied on the

OGLE SRVs that fell on the C′ sequence to fit a relation to the M33 FO objects.

To distinguish between O- and C-rich objects, we again used a threshold of J−KS > 1.30

to denote C-rich objects. We fit a linear WJK–period relation in the form of Equation 2.6

with 2.5σ clipping to the O-rich LMC Miras that fell on the C sequence. We then fit the

WJK–period relation of the O-rich M33 FU objects with the same slope (a1) as the LMC

FU relation and determined the difference between the intercepts (a0) of the LMC and

M33 WJK–period relations. Because M33 FO PLR fit would be dependent on the FU PLR

intercept difference, we included Yuan et al. (2018) Miras in the M33 FU PLR fit to increase

our sample size. We then fit a linear WJK–period relation to O-rich SRVs that fell on the C′

sequence, applied the aforementioned offset difference to the intercept of this relation, and

used the same slope and intercept to fit a linear WJK–period relation to the O-rich M33 FO
5WJKS

= KS − 0.686(J −KS)
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Table 2.9. Coefficients associated with the linear period-WJKS
relations fit to the O-rich

OGLE and M33 objects. The number of M33 objects shown in parentheses are the number
of Mira candidates that were not described in Yuan et al. (2018).

Host Object Mode a0 a1 σ N

LMC Mira FU 10.847 ± 0.017 -3.917 ± 0.137 0.139 219
M33 Mira FU 16.957 ± 0.007 — 0.103 622 (268)
LMC SRV FO 9.216 ± 0.007 -4.249 ± 0.018 0.108 2,735
M33 Mira FO 15.875 ± 0.025 — 0.346 (309)

objects. The slope was fixed while the intercept was allowed to vary. The fundamental and

first overtone LMC and M33 PLRs are shown in Figures 2.20 and 2.21 respectively, while

the PLR coefficients are in Table 2.9.

We use the period-WJKS
relations from Sections 2.4.1 and 2.4.2 to get a preliminary

distance modulus for M33 as:

mM33 − M = µM33 (2.8)

mLMC − M = 5 log10(
dLMC

10
) =⇒ M = mLMC − 5 log10(

dLMC

10
) (2.9)

where mM33 is derived from the period-WJKS
relation of O-rich, fundamental M33 objects

identified by the Kernel SVM (a0 = 16.903 ± 0.008; a1 = −4.011 ± 0.066), or from fitting

a fixed LMC-based slope to the M33 Mira candidates and the recovered Yuan et al. (2018)

Miras (a0 = 16.957± 0.007; a1 = −3.917); mLMC is derived from the period-WJKS
relation

of O-rich, fundamental LMC objects (a0 = 10.847±0.017; a1 = −3.917±0.137); dLMC is the

LMC distance from Pietrzyński et al. (2019) (49.59 ± 0.09 (statistical) ± 0.54 (systematic)

kiloparsecs); M is the absolute magnitude of a fundamental, O-rich Mira with P < 400 d;

and µM33 is the distance modulus of M33. We find that µM33 = 24.52 − 24.58 ± 0.04 mags

pending crowding corrections, which is consistent with previously measured distance moduli

46



Figure 2.20 Period-WJKS
relations for the fundamental LMC (upper panel) and M33 Miras

(lower panel). The shaded regions indicate the 1σ spread. O-rich objects: filled blue circles;
clipped O-rich objects: unfilled blue circles; C-rich objects: red crosses.

Figure 2.21 Same as Figure 2.20 but for the first overtone LMC SRVs (upper panel) and the
M33 Miras (lower panel).
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of M33 (Gieren et al., 2013; Ren et al., 2021; Sarajedini, 2021).

2.4.3 Comparison to Yuan et al. (2017a) Mira PLRs

Yuan et al. (2017a) derived quadratic PLRs for O-rich Miras hosted in the LMC and

M33 in the optical (Im), NIR (JHKS), and mid-infrared (3.6, 4.5 µm), as well as for WJKS
.

These PLRs were fit to objects that fell on the C sequence, and the NIR photometry used

in Yuan et al. (2017a) came from Javadi et al. (2015), the same catalog used to calibrate

our NIR photometry. The quadratic PLRs presented in Section 2.4.1 are consistent with the

Yuan et al. (2017a) period-WJKS
relation6 within ∼ 1.2− 2σ.

2.4.4 Period-Luminosity Relations in gri

Iwanek et al. (2021) analysed the light curves of LMC Miras in the optical and infrared

and derived variability amplitude ratios and phase-lags for different bands. They also gen-

erated spectral energy distributions (SEDs) based on a high quality sample of O- and C-rich

Miras. These SEDs were used to create synthetic linear PLRs for O- and C-rich Miras in 42

optical and infrared bands, including LSST gri.

We fit gri linear PLRs with 2.5σ clipping in the form of Equation 2.6 to the unique, O-

rich FU Mira candidates identified in Section 2.4.1 (the ML-M33 sample) and the O-rich FU

Mira candidates used to fit the M33 period-WJKS
relation in Section 2.4.2 (the LMC-M33

sample). For one set of fits, we allowed both the intercept and slope to vary, and for the

other, we fixed the slope to the value from Iwanek et al. (2021). The PLRs are shown in

Figure 2.22 and the PLR parameters are shown in Table 2.10. The intercepts for candidates

from the same sample are consistent within their respective uncertainties while the slopes

vary significantly. The i-band PLR shows the lowest scatter, but it also was fit using more

objects than the g- and r-band PLRs.
6a0 = 17.19± 0.01, a1 = −4.15± 0.02, a2 = −2.46± 0.04; a1, a2 derived from LMC objects and fixed to

fit M33 objects.
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Table 2.10. Coefficients associated with the linear gri PLRs fit to the unique, O-rich
candidates with P < 400 d identified using machine learning classifiers (the ML-M33

sample) and the O-rich candidates with P < 400 d identified by fitting LMC-based PLRs
to the M33 Mira candidates (the LMC-M33 sample). The “Slope” columns indicates
whether a1 was kept fixed or allowed to vary. The a1 values and uncertainties for the

“Fixed” rows are from Iwanek et al. (2021).

Band Slope Sample a0 a1 σ N

g Free LMC-M33 23.475± 0.062 1.050± 0.630 2.116 98
Fixed LMC-M33 23.393± 0.067 3.830± 2.378 2.265 98
Free ML-M33 23.298± 0.054 0.876± 0.457 2.021 163
Fixed ML-M33 23.480± 0.056 3.830± 2.378 2.189 163

r Free LMC-M33 22.602± 0.035 2.934± 0.355 1.400 293
Fixed LMC-M33 22.630± 0.032 1.892± 1.816 1.343 293
Free ML-M33 22.394± 0.025 1.511± 0.214 1.117 547
Fixed ML-M33 22.419± 0.025 1.892± 1.816 1.141 547

i Free LMC-M33 21.256± 0.019 1.856± 0.149 0.326 622
Fixed LMC-M33 21.366± 0.016 0.653± 1.462 0.345 622
Free ML-M33 21.291± 0.010 0.543± 0.080 0.345 1177
Fixed ML-M33 21.295± 0.010 0.653± 1.462 0.345 1177
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Figure 2.22 PLRs of the Mira candidates identified in Sections 2.4.1 (ML-M33; left column)
and 2.4.2 (LMC-M33; right column). The solid lines show the PLR fit where the slope and
intercept were allowed the vary and the dashed lines show the PLR fit where the slope was
fixed to the value from Iwanek et al. (2021). The shaded regions indicate the 1σ spread.
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2.5 Summary

We used multiband observations and machine learning classifiers to identify 2,916 new

Mira candidates in M33. For the first time, we find evidence for a first overtone pulsation

sequence in the M33 Mira candidates. We present a catalog of Mira candidates with empirical

measurements in the LSST photometric bands that can be used to inform Mira searches in

the LSST era. We fit period-Wesenheit relations and PLRs to the Mira candidates we

obtained and compared them to previously derived empirical and synthetic Mira PLRs. We

showed how Mira candidates can be identified by using optical light curves and models and

note the importance of NIR information in confirming these candidates. We also note that

NIR observations, when available, are superior to creating high fidelity samples of Miras for

distance measurements since NIR data can be used to distinguish between first overtone and

fundamental pulsators.

Facilities : CFHT

Software: Brazos Computational Resource; DAOPHOT, ALLSTAR, ALLFRAME, TRIAL

(Stetson 1987, Stetson 1994, Stetson 1996); Astropy (Astropy Collaboration et al., 2013,

2018); Project Jupyter (Kluyver et al., 2016); Matplotlib (Hunter, 2007); Numpy (Oliphant,

2006); Pandas (McKinney et al., 2010); SciPy (Jones et al., 2001); IRAF (Tody, 1986a);

SAOImage DS9 (Joye and Mandel, 2003).
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3. H-BAND LIGHT CURVES OF MILKY WAY CEPHEIDS VIA DIFFERENCE

IMAGING ANALYSIS

We present H-band light curves of Milky Way Classical Cepheids observed as part of the

Dark Energy, H0, and peculiar Velocities using Infrared Light from Supernovae (DEHVILS)

survey with the Wide-Field Infrared Camera on the United Kingdom Infrared Telescope.

Due to the crowded nature of these fields caused by defocusing the Camera, we performed

difference-imaging photometry by modifying a pipeline originally developed to analyze im-

ages from the Transiting Exoplanet Survey Satellite. We achieved a photometric precision

in line with expectations from photon statistics, reaching 0.01 mag for 8 . H . 11 mag.

We used the resulting Cepheid light curves to derive corrections to “mean light” for random-

phase Hubble Space Telescope observations in F160W . We find good agreement with previous

phase corrections based on V I light curves from the literature, with a mean difference of

−1± 6 millimag.?

3.1 Motivation

A source of systematic uncertainty in local measurements of H0 comes from comparing

MW Cepheids to their extragalactic counterparts. One route to addressing this uncertainty

lies in the Gaia mission (Gaia Collaboration et al., 2016), which is providing high-precision

parallaxes for billions of objects, including MW Cepheids. Presently, the intermediate Gaia

data products require parallax offsets that depend on magnitude and ecliptic latitude (Lin-

degren et al., 2018, 2021a,b).

HST observations of MW Cepheids can play a critical role in local H0 measurements,

as they can be simultaneously used to determine the Gaia parallax offset for Cepheids and

*This chapter reproduces the majority of an article that was published in the Astrophysical Journal
Supplement Series (ApJS) following peer review. The version of record is located in ApJS, Volume 258,
Number 2, January 2022, and is available online at: https://doi.org/10.3847/1538-4365/ac41d3. This use is
in line with the terms of the Creative Commons Attribution 4.0 licence the article was published under.
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reduce the zero-point errors that arise while comparing MW Cepheids to extragalactic vari-

ables. Such observations were obtained for 29/40 targets during HST Cycle 27 (prop #15879,

PI: Riess). The targets were all known MWCepheids with photometric parallaxes πphot > 0.8

mas (to maximize sensitivity to the Gaia offset), V > 6 mag (to avoid saturation by Gaia),

and AH < 0.6 mag (to minimize the impact of reddening). Since the HST observations

were obtained at random phases due to the “snapshot” nature of the program, ground-based

optical or NIR light curves must be used to correct the single-epoch HST magnitudes to

“mean light,” or the mean HST magnitude of a given Cepheid. Riess et al. (2021a) presented

results based on all observations obtained for this program through the end of 2020 (25/29

targets), relying on V I data for phase corrections. They obtained H0 = 73.2 ± 1.3 km s−1

Mpc−1, a 1.8% measurement that exceeds the Planck CMB+ΛCDM expectation by 4.2σ.

As part of this HST program, we aimed to obtain H-band ground-based light curves for

as many of these Cepheids as possible to check the consistency of phase corrections obtained

from optical and NIR data. We used observations taken for the Dark Energy, H0, and

peculiar Velocities using Infrared Light from Supernovae (DEHVILS) survey with the Wide-

Field Infrared Camera (WFCAM) on the United Kingdom Infrared Telescope (UKIRT).

To avoid saturation from the target Cepheids, WFCAM is defocused prior to the Cepheid

observations. Consequently, the resulting images show significant crowding and blending.

This renders typical aperture or point-spread function (PSF) photometry techniques less

effective, which is why we turned to difference-imaging analysis (DIA).

The basis of DIA is determining the flux difference of a source between a reference and

a science image. The reference image typically has the highest signal-to-noise ratio (S/N)

(and in some cases the best resolution) of all available images and is degraded to match the

conditions of a given science image before it is subtracted from the science image. Objects

with constant flux levels will be subtracted into background noise while variable objects will

leave behind some residual flux (Alard and Lupton, 1998). Aperture or PSF photometry

can then be performed on the differenced images to extract the light curves of variable
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objects. The DIA implementation used in this work is a slightly modified version of the

method presented in Oelkers and Stassun (2018) and Oelkers and Stassun (2019), which

was developed to extract light curves from images taken by the Transiting Exoplanet Survey

Satellite (TESS).

The rest of this chapter is organized as follows: Section 3.2 describes the DEHVILS

survey along with the H-band Cepheid observations and image preprocessing, Section 3.3

describes the DIA procedure, Section 3.4 presents the Cepheid light curves and compares

the derived phase corrections to HST observations to similar corrections based on V I light

curves, and Section 3.5 provides a summary of this work.

3.2 Observations and Image Preprocessing

3.2.1 The DEHVILS Survey

The DEHVILS survey started in northern spring 2020 with the primary goal of using

UKIRT to build a NIR sample of SNe Ia. The survey aims to measure the local growth

of structure parameters and provide an “anchor” sample for next-generation high-redshift

samples such as those from the Rubin Observatory and the Nancy Grace Roman Space

Telescope. DEHVILS has observed over 100 SNe Ia in Y JH in its first year of operations

and, with collaborators at the University of Hawai‘i, over 300 SNe Ia in J .

UKIRT’s WFCAM has already observed ∼17,900 square degrees of sky in J as part of

the UKIRT Hemisphere Survey (Dye et al., 2018) and ∼6200 square degrees in zY JHK

as part of the UKIRT Infrared Deep Sky Survey (Lawrence et al., 2007). Thanks to the

large-area footprint and WFCAM’s ∼ 1 deg. field of view, the photometry can be calibrated

relative to the 2MASS Point Source Catalog (PSC; Skrutskie et al. 2006) at the ∼ 1% level

(Hodgkin et al., 2009). DEHVILS also uses observations of CALSPEC standard stars (Bohlin,

1996) with in-focus and defocused observations to measure the calibration and linearity of

the UKIRT system.

54



Table 3.1. Milky Way Cepheids observed by the DEHVILS survey

Name RA Dec H log P
(J2000) [mag] [day]

RX Cam 04:04:58.5 +58:39:35.2 4.864 ± 0.021 0.898
RV Sco 16:58:19.7 −33:36:32.8 4.817 ± 0.075 0.783
BF Oph 17:06:05.5 −26 34 50.0 5.282 ± 0.043 0.609
AP Sgr 18:13:02.5 −23:07:02.2 4.980 ± 0.039 0.704
SS Sct 18:43:43.5 −07:43:52.0 5.910 ± 0.031 0.565
TX Cyg 21:00:06.4 +42:35:51.2 4.844 ± 0.025 1.168
V0386 Cyg 21:14:40.4 +41:42:58.8 5.700 ± 0.009 0.721

Note. — H magnitudes and uncertainties from the 2MASS PSC
(Skrutskie et al., 2006); periods from Riess et al. (2021a).

3.2.2 Observations and Image Preprocessing

DEHVILS targeted 12 MW Cepheids from the aforementioned HST program that were

observable from Hawai‘i. Though these Cepheids will normally saturate at the minimum

UKIRT exposure times, by defocusing the telescope we can avoid the nonlinear regime. We

present the analysis for seven of these variables whose observations have been completed.

Each target was observed for 11 − 20 epochs spread over 2 − 3 months between May 2020

and October 2020.

Table 3.1 presents the mean H magnitudes and periods of these objects. The magnitudes

and associated uncertainties are from the 2MASS PSC while the periods are from Riess et al.

(2021a). The Cepheid periods were derived while applying the phase correction procedure

that is described briefly in Section 3.4.2 and in more detail in the appendix of Riess et al.

(2018a). The procedure relies on multiband literature photometry, whose sources are shown

in Tables 2 and 4 of Riess et al. (2021a). The long baseline of the photometry used (∼ 20−25

yr) yields negligible uncertainties in the derived periods.
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Figure 3.1 A representative science image (left) of the RX Cam field, with the Cepheid near
the center. The differenced image (right) is the result of subtracting the convolved reference
image from the science image. The color scale is inverted for clarity. North is up and east is
to the left.

WFCAM is a wide-field infrared camera consisting of four detectors (arranged in a 2× 2

array), each with a field of view of 0.21 sq. deg. and a plate scale of 0.4 arcsec per pixel.

The detectors cover 13.65 arcmin on a side and are spaced 12.65 arcmin apart. Available

filters include zY JHK (Casali et al., 2007).

In a given exposure, the relevant Cepheid was observed by one of the four WFCAM

detectors. We obtained two images per epoch for a given Cepheid, rotated 90 degrees from

each other. The left panel of Figure 3.1 shows a typical image of one of our targets.

Images of a given Cepheid were aligned by updating their World Coordinate System

(WCS) information prior to running the DIA pipeline. The first image from the first epoch

of a given object was adopted as the reference WCS. At least 12 bright, isolated stars were

visually identified in all images of a given field and their (x, y) positions were used to derive

geometric transformations using IRAF (Tody, 1986b), with iterative rejection of outliers.
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3.3 Difference Imaging Procedure

3.3.1 DIA Pipeline for TESS Full-frame Images

This work used a modified version of the difference-imaging pipeline from Oelkers et al.

(2015) and Oelkers and Stassun (2018, 2019) (hereafter OS-DIA) to measure the photometry

of each Cepheid. The OS-DIA pipeline was originally designed to measure stellar photometry

from defocused images generated by the Chinese Small Telescope Array (CSTAR) and was

adapted to extract light curves from TESS full-frame images (FFIs) (Oelkers et al., 2015;

Oelkers and Stassun, 2018). In its current form, the pipeline queries the TESS Input Catalog

(TIC; Stassun et al. 2018), which is based on the 2MASS PSC, to determine the sources in

a given image. The pipeline reduced more than 106 images from CSTAR, and has generated

more than 100 million light curves from TESS FFIs with a precision that has met the

expectation of initial prediction models (60 ppm hr−0.5; Ricker et al. 2014; Oelkers et al.

2015; Sullivan et al. 2015).

The OS-DIA pipeline uses a Dirac δ-function kernel to transform reference images and

account for “non-Gaussian, arbitrarily shaped PSFs,” such as those seen in the defocused

WFCAM images of this work. This kernel type provides more flexibility when characterizing

non-Gaussian PSFs because each individual kernel basis is independently solved for, which

results in a kernel map that is not required to be Gaussian in shape. Light curves of all

objects are extracted from the differenced images via aperture photometry and detrended

(removed low level frame-to-frame systematics) using the light curves of sources with low

dispersion that have similar magnitudes and are nearby to the variable objects on the de-

tector. The reference image flux of a source is added to its flux in the differenced images,

so the magnitudes returned by the pipeline are instrumental magnitudes. We employed the

OS-DIA pipeline on the WFCAM images with a spatially constant 5× 5 pixel kernel, since

our initial testing showed first- and second-order spatially varying kernels provided little im-

provement in photometric precision but significantly increased the runtime of the pipeline.
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Figure 3.2 shows a typical kernel for one of our images and its efficacy at convolving the

reference image to match the PSF of the image to be differenced.

Figure 3.2 Top left: a 500 × 400 pixel cutout of the RX Cam reference frame. Top right:
a 3D visualization of the 5 × 5 δ-function kernel used to convolve the reference frame (top
left) to match a typical science frame (bottom left). Bottom left: a cutout of the same area
for a typical science frame in the RX Cam image sequence. Bottom right: residuals after
subtraction. All images are displayed using the same logarithmic stretch; colors have been
inverted for clarity.
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3.3.2 Pipeline Modifications for WFCAM Images

We made a number of modifications to the OS-DIA pipeline to improve its performance

on our defocused images. First, we used the coordinates of the center of the reference image

to query the TIC to get a list of sources that appeared in the image. However, since the

WFCAM images were defocused, there was a consistent offset between the TIC coordinates

and the WFCAM initial WCS. We removed this offset by visually identifying the stellar

centroids that would capture the stellar flux completely within our photometry apertures,

which varied between 26− 41 pixels depending on the defocused nature of the Cepheid.

We median-combined all the images of a given Cepheid to generate the reference frame

used for subtraction. This differs from the procedure in Oelkers and Stassun (2018, 2019)

that only used the first image in the series as the reference image.

We modified the selection procedure to identify stars which could be used to solve for the

reference kernel. We only selected stars which had pixel positions farther than at least 100

pixels from the edge, and had photometric uncertainties less than 0.05 mag after an initial

execution of aperture photometry on the reference frame. Additionally, we purposefully

excluded the Cepheid from the list of stars that could be used for the kernel generation since

its variability would likely degrade the quality of the kernel it was used to solve.

Finally, we modified the original OS-DIA light-curve detrending procedure applied to

the Cepheids. Normally, this pipeline uses a median-combined subset of 100 stars of similar

magnitude to the target star which decreases the photometric dispersion when combined and

subtracted from the target light curve. This approach was used to evaluate our photometric

precision as discussed in Section 3.3.3. However, we were unable to use this method for the

Cepheids as there are few (if any) stars with similar magnitudes in each frame. Instead, we

first selected all stars within 250 pixels of the Cepheid as “trend” stars. Next, we subtracted

the reference frame magnitude of each trend star from its full light curve, and median-

combined the trend light curves with a 2σ clipping to create a reference trend. This reference

trend was then subtracted from the light curve of the corresponding Cepheid.
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3.3.3 Evaluating the Photometric Precision of Output Light Curves

We characterized the photometric quality of the differenced light curves for stars other

than the Cepheids as follows. We first subtracted the mean magnitude of each star in

every field from the corresponding detrended light curve and then computed the median

absolute value of the resulting offsets, performing iterative 5σ clipping to exclude outliers.

The results for one representative field are shown in Figure 3.3. We achieved a photometric

precision limit of ∼ 0.01 mag for bright (8 < H < 11 mag) stars. We investigated whether

the achieved photometric precision was in line with expectations by performing aperture

photometry on the raw images of the RX Cam field using the corresponding input star list

to the pipeline. We determined the S/N of each object taking into account contributions

from photon statistics, sky background, and readout noise. As shown by the solid black line

in Figure 3.3, the photometric precision expected from S/N considerations closely follows

the noise floor. The objects with excess rms (0.07− 0.2 mag for 11.5 < H < 13.3) are either

uncharacterized variables or located near the edges of the reference image, where the quality

of the image subtraction and subsequent photometry procedures are less reliable.

In the case of the Cepheids, we phased their light curves adopting the periods listed in

Table 3.1 and fit them using templates from Inno et al. (2015)1 which is linear in ampli-

tude and mean magnitude, and nonlinear in initial phase offset. We adopted a strategy

of first searching for the initial phase offset that achieved a global least-squares minimum,

simultaneously solving for amplitude and mean magnitude for each trial value of the initial

phase. Then, the initial phase offset and parameter uncertainties were fine-tuned using the

Gauss–Newton algorithm. This strategy ensures both accuracy and speed. The best fit

model amplitudes and initial phase offsets, along with their uncertainties, are listed in Table

3.2.

We used the residuals from the light-curve fitting to estimate a global statistical uncer-

tainty of 0.027 mag for the Cepheid photometry. This larger value relative to the brightest
1The template-fitting code is available at https://github.com/wenlong2/Fit2Inno2015.
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non-Cepheids in the frame likely arises from our limited ability to detrend the former light

curves. Overall, the phase correction uncertainties are dominated by the light-curve-modeling

errors, and thus were estimated by the scatter of the light-curve-fitting residuals.

Figure 3.3 Photometric precision of light curves obtained via difference imaging (colored
points) and the expected precision from photon statistics (solid line) for a representative
field (RX Cam). The color of each point indicates distance from the edge of the frame,
showing greater precision in the central area.
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Table 3.2. Parameters from Template Fitting of Cepheid Light Curves

Name Amplitude Phase Offset

AP Sgr 0.238 ± 0.013 0.032 ± 0.008
BF Oph 0.237 ± 0.017 0.084 ± 0.009
RV Sco 0.226 ± 0.015 0.041 ± 0.008
RX Cam 0.178 ± 0.022 0.049 ± 0.014
SS Sct 0.192 ± 0.005 0.030 ± 0.005
TX Cyg 0.285 ± 0.020 -0.007 ± 0.011
V0386 Cyg 0.259 ± 0.010 0.042 ± 0.004

3.4 Cepheid Light Curves and Phase Corrections

Table 3.3 presents our fully calibrated photometric measurements; observations taken

within 2.4 hr were averaged into a single epoch. Figure 3.4 shows the raw, detrended, and

phased Cepheid light curves and also includes “postage stamps” of 4 arcsec around each

variable.
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Figure 3.4 Raw (open red circles) and detrended (left) and phased (center) light curves
(filled blue circles) and models (dashed red lines), plus reference images (right, 4 arcsec
on a side, inverted for clarity) of our target Cepheids. The mean magnitudes used in the
left column were taken from 2MASS PSC. Phased light curves are plotted relative to the
mean magnitude of each light curve, and the models are shown with 1σ intervals (shaded
red regions). Observations taken within 2.4 hr were averaged into a single epoch. Periods
were taken from Riess et al. (2021a). The black diamonds in the V0386 Cyg light curves
correspond to an epoch that was excluded due to a significant difference in defocused PSF
size compared to all other images. 63



Table 3.3. Cepheid Photometry

Name MJDa Phaseb H [mag]c

AP Sgr 8985.4918 0.529 5.024
BF Oph 8985.4344 0.197 5.228
RV Sco 8985.4264 0.516 4.858
RX Cam 9062.5855 0.665 4.941
SS Sct 9038.4188 0.805 6.023
TX Cyg 9038.4533 0.221 4.695
V0386 Cyg 8985.6038 0.915 5.761

Note. — (a) JD−2450000.5. (b) based on the periods listed in Table 3.1 and the phase offsets
listed in Table 3.2; the overall systematic uncertainty in this parameter for a given Cepheid is
provided in the latter table. (c) DIA magnitude + mean 2MASS magnitude from Table 3.1; a
statistical uncertainty of 0.027 mag applies to all lines (see §3.3.3). Only a few rows are shown
here for guidance; the full version is available in A.3.

3.4.1 Comparison of Derived Cepheid Amplitudes with Previous Studies

We compared three of our Cepheid light curves (V0386 Cyg, TX Cyg, and RX Cam)

with those obtained by Monson and Pierce (2011) to provide context into our template

fitting and data reduction. We executed a bootstrap simulation sampling from both sets

of light curves independently (with replacement) 1000 times. We scaled the amplitude of

the Cepheid template (described in Section 3.3.3) during each bootstrap simulation and

selected the amplitude which minimized the least-squares residuals of the fit. The results

are presented in Figure 3.5.

We found the amplitudes for V0386 Cyg to be 0.25 mag in this work and 0.21 mag

from Monson and Pierce (2011), which are consistent within 1.0σ using the photometric

uncertainties of the light curves and 1.3σ using the standard deviation of the bootstrap

simulations. We found the amplitudes for TX Cyg to be 0.27 mag in this work and 0.31 mag

from Monson and Pierce (2011), which are consistent within 1.0σ using the photometric
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Figure 3.5 Results of the bootstrap procedure to compare Cepheid amplitudes derived from
our work (red) and from (Monson and Pierce 2011, black). Top: Binned and phase-folded
light curves; solid lines show the best-fit templates. The red and black shaded regions
represent the 1σ intervals. Bottom: Results of 1000 bootstrap samplings (with replacement)
to estimate the uncertainty on the best-fit amplitudes. We find agreement between the two
data sets at the 1.1− 1.4σ level.

uncertainties of the light curves and 1.0σ using the standard deviation of the bootstrap

simulations. Lastly, we found the amplitudes for RX Cam to be 0.17 mag in this work

and 0.23 mag from Monson and Pierce (2011), which are consistent within 1.5σ using the

photometric uncertainties of the light curves and 1.4σ using the standard deviation of the

bootstrap simulations. We interpret these results as being statistically consistent.

3.4.2 Comparison of Phase Corrections Based on VI - and H -band Light Curves

We obtained corrections to “mean light” for the random phase HST Wide Field Camera 3

(WFC3) F160W observations of these Cepheids reported in Riess et al. (2021a). One set of

corrections was based on V - and I-band light curves from the literature (see Tables 3 and 4

in Riess et al. 2021a) while the other was based on our H-band light curves. The procedure

to obtain the phase corrections is described in detail in the Appendix of Riess et al. (2018c),

but we briefly summarize the procedure below.
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First, any available observations in the V IJH bands that contain epochs close to the HST

observations of a given Cepheid are assembled. These bands are used because they are similar

in central wavelength and bandpass to the HST WFC3 bands F555W , F814W , and F160W ,

and thus can be easily transformed. The assembled observations are then combined into a

single data set, which is fit with a Fourier series to obtain a model of Cepheid variability.

Riess et al. (2018c) consider two models of variability: one where the period is kept constant

and another where the period is allowed to vary along with the other model parameters. For

the set of phase corrections presented here, the constant period model was used.

The variability model is then used to convert observation times to phase, and a cubic

spline (or a Cepheid template if the number of observations is limited) is used to interpolate

the light curves in a single band and determine magnitude at the observed phase, mφ. mφ

is used to define a phase correction curve Cφ = m−mφ. The H-band phase was allowed to

vary freely and was not shifted relative to the V -band phase. Photometric transformations

from Riess et al. (2016) are then used to convert the phase corrections from the ground-based

to the HST photometric system.

Figure 3.6 compares the two sets of phase corrections. We find good agreement with the

phase corrections based on V I light curves, with a small mean difference of −1± 6 mmag.
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Figure 3.6 Comparison of corrections to “mean light” for the random-phase HST F160W
observations of the seven MW Cepheids discussed in this work, derived from ground-based
V I and H light curves, respectively
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3.5 Summary

We presented H-band light curves of seven MW Cepheids observed as part of the DE-

HVILS survey. We extracted the light curves using a modified difference-imaging pipeline

that has been recently adapted to TESS FFIs and modified to account for the defocused

observing mode. We find our adapted pipeline has achieved a photometric precision limit

of ∼ 0.01 mag. We used the resulting light curves to determine phase corrections for HST

F160W observations of these Cepheids and correct the measurements to “mean light.” We

compared the H-band phase corrections to those obtained using V I-band light curves from

the literature and found good agreement, with a mean difference of −1± 6 mmag.

Facilities : UKIRT, HST

Software: Astropy (Astropy Collaboration et al., 2013, 2018); Project Jupyter (Kluyver

et al., 2016); Matplotlib (Hunter, 2007); Numpy (Oliphant, 2006); Pandas (McKinney et al.,

2010); Photutils (Bradley et al., 2020); IRAF (Tody, 1986b); SAOImage DS9 (Joye and

Mandel, 2003).
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4. SUMMARY

Cepheids and Mira variables have enormous utility as extragalactic distance indicators.

Detailed characterization of these stars will help us make more precise local measurements of

the Hubble constant, which will contribute to resolving the Hubble tension. This dissertation

presented two analyses that broadened our understanding of Miras and showed how we can

use a novel photometric technique to accurately measure Cepheid variability.

We used optical and NIR observations to carry out a search for Miras in M33. We took

advantage of our knowledge of a previously identified sample of M33 Miras and machine

learning classifiers to identify 2,916 new Mira candidates. We also identified Mira candidates

using the PLRs of Miras and SRVs identified by OGLE in the LMC. We used the machine

learning linear PLR for O-rich M33 Miras with the linear PLR for O-rich LMC Miras to

obtain a preliminary distance modulus for M33 of µ = 24.52 − 23.58 ± 0.04 mags. We

presented the first empirical measurements of Miras in the LSST photometric bands as well

as the first evidence for a first overtone pulsation sequence in the M33 Miras. These results

will inform Mira searches in LSST data, which promises an abundance of Miras out to

distances and breadth heretofore inaccessible.

We applied difference imaging analysis to observations of seven MW Cepheids to extract

their light curves in the H band. These observations were taken in a defocused observing

mode, which caused the Cepheid fields to become increasingly crowded and less suitable to

typical photometric techniques. We adapted a difference imaging pipeline that was written

for images taken by TESS to use with our Cepheid observations. We used the extracted

H-band light curves to correct HST observations from random phase to “mean light”. We

compared the H-based phase corrections to those obtained from V I light curves from the

literature and found good agreement, with a mean difference of −1± 6 millimag.
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APPENDIX A

A.1 Properties of Recovered Yuan et al. (2017a) Miras

Table A.1 shows the properties of the Yuan et al. (2017a) Miras that were recovered as

described in Section 2.3. Only 100 rows are shown here; the full table can be provided on

request.
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Table A.1. Properties of the recovered Yuan et al. (2017a) Miras.

RA Dec P σ(P) g σ(g) r σ(r) i σ(i) J σ(J) H σ(H) KS σ(KS) Classa
[deg] [day] [mag] [mag] [mag] [mag] [mag] [mag]

23.168823 30.643129 243.26 . . . 24.408 0.010 23.826 0.007 21.487 0.004 . . . . . . 17.792 0.029 . . . . . . FU
23.210930 30.698511 243.81 . . . . . . . . . 23.221 0.010 21.545 0.009 . . . . . . 18.149 0.026 . . . . . . FU
23.214310 30.686665 157.49 . . . 24.280 0.010 22.777 0.008 20.858 0.004 . . . . . . 17.549 0.028 . . . . . . FO
23.215345 30.631165 345.92 . . . . . . . . . . . . . . . 20.795 0.004 . . . . . . 16.919 0.020 . . . . . . FU
23.219294 30.694653 263.17 . . . . . . . . . . . . . . . 21.401 0.004 . . . . . . 17.564 0.055 . . . . . . FU
23.221277 30.587513 616.05 . . . . . . . . . 21.119 0.015 18.816 0.004 . . . . . . 15.287 0.020 . . . . . . FU
23.229029 30.675070 277.31 . . . . . . . . . . . . . . . 21.656 0.005 . . . . . . 17.708 0.035 . . . . . . FU
23.241301 30.633043 123.42 . . . 23.502 0.018 22.209 0.012 21.246 0.004 . . . . . . 18.747 0.093 . . . . . . FU
23.250774 30.680559 221.88 . . . 24.993 0.026 22.437 0.006 21.641 0.005 . . . . . . 18.297 0.066 . . . . . . FU
23.257385 30.601858 758.58 . . . . . . . . . . . . . . . 21.701 0.006 . . . . . . 16.023 0.026 . . . . . . FU
23.270178 30.707214 306.37 . . . . . . . . . 21.762 0.008 20.740 0.005 18.699 0.032 17.448 0.031 . . . . . . FU
23.270407 30.618895 320.40 . . . . . . . . . . . . . . . 22.016 0.015 . . . . . . 17.499 0.034 . . . . . . FU
23.271086 30.623915 1071.52 . . . . . . . . . . . . . . . 22.295 0.005 18.621 0.051 17.767 0.056 . . . . . . UN
23.271423 30.531473 172.23 . . . . . . . . . 22.964 0.009 21.464 0.012 19.203 0.146 . . . . . . . . . . . . FU
23.272795 30.724215 539.55 . . . . . . . . . . . . . . . 21.244 0.005 17.470 0.035 . . . . . . . . . . . . FU
23.272890 30.638735 289.39 . . . . . . . . . . . . . . . 21.574 0.005 18.118 0.033 17.654 0.030 . . . . . . FU
23.275492 30.546745 197.26 . . . . . . . . . 22.399 0.006 21.472 0.004 18.306 0.054 . . . . . . . . . . . . FU
23.276791 30.709288 408.54 . . . . . . . . . . . . . . . 21.984 0.005 17.860 0.020 . . . . . . . . . . . . FU
23.282499 30.640057 799.63 . . . . . . . . . 22.165 0.007 19.892 0.005 16.914 0.010 . . . . . . . . . . . . FU
23.283573 30.543936 159.00 . . . . . . . . . 21.926 0.006 20.880 0.004 19.006 0.024 . . . . . . 18.071 0.053 FU
23.283962 30.597446 257.46 . . . . . . . . . 22.209 0.007 20.711 0.004 18.370 0.019 . . . . . . 17.211 0.027 FU
23.284681 30.712015 174.22 . . . . . . . . . 22.231 0.005 21.195 0.004 18.616 0.031 . . . . . . 16.974 0.030 FO
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Table A.1 (cont’d)

RA Dec P σ(P) g σ(g) r σ(r) i σ(i) J σ(J) H σ(H) KS σ(KS) Classa
[deg] [day] [mag] [mag] [mag] [mag] [mag] [mag]

23.285614 30.606012 239.12 . . . . . . . . . 24.024 0.007 21.592 0.005 18.708 0.029 . . . . . . 17.546 0.041 FU
23.286800 30.673672 285.73 . . . . . . . . . . . . . . . 22.109 0.007 18.300 0.020 . . . . . . 17.066 0.039 FU
23.287325 30.692095 203.53 . . . . . . . . . 22.318 0.009 20.928 0.007 18.736 0.026 . . . . . . 17.615 0.043 FU
23.289383 30.566542 162.85 . . . . . . . . . 21.698 0.010 20.737 0.008 18.867 0.031 . . . . . . 17.959 0.046 FU
23.290272 30.783861 216.55 . . . . . . . . . 23.200 0.012 21.730 0.007 18.583 0.026 . . . . . . . . . . . . FU
23.291279 30.656561 135.84 . . . . . . . . . 22.833 0.009 21.589 0.005 19.533 0.021 . . . . . . . . . . . . FU
23.292292 30.649733 178.42 . . . 23.348 0.008 23.036 0.008 21.779 0.005 19.149 0.018 . . . . . . . . . . . . FU
23.293238 30.656092 170.66 . . . . . . . . . 22.652 0.009 21.276 0.009 19.202 0.076 . . . . . . . . . . . . FU
23.293501 30.531691 279.53 . . . . . . . . . . . . . . . 21.150 0.010 18.432 0.015 . . . . . . 17.250 0.029 FU
23.293640 30.630022 110.84 . . . . . . . . . 22.659 0.008 21.372 0.004 19.029 0.019 . . . . . . . . . . . . FO
23.294172 30.686565 306.75 . . . . . . . . . . . . . . . 21.092 0.006 17.993 0.032 . . . . . . 16.846 0.041 FU
23.294195 30.680706 300.25 . . . . . . . . . 22.043 0.013 21.371 0.008 18.980 0.017 . . . . . . 17.228 0.031 FU
23.294630 30.641680 366.23 . . . . . . . . . 22.201 0.012 21.053 0.004 18.433 0.013 . . . . . . . . . . . . UN
23.295912 30.607677 279.53 . . . . . . . . . 22.586 0.006 21.665 0.004 . . . . . . . . . . . . 17.697 0.038 FU
23.296562 30.597889 146.96 . . . 22.774 0.006 21.609 0.005 20.737 0.004 19.036 0.034 . . . . . . 18.036 0.042 FU
23.298677 30.593361 296.20 . . . . . . . . . 23.354 0.010 21.614 0.006 18.319 0.067 . . . . . . 17.157 0.059 FU
23.301098 30.467188 537.03 . . . . . . . . . . . . . . . 21.035 0.004 17.192 0.013 . . . . . . . . . . . . FU
23.301823 30.564779 332.72 . . . . . . . . . 21.778 0.006 20.898 0.006 18.508 0.019 . . . . . . 17.099 0.039 FU
23.303270 30.608320 288.99 . . . . . . . . . 23.663 0.009 21.721 0.004 18.364 0.018 . . . . . . 17.140 0.021 FU
23.303316 30.691870 309.50 . . . . . . . . . . . . . . . 21.682 0.005 18.048 0.014 . . . . . . 16.867 0.020 FU
23.304335 30.580215 151.25 . . . . . . . . . . . . . . . 21.174 0.004 . . . . . . . . . . . . 18.177 0.039 FU
23.304342 30.521168 195.37 . . . . . . . . . 23.542 0.021 21.515 0.004 18.825 0.024 . . . . . . 17.785 0.032 FU
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Table A.1 (cont’d)

RA Dec P σ(P) g σ(g) r σ(r) i σ(i) J σ(J) H σ(H) KS σ(KS) Classa
[deg] [day] [mag] [mag] [mag] [mag] [mag] [mag]

23.304968 30.684505 225.87 . . . . . . . . . 22.690 0.008 21.088 0.006 17.481 0.020 . . . . . . 16.063 0.020 FO
23.305534 30.541119 254.69 . . . . . . . . . 24.216 0.014 21.470 0.004 18.339 0.018 . . . . . . 17.149 0.016 FU
23.306238 30.710018 247.01 . . . 23.433 0.022 22.405 0.020 21.287 0.009 18.535 0.021 . . . . . . 17.480 0.026 FU
23.306908 30.630220 200.68 . . . . . . . . . . . . . . . 21.350 0.008 18.008 0.012 . . . . . . . . . . . . FU
23.307396 30.660021 306.32 . . . . . . . . . . . . . . . 21.969 0.017 18.417 0.012 . . . . . . . . . . . . FU
23.308285 30.470415 193.32 . . . . . . . . . 22.125 0.011 21.043 0.004 18.460 0.024 . . . . . . . . . . . . FU
23.308912 30.638899 217.46 4.42 . . . . . . 22.115 0.010 21.380 0.006 18.973 0.025 17.840 0.046 . . . . . . FU
23.311060 30.677229 226.93 . . . 23.992 0.013 . . . . . . 21.015 0.005 18.600 0.044 . . . . . . 17.488 0.053 FU
23.311411 30.603722 166.68 . . . 23.595 0.006 22.145 0.006 20.987 0.004 19.083 0.024 18.089 0.037 18.071 0.068 FU
23.313734 30.697510 194.21 . . . . . . . . . . . . . . . 21.363 0.009 18.761 0.039 . . . . . . 17.510 0.052 FU
23.314201 30.792107 171.27 . . . 23.686 0.009 21.518 0.005 20.874 0.004 18.769 0.035 . . . . . . . . . . . . FU
23.314659 30.709637 250.52 . . . . . . . . . 22.141 0.005 21.431 0.004 18.968 0.063 . . . . . . 17.190 0.054 FU
23.314806 30.588570 226.29 . . . . . . . . . 23.288 0.007 21.213 0.004 18.671 0.021 17.563 0.037 17.566 0.026 FU
23.315958 30.612650 260.93 . . . . . . . . . 23.517 0.012 22.120 0.007 19.078 0.046 18.113 0.049 17.665 0.028 FU
23.316244 30.476873 138.46 . . . . . . . . . . . . . . . 21.389 0.007 18.150 0.028 17.232 0.028 . . . . . . FO
23.316540 30.488371 241.43 . . . . . . . . . 22.941 0.012 21.051 0.007 18.711 0.034 . . . . . . 17.547 0.046 FU
23.317278 30.562895 393.51 3.23 . . . . . . 22.496 0.005 21.460 0.004 19.043 0.032 17.666 0.033 16.962 0.026 FU
23.318661 30.848551 298.61 . . . . . . . . . . . . . . . 21.377 0.011 18.069 0.024 17.513 0.021 . . . . . . FU
23.319258 30.642550 227.78 . . . . . . . . . 21.894 0.006 21.225 0.004 19.011 0.021 18.396 0.039 . . . . . . FU
23.320625 30.827904 219.28 . . . 23.062 0.006 22.293 0.005 21.013 0.006 18.770 0.019 18.159 0.029 . . . . . . FU
23.322546 30.360664 289.23 10.04 . . . . . . . . . . . . 21.303 0.011 . . . . . . 17.423 0.020 . . . . . . FU
23.323914 30.557257 163.83 . . . 23.014 0.007 22.556 0.010 21.589 0.005 19.426 0.026 18.657 0.075 18.233 0.061 FU
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Table A.1 (cont’d)

RA Dec P σ(P) g σ(g) r σ(r) i σ(i) J σ(J) H σ(H) KS σ(KS) Classa
[deg] [day] [mag] [mag] [mag] [mag] [mag] [mag]

23.323938 30.782118 242.41 . . . . . . . . . 24.514 0.009 21.837 0.005 18.720 0.027 18.107 0.040 17.529 0.029 FU
23.324026 30.584112 476.59 . . . . . . . . . . . . . . . 20.126 0.005 17.258 0.016 16.159 0.020 15.988 0.022 FU
23.325457 30.617702 632.34 3.51 22.973 0.008 21.863 0.006 19.713 0.007 16.696 0.011 15.717 0.011 15.400 0.016 FU
23.325802 30.660009 256.74 3.24 . . . . . . 23.661 0.013 21.529 0.011 18.545 0.013 17.842 0.020 . . . . . . FU
23.325895 30.631504 191.28 . . . 23.272 0.005 21.765 0.005 21.188 0.004 19.047 0.034 18.435 0.039 . . . . . . FU
23.325962 30.533716 294.74 10.15 23.690 0.013 21.972 0.008 21.188 0.006 18.686 0.024 17.927 0.029 17.207 0.028 FU
23.326473 30.640839 199.59 . . . 23.764 0.022 22.387 0.005 20.943 0.008 18.717 0.013 18.081 0.026 . . . . . . FU
23.326529 30.724825 249.33 . . . . . . . . . 23.275 0.009 21.454 0.008 18.548 0.055 . . . . . . 17.477 0.051 FU
23.326920 30.389994 334.40 . . . . . . . . . 23.631 0.010 21.369 0.004 . . . . . . 17.863 0.032 . . . . . . FU
23.327114 30.475456 291.99 . . . . . . . . . . . . . . . 21.268 0.010 18.114 0.026 17.306 0.027 . . . . . . FU
23.327793 30.494240 141.65 . . . . . . . . . 22.734 0.006 21.113 0.004 18.819 0.035 17.878 0.034 17.615 0.039 FO
23.327822 30.590763 252.12 . . . . . . . . . 22.924 0.008 21.292 0.009 18.514 0.019 17.910 0.031 17.281 0.030 FU
23.329123 30.651060 338.76 . . . . . . . . . 23.550 0.015 21.362 0.004 18.134 0.014 17.448 0.015 . . . . . . FU
23.329384 30.508844 207.25 . . . . . . . . . . . . . . . 20.922 0.004 18.634 0.018 . . . . . . 17.643 0.036 FU
23.330309 30.629229 317.90 . . . . . . . . . . . . . . . 21.843 0.006 18.029 0.012 17.358 0.016 . . . . . . FU
23.330341 30.641035 193.42 . . . . . . . . . . . . . . . 20.959 0.004 18.917 0.026 18.172 0.027 . . . . . . FU
23.331022 30.452219 156.46 . . . . . . . . . . . . . . . 21.513 0.004 18.174 0.026 17.189 0.030 . . . . . . FO
23.332806 30.629951 299.95 . . . . . . . . . . . . . . . 21.616 0.012 18.085 0.013 17.609 0.022 . . . . . . FU
23.333063 30.646305 244.05 . . . . . . . . . 23.464 0.007 21.107 0.004 18.627 0.013 17.840 0.020 . . . . . . FU
23.333111 30.424931 346.75 . . . . . . . . . 21.780 0.005 20.907 0.004 . . . . . . 17.507 0.075 . . . . . . FU
23.335236 30.703390 175.85 . . . 23.720 0.006 22.240 0.006 20.924 0.004 18.965 0.023 18.207 0.037 17.958 0.046 FU
23.335514 30.639189 492.20 3.54 . . . . . . . . . . . . 22.583 0.011 18.651 0.027 17.459 0.044 . . . . . . UN
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Table A.1 (cont’d)

RA Dec P σ(P) g σ(g) r σ(r) i σ(i) J σ(J) H σ(H) KS σ(KS) Classa
[deg] [day] [mag] [mag] [mag] [mag] [mag] [mag]

23.335653 30.522141 347.59 . . . . . . . . . . . . . . . 22.291 0.005 18.277 0.018 . . . . . . 17.131 0.023 FU
23.336349 30.553444 198.88 . . . . . . . . . 23.165 0.014 21.877 0.007 18.961 0.024 18.046 0.056 17.850 0.047 FU
23.337198 30.813656 279.40 . . . . . . . . . . . . . . . 21.344 0.004 18.432 0.020 17.591 0.027 . . . . . . FU
23.338015 30.691135 176.01 . . . . . . . . . 22.645 0.007 21.128 0.004 18.933 0.028 18.297 0.046 17.952 0.027 FU
23.338282 30.617926 246.58 4.26 . . . . . . . . . . . . 21.414 0.009 18.609 0.017 17.906 0.026 17.443 0.026 FU
23.338634 30.638544 238.86 . . . . . . . . . . . . . . . 21.281 0.004 18.576 0.017 17.792 0.021 . . . . . . FU
23.338848 30.634369 199.53 . . . . . . . . . 22.893 0.011 21.789 0.008 18.942 0.021 18.198 0.041 . . . . . . FU
23.339848 30.664688 143.85 . . . 23.416 0.018 21.767 0.015 21.046 0.017 19.138 0.049 18.600 0.052 . . . . . . FU
23.340143 30.542894 306.24 . . . . . . . . . . . . . . . 21.739 0.005 17.993 0.013 17.373 0.022 16.868 0.026 FU
23.340172 30.783434 154.08 . . . . . . . . . 21.481 0.005 21.043 0.004 19.093 0.049 18.250 0.060 17.906 0.056 FU
23.341063 30.592283 301.91 22.14 22.080 0.004 21.450 0.007 20.767 0.017 18.161 0.016 17.432 0.026 16.953 0.021 FU
23.341248 30.791618 307.96 . . . . . . . . . 21.316 0.005 20.707 0.004 18.933 0.027 17.326 0.021 17.117 0.027 FU

Note. — (a) “FU”: fundamental pulsator. “FO”: first overtone pulsator. “UN”: unknown.
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A.2 Properties of Newly Identified M33 Mira Candidates

Table A.2 shows the properties of the Mira candidates that were identified in Section 2.4.

Only 100 rows are shown here; the full table can be provided on request.
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Table A.2. Properties of the newly identified M33 Mira candidates.

RA Dec P σ(P) g σ(g) r σ(r) i σ(i) J σ(J) H σ(H) KS σ(KS) Classa
[deg] [day] [mag] [mag] [mag] [mag] [mag] [mag]

23.105476 30.809076 296.18 . . . . . . . . . . . . . . . 22.817 0.020 . . . . . . 17.972 0.050 . . . . . . FU
23.116587 30.603506 341.51 . . . . . . . . . 22.708 0.009 21.308 0.009 . . . . . . 17.745 0.052 . . . . . . FU
23.134270 30.693346 361.46 . . . . . . . . . 22.586 0.013 21.477 0.004 . . . . . . 17.599 0.024 . . . . . . FU
23.134766 30.715336 286.70 . . . 23.795 0.011 21.629 0.007 20.856 0.004 . . . . . . 17.648 0.032 . . . . . . FU
23.135656 30.635357 272.58 3.98 . . . . . . 21.710 0.007 20.903 0.006 . . . . . . 17.579 0.073 . . . . . . FU
23.135839 30.683971 330.89 22.48 . . . . . . 21.709 0.017 20.734 0.013 . . . . . . 17.442 0.030 . . . . . . FU
23.142738 30.681828 323.79 . . . . . . . . . 23.272 0.023 21.271 0.010 . . . . . . 17.668 0.023 . . . . . . FU
23.145725 30.895027 224.58 . . . 23.578 0.012 22.603 0.006 21.124 0.004 . . . . . . 17.740 0.113 . . . . . . FU
23.149216 30.634874 444.71 . . . . . . . . . 22.875 0.006 21.318 0.006 . . . . . . 17.317 0.022 . . . . . . FU
23.151039 30.643393 168.58 9.72 . . . . . . 22.067 0.020 20.926 0.008 . . . . . . 18.242 0.067 . . . . . . FU
23.152111 30.626614 161.01 . . . . . . . . . . . . . . . 21.957 0.007 . . . . . . 17.397 0.022 . . . . . . FO
23.152840 30.706413 217.26 . . . . . . . . . 23.008 0.010 20.974 0.007 . . . . . . 17.384 0.086 . . . . . . FU
23.154127 30.575884 238.26 . . . . . . . . . 23.077 0.009 21.047 0.004 . . . . . . 17.427 0.025 . . . . . . FU
23.155603 30.716747 168.89 . . . . . . . . . 22.616 0.013 21.168 0.007 . . . . . . 18.137 0.050 . . . . . . FU
23.157061 30.692720 164.77 . . . 23.157 0.005 21.786 0.005 21.278 0.004 . . . . . . 18.404 0.063 . . . . . . FU
23.159189 30.761253 363.08 . . . . . . . . . 22.283 0.004 21.114 0.004 . . . . . . 17.605 0.025 . . . . . . FU
23.161072 30.683147 326.48 2.89 . . . . . . . . . . . . 21.343 0.008 . . . . . . 17.378 0.023 . . . . . . FU
23.161234 30.620100 156.63 . . . . . . . . . . . . . . . 21.928 0.007 . . . . . . 18.755 0.139 . . . . . . FU
23.161755 30.655785 286.61 . . . . . . . . . 22.173 0.010 21.214 0.008 . . . . . . 17.888 0.030 . . . . . . FU
23.164215 30.580296 308.98 . . . . . . . . . 23.150 0.007 21.048 0.004 . . . . . . 16.993 0.021 . . . . . . FU
23.165257 30.591999 520.93 . . . . . . . . . 22.216 0.005 20.839 0.004 . . . . . . 17.136 0.089 . . . . . . FU
23.166271 30.647148 270.72 . . . . . . . . . 23.035 0.008 22.138 0.005 . . . . . . 18.211 0.051 . . . . . . FU
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Table A.2 (cont’d)

RA Dec P σ(P) g σ(g) r σ(r) i σ(i) J σ(J) H σ(H) KS σ(KS) Classa
[deg] [day] [mag] [mag] [mag] [mag] [mag] [mag]

23.167461 30.655973 244.06 . . . . . . . . . . . . . . . 21.204 0.004 . . . . . . 17.520 0.021 . . . . . . FU
23.168055 30.778419 142.00 . . . 23.330 0.005 22.111 0.005 21.078 0.006 . . . . . . 18.403 0.062 . . . . . . FU
23.170511 30.676483 302.78 . . . . . . . . . . . . . . . 21.977 0.013 . . . . . . 17.682 0.029 . . . . . . FU
23.170904 30.632553 234.83 . . . . . . . . . . . . . . . 21.510 0.004 . . . . . . 16.513 0.013 . . . . . . FO
23.171473 30.673626 178.01 . . . . . . . . . 21.932 0.009 20.010 0.009 . . . . . . 16.406 0.012 . . . . . . FO
23.177704 30.673487 308.75 16.19 . . . . . . 21.797 0.023 20.962 0.013 . . . . . . 17.747 0.084 . . . . . . FU
23.178934 30.825010 531.17 . . . . . . . . . . . . . . . 21.378 0.005 . . . . . . 16.413 0.012 . . . . . . FU
23.179823 30.707846 132.86 . . . . . . . . . . . . . . . 22.900 0.013 . . . . . . 18.985 0.213 . . . . . . FU
23.182446 30.599653 134.92 . . . . . . . . . . . . . . . 21.925 0.008 . . . . . . 18.603 0.049 . . . . . . FU
23.183191 30.633041 145.48 . . . . . . . . . 22.631 0.008 20.869 0.006 . . . . . . 17.358 0.027 . . . . . . FO
23.183542 30.669952 139.39 . . . . . . . . . . . . . . . 21.008 0.004 . . . . . . 17.335 0.019 . . . . . . FO
23.183573 30.667723 303.47 . . . . . . . . . 22.106 0.006 21.153 0.006 . . . . . . 17.823 0.118 . . . . . . FU
23.187181 30.781582 215.89 . . . . . . . . . 22.618 0.006 20.914 0.004 . . . . . . 17.558 0.023 . . . . . . FU
23.188379 30.611979 283.66 . . . . . . . . . . . . . . . 21.640 0.004 . . . . . . 17.245 0.018 . . . . . . FU
23.191626 30.804087 253.86 . . . . . . . . . 23.662 0.012 21.236 0.007 . . . . . . 17.519 0.023 . . . . . . FU
23.192650 30.598125 151.76 . . . . . . . . . 21.941 0.006 20.983 0.004 . . . . . . 18.451 0.073 . . . . . . FU
23.194340 30.815060 227.91 . . . . . . . . . 23.126 0.006 20.964 0.004 . . . . . . 17.743 0.023 . . . . . . FU
23.194559 30.652328 384.94 . . . . . . . . . 21.800 0.008 20.811 0.004 . . . . . . 17.339 0.060 . . . . . . FU
23.195921 30.624527 204.52 . . . . . . . . . 22.636 0.008 21.411 0.004 . . . . . . 18.250 0.034 . . . . . . FU
23.196712 30.831093 369.51 . . . . . . . . . 22.284 0.011 20.917 0.010 . . . . . . 17.223 0.020 . . . . . . FU
23.196812 30.672155 308.36 . . . . . . . . . 23.651 0.022 21.253 0.004 . . . . . . 17.309 0.015 . . . . . . FU
23.198071 30.630030 148.39 . . . . . . . . . 22.516 0.006 21.300 0.004 . . . . . . 18.348 0.030 . . . . . . FU
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Table A.2 (cont’d)

RA Dec P σ(P) g σ(g) r σ(r) i σ(i) J σ(J) H σ(H) KS σ(KS) Classa
[deg] [day] [mag] [mag] [mag] [mag] [mag] [mag]

23.200729 30.845684 333.61 . . . . . . . . . 22.611 0.006 21.238 0.006 . . . . . . 17.296 0.022 . . . . . . FU
23.203114 30.610962 396.25 . . . . . . . . . 21.687 0.005 20.762 0.004 . . . . . . 17.479 0.025 . . . . . . FU
23.203297 30.668604 252.80 . . . . . . . . . . . . . . . 21.964 0.005 . . . . . . 18.297 0.034 . . . . . . FU
23.204975 30.795135 209.93 . . . . . . . . . 22.569 0.008 21.045 0.004 . . . . . . 17.982 0.025 . . . . . . FU
23.206989 30.615688 190.89 . . . 22.622 0.005 21.194 0.009 19.530 0.010 . . . . . . 16.256 0.012 . . . . . . FO
23.207880 30.833960 251.22 . . . . . . . . . 23.081 0.011 21.188 0.004 . . . . . . 17.985 0.033 . . . . . . FU
23.209682 30.684155 149.36 . . . . . . . . . . . . . . . 21.241 0.004 . . . . . . 17.221 0.017 . . . . . . FO
23.210001 30.582886 286.71 . . . . . . . . . 22.617 0.009 20.894 0.006 . . . . . . 17.320 0.027 . . . . . . FU
23.211493 30.601562 239.82 . . . . . . . . . . . . . . . 23.366 0.011 . . . . . . 17.806 0.031 . . . . . . FU
23.213240 30.611118 173.34 . . . 23.459 0.005 22.024 0.005 20.884 0.004 . . . . . . 18.299 0.031 . . . . . . FU
23.216293 30.656523 145.25 . . . . . . . . . 23.406 0.012 21.934 0.005 . . . . . . 18.726 0.058 . . . . . . FU
23.216900 30.672119 213.20 . . . . . . . . . 23.026 0.013 21.308 0.007 . . . . . . 17.114 0.022 . . . . . . FO
23.218929 30.616386 150.47 . . . 23.073 0.006 22.049 0.005 21.061 0.004 . . . . . . 18.373 0.030 . . . . . . FU
23.225769 30.668249 117.45 . . . 23.201 0.008 21.792 0.005 21.021 0.004 . . . . . . 18.548 0.046 . . . . . . FO
23.226622 30.623575 291.81 30.30 . . . . . . 23.061 0.017 21.312 0.013 . . . . . . 17.335 0.040 . . . . . . FU
23.226646 30.844973 208.75 . . . 23.174 0.009 21.605 0.006 19.609 0.006 . . . . . . 15.937 0.014 . . . . . . FO
23.227274 30.633194 224.15 . . . . . . . . . . . . . . . 21.507 0.004 . . . . . . 17.662 0.017 . . . . . . FU
23.227760 30.773397 216.52 . . . 23.475 0.017 21.819 0.006 21.159 0.006 . . . . . . 18.470 0.089 . . . . . . FU
23.229542 30.602846 229.14 . . . . . . . . . 23.187 0.008 21.106 0.004 . . . . . . 17.456 0.123 . . . . . . FU
23.231554 30.893587 446.51 . . . . . . . . . . . . . . . 22.253 0.006 . . . . . . 17.217 0.021 . . . . . . FU
23.232519 30.608002 146.93 . . . . . . . . . 23.155 0.010 21.050 0.004 . . . . . . 17.225 0.021 . . . . . . FO
23.233383 30.643801 331.39 . . . . . . . . . 21.711 0.008 20.887 0.008 . . . . . . 17.554 0.018 . . . . . . FU
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Table A.2 (cont’d)

RA Dec P σ(P) g σ(g) r σ(r) i σ(i) J σ(J) H σ(H) KS σ(KS) Classa
[deg] [day] [mag] [mag] [mag] [mag] [mag] [mag]

23.234322 30.670374 317.24 . . . . . . . . . 22.122 0.010 21.192 0.008 . . . . . . 17.784 0.022 . . . . . . FU
23.234619 30.770432 310.14 . . . 23.440 0.006 21.597 0.004 20.871 0.004 . . . . . . 17.682 0.032 . . . . . . FU
23.234875 30.653101 406.80 16.80 . . . . . . . . . . . . 19.959 0.006 . . . . . . 15.861 0.012 . . . . . . FU
23.234982 30.579012 138.94 . . . . . . . . . . . . . . . 21.197 0.004 . . . . . . 17.588 0.127 . . . . . . FO
23.235502 30.588570 311.26 . . . . . . . . . 22.312 0.011 21.324 0.011 . . . . . . 17.654 0.106 . . . . . . FU
23.235518 30.591063 146.62 . . . . . . . . . 21.713 0.005 20.991 0.004 . . . . . . 18.542 0.056 . . . . . . FU
23.244741 30.815519 445.36 . . . . . . . . . 22.705 0.006 20.267 0.006 . . . . . . 16.255 0.014 . . . . . . FU
23.244846 30.685076 331.13 15.72 . . . . . . 21.902 0.012 20.884 0.008 . . . . . . 17.297 0.032 . . . . . . FU
23.244921 30.676191 277.59 . . . . . . . . . . . . . . . 21.569 0.005 . . . . . . 17.564 0.025 . . . . . . FU
23.245970 30.791754 217.75 . . . . . . . . . 21.735 0.005 20.967 0.004 . . . . . . 18.359 0.043 . . . . . . FU
23.246042 30.709412 433.90 . . . 24.200 0.013 21.517 0.004 20.346 0.004 . . . . . . 16.800 0.024 . . . . . . FU
23.246124 30.895498 211.64 . . . 21.956 0.006 20.564 0.004 19.189 0.007 . . . . . . 15.874 0.011 . . . . . . FO
23.247017 30.579840 726.12 . . . . . . . . . . . . . . . 22.583 0.007 . . . . . . 16.417 0.019 . . . . . . FU
23.248020 30.771650 288.82 . . . . . . . . . 21.823 0.010 21.038 0.007 . . . . . . 17.546 0.059 . . . . . . FU
23.248260 30.881542 142.72 . . . 23.371 0.006 21.893 0.005 21.022 0.004 . . . . . . 18.310 0.230 . . . . . . FU
23.250954 30.719206 154.92 . . . 23.097 0.010 21.783 0.008 20.810 0.004 . . . . . . 18.274 0.044 . . . . . . FU
23.252567 30.594179 261.60 . . . . . . . . . . . . . . . 21.564 0.011 . . . . . . 17.420 0.022 . . . . . . FU
23.252577 30.772861 181.17 . . . 23.247 0.005 22.001 0.005 20.757 0.004 . . . . . . 18.038 0.050 . . . . . . FU
23.252949 30.676674 211.67 . . . . . . . . . 21.959 0.005 21.368 0.004 . . . . . . 18.130 0.049 . . . . . . FU
23.253187 30.647690 242.57 . . . . . . . . . . . . . . . 21.591 0.004 . . . . . . 17.639 0.048 . . . . . . FU
23.253222 30.719379 176.44 . . . 23.967 0.008 22.554 0.006 21.249 0.004 . . . . . . 18.359 0.105 . . . . . . FU
23.254023 30.699602 142.36 . . . . . . . . . . . . . . . 22.126 0.009 . . . . . . 18.709 0.106 . . . . . . FU
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Table A.2 (cont’d)

RA Dec P σ(P) g σ(g) r σ(r) i σ(i) J σ(J) H σ(H) KS σ(KS) Classa
[deg] [day] [mag] [mag] [mag] [mag] [mag] [mag]

23.254364 30.621805 322.30 . . . . . . . . . . . . . . . 21.381 0.004 . . . . . . 17.449 0.062 . . . . . . FU
23.256205 30.783485 202.09 . . . . . . . . . 22.173 0.007 20.957 0.004 . . . . . . 17.952 0.104 . . . . . . FU
23.256912 30.773266 569.18 . . . . . . . . . . . . . . . 22.005 0.007 . . . . . . 17.007 0.016 . . . . . . FU
23.257402 30.685120 377.79 37.88 . . . . . . 22.460 0.009 21.327 0.012 . . . . . . 17.349 0.023 . . . . . . FU
23.258057 30.773195 337.38 . . . . . . . . . 21.848 0.008 20.803 0.004 . . . . . . 17.189 0.060 . . . . . . FU
23.258152 30.696062 147.80 . . . 23.917 0.009 22.467 0.006 21.281 0.007 . . . . . . 18.456 0.088 . . . . . . FU
23.258947 30.888231 206.32 . . . . . . . . . 23.245 0.012 21.869 0.004 . . . . . . 17.169 0.017 . . . . . . FO
23.261545 30.672253 153.93 . . . . . . . . . 23.530 0.011 20.940 0.004 . . . . . . 17.200 0.029 . . . . . . FO
23.262047 30.766426 222.59 . . . 23.412 0.009 22.288 0.006 21.571 0.006 . . . . . . 18.226 0.042 . . . . . . FU
23.262943 30.709087 221.06 . . . . . . . . . 24.118 0.034 22.472 0.007 . . . . . . 18.070 0.041 . . . . . . FU
23.263750 30.679379 407.74 . . . . . . . . . . . . . . . 21.245 0.007 . . . . . . 17.455 0.024 . . . . . . FU
23.264431 30.693350 408.17 5.53 . . . . . . 21.723 0.007 20.696 0.006 17.783 0.034 16.657 0.033 . . . . . . FU

Note. — (a) “FU”: fundamental pulsator. “FO”: first overtone pulsator.
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A.3 Milky Way Cepheid Photometry

The complete version of Table 3.3 follows below. For more details, see Section 3.3.
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Table A.3. Milky Way Cepheid Photometry

Name MJDa Phaseb H [mag]c

AP Sgr 8985.4918 0.529 5.024
AP Sgr 8985.4978 0.531 5.019
AP Sgr 8987.4525 0.917 5.090
AP Sgr 8987.4535 0.917 5.081
AP Sgr 8989.5118 0.324 4.942
AP Sgr 8989.5128 0.324 4.958
AP Sgr 8991.4788 0.713 5.131
AP Sgr 8991.4796 0.713 5.151
AP Sgr 8994.4853 0.307 4.943
AP Sgr 8994.4861 0.308 4.953
AP Sgr 9003.4870 0.087 4.946
AP Sgr 9003.4878 0.087 4.947
AP Sgr 9005.4106 0.468 4.985
AP Sgr 9005.4114 0.468 4.993
AP Sgr 9008.4852 0.075 4.978
AP Sgr 9008.4860 0.076 4.934
AP Sgr 9010.4345 0.461 4.971
AP Sgr 9010.4353 0.461 4.980
AP Sgr 9012.4559 0.861 5.129
AP Sgr 9012.4567 0.861 5.162
AP Sgr 9014.4878 0.262 4.945
AP Sgr 9014.4886 0.262 4.936
AP Sgr 9018.5542 0.066 5.026
AP Sgr 9018.5551 0.066 5.034
AP Sgr 9025.3964 0.419 4.963
AP Sgr 9027.4546 0.826 5.166
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Table A.3 (cont’d)

Name MJDa Phaseb H [mag]c

AP Sgr 9027.4555 0.826 5.180
AP Sgr 9029.3637 0.203 4.948
AP Sgr 9029.3645 0.203 4.950
BF Oph 8985.4344 0.197 5.228
BF Oph 8987.4142 0.683 5.379
BF Oph 8987.4150 0.684 5.370
BF Oph 8989.4809 0.192 5.197
BF Oph 8989.4827 0.192 5.200
BF Oph 8991.4752 0.682 5.441
BF Oph 8991.4761 0.682 5.374
BF Oph 9003.4846 0.634 5.380
BF Oph 9003.4854 0.634 5.340
BF Oph 9008.4826 0.863 5.336
BF Oph 9008.4835 0.863 5.340
BF Oph 9010.4323 0.342 5.276
BF Oph 9010.4331 0.343 5.237
BF Oph 9012.4534 0.839 5.422
BF Oph 9012.4542 0.839 5.365
BF Oph 9014.4854 0.339 5.282
BF Oph 9014.4863 0.339 5.222
BF Oph 9025.3988 0.022 5.217
BF Oph 9025.3996 0.022 5.215
BF Oph 9027.4567 0.528 5.297
BF Oph 9027.4575 0.528 5.278
BF Oph 9029.3610 0.996 5.237
BF Oph 9029.3621 0.996 5.232
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Table A.3 (cont’d)

Name MJDa Phaseb H [mag]c

RV Sco 8985.4264 0.516 4.858
RV Sco 8985.4311 0.517 4.827
RV Sco 8987.4163 0.845 4.949
RV Sco 8987.4172 0.845 4.940
RV Sco 8989.4766 0.184 4.754
RV Sco 8991.4731 0.514 4.827
RV Sco 8991.4739 0.514 4.811
RV Sco 8994.4507 0.005 4.794
RV Sco 8994.4516 0.005 4.802
RV Sco 9003.4822 0.495 4.817
RV Sco 9003.4830 0.495 4.794
RV Sco 9010.4304 0.641 4.914
RV Sco 9010.4312 0.642 4.886
RV Sco 9012.4506 0.975 4.854
RV Sco 9012.4514 0.975 4.804
RV Sco 9014.4832 0.310 4.752
RV Sco 9014.4841 0.310 4.755
RV Sco 9025.3944 0.110 4.778
RV Sco 9025.3952 0.110 4.768
RV Sco 9028.3677 0.601 4.890
RV Sco 9028.3685 0.601 4.876
RX Cam 9062.5855 0.665 4.941
RX Cam 9062.5864 0.665 4.967
RX Cam 9064.6361 0.924 4.874
RX Cam 9064.6369 0.924 4.896
RX Cam 9073.6074 0.058 4.815
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Table A.3 (cont’d)

Name MJDa Phaseb H [mag]c

RX Cam 9073.6082 0.058 4.877
RX Cam 9075.5526 0.303 4.768
RX Cam 9075.5535 0.304 4.759
RX Cam 9101.6286 0.599 4.919
RX Cam 9101.6294 0.599 4.929
RX Cam 9104.6268 0.978 4.825
RX Cam 9104.6276 0.978 4.875
RX Cam 9107.5893 0.352 4.834
RX Cam 9107.5901 0.353 4.853
RX Cam 9109.5204 0.597 4.904
RX Cam 9109.5216 0.597 4.866
RX Cam 9112.6027 0.986 4.826
RX Cam 9112.6036 0.986 4.834
RX Cam 9115.5516 0.359 4.729
RX Cam 9115.5526 0.359 4.862
RX Cam 9117.5566 0.612 4.877
RX Cam 9117.5574 0.612 4.928
RX Cam 9119.5352 0.862 4.957
RX Cam 9119.5361 0.862 4.947
RX Cam 9121.5263 0.114 4.805
RX Cam 9121.5271 0.114 4.896
RX Cam 9125.4832 0.614 4.846
RX Cam 9125.4841 0.614 4.831
RX Cam 9128.6297 0.012 4.804
RX Cam 9128.6305 0.012 4.870
RX Cam 9131.5459 0.380 4.835
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Table A.3 (cont’d)

Name MJDa Phaseb H [mag]c

RX Cam 9131.5467 0.380 4.883
RX Cam 9134.5179 0.756 4.975
RX Cam 9134.5187 0.756 4.967
RX Cam 9141.4003 0.626 4.892
RX Cam 9141.4013 0.626 4.861
RX Cam 9144.4167 0.007 4.787
RX Cam 9144.4176 0.007 4.848
RX Cam 9153.4228 0.145 4.785
RX Cam 9153.4244 0.145 4.812
SS Sct 9038.4188 0.805 6.023
SS Sct 9038.4197 0.806 6.008
SS Sct 9040.3778 0.339 5.847
SS Sct 9040.3786 0.339 5.840
SS Sct 9044.5041 0.463 5.892
SS Sct 9044.5053 0.463 5.875
SS Sct 9047.5184 0.284 5.854
SS Sct 9047.5193 0.284 5.854
SS Sct 9054.4150 0.162 5.839
SS Sct 9054.4182 0.163 5.832
SS Sct 9058.2555 0.208 5.846
SS Sct 9058.2563 0.209 5.830
SS Sct 9060.2366 0.748 6.016
SS Sct 9060.2374 0.748 6.005
SS Sct 9064.2795 0.849 6.006
SS Sct 9064.2803 0.850 5.994
SS Sct 9067.3441 0.684 5.954
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Table A.3 (cont’d)

Name MJDa Phaseb H [mag]c

SS Sct 9067.3449 0.684 5.950
SS Sct 9067.3460 0.685 5.959
SS Sct 9067.3469 0.685 5.954
SS Sct 9071.3580 0.777 5.997
SS Sct 9071.3589 0.778 5.991
SS Sct 9073.2440 0.291 5.855
SS Sct 9075.2454 0.836 5.999
SS Sct 9075.2462 0.837 5.989
SS Sct 9101.3020 0.934 5.946
SS Sct 9101.3028 0.934 5.938
SS Sct 9105.2155 0.000 5.878
SS Sct 9105.2163 0.000 5.879
SS Sct 9107.2152 0.544 5.915
SS Sct 9107.2160 0.544 5.910
SS Sct 9109.2539 0.100 5.852
SS Sct 9109.2547 0.100 5.837
SS Sct 9113.2593 0.191 5.861
SS Sct 9113.2604 0.191 5.828
SS Sct 9115.3531 0.761 5.997
SS Sct 9115.3548 0.761 5.995
SS Sct 9118.2069 0.538 5.923
SS Sct 9118.2077 0.538 5.902
SS Sct 9120.2077 0.083 5.864
SS Sct 9120.2088 0.083 5.840
TX Cyg 9038.4533 0.221 4.695
TX Cyg 9038.4541 0.221 4.801
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Table A.3 (cont’d)

Name MJDa Phaseb H [mag]c

TX Cyg 9040.4761 0.358 4.700
TX Cyg 9040.4769 0.358 4.811
TX Cyg 9042.5297 0.498 4.798
TX Cyg 9042.5306 0.498 4.900
TX Cyg 9044.5094 0.632 4.868
TX Cyg 9044.5102 0.632 4.875
TX Cyg 9047.5215 0.837 4.985
TX Cyg 9047.5224 0.837 4.949
TX Cyg 9054.4210 0.306 4.697
TX Cyg 9054.4218 0.306 4.818
TX Cyg 9058.4305 0.579 4.827
TX Cyg 9058.4313 0.579 4.855
TX Cyg 9060.3936 0.712 4.967
TX Cyg 9060.3944 0.712 5.000
TX Cyg 9062.5909 0.862 5.023
TX Cyg 9062.5918 0.862 5.021
TX Cyg 9064.4200 0.986 4.822
TX Cyg 9064.4208 0.986 4.875
TX Cyg 9067.3492 0.185 4.711
TX Cyg 9067.3500 0.185 4.703
TX Cyg 9071.4157 0.461 4.743
TX Cyg 9071.4165 0.462 4.827
TX Cyg 9073.2471 0.586 4.833
TX Cyg 9073.2480 0.586 4.920
TX Cyg 9075.2482 0.722 4.997
TX Cyg 9075.2490 0.722 4.968
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Table A.3 (cont’d)

Name MJDa Phaseb H [mag]c

TX Cyg 9101.3059 0.493 4.783
TX Cyg 9101.3067 0.493 4.904
TX Cyg 9103.2795 0.627 4.934
TX Cyg 9103.2804 0.628 4.963
TX Cyg 9105.3153 0.766 5.010
TX Cyg 9105.3162 0.766 5.009
TX Cyg 9107.2198 0.895 5.019
TX Cyg 9107.2206 0.895 5.014
TX Cyg 9109.2472 0.033 4.801
TX Cyg 9109.2481 0.033 4.829
TX Cyg 9109.2492 0.033 4.799
TX Cyg 9109.2500 0.033 4.821
TX Cyg 9113.2640 0.306 4.688
TX Cyg 9113.2653 0.306 4.726
V0386 Cyg 8985.6038 0.915 5.761
V0386 Cyg 8985.6054 0.915 5.743
V0386 Cyg 8989.6276 0.680 5.769
V0386 Cyg 8989.6285 0.680 5.755
V0386 Cyg 8991.6173 0.059 5.609
V0386 Cyg 8991.6182 0.059 5.576
V0386 Cyg 8994.6202 0.630 5.730
V0386 Cyg 8994.6210 0.630 5.729
V0386 Cyg 8999.6043 0.578 5.712
V0386 Cyg 8999.6051 0.578 5.707
V0386 Cyg 9003.6001 0.338 5.601
V0386 Cyg 9003.6010 0.338 5.589
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Table A.3 (cont’d)

Name MJDa Phaseb H [mag]c

V0386 Cyg 9005.5201 0.703 5.788
V0386 Cyg 9005.5209 0.703 5.781
V0386 Cyg 9007.5619 0.091 5.628
V0386 Cyg 9007.5627 0.092 5.609
V0386 Cyg 9010.5753 0.665 5.749
V0386 Cyg 9010.5765 0.665 5.750
V0386 Cyg 9012.5344 0.037 5.616
V0386 Cyg 9012.5352 0.037 5.587
V0386 Cyg 9014.4911 0.409 5.636
V0386 Cyg 9014.4919 0.409 5.613
V0386 Cyg 9017.6264 0.006 5.620
V0386 Cyg 9017.6273 0.006 5.614
V0386 Cyg 9020.5690 0.565 5.690
V0386 Cyg 9020.5698 0.566 5.685
V0386 Cyg 9027.5858 0.900 5.739
V0386 Cyg 9027.5867 0.900 5.739

Note. — (a) JD−2450000.5. (b) based on the periods listed in Table 3.1 and the phase offsets listed in
Table 3.2; the overall systematic uncertainty in this parameter for a given Cepheid is provided in the latter
table. (c) DIA magnitude + mean 2MASS magnitude from Table 3.1; a statistical uncertainty of 0.027 mag
applies to all lines (see §3.3.3).
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