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ABSTRACT

The vortex dynamics in cardiovascular flows play an important role in imposing flow features

and forces acting on blood cells. Proper modeling and analysis of vortex dynamics in cardiovascu-

lar flows can shed light on the underlying reasons for various cardiovascular diseases. Numerical

simulations of cardiovascular flows are challenging because they involve complex geometries with

contacting deformable bodies undergoing high deformations and require fluid-structure interaction

(FSI) for realistic results. In this work, a numerical framework is developed to study vortex dy-

namics of cardiovascular flows with FSI such as artificial heart valves. It consists of a rotation-free,

high-deformation, thin shell finite element (FE) framework based on Loop’s subdivision surfaces.

In order to model the response of bio-prosthetic heart valves (BHVs), a nonlinear and anisotropic

material model is implemented that accounts for membrane and bending responses with a Fung-

elastic model. A novel physic-based contact model is incorporated into the framework to prevent

the inter-leaflet penetration of the BHV leaflets during the closing phase. A series of benchmark

problems are performed to validate and verify the thin shell elements, the material model, and the

contact modeling, separately. The FE framework is then coupled with overset curvilinear immersed

boundary (overset-CURVIB) framework using FSI with under-relaxation and Aitkin acceleration

technique. The FSI FE-CURVIB framework is validated against experimental results of an inverted

flapping flag using large eddy simulation (LES) modeling. Before the investigation of the effects

of different heart valves, in a simplified setup, the vortex dynamics and propagation of periodically

generated vortex rings are studied. A scaling law based on cycle-averaged Reynolds number and

non-dimensional period is proposed for the propagation of vortex rings to predict their location.

To test the findings in cardiovascular flows, the vortex dynamics of two main categories of heart

valves, i.e., bi-leaflet mechanical heart valve (BMHV) and BHV, are studied. First, the vortex dy-

namics of BMHVs and their effects on the platelet activation are studied in a left ventricle-aorta

configuration, incorporating a beating left ventricle (LV). In this study, three different implantation

orientations are compared for multiple cycles. The results show symmetrical leaflet kinematics
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during the opening, while significant cycle-to-cycle variations are observed for the closing phase,

which are due to the presence of small-scale vortical structures. The results show that the proposed

scaling law with good precision can predict the location of the mitral vortex ring in the LV be-

fore the vortex breakdown. Furthermore, our results show that the valve orientation does not have

a significant effect on the distribution of viscous shear stress and total platelet activation in the

ascending aorta. Then, the kinematics, vortex dynamics, and platelet activation of a BHV are in-

vestigated. The comparison of the BHV leaflet kinematics of FSI and dynamic simulations shows

significant differences in the opening phase of valves. The FSI results show a displacement start-

ing from the belly and developing to the free edges due to the hydrodynamic pressure distribution,

in stark contrast to dynamic results; however, the closing phase is relatively similar. The vortical

structures in the straight aorta with the implanted BHV are visualized and studied for the com-

plete cycle. The propagation of the complex three-lobed vortex ring during the opening phase was

predicted using the scaling law with an acceptable margin. In addition to the previously observed

vortex rings during the opening, two vortex rings during the closing phase are detected for the first

time, due to the kinematics of the leaflets. In conclusion, while the results of different heart valves

show high complexities in both structural and flow features, they illustrate similar physics/scaling

in terms of the location and interaction of the vortical structures.

iii



DEDICATION

To my parents and my sister for their support and affection.

iv



ACKNOWLEDGMENTS

I would like to express my sincere gratitude to my Ph.D. advisor, Professor Iman Borazjani

for his excellent guidance, support, and patience through this endeavor, without whom this work

would have not been possible. I am grateful to the members of my doctoral committee, Professors

J.N. Reddy, Dorrin Jarrahbashi, and John C. Criscione whose comments have greatly improved

this work.

I owe a great deal of gratitude to my parents for devoting their lives to me, to my sister for her

kind support. Their love and encouragement had a significant influence on my life.

This work was supported by American Heart Association (AHA) grant 13SDG17220022, Na-

tional Institute of Health (NIH) grant R03EB014860, National Science Foundation (NSF) award

CBET 1453982, and computational resources were provided by Texas A&M High-Performance

Research Computing Center (HPRC).

v



CONTRIBUTORS AND FUNDING SOURCES

Contributors

This work was supported by a thesis committee consisting of Professors Iman Borazjani, J.N.

Reddy, and Dorrin Jarrahbashi of the J. Mike Walker ’66 Department of Mechanical Engineering

and Professor John C. Criscione of the Department of Biomedical Engineering.

Funding Sources

This work was supported by American Heart Association (AHA) grant 13SDG17220022, Na-

tional Institute of Health (NIH) grant R03EB014860, National Science Foundation (NSF) award

CBET 1453982 and computational resources were provided by Texas A&M High-Performance

Research Computing Center (HPRC).

vi



NOMENCLATURE

CVD Cardiovascular diseases

LV Left ventricle

CURVIB Curvilinear immersed boundary

GMRES Generalized minimal residual

FSI Fluid-structure interaction

SC Strong coupling

FEM Finite element method

BHV Bio-prosthetic heart valve

MHV Mechanical heart valve

LES Large eddy simulation

BMHV Bi-leaflet mechanical heart valve

PDF Probability density function

MIPE Major in-plane Green-Lagrange strain

FE Formation excluded

FI Formation included

TMHV Tilting disk mechanical heart valve

WSS Wall shear stress

LC Left coronary cusp

RC Right coronary cusp

NC Non-coronary cusp

ODE Ordinary differential equations

HV Heart valve

vii



DCR Decomposition contact response

CFD Computational fluid dynamics

SM Structural mechanics

ALE Arbitrary Lagrangian Eulerian

IBM Immersed boundary method

viii



TABLE OF CONTENTS

Page

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

CONTRIBUTORS AND FUNDING SOURCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

NOMENCLATURE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

TABLE OF CONTENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

LIST OF TABLES. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

1. INTRODUCTION AND MOTIVATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Numerical methods in cardiovascular flows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Artificial heart valves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.1 Mechanical heart valves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.2 Bio-prosthetic heart valves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 Objectives and significance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 State-of-the-art and novelties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2. NUMERICAL METHODS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.1 Overview of the Overset-CURVIB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Shell Element Governing Equations and Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . 10

2.2.1 The Kirchhoff-Love Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.2 Equations of Motion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.3 Constitutive Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.4 Subdivision Surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.5 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.3 A New Contact Model for Shell Elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3. VALIDATIONS AND VERIFICATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.1 Overview of the Overset-CURVIB Validations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.1.1 Vortex Detection and Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

ii



3.2 Shell Element Validations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2.1 Membrane Patch Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.2 Biaxial Loading of a BHV Patch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.3 The plate under Static Uniformly Distributed Load . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.4 Cantilever under Static Concentrated Tip Force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.5 Cantilever under Dynamic Force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.6 Stretched Cylindrical Shell with Free Ends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2.7 Pinched Hemispherical Shell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.3 Contact Model Validations and Verifications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3.1 Sphere-plate Impact under Gravitational Force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3.2 Sphere-sphere Impact with Initial Velocities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3.3 Self-contact of Hemispherical Shell under Gravitational Force . . . . . . . . . . . . . . . . 35
3.3.4 Static Pressure Loading of a Pericardial BHV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3.5 Dynamic Simulation of a Pericardial BHV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.4 Finite Element Fluid-structure Interaction Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.4.1 Flapping of an Inverted Flag . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4. VORTEX DYNAMICS OF PERIODICALLY GENERATED VORTEX RINGS . . . . . . . . . . . 48

4.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.3 Vortex Ring Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.4 Vortex Ring Propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.6 Conclusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5. VORTEX DYNAMICS OF BI-LEAFLET MECHANICAL HEART VALVES (BMHV) . . 71

5.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.2 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.3 Leaflet Kinematics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.4 Vortex Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.5 Shear Stress. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.6 Platelet Activation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

6. VORTEX DYNAMICS OF BIO-PROSTHETIC HEART VALVES (BHV) . . . . . . . . . . . . . . . . 93

6.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.2 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.3 Leaflet Dynamics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.4 Velocity Field. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.5 Vortex Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.6 Shear Stress. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.7 Platelet Activation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.8 Conclusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

iii



7. SUMMARY AND OUTLOOK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

7.1 Future work. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

iv



LIST OF FIGURES

FIGURE Page

1.1 Mechanical heart valves; (a) caged-ball valve, (b) tilting-disk valve, (c) bileaflet
valve, and (d) trileaflet valve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2 bio-prosthetic heart valves; (a) procine, (b) bovine, (c) transcatheter, and (d) su-
tureless. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.1 Boundary conditions are applied by adding ghost nodes (node 4) to the triangular
mesh. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.2 (a) Contact of node A with the shaded element is detected. (b) Impenetrability
constraint is enforced by projecting node A back on the element surface (A′). . . . . . . . . 18

3.1 Out-of-plane vorticity contours and velocity vectors for test case 1 at times (a)
tUjet/D = 2.62, (b) tUjet/D = 3.68, and (c) tUjet/D = 5.8. The thick green lines
and plus signs depict vortex ring core boundaries and their centers, respectively. . . . . . 24

3.2 Comparisons of vortex core center locations of simulations on grids 1 and 2 with 15
and 54 million grid points, respectively, against experimental data [1]: (a) Rejet =
2800 (case 1) and (b) Rejet = 23000 (case 2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.3 (a) Patch of elements used for a membrane patch test at reference configuration.
(b) Displacement equal to x was applied on the boundary nodes of the patch. (c)
The solution obtained for internal nodes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.4 Biaxial loading (Px : Py = 20 : 60 kPa) of a BHV membrane patch. (a) unde-
formed mesh showing the directions of applied stresses. (b) Deformed mesh with
material fiber direction in x-axis. (c) Deformed mesh with material fiber direction
oriented at 45o to x-axis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.5 A plate under uniformly distributed static pressure loading with L = 20m, h =
1m, E = 12N/m2, and ν = 0; (a) comparison of central displacement under
different pressure loading with FE solution [2] and (b) deformed shape of the plate
for P = 0.04N/m2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.6 A cantilever under concentrated tip force with L = 0.04m, b = 0.004m, h =
6 × 10−4m, E = 2 × 105N/m2, and ν = 0; (a) comparison of tip displacement
with analytical solution [3] and (b) reference and deformed shape of the cantilever
for F = 5.4× 10−5N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

v



3.7 The displacement of the tip of the cantilever with nonlinear material property is
subjected to dynamic force.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.8 A cylinder under pinched loadings with L = 10.35m, R = 4.953m, h = 0.094m,
E = 10.5 × 106N/m2, and ν = 0.3125; (a) comparison of the displacement of
three points of the cylinder with numerical results [4], (b) the reference shape, and
(c) deformed shape under stretching forces of P = 4× 104N . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.9 A hemispherical shell subjected to two pairs of pinching forces with R = 10m,
h = 0.04m, E = 6.825× 107N/m2, and ν = 0.3; (a) comparison of displacement
of two points of the hemisphere with numerical results [5], (b) the reference shape,
and (c) deformed shape under pinching forces of P = 100N . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.10 The sphere-plate shell structures are subjected to a gravitational force at (a) initial
condition and (b) steady state. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.11 Sphere-sphere impact of test case 1 at times (a) 0, (b) 12.5, and (c) 25 ms . . . . . . . . . . . 34

3.12 Energies of the system for elastic sphere-sphere impact. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.13 Self-contact of a hemispherical shell under gravity; (a) reference shape, (b) de-
formed shape from a side angle, and (c) deformed shape from the bottom view. . . . . . . 36

3.14 The pericardial BHV geometry. The reference shape with three regions of interest:
(1) leaflet attachment boundary, (2) central free edge, and (3) belly. The fiber
direction of leaflet, shown in arrows, for (b) asymmetrical and (c) symmetrical 45o

relative to the cross product of z and a3. Here z is the axial direction and a3 is the
element normal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.15 Comparison of the average in-plane principal Green-Lagrange strains of the present
study with experimental results of Kim et al. [6]: (a) major principal strains and
(b) minor principal strains.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.16 The transvalvular pressure difference between left ventricle and aorta for complete
human cardiac cycle [7] applied to the leaflets.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.17 Contact of Leaflets during closing phase of BHV (t = 0.203s) with contact handled
using (a) new and (b) penalty methods. An asymmetrical fiber orientation of 45o is
considered for both methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.18 Deformations of the BHV during the opening phase of a cardiac cycle, colored by
major in-plane principal Green-Lagrange strain (MIPE) for symmetrical (column
1) and asymmetrical (column 2) fiber directions at 4 time instants from the side and
top views. The initial condition t = 0 is taken from preceding cycle (t = 0.76s). . . . . 41

vi



3.19 Deformations of the BHV during the closing phase of a cardiac cycle, colored by
major in-plane principal Green-Lagrange strain (MIPE) for symmetrical (column
1) and asymmetrical (column 2) fiber directions at 4 time instants from the side and
top views. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.20 A 3-D view of the computational domain for the inverted flag benchmark. The
shaded and green sheets show the inverted flag position in initial and representative
deflected states, respectively. The boundary conditions for the side, top, and bottom
walls (X and Y direction) are no-slip condition (V = 0). In Z direction, the
Dirichlet boundary condition of V = U∞k and Neumann boundary condition of
∂V/∂Z = 0 are applied on the left and right walls, respectively. . . . . . . . . . . . . . . . . . . . . . . 44

3.21 Time history of the computed leading edge deflection of the inverted flag against
experimental data of [8]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.22 Three-dimensional vortical structures visualized using Q-criterion [9] for different
time instants after reaching quasi-steady state. The red dots in the insets show the
corresponding time during the cycle.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.1 (a) A 3-D view of domain with generated vortex rings in green and a cross-section
of fluid mesh over the tank and (b) different inflow velocity waveforms for different
test cases. Only every fourth grid point is shown in (a) for better illustration.. . . . . . . . . 51

4.2 Vortex rings for case 3 (Reave = 1400, T ∗ave = 1) at times (a) t/T = 2, (b)
t/T = 2.65, (c) t/T = 3.75, (d) t/T = 4.5, (e) t/T = 5, and (f ) t/T = 8
visualized by plotting |ω| = 4 isosurface of vorticity magnitude and colored by
helicity density contours. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.3 Effect of Re on the shape of the first stopping vortex ring (S1) at time t/T = 3.75:
(a) case 17 with Reave = 500 and (b) case 5 with Reave = 11500, visualized by
plotting |ω| = 1 and |ω| = 9 isosurface of vorticity magnitude for (a) and (b),
respectively and colored by helicity density contours. T ∗ave = 1 for both cases. . . . . . . . 55

4.4 Stopping vortex rings for case 3 at times (a) t/T = 2.5, (b) t/T = 3.25, (c)
t/T = 3.85, and (d) t/T = 6.9 visualized by plotting |ω| = 1, |ω| = 2, and
|ω| = 4 isosurface of vorticity magnitude for (b,c), (a), and (d), respectively and
colored by helicity density contours. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.5 Vortex rings for case 16 (Reave = 1400, T ∗ave = 4) at times (a) t/T = 2.25 and
(b) t/T = 6.5, visualized by plotting |ω| = 0.7 and |ω| = 5, isosurface of vorticity
magnitude, respectively and colored by helicity density contours. The rings remain
tubular at high T ∗ave. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.6 Out-of-plane vorticity contours of two distinct quasi-steady flow patterns for (a)
case 3 (Reave = 1400, T ∗ave = 1), (b) case 4 (Reave = 1400, T ∗ave = 2), (c) case 5
(Reave = 11500, T ∗ave = 1), and (d) case 6 (Reave = 11500, T ∗ave = 2). . . . . . . . . . . . . . . . 59

vii



4.7 Location of vortex rings until reaching quasi-steady condition for test cases (a) 6
and (b) 5, traveled in one period. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.8 The location of vortex ring core centers of different numerical and experimental
test cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.9 Vortex core velocity analysis with both ring’s formation excluded (FE) and ring’s
formation included (FI): (a) the effect of Ts/T on vortex ring velocity for fixed Re
and T ∗, which are defined based on the average or jet inflow velocity, (b) the vortex
velocity versus non-dimensional period for different Re in log-log scale, and (c)
the slopes of lines in (b) for relevant Re in log-log scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.10 Location of vortex ring core centers after scaling for numerical and experimental
test cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

5.1 The overset grid consists of two grid blocks: a box-shaped block that contains the
anatomic LV and a body-fitted block for the anatomic aorta, where the BMHV is
placed. A cross-section of the aorta body-fitted grid is plotted for only every five
grid points for better illustration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5.2 The LV and aorta flow rates during one cardiac cycle (860 ms). The flow is visu-
alized in time instants marked with thick vertical red lines a, b, c, d, e, and f. . . . . . . . . . 75

5.3 (a) A typical BMHV with triangular mesh, as required by the CURVIB method.
(b) The location of valves inside sinus from a top view. The green, blue, and
red leaflets correspond to 0, 45, and 90 deg orientations, respectively. RC - right
coronary cusp; LC - left coronary cusp; NC - non-coronary cusp. . . . . . . . . . . . . . . . . . . . . . 77

5.4 Leaflet kinematics for (a) 0, (b) 45, and (c) 90 deg orientations. The insets in each
figure are zoomed-in views from the opening phase of leaflet kinematics. . . . . . . . . . . . . 86

5.5 The transvalvular pressure difference between LV and aorta for the valve with 0
deg orientation during three consequent cycles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.6 Instantaneous non-dimensional out-of-plane vorticity (ΩD/U ) for 0 deg (left), 45
deg (middle), and 90 deg (right) orientations. a, b, c, etc., correspond to the time
instants marked in figure 5.2 within the cardiac cycle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.7 Vortical structures are visualized by iso-surfaces of q-criteria for 0 deg (left), 45
deg (middle), and 90 deg (right) orientations. a, b, c, etc., correspond to the time
instants marked in figure 5.2 within the cardiac cycle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.8 Location of the first mitral vortex ring (a) before and (b) after the scaling for the
second cycle of the 0 deg orientation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

viii



5.9 Histograms of scalar shear stress in the ascending aorta for 0 deg (solid lines), 45
deg (dashed lines), and 90 deg (dotted lines) orientations during the second cycle
for: (a) scalar shear values with the highest percentile and (b) high scalar shear
values. f is the percentile of the number of occurrences of a scalar shear value τ
in intervals with width ∆τ = 0.1 dyne/cm2 to the total number of occurrences.
a, b, c, etc., correspond to the time instants marked in figure 5.2 within the second
cardiac cycle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.10 The integration of platelet activation over the ascending aorta for 0 deg (solid lines),
45 deg (dashed lines), and 90 deg (dotted lines) orientations during two consecutive
cycles using different models. The platelet activation for each model is normalized
by the total platelet activation in 0 deg orientation at the end of the first cycle. . . . . . . . 92

6.1 Computational domain for FSI simulation of a BHV in a straight aorta. The inflow
is a pulsatile physiological flow and a convective outflow is applied at the outlet.
No-slip boundary condition is considered for the aorta walls. . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6.2 The physiological inflow waveform during one cardiac cycle (850 ms) is used for
the inlet boundary condition of the FSI simulation of a BHV in a straight aorta. . . . . . . 97

6.3 Deformation of the BHV from FSI simulation during the cardiac cycle, colored
by major in-plane principal Green-Lagrange strain (MIPE) for 4 time instants of
systolic (column 1) and diastolic (column 2) phases from the side and top views. . . . . 99

6.4 perpendicular bisection plane of the leaflet for (a) opening and (b) closing phases.
The red and blue colors correspond to dynamic and FSI simulations, respectively.
The numbers correspond to the row numbers in figures 3.18 and 3.19 for dynamic
simulations of the valve with asymmetric fiber orientation and figure 6.3 for FSI
simulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

6.5 Pressure distribution (KPa) for (a) opening (t = 0.06s) and (b) closing (t = 0.25s)
phases of the FSI simulation from side and top views. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

6.6 Comparison of the swirling motion of the BHV leaflets during the closing phase
for (a) dynamic (t = 0.21s) and (b) FSI (t = 0.31s) simulations for an asymmetric
fiber orientation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.7 Contours of velocity magnitude at times (a) t = 0.06s, (b) t = 0.08s, (c) t = 0.1s,
and t = 0.12s on z-plane slices located respectively from left to right at z/D =
0.1, 0.5, 1, and 1.5 from the edge of the BHV in an open position. . . . . . . . . . . . . . . . . . . . 104

6.8 Contours of velocity component in axial direction (z) on y-plane at times (a) t =
0.02s, (b) t = 0.05s, (c) t = 0.08s, (d) t = 0.12s, (e) t = 0.3s, and (f) t = 0.32. . . . . . 105

6.9 Contours of out-of-plane vorticity on y-plane at times (a) t = 0.02s, (b) t = 0.04s,
(c) t = 0.06s, (d) t = 0.08s, (e) t = 0.25s, and (f) t = 0.32s. . . . . . . . . . . . . . . . . . . . . . . . . . . 107

ix



6.10 Vortical structures visualized by iso-surfaces of q-criterion at times (a) t = 0.01s,
(b) t = 0.02s, (c) t = 0.03s, (d) t = 0.06s, (e) t = 0.13s, (f) t = 0.25s, (g)
t = 0.32s, and (h) t = 0.35s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.11 Location of the second vortex rings (a) before and (b) after scaling taken from
previous [10] and present FSI simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

6.12 Contours of scalar shear stress on y-plane at times (a) t = 0.02s, (b) t = 0.04s, (c)
t = 0.06s, (d) t = 0.08s, (e) t = 0.25s, and (f) t = 0.32s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

6.13 Contours of platelet activation for linear (column 1) and Soares model (column 2)
on y-plane at times (a) t = 0.05s, (b) t = 0.1s, (c) t = 0.22s, (d) t = 0.36s, and
(e) t = 0.42s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

6.14 The integration of the platelet activation over the straight aorta during the cardiac
cycle for linear and Soares models normalized by the end of the cycle activation
level. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

x



LIST OF TABLES

TABLE Page

4.1 Characteristics of test cases: Reave, average Reynolds number; Rejet, jet Reynolds
number; T ∗ave, average non-dimensional period; T ∗jet, jet non-dimensional period;
Ts/T , stroke to period ratio; α, Womersley number; (Uv/Ujet)FI , vortex velocity to
jet velocity ratio for the approach with ring’s formation included (FI); (Uv/Ujet)FE ,
vortex velocity to jet velocity ratio for the approach with ring’s formation excluded
(FE); and (U1 − Uv/Uv)FI , relative velocity difference between first and quasi-
steady vortex rings for the approach with ring’s formation included (FI). . . . . . . . . . . . . . 52

xi



1. INTRODUCTION AND MOTIVATIONS

Cardiovascular system is responsible for delivering nutrients and oxygen to the cells by cir-

culating blood flow throughout the body. Any diseases related to the heart or blood vessels are

categorized as cardiovascular diseases (CVD) [11], which is the main cause of death in the US

[12]. One of the main features of any cardiovascular flow is the creation and propagation of vortex

rings, which are vortical flow structures created when the upcoming flow rolls over into expan-

sion areas such as the left ventricle (LV), sinuses, and aneurysms. Vortex ring formation plays

an important role in the health and performance of the heart. Healthy LV moves in tandem with

expanding vortex ring to accommodate vortex ring formation [13]. The major aspects of cardiac

function can be reflected uniquely in the optimization of vortex formation in the blood flow during

early diastole [14]. Vortex formation can be affected by the movement of the heart valves, which

are located between heart chambers and major blood vessels to ensure unidirectional blood flow.

Consequently, the replacement of defective heart valves with artificial ones due to diseases with

more than 100,000 cases annually in the US [15] can significantly affect the flow and the vortex

propagation. This can change the distribution of vortical structures in the vicinity of the valve,

which can alter the hemodynamic forces acting on the blood cells and the leaflets of the valve. The

changes in forces applied on the blood cells can lead to thrombus generation, i.e., blood clotting,

which can cause fatal strokes. On the other hand, the alteration of the hemodynamic forces acting

on the leaflets of the valves can lead to unwanted changes in leaflet kinematics, which can poten-

tially cause regurgitation, i.e., backward flow into the heart, increasing heart workload. Therefore,

numerical investigation of vortex dynamics of cardiovascular flows is regarded as an important tool

in improving prosthetic heart valves performance noninvasively.

1.1 Numerical methods in cardiovascular flows

In order to study the flow patterns and performance of the artificial heart valves several in-vitro

and in-vivo investigations have been performed [16, 17, 18, 19]. Due to the lack of spatial/temporal
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resolution of measurement techniques utilized, these studies were not capable of capturing the 3D

complicated flow features involved with artificial heart valves. The 3D feature of heart valve sim-

ulations is of great importance since by resolving the 3D flows, the distribution of shear stress can

be computed. Shear stress is the main parameter in determining the mechanical forces acting on

blood cells [20], which leads to platelet activation. With the advent of new computational methods

and with the rapid increase in computational capabilities of new machines, the computational fluid

dynamics (CFD) [21, 22] and finite element method (FEM) [23, 24, 25] were used in the simu-

lations of different cardiovascular flows and the deformable bodies involved. The computational

methods give leverage for the scientific community to study the 3D complex flow features in more

detail. Additionally, they provide the option of isolating the effects of different parameters more

easily compared to the experimental approach. Consequently, numerical frameworks specifically

developed for cardiovascular flows can be used as a tool for optimizing various medical devices.

Cardiovascular flows involve complex geometries [26], which mostly undergo high deforma-

tions [27]. One of the numerical approaches to handle these challenges is the arbitrary Lagrangian-

Eulerian (ALE) method, which employs a conforming grid that moves with the moving boundary

[28]. In this approach, the grid conforms with the shape of the domain at each time, and therefore,

in the governing equations, the grid movements are considered [29, 30, 31]. In this method, the

complexity of the domain and the high deformation of bodies may lead to grid skewness. There

have been studies that attempted to resolve the grid smoothness problem by interpolating the pre-

viously generated meshes [32] using elliptic solvers [33] but obtaining a proper mesh is not trivial.

Consequently, the ALE method is restricted to problems with relatively simple geometries, which

undergo mild deformations.

Using a fixed grid is another approach for the simulation of cardiovascular flows. The cut-

cell method [34], fictitious domain [35, 36], and immersed boundary method (IBM) [37, 38] are

the three main categories of fixed grid approach. Among these categories IBM method has been

established as a efficient and capable method [39], which can be categorized into diffuse [40,

41] and sharp interface methods [42]. In order to model the interface for the diffuse interface
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method, a forcing term is added to the continuous Navier-Stokes equations [43], which creates a

diffuse boundary, where the boundary conditions are not satisfied in their actual location; therefore,

typically require higher grid resolution near the boundary.

To remedy the diffuse boundary problem, the sharp interface method applies a discrete forc-

ing to the discretized Navier-Stokes equations [44]. The sharp-interface IBM is further developed

by introducing a curvilinear, body-fitted grid (CURVIB) [45] and was employed to simulate the

first direct numerical simulation of a bi-leaflet mechanical heart valve (BMHV) in a straight aorta

[45]. Later, the CURVIB method was coupled with a fluid-structure interaction (FSI) formulation

to simulate multiple, moving, rigid bodies that undergo arbitrary large deformations in complex

geometry [46]. The FSI CURVIB framework was further developed by incorporating overset grids

(overset-CURVIB) to efficiently handle several inter-connected geometries [47]. In order to simu-

late the heart valves with deformable structures, e.g., native and bio-prosthetic heart valves (BHV),

a membrane FEM was coupled with the CURVIB method and used to compare the flow features

of BHV and BMHV during systole [48].

In this work, a thin shell FE framework is developed, which incorporates the membrane and

bending responses and is coupled with overset-CURVIB using the FSI algorithm of Borazjani [48].

This framework is enhanced with a non-linear and anisotropic material model and a novel physic-

based contact model to simulate the cardiovascular flows for a BHV during a complete cardiac

cycle. In chapter §2 the equations governing both fluid and structure are explained. Then, the val-

idations and verification studies of different aspects of the implemented framework are presented

in §3. In §4, the dynamics and scaling of periodic vortex rings are discussed in a simplified config-

uration. Then, we turn to cardiovascular flows involving replacement heart valves and investigate

flow features and vortex dynamics of BMHV and BHV in §5 and §6, respectively. Finally, the

summary and outlook are presented in §7. In the remaining sections of this chapter, an overview

of different types of replacement heart valves is discussed. Then, the objectives and significance of

this work are clarified. Finally, the state-of-the-art and novelties of the present study are addressed.
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1.2 Artificial heart valves

Currently, the prevalence of mitral or aortic valvular malfunction is approximately 2.5% for

the general public and 10% among the elderly population of age over 75 in the United States [49].

Surgical valve replacement is a standard practice to remedy valvular diseases for patients with

low to medium risk of surgery; however, with the advent of transcatheter technologies in recent

years, transcatheter valve therapies offer an alternative for patients with high risk for surgery [50].

Whether used in conventional surgery or by transcatheter therapies, the artificial heart valves can be

categorized into two main types based on the leaflet material [51]: mechanical heart valve (MHV)

and bio-prosthetic heart valve (BHV). These two types of valves are used in both mitral and aortic

positions and have shown significant differences in terms of thrombus generation [52].

1.2.1 Mechanical heart valves

The MHVs account for 30% of implantation [53] and are more durable but more prone to

thrombus generation, which can cause disabling and fatal strokes and therefore require life-long use

of anticogulant drugs. The production of these valves started with the introduction of caged-ball

valve (figure 1.1(a)) as the first artificial valve commercialized. It consists of three arches, a ball,

and a ring. During the systole, the ventricular pressure pushes the ball against the arches, while

during diastole, the ball falls back onto the ring and seals the valve. The later versions of MHV had

a monoleaflet configuration, where a graphite disk is placed between two struts and is tilted from

60o to 80o relative to the annulus (figure 1.1(b)). The caged-ball and tilting-disk valve’s production

was discontinued by the emergence of bileaflet mechanical heart valves (BMHV). As shown in

figure 1.1(c), BMHV consists of two semicircular leaflets that are hinged with an angel of 75o to

900 to a ring. These valves are the most popular of the mechanical valves and are still considered

one of the top options among the younger patients [54]. The BMHVs show lower quality relative to

BHVs in term hemodynamics, which stems from the generated non-physiological flow. To address

this, a new class of MHV is introduced that has triradial symmetry similar to native heart valves

(figure 1.1(d)). The trileaflet valves include the durability of the MHVs and may have the superior
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hemodynamic performance of a native valve [55].

a b c d

Figure 1.1: Mechanical heart valves; (a) caged-ball valve, (b) tilting-disk valve, (c) bileaflet valve,
and (d) trileaflet valve.

1.2.2 Bio-prosthetic heart valves

The BHVs are generally categorized into porcine and bovine pericardium based on their leaflet

material. Due to the similarities of these valves, they show hemodynamics similar to native heart

valves; therefore, they are less thrombogenic. On the other hand, their lifetime is limited to 10-15

years, thus BHVs are considered mostly for elderly patients. Figure 1.2 shows several differ-

ent types of BHVs. The porcine and bovine BHVs are geometrically similar and are sewed to a

fabric-covered ring but constructed from different animal tissues. The bovine BHVs (figure 1.2(b))

showed better hemodynamics performance and higher orifice area [56] compared to the porcine

BHVs (figure 1.2(a)); therefore, most newer BHV designs are made of bovine pericardium. In

recent years, a new class of BHV is introduced that consists of bovine or porcine trileaflet valves

mounted on a self-expandable or balloon-expandable metallic frame. Two types of these valves

are shown in Figure 1.2(c,d). These types of valves are less invasive and do not require removing

the old ones; therefore are more favorable for people with a high risk of surgery.

1.3 Objectives and significance

The main objective of this work is to create an inclusive numerical framework incorporating

fluid and structure solvers to study the vortex dynamics of cardiovascular flows and their effects

on thrombus generation and valve kinematics. More specifically, we aim to analyze vortex rings
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a b c d

Figure 1.2: bio-prosthetic heart valves; (a) procine, (b) bovine, (c) transcatheter, and (d) sutureless.

propagation and dynamics in the flows with implanted prosthetic heart valves. These complex

flows include vortical structures that can affect the hemodynamic forces acting on the blood cells

and valves. The changes in hemodynamic forces applied on the platelets can activate them, which

could lead to thrombus generation. The altered leaflet kinematics and their delayed closure can

lead to regurgitation. Both of these effects can potentially lead to major CVDs. Therefore, in

this work, we strive to shed more light on the effects of vortex dynamics on the kinematics and

thrombus generation of two main categories of heart valves, i.e., BMHV and BHV. In addition, the

implemented numerical framework and the findings of this study can potentially pave the wave for

future virtual surgery practices and help the optimization process of prosthetic heart valves.

1.4 State-of-the-art and novelties

The numerical investigation of cardiovascular flows imposes several challenges even to the

most advanced computational tools. In this work, we strive to overcome these challenges by finding

and implementing novel solutions. Incorporating realistic models, such as the LV as inflow, FSI of

the valves, and their contact, are essential to obtain physiologically relevant results. Simplifying

assumptions such as fixed leaflets, steady flow, or unrealistic contact, will drastically change the

hemodynamics, which prevents making biologically sound conclusions.

The first step for a systematic study of vortex dynamics is to investigate the propagation and

dynamics of periodic vortex rings in a simplified setup that could be generalized for a wide range

of cardiovascular flows. This will give us a tool to analyze the vortex dynamics for cardiovascular
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flows. While non-periodic vortex rings are studied for several decades [57, 58, 59], there is not a

systematic study that addresses the dynamics and propagation of periodic vortex rings as a function

of governing parameters [60]. In this study, for the first time, we investigate the transient and

steady-state dynamics of period vortex rings and propose a scaling law for the location of the

vortex rings core centers for a range of non-dimensional numbers.

The numerical investigations of flows around BMHVs have been performed previously [61,

62]. However, the state-of-the-art of BMHV simulations lacks realistic modeling of patient-specific

left heart, i.e., LV and aorta, incorporating a contracting LV. Adding the LV to the aorta creates an

asymmetric inflow into the aortic orifice, as opposed to a prescribed symmetric inflow [63], which

could change the vortex dynamics of the ascending aorta. In this work, we perform a set of multi-

block FSI simulations for multiple BMHV implantation orientations and study the vortex dynamics

in the anatomic aorta and LV and their effects on the leaflet kinematics and platelet activation for

multiple cycles for the first time.

For the simulation of BHVs, a high-deformation thin shell FE framework is implemented,

which includes a non-linear and anisotropic material model. During the closing phase, the proper

modeling of the contact of the leaflets is of significant importance due to its effects on the coapta-

tion of the valve, which is an indicator of a functioning valve [64]. In previous work, the contact of

the leaflets was modeled using the penalty methods [10, 65, 66, 67], which imposed a predefined

and ad hoc contact force [24] to avoid inter-penetration of the leaflets. In this work, a novel, effi-

cient, and physic-based contact model is proposed using the coefficient of restitution that does not

need numerical experimentation. The proper modeling of the BHV leaflet dynamics makes this

framework capable of observing vortex rings during the closing phase for the first time.
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2. NUMERICAL METHODS

This chapter is organized as follows: In §2.1, an overview of the overset-curvilinear immersed

boundary (overset-CURVIB) method is presented, which is used as the flow solver framework

for this work. In §2.2, the governing equations and discretization methods of the thin shell finite

element used in this work are introduced, which is utilized as the framework for computing the

dynamics of deformable bodies. In §2.3, the proposed contact modeling method is presented,

which is integrated into the thin shell framework, making it capable of handling multi-body contact.

2.1 Overview of the Overset-CURVIB

The governing equations for the flow domain are the three-dimensional, unsteady, incompress-

ible Navier-Stokes equations. These equations are solved for a Newtonian fluid in generalized

curvilinear coordinates. The Navier-Stokes equations in Cartesian coordinates, using Einstein’s

notation (r, q = 1, 2, 3), can be formulated as

∂ur
∂xr

= 0 (2.1)

∂uq
∂t

+
∂

∂xr
(uruq) = − ∂p

∂xq
+

1

Re

∂2uq
∂xr∂xr

(2.2)

where xr, ur, p, andRe are the Cartesian coordinates, the Cartesian velocity components, the static

pressure divided by density, and the Reynolds number of the flow, respectively.

In order to use body-fitted curvilinear grids, a coordinate transformation is needed to transform

the equations 2.1 and 2.2 from Cartesian (x1, x2, x3) to curvilinear coordinates (ξ1, ξ2, ξ3). In this

work, a partial transformation approach is used, where the dependent variables are kept in Cartesian

coordinates while the independent variables are transformed [45]. This method, known as the

hybrid staggered/non-staggered approach, not only machines the continuity equation (equation

2.1) to zero but also rules out the need for using the Christoffel symbols. The transformed form of
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the equations 2.1 and 2.2 are [45]

J
∂

∂ξr
(
U r

J
) = 0 (2.3)

∂uq
∂t

+ J
∂

∂ξr
(
U r

J
uq) + J

∂

∂ξr
(
grm

J

∂p

∂ξm
)− 1

Re
J
∂

∂ξr
(
ξrxq
J
uq) = 0 (2.4)

where J is the determinant of the Jacobian of the transformation J = |∂(ξ1, ξ2, ξ3)/∂(x1, x2, x3)|,

grm = ξrxqξ
m
xq is the contravariant metric of the transformation, and U q are the contravariant ve-

locity components in curvilinear coordinates, relating to the velocity components of Cartesian

coordinates as

U q = urξ
q
xr (2.5)

The Cartesian velocity components on the other way are related to the contravariant velocity com-

ponents in curvilinear coordinates as

uq = U rxξ
q

r (2.6)

where ξqxr = ∂ξq/∂xr and xξqr = ∂xr/∂ξ
q. In this approach, the Cartesian velocity components

and pressure are stored at center of control volume, while the contravariant velocity components

are kept at the faces of the control volume [45].

In this framework, curvilinear grids are used to efficiently discretize the fluid domain as a

background grid, in which the immersed bodies are placed. The sharp-interface immersed bound-

ary method is shown to be second-order accurate in space and time [42, 68]. Furthermore, an

efficient ray-tracing algorithm is augmented to classify the grid nodes into fluid, solid, and im-

mersed boundary nodes, which can handle large movements of multiple immersed bodies [46].

The fluid domain equations are integrated in time using an efficient, second-order fractional step

method coupled with implicit Runge-Kutta solver for the momentum equation (equation 2.4) and

generalized minimal residual (GMRES) solver enhanced with multigrid as a preconditioner for the
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Poisson equation (see Ref. [45] for more details)

− ∂

∂ξr
(
ξrq
J
Gq(φ)) =

3

2∆t

∂U∗

∂ξr
(2.7)

where φ = p(n+1)− p(n), U∗ are the intermediate fluxes, and Gq(φ) = − ∂
∂ξk

( 1
J
φξkxq) is the gradient

operator.

The partitioned fluid-structure interaction (FSI) solver employed in this work partitions the do-

main into two separate fluid and structure domains, in which a coupling algorithm is applied at their

interface. We employed a strong coupling FSI strategy (SC-FSI), in which the boundary conditions

at the interface are updated from the solution at the current time level [46]. Due to unconditionally

unstable FSI iterations during the opening phase of the valve, observed in numerical experiments

and theoretical analysis, SC-FSI is supplemented with under-relaxation in conjunction with Aitken

acceleration technique to improve the stability of the simulations [46].

2.2 Shell Element Governing Equations and Boundary Conditions

Heart valves are thin shell structures with complicated strain-stress relations that undergo large

deformations. We have implemented a large deformation, rotation-free, thin shell finite element

(FE) framework based on Loop’s subdivision surfaces [69] on unstructured triangular mesh that

incorporated a nonlinear and anisotropic material model and is capable of handling the contact

of leaflets efficiently. In §2.2.1, a brief description of the classical Kirchhoff-Love theory [70]

based on stress-resultant formulation is presented. In §2.2.2, the discretization of the equations

of motion is addressed. For the sake of completeness, the constitutive equations of two material

models [6, 71] implemented in the framework are addressed in §2.2.3. Then, a brief overview

of FE discretization of Loop’s subdivision surfaces [69] with short notes on different boundary

conditions tailored for subdivision surfaces [72] are given in §2.2.4 and 2.2.5, respectively.

The following notation is used throughout this section: The Greek indices α and β take the

values of 1 and 2 and Latin indices i and j take values from 1 to 3 and refer to spatial dimensions.

Here, a comma is used to denote partial differentiation.
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2.2.1 The Kirchhoff-Love Theory

The position vector of a material point of the shell with thickness h in reference and deformed

configurations may be parameterized in a curvilinear coordinate system of {θ1, θ2, θ3}, respec-

tively, as

r̄(θ1, θ2, θ3) = x̄(θ1, θ2) + θ3ā3(θ
1, θ2), − h

2
≤ θ3 ≤ h

2
(2.8)

r(θ1, θ2, θ3) = x(θ1, θ2) + θ3a3(θ
1, θ2), − h

2
≤ θ3 ≤ h

2
(2.9)

The vectors x̄(θ1, θ2) and x(θ1, θ2) are parametric representations of the middle surface of the shell

in reference and deformed configurations, respectively. The middle surface basis vectors are

āα = x̄,α, aα = x,α (2.10)

and based on Kirchhoff-Love theory, the material orientation in the thickness direction of the shell

ā3 and a3 are the shell directors in reference and deformed configurations, respectively. The co-

variant basis vectors for a generic point within the shell are given by

ḡα =
∂r̄
∂θα

= āα + θ3ā3,α, ḡ3 =
∂r̄
∂θ3

= ā3 (2.11)

gα =
∂r
∂θα

= aα + θ3a3,α g3 =
∂r
∂θ3

= a3 (2.12)

The covariant components of the corresponding metric tensors in both configurations are

ḡij = ḡi.ḡj, gij = gi.gj (2.13)

The Green-Lagrange strain tensor is given as

Eij =
1

2
(gij − ḡij) (2.14)
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By substituting equations 2.11-2.13 into equation 2.14 and taking into account the thin shell

Kirchhoff-Love theory assumptions [69], the Green-Lagrange strain tensor takes the form of

Eαβ = Em
αβ + θ3Eb

αβ (2.15)

where Em
αβ and Eb

αβ are the membrane and bending strain tensors, respectively and are defined in

local curvilinear coordinates as

Em
αβ =

1

2
(aα.aβ − āα.āβ) (2.16)

Eb
αβ = aα.a3,β − āα.ā3,β (2.17)

Equations 2.16 and 2.17 are used in §2.2.2 to calculate the variation of membrane and bending

strains and the internal forces of the elements.

2.2.2 Equations of Motion

The dynamic equations of motion for each node can be written in the residual (R) form as

R = M ẍ + Cẋ + Fint + Fcnt − Fext = 0 (2.18)

where ẍ, ẋ, Fint, Fcnt, and Fext are acceleration, velocity, the internal, contact, and external forces,

respectively. Mass (M ) and damping (C) properties at each node are obtained by adding equal

shares of each neighboring element. Equation 2.18 is discretized using the Newmark constant

average acceleration method [73] with β = 0.25 and γ = 0.5

R(xn+1) =
M

β∆t2
xn+1 − Fnacc +

Cγ

β∆t
xn+1 − Fndmp + Fn+1

int + Fn+1
cnt − Fn+1

ext = 0 (2.19)

where the acceleration and damping forces at time level n are

Fnacc = M [
1

β∆t2
xn +

1

β∆t
ẋn + (

1

2β
− 1)ẍn] (2.20)
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Fndmp = C[
γ

β∆t
xn + (

γ

β
− 1)ẋn + ∆t(

γ

2β
− 1)ẍn] (2.21)

The nonlinear equations of motion (equation 2.19) are solved using a Jacobian-free Newton-

Krylov method [74], which is known to have quadratic convergence.

The internal force of each element after integration using one-point quadrature rule at the

barycenter of the element is given as

Fn+1
int = A0(

h3

12
[Bb]TSb + h[Bm]TSm) (2.22)

where A0, h, Sb, and Sm are the area of the element and the thickness of the shell at reference

configuration, the bending and membrane second Piola-Kirchhoff stress tensors, respectively. The

strain-displacement matrices for membrane (Bm) and bending (Bb) strains, which provides the

variation of strains, are given as

Bm =
∂Em

αβ

∂u
, Bb =

∂Eb
αβ

∂u
(2.23)

where u is the nodal displacement. The calculation of stresses and displacements will be discussed

in subsections 2.2.3 and 2.2.4, respectively.

After solving equation 2.19 and obtaining the solution (xn+1), the acceleration and velocity at

time level n+ 1 according to Newmark method are

ẍn+1 =
1

β∆t2
(xn+1 − xn)− 1

β∆t
ẋn − (

1

2β
− 1)ẍn (2.24)

ẋn+1 =
γ

β∆t
(xn+1 − xn)− (

γ

β
− 1)ẋn −∆t(

γ

2β
− 1)ẍn (2.25)

2.2.3 Constitutive Models

In this work, two sets of constitutive equations have been implemented in a local Cartesian

system. The well-known Neo-Hookean [71] constitutive equations are used to simulate linear and

isotropic materials for the simulation of the thin shell benchmarks in §3.2.1, §3.2.3, §3.2.4, §3.2.6,
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and §3.2.7 and the impact benchmarks in §3.3.1-§3.3.3.

For the BHV simulations, the full experiment-based shell element model of Kim et al. [6] has

been implemented, which is used in biaxial loading tests of a BHV patch in §3.2.2 and compared

against experimental results of a BHV in a static simulation in §3.3.4 as well as used in dynamic

simulations in §3.3.5. This model which accounts for fiber directions, uses a Fung-type consti-

tutive equations for membrane, which gives the membrane second Piola-Kirchhoff stress tensor

components (Smαβ) as

Sm11 = ceQ(A1E
m
11 + A3E

m
22 + A5E

m
12)

Sm22 = ceQ(A3E
m
11 + A2E

m
22 + A6E

m
12)

Sm12 = ceQ(A5E
m
11 + A6E

m
22 + A4E

m
12)

(2.26)

where c and Ai are material constants and Q is of the form

Q =A1E
m
11

2 + A2E
m
22

2 + 2A3E
m
11E

m
22 + A4E

m
12

2

+ 2A5E
m
11E

m
12 + 2A6E

m
22E

m
12

(2.27)

Here we used the constant values of Kim et al. [6] which are taken from biaxial tests. These values

are c = 14.42 kPa andA1 toA6 are equal to 61.27, 70.37, 5.11, 14.20, 3.10, and 2.01, respectively.

For the bending response, Kim et al. [6] obtained a quadratic moment-curvature relation from

three-point tests that gives the bending second Poila-Kirchhoff stress tensor components (Sbαβ) the

form

Sb11 = a1E
b
11 + b1sign(Eb

11)E
b
11

2
+ 0.25(a1 + a2)E

b
22

Sb22 = 0.25(a1 + a2)E
b
11 + a2E

b
22 + b2sign(Eb

22)E
b
22

2

Sb12 = 0.25(a1 + a2)E
b
12

(2.28)

where a1 and a2 are 0.443 and 0.620 N/mm2 and b1 and b2 are equal to 4.302 and 6.023 N/mm,

respectively. In equations 2.26 - 2.28, indices 1 and 2 refer to preferred and cross-preferred fiber
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directions in reference configuration, respectively, which require a rotation of strains (equations

2.16 and 2.17) from local arbitrary Cartesian coordinates to preferred fiber direction [66].

2.2.4 Subdivision Surfaces

In order to generate a smooth interpolated displacement field possessing bounded energy within

the framework of the Kirchhoff-Love thin shell theory, FE implementation of Loop’s subdivision

surfaces [69, 75] is employed and used for calculating strain tensors (equations 2.16 and 2.17) and

strain-displacement matrices (equation 2.23) and applied to BHV simulations for the first time.

The advantage of this method to traditional finite elements is that the subdivision surfaces method

has C1 continuity, or H2 integrability to bound energy of a shell by using larger local support of

the shape functions [72]. In other words, shape functions employed in this method are square-

integrable whose first- and second-order derivatives are themselves square-integrable [69].

In this method, the vertices of the triangular mesh are divided into two categories based on

their valence, i.e., the number of the edges attached to that vertex: (1) regular vertices, which have

a valence of 6; and (2) irregular vertices, which have valence other than 6. For triangular elements

with three regular vertices, a quartic box-spline patch with 12 control points are formed (regular

patch), which enables efficient interpolation of a given field as

x(θ1, θ2) =
12∑
I=1

N I(θ1, θ2)xI (2.29)

where index I refers to the local numbering of the nodes and N is the shape function [69].

For elements with one irregular vertex, a subdivision of the element is performed in two steps

of refinement and smoothing. In the refinement step, each triangle is divided into four finer ones by

quadrisecting. Then, the coordinates of all the vertices, including the vertices of the coarse mesh,

are recalculated with a weighted average of the coarse mesh [76]. After these steps, three regular

finer patches are available for interpolation of the desired variable field, of which the central one is

chosen due to the one-point quadrature rule. Therefore, for irregular patches, equation 2.29 takes
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the form of

x(θ1, θ2) =
12∑
I=1

N I(θ1, θ2)PIAx0 (2.30)

where PI extracts the control nodes, A is the subdivision matrix, and x0 is the location of the

original coarse patch (see Cirak et al.[69] for more details). The interpolation equations of 2.29

and 2.30 are used in calculating basis vectors and their derivatives to form strain tensors and strain-

displacement matrices.

2.2.5 Boundary Conditions

The implementation of boundary conditions for subdivision surfaces requires adding one layer

of ghost nodes to the unstructured triangular grid as the elements on the boundary lack a complete

1-ring patch in order to use the shape functions [72] introduced in §2.2.4. The ghost nodes are

positioned according to figure 2.1 as x4 = x2 + x3 − x1 for all the usual boundary conditions.

For clamped boundaries, the position of all the nodes near and on the boundary as well as ghost

nodes are kept fix. For pinned boundaries, the position of nodes 2 and 3 are fixed, and therefore

displacement u4 = −u1 is considered [69]. The locations of the ghost nodes for free boundaries

are simply left unconstrained [77], i.e, their position would be updated at each time step based on

forces exerted from neighboring elements.

1

23

4

Figure 2.1: Boundary conditions are applied by adding ghost nodes (node 4) to the triangular mesh.
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2.3 A New Contact Model for Shell Elements

The inter-leaflet collision can occur during the closing phase of a BHV dynamic. The first step

of contact handling of two colliding bodies is to detect the contact, which needs to be implemented

efficiently as it is called mesh-wide on each time step. We consider two bodies in contact if one

node of one body penetrates an element of the other body, which happens when the signed normal

distance of the node to the element is negative (in the opposite direction of the element normal).

Here, we used the contact detection strategy of Borazjani [78]. For each triangular element, a

bounding sphere is defined and the distance of the node to the element is checked only if the

node lies inside the bounding sphere. Additionally, the number of triangles for which the distance

is checked is reduced by creating bounding boxes and control cells. The bounding box does not

check for contact if the node is outside of the box bounding the other body. The control cells divide

each bounding box into smaller cells and create a list of elements inside each of them; therefore,

only the distance of the node is checked with elements inside the control cell. Note that utilizing

the bounding spheres in the search algorithm makes the method capable of simulating a simple

self-contact scenario, in which only the outer side (in direction of the element normal) of the shell

surface contacts itself.

Once the contact is detected, the interpenetration prevention step is performed by applying two

independent steps. In the first step, the impenetrability constraints are enforced by projecting the

penetrating node back to the element surface. In figure 2.2(a), the contact of node A to the shaded

element is detected and the constraint is applied by projecting it onto the element surface (node

A′ in figure 2.2 (b)). This step can alter the energy of the penetrating body by the amount of

(Fint A − Fext A).(xA − xA′).

The next step is to exchange the momenta of the impacting bodies, assuming that the contact

is frictionless. In order to use simple particle-particle impact equations, the impact of node A is

considered with its projection on the element surface (B) according to figure 2.2. The equations of

conservation of momentum in normal to the element direction (n) for velocities of points A and B
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1
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3

(a) (b)

A'
B'

Figure 2.2: (a) Contact of node A with the shaded element is detected. (b) Impenetrability con-
straint is enforced by projecting node A back on the element surface (A′).

based on the general equation of motion (equation 2.18) are given as

d

dt
(mAẋA n) + Fint A n + Fcnt − Fext A n = 0 (2.31)

d

dt
(mBẋB n) + Fint B n − Fcnt − Fext B n = 0 (2.32)

where Fint B n and Fext B n are the sum of the internal and external forces of element vertices in

the normal direction, respectively, and Fcnt for points A and B are opposite and equal. Note that

the damping term is ignored in the above equations compared to equation 2.18 because it will

be implicitly considered using the coefficient of restitution. By adding equations 2.31 and 2.32,

integrating over time, e.g., using trapezoidal rule, and considering velocities of points A and B in

normal to the element direction before (ẋA n and ẋB n) and after the impact (ẋA′n and ẋB′n), it is

found that

mAẋA n +mBẋB n −∆timpact(Fint A n + Fint A′n + Fint B n + Fint B′n

−Fext A n − Fext A′n − Fext B n − Fext B′n)/2 = mAẋA′n +mBẋB′n

(2.33)

The third term in the left-hand side of equation 2.33 is the impulse of internal and external forces

(with ∆timpact being the time of impact) applied on the nodes involved in the contact. This impulse

is negligible considering that the impact duration goes to zero in the limit for each time step.
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According to the definition of restitution coefficient (e), the normal velocities before and after the

impact are given as

(ẋB′n − ẋA′n) = e(ẋA n − ẋB n) (2.34)

Combining equations 2.33 and 2.34 leads to

ẋA′n
ẋB′n

 =
1

mA +mB

mA − emB mB(1 + e)

mA(1 + e) mB − emA


ẋA n

ẋB n

 (2.35)

where velocities in tangential direction remain the same due to the friction-less contact assumption.

Using the above equation, the velocities of points A and B after contact can be found. Neverthe-

less, the relation of mass and velocity of point B with nodes 1-3 should be derived (figure 2.2).

Such relation is derived by ensuring that the momentum can remain conserved during the contact,

assuming that the impulse of internal and external forces is negligible.

The momentum before and after contact in the normal direction n globally remains the same

∑
j

mj(ẋj′n − ẋj n) = 0 (2.36)

where ′ indicates the velocities after impact and the sum is over all nodes. Let’s consider, to

simplify the discussion and without the loss of generality, just the collision between point A with

the element shown in figure 2.2. Consequently, only the momentum of nodes A and the nodes 1-3

of the element containing point B will be changed

mA(ẋA′n − ẋA n) + [m1(ẋ1′n − ẋ1 n) +m2(ẋ2′n − ẋ2 n) +m3(ẋ3′n − ẋ3 n)] = 0 (2.37)

For the above equation to be consistent with the momentum exchange equation of points A and B

(equation 2.33), the terms in the brackets should be equal to the change in momentum of point B

mBẋB n = m1ẋ1 n +m2ẋ2 n +m3ẋ3 n (2.38)
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mBẋB′n = m1ẋ1′n +m2ẋ2′n +m3ẋ3′n (2.39)

In the above two equations, there are six unknowns, i.e., mB, normal velocities of point B before

and after contact, and normal velocities of nodes 1-3 after contact. A good assumption on the

velocities of nodes 1-3 after contact is that they are equal to the velocity of point B, i.e., all the

points on the shaded element in figure 2.2 move with the same velocity after contact

ẋB′n = ẋ1′n = ẋ2′n = ẋ3′n (2.40)

Substituting the above in equation 2.39, mB is found to be the sum of masses of nodes 1-3

mB = m1 +m2 +m3 (2.41)

With the known mass of point B, the normal velocity of point B before impact is obtained from

equation 2.38 as

ẋB n =
m1

mB

ẋ1 n +
m2

mB

ẋ2 n +
m3

mB

ẋ3 n (2.42)

Now the modeling for the exchange of momenta is complete. After computing mass (mB) and

normal velocity of point B before the impact (ẋB n) from equations 2.41 and 2.42, respectively,

the normal velocities of point B and node A after impact will be computed using equation 2.35

based on the known coefficient of restitution e. Finally, using the computed velocity of point B

after impact, the normal velocities of nodes 1-3 will be updated (equation 2.40).

In this method, the contact force is applied implicitly such that it satisfies the kinematic condi-

tion in contrast to the penalty method, where the location, velocity, and acceleration are calculated

based on the exerted contact force. The main difference of this method with the penalty method

is that this method is generic, while for the penalty method, the profile of the contact force might

be different given different geometries and loading and needs numerical ad hoc experimentation

to find the appropriate function form. The layout of the proposed method is similar to the DCR

method [79], with a major difference in the momenta exchange step. The exchange of momenta in

20



the DCR method is performed by applying self-equilibrating impulses to the nodes participating in

contact by using constraint functions, which has high computational cost for high-resolution sim-

ulations, while the proposed method simplifies the contact of a node-element to a particle-particle

impact problem with simple considerations.
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3. VALIDATIONS AND VERIFICATIONS

In this chapter, different aspects of the numerical framework are validated and verified sep-

arately, i.e., flow solver, structure solver, contact modeling, and FSI solver, respectively. First,

an overview of the history of the validation studies of the overset-CURVIB method is provided

in §3.1. In this section, an extra validation study is presented (§3.1.1) that specifically investi-

gates the vortex ring propagation. Then, different aspects of the FE solver are validated against

numerical, experimental, and analytical solutions in §3.2. The contact modeling validation and

verification test cases are presented in §3.3. Finally, in §3.4, a challenging FSI benchmark includ-

ing deformable body and large eddy simulation (LES) is discussed, which is solved using the FSI

FE-CURVIB framework.

3.1 Overview of the Overset-CURVIB Validations

The overset-CURVIB framework used in this work has been extensively validated and veri-

fied against different benchmark solutions (see [80] for more details). The overset grid results are

shown to have the same accuracy as a single grid for a rotationally oscillating cylinder. Further-

more, the overset CURVIB results was validated against experimental and other numerical data for

a 90 deg pipe bend [80]. This framework has been shown to have second-order accuracy using the

lid-driven cavity flow benchmark [80]. Furthermore, the flow features and computational time of

the overset-CURVIB approach for a self-propelled mackerel are compared against the single grid

CURVIB approach [80].

The FSI solver utilized here is extensively described and validated against experimental data

of a BMHV in a straight axisymmetric aorta [46]. This solver has been employed to simulate the

flow in an anatomically realistic aorta with an implanted BMHV [61] at different orientations [63].

Furthermore, it has been successfully applied to simulate the flow in a contracting LV [81] and

for a BMHV implanted in an LV-aorta configuration [80]. Therefore, the governing equations,

the numerical method, and validation studies are briefly described in this work and the reader is
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referred to the previous publications for more details [46, 80, 61, 63, 81].

3.1.1 Vortex Detection and Validation1

In this subsection, the propagation of vortex rings is validated in which the imposing pulsed jet

at the inlet of a cylinder create vortices exiting to a tank. We have validated our method against

experimental data of [1] by simulating their exact setup (test cases 1 and 2 in table 4.1). It is noted

that these test cases are non-periodic, in contrast to the rest of test cases (3 to 20). For numerical

simulations, the location of the vortex ring core centers were detected by plotting the out-of-plane

vorticity field on the mid-plane of the domain and locating the points with maximum vorticity

magnitudes similar to what is done in experiments. The location of the vortex core centers (S)

were measured with respect to the edge of the cylinder, as shown in figure 4.1(a). For test cases

1 and 2, the vortex cores were tracked after tUjet/D = 1 (Ujet and D are the pulse nominal jet

velocity and cylinder diameter, respectively), when the ring is fully formed and detached, similar

to the experiments [1]. This is better demonstrated in figure 3.1, which shows the out-of-plane

vorticity contours and velocity vectors for case 1 at three time instants. The plus sign denotes the

location of highest vorticity, i.e., the vortex core center. The results are in good agreement with the

visualizations of [1]. In figure 3.1, the thick green lines depict the vortex core boundaries identified

by the Burgers’ vortex model.

The Burgers’ vortex model is the exact solution of Navier-Stokes equations for a steady viscous

vortex where the stretching and viscous effects are in balance [82]; therefore, the total variation of

enstrophy, Ω = 1
2
ωiωi, is zero, where ωi is the ith component of vorticity. The total variation of

enstrophy for an incompressible flow with constant viscosity is [83]:

DΩ

Dt
= ωiωj

∂ui
∂xj

+
1

Re

∂2Ω

∂xj∂xj
− 1

Re

∂ωi
∂xj

∂ωi
∂xj

. (3.1)

Based on Burgers’ model, the vortex center is located at the peak vorticity while the boundaries

of vortex cores are defined as the locations around the core center at which the ratio of vorticity

1This subsection has been published as a part of "H. Asadi, H. Asgharzadeh, and I. Borazjani. "On the scaling of
propagation of periodically generated vortex rings," Journal of Fluid Mechanics, vol. 853, pp. 150-170, 2018."
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Figure 3.1: Out-of-plane vorticity contours and velocity vectors for test case 1 at times (a)
tUjet/D = 2.62, (b) tUjet/D = 3.68, and (c) tUjet/D = 5.8. The thick green lines and plus
signs depict vortex ring core boundaries and their centers, respectively.

magnitude to peak vorticity equals to e−1 [84, 85]. The probability density functions (PDFs) of the

absolute value of the total variation of enstrophy are concentrated around zero for all the test cases

at different time instants. Consequently, the stretching and viscous effects are in balance. This

justifies using Burgers’ model for detecting vortical structures for this study.

The vortex core center locations for experimental data were extracted from the velocity field

and flow visualization figures reported in [1] using WebPlotDigitizer software. The time history

of location of vortex ring core centers are shown in figure 3.2. The numerical results follow the

experimental ones closely for both low Rejet = 2800 simulations (figure 3.2(a)) and high Rejet =

23000 using LES (figure 3.2(b)). Here, the Reynolds number is defined as Rejet = UjetD/ν.

The experimental results for the first case (figure 3.2(a)) show an upward curvature, which is not

observed in the numerical results for case 2, and might be due to our approximation of the core

centers from the reported figures because such an increase in velocity is not expected after the

rings are fully formed. In fact, the propagation speed is expected to slightly decay for long times

[86]. To rule out that this is due to the resolution of our grid, a grid dependency study was also

performed for case 1 (see figure 3.2(a)) with a finer grid, labeled Grid 2 with 54 million grid points,

against the original grid, labeled Grid 1 with 15 million grid points. The resolution of Grid 2 is

twice of Grid 1 in the region of interest. As can be observed in figure 3.2, the core center locations
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Figure 3.2: Comparisons of vortex core center locations of simulations on grids 1 and 2 with 15
and 54 million grid points, respectively, against experimental data [1]: (a) Rejet = 2800 (case 1)
and (b) Rejet = 23000 (case 2).

of Grid 1 are within 4% of Grid 2 and show the same trend, i.e., the results are independent of the

grid resolution.

3.2 Shell Element Validations

In this section, a series of standard test problems are performed for the validation of different

aspects of the implemented thin shell FE framework. These problems are designated to test our

framework for geometric and material non-linearity. The membrane patch tests are performed in

§3.2.1 and §3.2.2 for Neo-Hookean and nonlinear material models of Kim et al. [6], respectively.

In §3.2.3 and §3.2.4, a plate under pressure leading and a cantilever under tip loading are presented,

respectively. The response of a cantilever under dynamic tip loading for a predefined material

model is compared to the analytical solution in §3.2.5. Finally, the stretched cylindrical shell and

pinched hemispherical shell benchmarks are studied in §3.2.6 and §3.2.7, respectively.
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3.2.1 Membrane Patch Test

A patch consisting of 289 grid nodes, shown in figure 3.3 (a), is used to perform the membrane

patch test for a Neo-Hookean material. A displacement equal to u = x was applied to the boundary

nodes of a square plate of side 1m (figure 3.3 (b)), which according to the analytical solution,

should result in a constant Green-Lagrange strain of 1.5. Our result shows a maximum error of 4%

for membrane strain distribution of internal elements (figure 3.3 (c)).

(a) (b) (c)
x

y

Figure 3.3: (a) Patch of elements used for a membrane patch test at reference configuration. (b)
Displacement equal to x was applied on the boundary nodes of the patch. (c) The solution obtained
for internal nodes.

3.2.2 Biaxial Loading of a BHV Patch

In order to check the implementation of the BHV material model, discussed in §2.2.3, in-plane

distributed tensile external forces are applied at the edges of a square patch with 15 mm side cor-

responding to Lagrangian stress distribution of 20 and 60 kPa in x- and y-directions, respectively

(figure 3.4). The responses of two patches with 149 grid points and fiber direction of 0 and 45o

orientations with respect to x-axis, are shown in figure 3.4 (b) and (c), respectively. We found that

our results are qualitatively in good agreement with the results of Hammer et al.[66].

3.2.3 The plate under Static Uniformly Distributed Load

In this example, a square plate with 497 grid points is subjected to a uniformly distributed

pressure loading perpendicular to the initial configuration. The plate has a side of L = 20m, the
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x

y

Figure 3.4: Biaxial loading (Px : Py = 20 : 60 kPa) of a BHV membrane patch. (a) undeformed
mesh showing the directions of applied stresses. (b) Deformed mesh with material fiber direction
in x-axis. (c) Deformed mesh with material fiber direction oriented at 45o to x-axis.

thickness of h = 1m, Young’s moduli of E = 12N/m2, and the Poisson ratio of ν = 0. The

displacement of the center of the plate is compared with FE results [2] for different pressure values

in figure 3.5 (a), which shows good agreement with a maximum error of 3%. The smooth deformed

shape of the plate under pressure loading of P = 0.04N/m2 is illustrated in figure 3.5 (b).

3.2.4 Cantilever under Static Concentrated Tip Force

A rectangular cantilever with length, width, and thickness of L = 0.04m, b = 0.004m, and

h = 6 × 10−4m, respectively, is subjected to a concentrated tip force. The cantilever is made

of 133 grid points and has Young moduli of E = 2 × 105N/m2 and a Poisson ratio of ν = 0.

The tip displacement for different values of tip force (F ) is compared to the analytical solution

[3] in figure 3.6 (a), which shows excellent agreement. Figure 3.6 (b) illustrates the reference and

deformed shapes of the cantilever for a tip force of F = 5.4× 10−5N .

3.2.5 Cantilever under Dynamic Force

In order to test the dynamic response of the shell formulation with a nonlinear material property,

an initially straight and at rest cantilever is considered which is subjected to a dynamic force

perpendicular to the initial configuration. The velocity and displacement at the initial condition
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Figure 3.5: A plate under uniformly distributed static pressure loading with L = 20m, h = 1m,
E = 12N/m2, and ν = 0; (a) comparison of central displacement under different pressure loading
with FE solution [2] and (b) deformed shape of the plate for P = 0.04N/m2.

are zero. One end of the beam is free while the opposite end is clamped. The dynamic force

is manufactured and applied based on a given displacement and a nonlinear material property,

i.e., manufactured solution method. Note that in this subsection, variables with tilde represent

dimensional values. The elasticity of the beam is defined as a nonlinear function of the non-

dimensional distance from the clamped end of the cantilever (x = x̃/L):

E(x) = E0(1 + x2) (3.2)

where L is the length of the cantilever and E0 is the elasticity at the clamped end (x = 0). A

dynamic non-dimensional displacement of the cantilever (W = W̃/L) is assumed as:

W (x, t) = ax2cos(ηt) (3.3)

where a is constant and determines the size of the displacement, which is considered to be 0.5 here,

and t = t̃ω is the non-dimensional time with ω =
√

E0I
ρbhL4 and η = ωf/ω is the non-dimensional
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Figure 3.6: A cantilever under concentrated tip force with L = 0.04m, b = 0.004m, h = 6 ×
10−4m, E = 2×105N/m2, and ν = 0; (a) comparison of tip displacement with analytical solution
[3] and (b) reference and deformed shape of the cantilever for F = 5.4× 10−5N .

frequency of the applied force. Here, I , ρ, b, and h are the second moment of area, density, width,

and thickness of the beam, respectively. Therefore, the Euler-Bernoulli beam equation [87] in

non-dimensional form for a beam with the aforementioned material property becomes:

∂2

∂x2
[(1 + x2)

∂2W

∂x2
] +

∂2W

∂t2
= f(x, t) (3.4)

The force is manufactured by substituting equations 3.2 and 3.3 into equation 3.4 as:

f(x, t) = a(4− x2η2)cos(ηt) (3.5)

Consequently, the dynamic force (equation 3.5) with the given dynamic displacement (equation

3.3) and the non-linear material property (equation 3.2) satisfy the governing equation 3.4, i.e, the

given displacement (equation 3.3) is the analytical solution when a dynamic force based on equa-
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tion 3.5 is applied to a cantilever beam with a non-linear material property according to equation

3.2. To test our method, therefore, the dynamic force (equation 3.5) is exerted on a cantilever with

non-linear material property (equation 3.2) and the displacements are calculated using our method

and compared against the analytical solution (equation 3.3).

In this example, a small amount of dissipation was applied to stabilize the numerical simulation

and a zero Poisson ratio was considered. The quasi-steady displacement of the tip of the cantilever,

which is excited with a frequency of η = 1.9 is compared to the analytical solution in figure 3.7.
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Analytical solution

Figure 3.7: The displacement of the tip of the cantilever with nonlinear material property is sub-
jected to dynamic force.
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3.2.6 Stretched Cylindrical Shell with Free Ends

The pinched cylinder is a widely used benchmark that tests the framework’s ability to simulate

large bending deformations and complex membrane states. A cylindrical shell with the length

of L = 10.35m, the radius of R = 4.953m, and thickness of h = 0.094m is stretched with

two opposite diametrical point loads P acting on the middle of the cylinder length. The cylinder

is made of 1600 grid points and has Young moduli of E = 10.5 × 106N/m2 and the Poisson

ratio of ν = 0.3125 and its edges are free. In figure 3.8 (a), the load-displacement curves for

points A, B, and C (see figure 3.8 (b)) are compared against Abaqus S4R element results [4],

which demonstrates good agreement. Figure 3.8 (c) shows the deformed shape of the cylinder for

stretching forces of P = 4× 104N .
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Figure 3.8: A cylinder under pinched loadings with L = 10.35m, R = 4.953m, h = 0.094m,
E = 10.5 × 106N/m2, and ν = 0.3125; (a) comparison of the displacement of three points of
the cylinder with numerical results [4], (b) the reference shape, and (c) deformed shape under
stretching forces of P = 4× 104N .

3.2.7 Pinched Hemispherical Shell

In order to test the framework’s ability in simulating high bending-dominated deformations by

forces applied on the boundaries, a hemispherical shell with a 18o open hole and free boundaries,
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discretized with 1224 grid points, is considered (figure 3.9 (b)). Two pairs of equal and opposing

forces 2P are imposed diametrically on the equator. The shell has a radius of R = 10m, thickness

of h = 0.04m, elastic moduli of E = 6.825 × 107N/m2, and Poisson ratio of ν = 0.3. The

displacements of nodes A and B (see figure 3.9 (b)) under different loadings P are compared with

the numerical results [5] in figure 3.9 (a). Note that since a quarter of the hemisphere is modeled

in the simulations of Simov et al.[5], while we modeled it completely, we have applied 2P forces

instead of P on the edges. The deformed shape of the shell for pinching forces of P = 100N is

illustrated in figure 3.9 (c).
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Figure 3.9: A hemispherical shell subjected to two pairs of pinching forces with R = 10m, h =
0.04m, E = 6.825 × 107N/m2, and ν = 0.3; (a) comparison of displacement of two points of
the hemisphere with numerical results [5], (b) the reference shape, and (c) deformed shape under
pinching forces of P = 100N .

3.3 Contact Model Validations and Verifications

In this section, a series of validation and verification studies are reported specifically for the

proposed contact handling method, in addition to the standard thin shell benchmarks, which are

presented in §3.2. In §3.3.1 and §3.3.2, sphere-plate impact under gravitational force and sphere-
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sphere impact with initial velocities test cases are performed to investigate the contact area and

energy conservation, respectively. The self-contact feature of the contact method is illustrated in

§3.3.3 by simulating the collapse of a hemispherical shell under gravity. In §3.3.4, static sim-

ulations of a BHV with material nonlinearity and anisotropy are compared against experimental

data, which verifies the proper contact modeling of leaflet free edges in the fully closed position.

Finally, in §3.3.5, dynamic simulations of the same BHV under physiological pressure waveform

are presented for two different fiber orientations.

3.3.1 Sphere-plate Impact under Gravitational Force

In this benchmark, two shell structures subjected to gravitational force impact on each other,

with a gravitational acceleration of 980.665m/s2. A sphere with a radius 0.125m is initially po-

sitioned over a circular plate of radius 0.35m (figure 3.10(a)). The edges of the circular plate are

pinned and the impact is assumed to be inelastic with restitution coefficient e = 0. Both of the

shell structures have linear material properties with E = 2.1× 105N/m2 and ν = 0.3. The sphere

has density of ρ = 10kg/m3 and thickness of h = 0.03m, while the plate density and thickness

are ρ = 1kg/m3 and h = 0.003m, respectively. As it is clear from figure 3.10(b), due to the higher

density and thickness of the sphere, it is more resistant to bending and the plate undergoes high

deformation when reaches to steady state.

(a) (b)

Figure 3.10: The sphere-plate shell structures are subjected to a gravitational force at (a) initial
condition and (b) steady state.
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Given the fact that the target application of the suggested contact model is in heart valve analy-

sis, the coaptation area, i.e., the area of the contact, is an important parameter. Our calculations for

a plate and sphere mesh of 761 and 386 grid points, respectively, show a coaptation area of 0.067m2

after reaching steady state, which is in %4 difference with the numerical results of Kamensky et

al. [88].

3.3.2 Sphere-sphere Impact with Initial Velocities

In order to investigate the energy conservation of the method, the elastic impact (e = 1) of two

shell spheres are considered, each consisting of 1538 grid nodes (figure 3.11). Both spheres have

radius of R = 1m, thickness of h = 0.09m, Young’s modulus of E = 105N/m2, Poisson’s ratio

of ν = 0.3, and density of ρ = 0.1kg/m3. A time-step size of 5 × 10−6s has been used for this

simulation. Prior to the impact, as a first test case, the spheres on the right and left are considered

to have initial velocities of −20m/s and 20m/s in the horizontal direction, respectively (identical

momentum). In order to show the Independence of energy conservation from the momentum of

the spheres, two additional test cases are studied. For the second case, the velocity of the right

sphere is set to two times that of the left sphere (u2 = 2u1) such that the total initial energy of the

system is kept similar to case 1. For the third case, the density of the right sphere is considered to

be three times of that of the left sphere (ρ2 = 3ρ1) with the same velocities as test case 1, such that

the total initial energy of the system remains the same as case 1.

(a) (b) (c)

Figure 3.11: Sphere-sphere impact of test case 1 at times (a) 0, (b) 12.5, and (c) 25 ms .

The kinematic, internal, and total energies of the system of spheres are plotted during the
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impact in figure 3.12 for all three test cases. It is clear that a significant ratio of kinetic energy

is converted to internal energy during the impact, which is illustrated as the high deformation of

spheres for test case 1 in figure 3.11(b). The total energy of the system remains constant during the

impact with a slight change by %3, which could be because of the application of impenetrability

condition; therefore, the proposed contact method preserves the energy with acceptable precision.

0 5 10 15 20 25
0

10

20

30

40

50

60

70

80
Kinetic Energy (identical)

Internal Energy (identical)

Total Energy (identical)

Kinetic Energy (u
2
=2u

1
)

Internal Energy (u
2
=2u

1
)

Total Energy (u
2
=2u

1
)

Kinetic Energy (
2
=3

1
)

Internal Energy (
2
=3

1
)

Total Energy (
2
=3

1
)

Figure 3.12: Energies of the system for elastic sphere-sphere impact.

3.3.3 Self-contact of Hemispherical Shell under Gravitational Force

The inclusion of the bounding spheres in the search algorithm makes the framework capable

of simulating simple self-contact problems, where only the outer side of the shell surface comes to

contact with itself in multiple locations. For this purpose, a hemispherical shell consisting of 5645

grid points with radius of R = 1m, thickness of h = 0.03m, Young’s modulus of E = 104N/m2,

Poisson’s ratio of ν = 0.3, and density of ρ = 10kg/m3 is draped from its highest point (figure

3.13(a)), which falls under gravitational acceleration of g = 9.81m/s2. Figures 3.13(b) and (c)
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show the three-fold deformed shape of the shell after reaching steady state, illustrating three main

contact areas of the shell with itself.

(a) (b) (c)

xy

z

xy

z

x
y

z

Figure 3.13: Self-contact of a hemispherical shell under gravity; (a) reference shape, (b) deformed
shape from a side angle, and (c) deformed shape from the bottom view.

3.3.4 Static Pressure Loading of a Pericardial BHV

In this subsection, we have compared our results with the experimental results of the pericardial

BHV of Kim et al. [6], geometry of which is shown in figure 3.14 (a), illustrating three regions of

interest: (1) leaflet attachment boundary, (2) central free edge, and (3) belly. The thickness of the

leaflets is 0.386 mm and the BHV has a radius and height of 11.5 and 10.9 mm, respectively. The

surface of each leaflet is discretized using a triangular mesh with 1049 grid points. The material

model of Kim et al. [6] (see §2.2.3) with a typical bovine pericardial asymmetrical preferred fiber

direction [89] of 45o relative to the cross product of z and a3 (z is the axial direction and a3 is the

element normal) is utilized for the simulations (figure 3.14 (b)).

First, the deformation of the leaflets under static pressures of 40, 80, and 120 mmHg are consid-

ered. The results show that the displacement from the rest condition (zero pressure) to 40 mmHg is

significantly larger than the 40 to 80 and 80 to 120 mmHg. The results are qualitatively similar to

experimental data [6], which illustrates that the proposed contact modeling method provides phys-
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(c)(b)(a)

Figure 3.14: The pericardial BHV geometry. The reference shape with three regions of interest:
(1) leaflet attachment boundary, (2) central free edge, and (3) belly. The fiber direction of leaflet,
shown in arrows, for (b) asymmetrical and (c) symmetrical 45o relative to the cross product of z
and a3. Here z is the axial direction and a3 is the element normal.

ical results since proper modeling of the contact area is required for calculating the displacements

of the free edges.

The average major and minor in-plane Green-Lagrange principal strains of three primary re-

gions of leaflets (see figure 3.14(a)) with two grid resolutions are compared with experimental data

in figure 3.15. The results show that by refining the grid from the coarse grid, with 277 grid points,

to the fine grid, with 1049 grid points, the principal in-plane strains converge to the experimental

values. Given the fact that there is no precise definition of the regions of the leaflet and possible

discrepancy between the fiber direction in experiments and numerical simulations, the results with

the fine mesh follow the experimental data with an acceptable margin.

3.3.5 Dynamic Simulation of a Pericardial BHV

Dynamic simulation of the BHV is performed by applying physiological transvalvular pressure

difference between left ventricle and aorta for the complete human cardiac cycle [7] (figure 3.16).

The same spatial discretization of §3.3.4 and material model of §2.2.3 are utilized with a mate-

rial density of 1100 kg/m3 and temporal time step size of 0.1 ms over the full cardiac cycle of

760 ms. In order to investigate the effects of fiber orientation in the overall dynamic of the valves,

two asymmetrical and symmetrical 45o fiber directions are employed, which are shown in figures

3.14(b) and 3.14(c), respectively.
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Figure 3.15: Comparison of the average in-plane principal Green-Lagrange strains of the present
study with experimental results of Kim et al. [6]: (a) major principal strains and (b) minor principal
strains.

The closing phase of BHV is a critical phase for contact handling due to the high acceleration

movement of the leaflets imposed by the surge in transvalvular pressure difference. The new

contact model with a restitution coefficient of e = 0 during high acceleration movement of BHV

closing phase (t = 0.203s) is compared to the penalty method in figure 3.17 for an asymmetrical

fiber orientation. The penalty method uses predefined forms of contact force (Fcnt), which may be

applied to the node contacting an element in the direction of the element normal, e.g., using [90]:

Fcnt =


|Fext|e−kd/|Fext| if d > 0

|Fext| − kd if d ≤ 0

(3.6)

where d is the perpendicular distance between the node and the element (with positive values on

the side of element normal), k is the contact stiffness, and Fext is the external force acting on the

node. This comparison illustrates the capabilities of the proposed method in creating a zero gap
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Figure 3.16: The transvalvular pressure difference between left ventricle and aorta for complete
human cardiac cycle [7] applied to the leaflets.

between the leaflets while generating smooth edges. It is evident from figure 3.17 (b) that the

penalty method fails to keep a constant gap between the leaflets, creating nonsmooth edges, which

in some regions the edges fold up around each other. Note that determining the coefficients for the

penalty method is ad hoc and after trying different values, the performance of the penalty method

is not nearly as good as the new contact method, which does not require experimentation.

In order to test the robustness of the contact handling, sequences of displacement of the BHV

model are illustrated in figures 3.18 and 3.19 for the opening and closing phases of a complete

cardiac cycle, respectively, colored by major in-plane principal Green-Lagrange strain (MIPE)

with symmetrical and asymmetrical fiber directions. We use damping to model the viscous and

inertial resistance of the surrounding fluid. The value of C = 0.06 gr/s is chosen so that the

valves open at a physiologically reasonable time. The opening phase is qualitatively similar to the

computations of [6, 67, 24] in timing of the opening. Our results show more clearly that during the

opening phase, commissure and central free edge regions (marked as regions 1 and 2, respectively,
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(a) (b)

Figure 3.17: Contact of Leaflets during closing phase of BHV (t = 0.203s) with contact handled
using (a) new and (b) penalty methods. An asymmetrical fiber orientation of 45o is considered for
both methods.

in figure 3.14(a)) show high values of MIPE as the leaflets stretched out (t = 0 − 0.04s in figure

3.18). Nevertheless, the values of MIPE in the commissure region are several folds larger than the

central free edge region. This is not directly visible in figure 3.18 due to the color legend chosen

to show the distribution of data for most of the time instants. The top-view of valve deformations

in figure 3.18 at t = 0.04s also show that fiber direction affects the opening of the valve in a

way that valve with asymmetrical fiber orientation (typical bovine pericardial fiber orientation)

bends its edge consistently over all of the free edges, in contrast to the valve with symmetrical one

where only the commissures region bends backward while the central part of the free edge remains

straight. Overall the fiber direction does not show to have a major effect on the MIPE distribution

on the leaflets; however, for the late time steps of the opening phase (t = 0.04s) the valve with

asymmetrical fiber orientation shows lower values of MIPE compared to the symmetrical one.

During the closing, as can be observed in figure 3.19, the results of both fiber directions are

generally similar to computations of Kim et al. [6] in a sense that first the commissures of the

leaflets come to contact with each other and then coaptation area extends to the central parts of
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Symmetric Asymmetric

t = 0 (0.76)s

t = 0.008s

t = 0.03s

t = 0.04s

Figure 3.18: Deformations of the BHV during the opening phase of a cardiac cycle, colored by
major in-plane principal Green-Lagrange strain (MIPE) for symmetrical (column 1) and asymmet-
rical (column 2) fiber directions at 4 time instants from the side and top views. The initial condition
t = 0 is taken from preceding cycle (t = 0.76s).

the leaflets edge. This similarity might be due to the same material model employed; however,

our results do not show any wrinkles along the free edges. The effects of fiber orientation on the

closing of the valves becomes evident during the late closing phase (t = 0.21s in figure 3.19). The
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t = 0.11s

t = 0.19s

t = 0.21s

t = 0.35s

Figure 3.19: Deformations of the BHV during the closing phase of a cardiac cycle, colored by ma-
jor in-plane principal Green-Lagrange strain (MIPE) for symmetrical (column 1) and asymmetrical
(column 2) fiber directions at 4 time instants from the side and top views.

valves with typical fiber orientation (asymmetrical) show a swirling motion, similar to experimen-

tal results of Lee et al.[91]. The closing phase of other simulations [67, 24] are different in pattern,

which might be due to the different material models and shows their importance especially during

the closing phase [92]. In addition, due to exponential stiffening of the material model, our results
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do not show the sagging of the belly region, compared to linear material models [24] during the

fully closed position. During the cycle, the highest concentration of MIPE is seen in commissures,

which is in agreement with the known failure regions of a BHV [93]. During the fully closed

phase, the coaptation area is about 32% of the leaflet area, which is in the clinical range of a func-

tioning BHV [94]. This indicates that the proposed contact handling method, not only is generic

for different configurations and provides wrinkle-free edges but also provides physical results with

regards to coaptation area.

3.4 Finite Element Fluid-structure Interaction Validation

The validation and verification studies addressed in §3.1 include the FSI simulations combining

CURVIB flow solver with an immersed rigid body. In order to gauge the accuracy of the newly de-

veloped FE-CURVIB FSI coupling, a challenging benchmark problem is chosen. In §3.4.1, a high

deformation vibration of a deformable flag, known as inverted flag, is studied, which undergoes

cyclic displacements in a flow with high Reynolds number. By comparing the numerical results

of this test case with the experimental data, the validity of the coupled FE-CURVIB framework is

established.

3.4.1 Flapping of an Inverted Flag

In this validation study, which is based on the experimental data of Kim et al. [8], a square flat

thin shell with length of L = 0.3m and thickness of h = 8× 10−4m is considered, which is fixed

on its trailing edge and free on the other edges. It is exposed to oscillations due to a uniform inflow

of velocity U∞ = 6.7m/s, as shown in figure 3.20. The background fluid domain boundary con-

ditions for the side, top, and bottom walls in figure 3.20 (X and Y direction) are no-slip condition

(V = 0). In Z direction, the Dirichlet boundary condition of V = U∞k and Neumann boundary

condition of ∂V/∂Z = 0 are applied on the left and right walls, respectively. The Young’s mod-

ulus, density, and Poisson’s ratio of the flag are set to E = 2.38 × 109Pa, ρs = 1200kg/m3, and

ν = 0.38, respectively, while the fluid’s density is ρf = 0.98kg/m3. According to the experimen-

tal data [8], these values of fluid and structure features places the flag motion into dynamically
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rich "flapping mode", which is characterized by high amplitude cyclic oscillations with multiple

local maxima and minima of flag’s leading edge displacement. Additionally, the corresponding

Reynolds number based on inflow velocity and flag length is Re = U∞ρfL/µ = 99500 (for a

fluid viscosity of µ = 1.92 × 10−5Pa.s), which causes the separated flow in the wake of the flag

to be completely turbulent; therefore, it requires a turbulence modeling to accurately simulate the

flow. Consequently, the FE-CURVIB FSI framework is supplemented with LES modeling, us-

ing dynamic Smagorinsky subgrid scale model [95] for closure and Cabot wall function [96] for

boundary condition reconstruction on the immersed body, as adopted by Kang et al. for CURVIB

method [97, 98]. Here, the flag is discretized using triangular mesh with 141 grid points, while

the background fluid mesh is 53 × 53 × 141 uniform Cartesian grid in X , Y , and Z directions,

respectively. The non-dimensional time step size of 0.01 is used.

Inflow

Outflow

Side, top, and bottom

wallsX
Y

Z

Fixed edge

Figure 3.20: A 3-D view of the computational domain for the inverted flag benchmark. The
shaded and green sheets show the inverted flag position in initial and representative deflected states,
respectively. The boundary conditions for the side, top, and bottom walls (X and Y direction) are
no-slip condition (V = 0). In Z direction, the Dirichlet boundary condition of V = U∞k and
Neumann boundary condition of ∂V/∂Z = 0 are applied on the left and right walls, respectively.
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The leading edge deflection of the inverted flag is computed and compared against experimental

data of [8] in figure 3.21. It is clear that the implemented FE-CURVIB FSI framework captured the

complex dynamics of the inverted flag, which includes multiple minima (near maximum deflection)

and maxima (near minimum deflection). The computed leading edge deflections after reaching

quasi-steady state show a maximum of 8% and 9% error in the amplitude and frequency compared

to the experimental data [8]. In order to compare the exerted forces of the flow over the flag, the

drag coefficient (CD = FD/F0) is calculated by normalizing the force in Z direction (FD) with

F0 = ρfU
2
∞L

2/2. The quasi-steady state calculations show a maximum drag coefficient of 2 and

an average drag coefficient of 1, which is in excellent agreement with the experimental data [8].

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
-1

-0.5

0

0.5

1

1.5

Experimental data [Kim et al. 2013]

Present simulation

Figure 3.21: Time history of the computed leading edge deflection of the inverted flag against
experimental data of [8].

The three-dimensional vortical structures of the flow over the inverted flag are shown in figure

3.22 using iso-surfaces of Q-criterion [9]. These snapshots, as expected, illustrate a highly sepa-

rated flow over the flag after reaching the quasi-steady state. The vortex tubes shed from the two

sides of the flag (figure 3.22(a)) become intertwined and twisted, while the leading edge vortical

arch evolves (figure 3.22(b)). The instabilities of the side vortex tubes intensify and progress to-
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ward the leading edge vortex (figure 3.22(c)), which causes intermittent vortex shading from the

sides as shown in figure 3.22(d). By the breakdown of these structures in the wake, the flow be-

comes dominated by small-scale turbulent structures (figure 3.22(e)), which persist until the flag

reaches the initial position (figure 3.22(f)).
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Figure 3.22: Three-dimensional vortical structures visualized using Q-criterion [9] for different
time instants after reaching quasi-steady state. The red dots in the insets show the corresponding
time during the cycle.
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4. VORTEX DYNAMICS OF PERIODICALLY GENERATED VORTEX RINGS1

The purpose of this chapter is to investigate the periodic vortex rings in order to better under-

stand their dynamics in cardiovascular flows such as seen around BMHV and BHV. Therefore, we

proposed a scaling law for the time tracking of core centers of vortex rings. Such a relation for

periodically generated vortex rings, which accounts for all the potentially important parameters,

i.e., Reynolds number, period (formation time), and stroke ratio of the waveform, is missing in the

literature, to the best of the knowledge of the author. To do so, after a brief introduction in §4.1, we

carry out numerical simulations of vortex rings in a tank using our framework described in §2.1.

We discuss the simulated test cases in §4.2. An application-specific validation study is performed

for our framework in order to capture the propagation speed of vortex rings in §3.1.1. We present

the results of the dynamics of periodic vortex rings in §4.3 and their propagation in §4.4. The

discussion and conclusions are presented in §4.5 and §4.6, respectively.

4.1 Background

Periodically generated vortex rings are regularly observed in nature, e.g., animal propulsion

[99, 100, 101, 102, 103, 104] and cardiovascular flows [105, 106, 107]. Many studies have focused

on isolated vortex rings, instead of periodically generated ones, to identify the main parameters

governing their physics. Glezer [108] utilized two non-dimensional parameters (Reynolds number

and non-dimensional stroke time) to build a transition map to predict if a vortex ring would be

turbulent upon formation or not. Gharib, Rambod, and Shariff [109] proposed a non-dimensional

time, called the formation time and defined as the ratio of the stroke length to the diameter of the

cylinder (L/D), to govern the optimum formation of a vortex ring. The vortex rings’ circulation

grows until formation time of about 4, referred to as formation number, after which the ring cannot

grow due to energetic constraints and forms trailing vortices. How these parameters, e.g., Reynolds

number or formation time, affect the propagation of a vortex ring, nevertheless, is still not well

1This chapter has been published as "H. Asadi, H. Asgharzadeh, and I. Borazjani. "On the scaling of propagation
of periodically generated vortex rings," Journal of Fluid Mechanics, vol. 853, pp. 150-170, 2018."
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quantified.

Several studies have discussed the propagation of isolated vortex rings. For short times after

the formation of vortex rings, Didden [110] experimentally showed that the non-dimensional axial

locations of vortex core centers for two relatively low Reynolds numbers are proportional to non-

dimensional time powered by 1.5. He also suggested similar scaling law with different power for

radial location of vortex core centers and observed a linear increase in total circulation during most

of the formation process, which were later verified numerically by Nitsche and Krasny [111] and

James and Madnia [112], separately. Baird [113] experimentally showed that for sufficiently large

orifice diameters, velocity of the vortex ring near the formation region is approximately half of

the jet mean velocity for high Reynolds numbers, which was later verified by a formula suggested

by Mohseni [58]. Baird [113] also concluded that the jet injection time interval (formation time)

does not affect the vortex ring velocity. However, later, Sullivan et al. [86] by an empirical method

showed that vortex core velocity is approximated by 0.3 of piston velocity. Saffman [114] derived

an equation for a thin vortex ring’s velocity in viscous flows, where the effect of viscosity is to

slow down the ring after long time. He assumed circular core for the vortex rings, which is not a

valid assumption for cases with high formation times. In this equation, similar to classical Kelvin

formula for circular vortex rings [115], the diameter and circulation of the vortex ring are required

for calculating its velocity. His work was later extended by fukumoto and Moffatt [116] to a higher

order asymptotic formula, which accounts for core deformations at high Reynolds numbers; how-

ever, this formula needs several numerical integrations. Maxworthy [57] experimentally studied

the slowing of vortex rings and showed that the propagation velocity of a stable laminar vortex

ring decays exponentially with the distance from the origin and varies as 1/t, where t is time, for

long times. Gan and Nickels [59] showed a similarity theory holds for isolated vortex rings at two

high Reynolds numbers. Based on the above review, most studies consider isolated vortex rings

to propagate at constant speed except during early formation [110] or decay after long times [57].

Nevertheless, how the constant speed is affected by Reynolds number or formation time is not well

described yet. In addition, the interaction between vortices for a periodically generated train of
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vortices may change the velocity of vortex cores [117].

Several studies have investigated the propagation of periodically generated rings. Aydemir,

Worth, and Dawson [118] studied vortex rings for periodically initiated and terminated jets, and

showed that spacing between consecutive rings depends on both frequency and amplitude of inflow

waveform. Krueger [119] found that by decreasing the period of the inflow, the velocity of vortex

rings reduces and approaches to an isolated vortex ring velocity. Schram and Riethmuller [120]

studied the interaction of leading and trailing vortex rings with each other and divided it into three

stages. They showed that during the last stage, the trailing vortex rolls over the leading one, which

leads to an increased vortex core velocity. Zaman and Hussain [121] reported two distinct modes

under which vortex ring pairing occurs: ’shear layer mode’ for cases with certain values of Strouhal

number based on the initial shear layer momentum thickness and ’jet column mode’ for cases with

specific values of Strouhal number based on jet diameter. They also observed that vortex pairing

occurs regularly in space and time at low Reynold numbers, but less regularly by increasing the

Reynolds number. Asgharzadeh and Borazjani [60] showed that the propagation of vortex rings in

aneurysms increases with increasing the Reynolds number and decreasing the Womersley number.

However, a general formula that can quantitatively describe the changes in the propagation of

vortex rings as a function of governing parameters, such as Reynolds number, formation time, etc

has yet to be reported.

4.2 Computational Details

The computational setup consists of a square tank of size 5.5D × 5.5D × 10.5D to which a

circular cylinder of diameter D = 72.8 mm and length 2D is attached as shown in figure 4.1(a).

All test cases have been carried out in a setup similar to [1]. Note that for cases with high Reynolds

numbers, the length of the domain was extended to 19D to achieve a better convergence. The flow

enters the domain through the cylinder, which is placed as an immersed boundary, and leaves

it through the boundary across the cylinder as outflow. The no-slip condition is applied on the

sidewalls and the wall behind the cylinder. The vortex rings are generated by a pulsed jet with

period T as an inflow at the inlet of the cylinder with a profile whose magnitude varies in time
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Figure 4.1: (a) A 3-D view of domain with generated vortex rings in green and a cross-section of
fluid mesh over the tank and (b) different inflow velocity waveforms for different test cases. Only
every fourth grid point is shown in (a) for better illustration.

according to figure 4.1(b). These waveforms are adopted from [1] to form a jet pulse for duration Ts

(stroke time) and a nominal speed of Ujet. There is no flow between pulses. Three different ratios

of Ts/T are considered for the inflow velocity (u) waveform (see figure 4.1(b)). The characteristic

length scale is the diameter of cylinderD. Because of the step-like inflow waveform (figure 4.1(b)),

the average velocity in each cycle is:

Uave =
1

T

∫ T

0

udt =
UjetTs
T

. (4.1)

The computational grid consists of 225× 225× 301 nodes in X , Y , and Z directions, respec-

tively. Due to longer domain for cases with high Reynolds numbers, 433 nodes were utilized in

Z direction. The region of interest is a 1.1D × 1.1D × 4D cuboid with a uniform spacing of

0.01D × 0.01D × 0.02D, which starts from the exit of the cylinder and is symmetric relative to

the mid-plane. The grid was stretched from the cuboid to the outer edges of the computational

domain using a hyperbolic tangent function as shown schematically in figure 4.1(a). For temporal

discretization, a non-dimensional time-step size (4tUjet/D) of 0.005 is considered for all the test

cases. Therefore, the Courant number for all the simulations is 0.5.
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test case Reave Rejet T ∗ave T ∗jet Ts/T α ( Uv

Ujet
)FI ( Uv

Ujet
)FE (U1−Uv

Uv
)FI(%)

1 2800 2800 - - - - - 0.29 -
2 23000 23000 - - - - - 0.30 -
3 1400 2800 1 2 0.5 93.79 0.26 0.30 0.4
4 1400 2800 2 4 0.5 66.32 0.35 0.40 6.6
5 11500 23000 1 2 0.5 268.81 0.28 0.29 2.6
6 11500 23000 2 4 0.5 190.07 0.31 0.35 0.9
7 500 1000 4 8 0.5 28.02 0.5 0.62 10.7
8 500 1000 2.88 5.67 0.5 33.03 0.45 0.57 9.4
9 250 500 2 4 0.5 28.02 0.43 0.57 15.4

10 11500 23000 2.88 5.67 0.5 158.4 0.36 0.4 3.7
11 11500 23000 4 8 0.5 134.4 0.39 0.45 4.5
12 700 2800 1 4 0.25 66.32 0.27 0.28 5.5
13 2100 2800 3 4 0.75 66.32 0.39 0.46 10
14 1400 5600 2 8 0.25 66.32 0.37 0.40 2.1
15 1400 1867 2 2.67 0.75 66.32 0.35 0.41 13.2
16 1400 2800 4 8 0.5 46.89 0.45 0.52 7
17 500 1000 1 2 0.5 56.05 0.28 0.45 3.7
18 5000 10000 1 2 0.5 177.25 0.27 0.29 1.9
19 5000 10000 2 4 0.5 125.33 0.35 0.41 6.2
20 5000 10000 4 8 0.5 88.62 0.42 0.49 8.4

Table 4.1: Characteristics of test cases: Reave, average Reynolds number; Rejet, jet Reynolds
number; T ∗ave, average non-dimensional period; T ∗jet, jet non-dimensional period; Ts/T , stroke
to period ratio; α, Womersley number; (Uv/Ujet)FI , vortex velocity to jet velocity ratio for the
approach with ring’s formation included (FI); (Uv/Ujet)FE , vortex velocity to jet velocity ratio for
the approach with ring’s formation excluded (FE); and (U1−Uv/Uv)FI , relative velocity difference
between first and quasi-steady vortex rings for the approach with ring’s formation included (FI).
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In this study, 18 periodic cases have been simulated for a range of average Reynolds num-

ber (Reave = UaveD/ν, where ν is the kinematic viscosity), average non-dimensional period

(T ∗ave = TUave/D), and Ts/T , which are tabulated in table 4.1, accompanied with their related jet

Reynolds number (Rejet = UjetD/ν), jet non-dimensional period (T ∗jet = TUjet/D), and Womer-

sley number (α = D
√

2π/Tν). For biological flows, Reynolds number is typically between 50 to

4000 [99, 107]. The Reynolds number in engineering applications is relatively higher, e.g., around

10,000 for underwater robots that employ vortex ring thrusters [122]. Therefore, a range of Reave

from 250 to 11,500 has been investigated here (table 4.1). Note that average non-dimensional pe-

riod T ∗ave is equivalent to formation time (TsUjet/D = L/D, where L is the stroke length) because

UaveT = UjetTs according to Eq. 4.1. For a broad range of flow conditions, formation number is

around 4 [109]. Consequently, a range of T ∗ave from 1 to 4 has been investigated here (table 4.1).

Three stroke ratios Ts/T of 0.25, 0.5, and 0.75 are also investigated (table 4.1).

4.3 Vortex Ring Dynamics

The dynamics of vortex rings in a periodic setup is an interesting phenomenon. In order to study

the interaction of vortex rings, the iso-surfaces of vorticity magnitude |ω| colored with helicity

density contour [123] are presented in figures 4.2-4.5. Here, we describe the interaction of vortex

rings in the transient regime until reaching the periodic state for case 3, and then discuss the effects

of the non-dimensional period and Re. Figure 4.2(a) shows that the velocity induction by the first

leading vortex (L1) over the first stopping vortex (S1) toward its center reduces its diameter and

causes it to go through L1. Note that the second leading vortex (L2) has a higher translational

velocity relative to other vortex rings. While S1 goes through L1, L2 gets closer to them and

induces velocity, which increases their diameter. Again, the velocity induction by L1 causes the

engulfment of the L2 (figure 4.2(b)) and consequently, L2 induces some backward velocity over

S1, pushing it to the back of L1. The close interaction of S1 with the stronger vortex L1 creates

wavy structures on the weaker vortex S1 which leads to Tsi-Widnall instability (figure 4.2(c))

[124].

The shapes of Tsi-Widnall instabilities are Re dependent [125]. Figure 4.3 shows the shape of
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Figure 4.2: Vortex rings for case 3 (Reave = 1400, T ∗ave = 1) at times (a) t/T = 2, (b) t/T = 2.65,
(c) t/T = 3.75, (d) t/T = 4.5, (e) t/T = 5, and (f ) t/T = 8 visualized by plotting |ω| = 4
isosurface of vorticity magnitude and colored by helicity density contours.

54



Figure 4.3: Effect of Re on the shape of the first stopping vortex ring (S1) at time t/T = 3.75:
(a) case 17 with Reave = 500 and (b) case 5 with Reave = 11500, visualized by plotting |ω| = 1
and |ω| = 9 isosurface of vorticity magnitude for (a) and (b), respectively and colored by helicity
density contours. T ∗ave = 1 for both cases.

S1 for a lower Reave = 500 and a higher Reave = 11500 at time t/T = 3.75. For the one with

lower Reave, S1 is completely circular (figure 4.3(a)) but by increasing Reave, instabilities appear

and intensify (figure 4.3(b)). For Reave = 1400, L1 and S1 are not connected (figure 4.2(c));

however, by increasing Reave, S1 ties around L1 (figure 4.3(b)).

As shown in figure 4.2(d), the breakdown of S1 spreads the instabilities throughout the domain,

distorting the two closest leading vortices (L1 and the third leading vortex (L3)). Figure 4.2(e)

shows the hairpin vortices generated upstream around the fifth leading vortex (L5), which are

indeed the stopping vortices disturbed by the instabilities. In order to study the interaction of

stopping vortices, isosurfaces of vorticity with a lower magnitude are illustrated in figure 4.4 for

the same test case, as stopping vortices are weaker than the leading vortices. Figure 4.4(a) shows

the perfect tubular second stopping vortex (S2) that surrounds L3. As L3 moves forward, S2 and
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Figure 4.4: Stopping vortex rings for case 3 at times (a) t/T = 2.5, (b) t/T = 3.25, (c) t/T = 3.85,
and (d) t/T = 6.9 visualized by plotting |ω| = 1, |ω| = 2, and |ω| = 4 isosurface of vorticity
magnitude for (b,c), (a), and (d), respectively and colored by helicity density contours.

the third stopping vortex (S3) get closer (figure 4.4(b)) and merge together—see the resultant vortex

(S2S3) in figure 4.4(c). However, later, by the breakdown of S1 and the spread of instabilities, the

stopping vortex rings lose their tubular shape and turn into hairpin vortices (figures 4.2(f ) and

4.4(d)).

The breakdown of S1 and the consequent effects over other stopping vortices was not observed

for lower Reave = 500. In addition, for higher Reave = 11500, S2 and S3 turn into hairpin

vortices before the breakdown of S1, as observed in figure 4.3(b), which might be because of the

existence of the immediate instabilities for vortex rings in high Reynolds numbers [57]. Increasing

T ∗ave causes S1 to surround L2, rather than L1, and dissipate quickly without any breakdown—see

figure 4.5(a) for test case 16. This simplifies the flow dynamics and makes reaching the quasi-

steady state faster. Therefore, the stopping vortices for later periods remain tubular and the leading
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Figure 4.5: Vortex rings for case 16 (Reave = 1400, T ∗ave = 4) at times (a) t/T = 2.25 and
(b) t/T = 6.5, visualized by plotting |ω| = 0.7 and |ω| = 5, isosurface of vorticity magnitude,
respectively and colored by helicity density contours. The rings remain tubular at high T ∗ave.

vortices show the same behavior as previous periods. This is illustrated in figure 4.5(b) without the

stopping vortices because of their very low vorticity magnitude. Note that the low vorticity long

tubular structure that is located between L1 and L2 in figure 4.5(a) is the trailing jet [109] which

is generated because of the relatively large formation time (TsUjet/D = 4) for the test case 16.

These structures are also present in the quasi-steady state, but not observed in figure 4.5(b) because

of their low vorticity magnitude.

In summary, there are two scenarios for stopping vortices after reaching the quasi-steady state.

For cases with T ∗ave ≤ 2 and Reave ≥ 1400, the leading vortices are surrounded by hairpin vortices

which are in fact the deformed precedent stopping vortices—similar to figure 4.4(d). By decreasing

Reave or increasing T ∗ave, the stopping vortices surrounding the leading ones remain weak and intact

(figure 4.5(b)).

All our test cases reached quasi-steady (cyclic) state and show two distinct interaction patterns

(figure 4.6): (a) the cases that show vortex pairing at short T ∗ave = 1; and (b) the ones that do not

pair and form a train of rings at high T ∗ave ≥ 2. For cases with short T ∗ave = 1, the quasi-steady

flow field consists of three different zones. Zone 1 is defined as the distance propagated by a

quasi-steady ring in one period time interval starting from the edge of the cylinder. Here, the rings
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form, detach, and propagate in the domain (see vortex ring L16 in figure 4.6(a)). Zone 2, which

starts from the end of zone 1 and is extended approximately 4 to 5 times of zone 1, is where the

quasi-steady vortex rings pair up and merge together (vortex rings L15, L14, and L12L13 in figure

4.6(a)). This phenomenon starts with accelerating one of the rings and shrinking its diameter due

to velocity inductions. In figure 4.6(a), the first pair of rings (L15 and L14) at the beginning of

zone 2 shows the onset of the pairing process. It is clear that the stretched core of one of the vortex

rings (L15) ties around the circular one (L14). The second vortex ring at the end of zone 2 in

the same figure (L12L13) is indeed two vortex rings after the pairing process. Zone 3, which is

located after the end of zone 2, is where the vortex rings become unstable and break down. Since

this zone is mostly located at the low-resolution part of the computational grid, the exact location

of zone 3 may not be accurate. The approximate locations of these zones are shown in figure 4.6(a)

for case 3 which shows the pairing process. Our results are consistent with the requirements for

vortex pairing of [121]. The T ∗ave = 1 for this flow pattern is within the bounds of Strouhal number

(StD = D/UaveT = 0.85; equivalent to T ∗ave = 1/StD = 1.18) reported by [121] for "jet column

mode" of vortex pairing. Additionally, their measured pairing location (S/D = 1.75) is placed in

our zone 2 for this flow pattern.

For cases with longer T ∗ave ≥ 2, the flow pattern includes only two zones. Zone 1, similar to

the first zone of the previous pattern, is where the vortex rings develop, pinch-off, and propagate

(see vortex rings L10, L9, and L8 in figure 4.6(b)). However, for this pattern, the length of zone

1 is relatively higher (equivalent to the distance a quasi-steady ring travels in 3 to 4 periods). For

these cases, the vortex rings do not pair up after reaching a quasi-steady state, due to the relatively

higher distance between the rings. However, vortex rings become unstable and break out just after

the end of zone 1. We called this part of the domain zone 2 for this pattern. Figure 4.6(b) illustrates

this flow pattern for case 4.

Figures 4.6(c,d) show flow patterns for cases 5 and 6, respectively. Comparing these figures

with figures 4.6(a,b), shows that increasing Reynolds number does not affect the quasi-steady flow

patterns. However, it destabilizes the pairing process [121] in zone 2 for the first flow pattern which
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Figure 4.6: Out-of-plane vorticity contours of two distinct quasi-steady flow patterns for (a) case
3 (Reave = 1400, T ∗ave = 1), (b) case 4 (Reave = 1400, T ∗ave = 2), (c) case 5 (Reave = 11500,
T ∗ave = 1), and (d) case 6 (Reave = 11500, T ∗ave = 2).
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delays reaching quasi-steady state.

It is clear that vortex interaction in zone 2 of the first flow pattern could affect the cyclic state

of zone 1. However, the interaction of vortices in zone 2 (the pairing process) follows a distinct

pattern which is cyclic itself. There is still some small cycle-to-cycle variation in zone 1 because of

the vortex interactions in zone 2. We quantified such variations by defining a 2% threshold for the

difference in the trajectory of a vortex ring in zone 1 with respect to the previous ring in that zone.

In this study, all of the test cases reached the cyclic state before the analysis of their propagation.

Our results show that cases with the second flow pattern, i.e., without vortex pairing in zone 2,

reach a cyclic state in 3 to 4 cycles, irrespective of their Reave. However, it takes more cycles

for cases with the first flow pattern to reach a cyclic state due to vortex pairing in zone 2. Since

high Reave destabilizes the vortex pairing process [121], increasing Reave for these cases makes

reaching the cyclic state even longer.

4.4 Vortex Ring Propagation

In this section, the time history of the location of vortex rings is presented for all periodic

test cases. Since the simulations are started from at rest condition, the propagation of the vortex

rings should reach quasi-steady state. The number of periods required to reach quasi-steady state

changed between 4 to 9 for different test cases. As mentioned before, the flow is considered to be

quasi-steady if the change in time history of the location of a vortex ring with respect to its previous

ring is less than 2% during the first period after the formation of those vortices. In this study, we

tracked vortex rings for a time interval of T for all the periodic test cases to make sure that they

remain in the fine region of our grid. Additionally, the aforementioned pairing phenomenon in

zone 2 for cases with low T ∗ave (figure 4.6(a,c)) causes one of the rings to expand and accelerate

and the other to shrink and decelerate when they get closer. Therefore, the propagation is only

tracked in zone 1 before the pairing process. For the cases without pairing, tracking the vortex

rings for a longer time does not affect our conclusions.

Reaching the quasi-steady state is shown for test case 6 in figure 4.7(a). For cases with high

T ∗ave like this case, the interaction of the vortices is negligible for a few periods after the formation
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Figure 4.7: Location of vortex rings until reaching quasi-steady condition for test cases (a) 6 and
(b) 5, traveled in one period.

of a vortex and, consequently, the propagation of vortex cores becomes quasi-steady after only 4

periods. Note that even small differences in the ring’s velocity before reaching the quasi-steady

state can lead to high interactions after several periods, e.g., ring 2 is engulfed by ring 1 in case

6 after four periods even though it is only slightly faster than ring 1 (figure 4.7(a)). However, for

these test cases, as the flow reaches quasi-steady state, a train of vortices are formed (figure 4.6(d)).

For cases with shorter T ∗ave, the interaction between the vortex rings plays an important role during

the first periods after the formation of a vortex and takes longer to reach the quasi-steady state—see

figure 4.7(b) for case 5.

Figure 4.8 shows the location of vortex rings for all periodic test cases during quasi-steady

state accompanied with several experimental data. It should be noted that all the experimental

data are non-periodic. Therefore, we used the stroke time Ts, instead of period T , to normalize

time. The data of Gharib et al. [109] is for Re = 6000 and formation time (TsUjet/D) of 14.5,

which is equivalent to T ∗ave. The two sets of data for Webster and Longmire [1] are the same as

those discussed in §3.1.1 with formation time of 1. The data of Didden [110] is for Re = 2300
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Figure 4.8: The location of vortex ring core centers of different numerical and experimental test
cases.

and formation time of 1.4. As mentioned in §4.1, Didden [110] reported an exponential trend for

time history of location of vortex core centers; however, figure 4.8 shows that after reaching the

quasi-steady state, all of the test cases including data of Didden [110], can be approximated as

linear with R-squared of greater than 0.97.

By dividing the slope of lines in figure 4.8 to their corresponding T ∗ave and taking into account

the relation between Ujet and Uave (Eq. 4.1), propagation velocity of vortex rings Uv/Ujet (Uv =

S/t) are calculated. It can be observed that the slopes are not the same for different cases and show

a widespread (figure 4.8). The effect of different parameters on the vortex ring velocity will be

further discussed in the next section.

The slopes are calculated using two approaches: (a) calculating the slope from the core centers
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tracked only after the ring is fully formed and detached from the cylinder, i.e., ring’s formation

excluded (FE) similar to [86]; and (b) calculating the slope from all core centers tracked starting

from the jet inflow initiation, i.e., ring’s formation included (FI). There are several methods in the

literature for detecting the pinch off process, e.g., using the trailing pressure maximum [126, 127].

We used Burgers’ model, as discussed in §3.1.1, for detecting the core boundaries and considered

vortex rings pinched off when their boundaries completely disconnected from the cylinder. Includ-

ing the formation process only slightly decreases the accuracy (R-squared value) of the linear fit,

and still, it can be considered linear for the duration presented here as observed in figure 4.8.

Propagation velocity Uv/Ujet for both of the above approaches are tabulated in table 4.1. It can

be observed that including the vortex formation process decreases the computed velocity because

of two reasons: (1) the rings propagate slightly slower during the formation process and their speed

increases as they are formed for short times after their initiation [110]; and (2) Tracking for a period

and excluding vortex formation extends the tracking to the next inflow cycle. The next inflow

cycle pushes the vortex under study forward, causes its velocity to slightly increase compared to

the approach which includes the formation process. Note that based on our results, similar to the

experimental results of [128], formation process is strongly Re dependent. Our results show that

the formation process takes from approximately T/4 (for cases with Reave > 500) up to 3T/4

(for cases with Reave ≤ 500) after the inflow initiation for quasi-steady vortex rings. Different

durations of the formation process make it difficult to use the FE approach to find an empirical

relation for vortex propagation as a function of time because t = 0 at which the vortex is detached

varies depending on the formation process. In contrast, t = 0 in the approach which includes the

formation process is defined based on the inflow (figure 4.1(b)) and does not depend onReave, T ∗ave

or other parameters, i.e., suitable for finding an empirical relation for vortex propagation S/D and

time t/Ts (figure 4.8).

For the approach which includes the formation process, the velocity of the first vortex (U1)

can be considered the velocity of an isolated vortex before the second vortex ring appears, i.e., for

t/T < 1. The differences between U1 and the quasi-steady ones (Uv) are reported in table 4.1
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for the approach which includes the formation process. The other approach shows the same trend.

Based on the results, the difference varies between less than 1% for case 3 to about 15% for case 9.

For the lowest T ∗ave = 1, the difference varies between about 1% and 6%. However, for the highest

T ∗ave = 4, it changes between about 5% and 11% depending on Reave.

4.5 Discussion

The vortex core velocity is a function of these dimensional parameters:

Uv = F (Uave, Ujet, T, Ts, D, ν). (4.2)

where F is a function that relates Uv to the other variables. One possible arrangement of non-

dimensional parameters is Uv/Ujet = F (Re, T ∗, Ts/T, Uave/Ujet). Considering the relation

Uave/Ujet = Ts/T (see §4.2), two of the non-dimensional groups are equivalent. Consequently,

we can eliminate Uave/Ujet:
Uv
Ujet

= F (Re, T ∗,
Ts
T

). (4.3)

Re and T ∗ in Eq. 4.3 could be defined using either the average or jet velocity. Our results (fig-

ure 4.9(a)) show that by choosing the average velocity in the definition of Reynolds number and

non-dimensional period and keeping both fixed, different values of Ts/T does not affect the vortex

ring velocity substantially for both approaches of computing velocity; however, using the jet ve-

locity results in different vortex ring velocities (figure 4.9(a)). Based on linear fits to the points of

figure 4.9(a), using Ujet in the definition of Re and T ∗, gives slopes of 0.35 and 0.25 for formation

process excluded and included approaches, respectively. On the other hand, using average velocity

gives slopes as small as 0.03 for both approaches. Note that Re can also be defined based on the

initial circulation of the vortex ring and be approximated as Reλ = U2
jetTs/2ν [59]. By using this

definition of Re and T ∗jet or T ∗ave, the vortex ring velocity shows dependency on the stroke ratio.

Based on our results, for a fixed Reλ = 1400 and T ∗ave = 1, changing Ts/T from 0.75 to 0.5

increases Uv/Ujet by 21% and 26% for formation excluded and included approaches, respectively.

On the other hand, by keeping Reλ = 5600 and T ∗jet = 8 and changing Ts/T from 0.25 to 0.5,
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Figure 4.9: Vortex core velocity analysis with both ring’s formation excluded (FE) and ring’s for-
mation included (FI): (a) the effect of Ts/T on vortex ring velocity for fixed Re and T ∗, which are
defined based on the average or jet inflow velocity, (b) the vortex velocity versus non-dimensional
period for different Re in log-log scale, and (c) the slopes of lines in (b) for relevant Re in log-log
scale.

Uv/Ujet increases by 30% and 23% for formation excluded and included approaches, respectively.

Therefore, we choose to define Re and T ∗ based on Uave to have Uv/Ujet be approximately in-

dependent of Ts/T , i.e., a simpler scaling law Uv/Ujet ≈ F (Reave, T
∗
ave). Note that this result is

limited to waveforms illustrated in figure 4.1(b). Hereafter, Re=Reave and T ∗=T ∗ave for simplicity.

We investigate how Uv/Ujet scales with Re and T ∗ by plotting Uv/Ujet versus T ∗ for different

Reynolds numbers in log-log scale (see figure 4.9(b)). These lines closely, with R-squared greater

than 0.97, represent lines with slope β in log-log scale, i.e., a power law with exponent β and

coefficient c (Uv/Ujet = cT ∗β). Figure 4.9(b) shows that for a fixed non-dimensional period,

the ratio of Uv/Ujet reduces by increasing the Reynolds number, e.g., it goes from 0.5 to 0.39

by increasing Re from 500 to 11,500 at T ∗ = 4 for the approach which includes the formation

process. It can also be observed that for a fixed Re, increasing the T ∗ would increase Uv/Ujet,

which is consistent with the results of [119] (see its figure 4b), e.g., Uv/Ujet changes from 0.28

to 0.5 by increasing T ∗ from 1 to 4 at Re = 500 when the formation process is included. Based

on the above results, Uv/Ujet is more sensitive to T ∗ than Re. Note that T ∗ here is equivalent to

formation time [109] as discussed in §4.2.

We plot the exponent of the power law (β) as a function of their Re in log-log scale (see figure

4.9(c)). It is clear that the functional form of β depends on the velocity calculation approach.
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The results for the approach which includes the formation process with relatively high accuracy,

R-squared about 0.92, can be approximated by a line of slope b, i.e., a power law with exponent b

(β = aReb). Consequently:
Uv
Ujet

= c T ∗ aRe
b

, (4.4)

where, a = 1.31, b = −0.2, and c = 0.27 based on all of the lines in figure 4.9(b,c) when the

formation process is included. It is interesting that the limit of Eq. 4.4 for very high Re, provides

the vortex ring velocity as 0.27 of Ujet, which is consistent with empirical results of [86]. As shown

in figure 4.9 (c), the approach which excludes the formation process has the same trend as the other

approach until Re = 1400, i.e., β increases as Re decreases, but for the low Re = 500 the trend

does not continue probably because of the large duration of formation process (3T/4) compared

to higher Re cases (T/4). This approach is problematic because the reference time (t = 0) to

initiate the tracking and finding a relationship varies from case to case as the time required for

the formation of the rings varies with Re—see the discussion at the end of the previous section.

This makes the approach which includes the formation process a better candidate for an empirical

relation for the location S/D as a function of time (figure 4.8) as the time in this approach is clearly

defined based on the flow pulse at the inflow (t = 0 coincides with the start of the inflow in each

period). Nevertheless, because β does not vary much withRe, we can approximate β as a constant,

i.e., β ≈ 0.3 for the approach that excludes the formation process. This will provide us with an

approximation that is independent of Re, which we will investigate as well.

Considering that the translational velocity of the vortex ring is the displacement of its core

center in the streamwise direction over the required time, we can take S = Uvt. By dividing both

sides of this equation to D and multiplying the right-hand side to UaveT/UjetTs, which is equal to

unity, we get:
S

D
=

Uv
Ujet

UaveT

DTs
t. (4.5)
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Now, by substituting non-dimensional period T ∗ = UaveT/D, Eq. 4.5 becomes:

S

D
=

Uv
Ujet

T ∗
t

Ts
. (4.6)

By substituting Uv/Ujet from Eq. 4.4, one can obtain:

S

D
= (0.27 T ∗ 1+1.31Re−0.2

)
t

Ts
. (4.7)

This equation provides a scaling law for the location of vortex ring core centers at different

Reynolds and non-dimensional periods (formation time). Substituting T ∗ based on its relation with

Reynolds and Womersley numbers (T ∗ = 2πRe/α2), Eq. 4.7 is written in terms of Wormersley

and Reynolds number:
S

D
= [0.27(

2πRe

α2
)1+1.31Re−0.2

]
t

Ts
. (4.8)

We see that if the Womersley number is kept constant, contrary to when T ∗ is kept constant

(Eq. 4.7), increasing Re will increase vortex propagation. Also, by fixing Re and increasing Wom-

ersley number, vortex propagation decreases as predicted by [60].

To see if the proposed relation (Eq. 4.7) can scale the data of figure 4.8, S/D scaled with

Eq. 4.7 is plotted against t/Ts in figure 4.10. In this figure, Eq. 4.7 is a line with slope one (zero-

error line). The proposed relation not only collapses the numerical data of figure 4.8 around the

zero-error line, but also the scattered experimental data (shown more closely in the inset of figure

4.10), which were not part of the curve fitting process (Eq. 4.4). This is probably due to the fact

that the quasi-steady velocity of the vortex ring is close (maximum 15% difference) to the velocity

of the initial (isolated) one as discussed in the previous section. Note that we did not check this

scaling for closely spaced rings where they interact even after reaching quasi-steady condition. In

fact, this might be another reason that the proposed scaling for periodically generated rings works

for isolated ones as well. In the scaling of the experimental data, which are non-periodic, formation

time (TsUjet/D) is used which is equivalent to T ∗ here. Therefore, the above scaling can be used
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for non-periodic rings as well by using formation time in place of T ∗.

It is interesting to observe that the experimental data for non-periodic rings (except ? Webster

et al, 1998) fall below the zero-error line as observed in figure 4.10. It seems that during the early

formation of the vortex (t/Ts < 0.25) the isolated rings propagate slower relative to the zero-error

line, but after they are fully formed their trajectory follows almost the same slope as the zero-error

line. The slower speed of isolated rings during the formation process has been previously observed

[110]. The data for our periodic rings falls both above and below the line. We have observed that

the periodic rings are also slightly slower during their formation process, but it is overshadowed by

the effect of Re and T ∗ on the propagation of periodic rings. As we discussed in figure 4.9(b), the

propagation speed is more sensitive to T ∗ thanRe. RemovingRe from the equation by considering

the limit of Re → ∞, Eq. 4.7 simplifies to S/D = (0.27T ∗)t/Ts which shows a noticeable

degradation in collapse of data (R-squared = 0.88). Considering a constant β ≈ 0.3 (not β = aReb)

for Eq 4.4 and substituting into Eq. 4.6 provides another formulation for S/D = (0.27T ∗1.3)t/Ts

that is independent of Re. This formulation collapses the data (R-squared=0.97) almost as good as

Eq. 4.7 (R-squared = 0.98). The underlying reason is the small variation of β (0.24 < β < 0.43)

for the range of Re of our test cases—see figure 4.9(c). Although including the Re does not seem

to be necessary for the range ofRe tested here, such an approximation might not work well for very

high Re (Re � 10, 000 cases, which were not investigated here due to their high computational

cost). In addition, it is clear from figure 4.9(b) that the increase of Re at a constant T ∗ decreases

the propagation speed, i.e., excluding Re from the equation reduces the accuracy.

4.6 Conclusion

Based on different test cases for a range of Reynolds number, non-dimensional period, and

stroke ratio (Ts/T ), an empirical relation (Eq. 4.7) for the location of periodically generated vortex

rings is proposed. This equation not only scales the numerical results but also collapses the results

of experiments for non-periodic rings (figures 4.8 and 4.10). Based on our results, the number of

cycles needed for reaching the periodic state is controlled by T ∗ave. For cases with short T ∗ave = 1, it

takes more cycles to reach quasi-steady (cyclic) state because of the pairing process downstream of
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the newly generated ring. The stability of this process for these test cases is affected by Reave. Our

observations in the cyclic state show that for low T ∗ave ≤ 2 and high Reave ≥ 1400, the stopping

vortices deform into hairpin vortices and envelop the leading ones. However, by increasing T ∗ave

or decreasing Reave, the original form of the stopping vortices are maintained. The results show

that the periodic vortex ring velocity is close to the velocity of an isolated one (maximum 15%

difference). Based on our results, the vortex velocity Uv/Ujet becomes independent of the stroke

ratio when the average velocity is used in the definition of Reynolds number and non-dimensional

period. In this way, vortex ring velocity becomes only a function of the Reynolds number and

non-dimensional period. The vortex ring velocity is more sensitive to the non-dimensional pe-

riod (formation time) than the Reynolds number, and depends on them according to a power law

(Eq. 4.4). The results show that for a fixed non-dimensional period, vortex ring velocity decreases

by increasing the Reynolds number. However, if the Womersely number is kept constant (instead

of the non-dimensional period) then the vortex ring velocity increases by increasing the Reynolds

number (Eq. 4.8). On the other hand, keeping the Reynolds number fixed and reducing the non-

dimensional period (increasing the Womersely number) decreases the vortex ring velocity.
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5. VORTEX DYNAMICS OF BI-LEAFLET MECHANICAL HEART VALVES (BMHV)

In this chapter, the vortex dynamics of a bi-leaflet mechanical heart valve (BMHV) in an aorta-

left ventricle configuration is investigated. This chapter is organized as follows. First, the literature

review of the hemodynamics of BMHVs is provided in §5.1 for different implantation orientations.

Then, the computational set-up utilized for this study is presented in detail in §5.2. The reader is

referred to §2.1 for details of the numerical framework utilized for the flow solver of this chapter.

Next, in §5.3, the kinematics of the leaflets of the valves are discussed for different orientations

during multiple cycles. The vortex dynamics, shear stress distribution, and platelet activation for

different orientations are addressed in §5.4, §5.5, and §5.6, respectively. Finally, the outcome of

the results is discussed in §5.7.

5.1 Background

It is approximated that 156,000 surgical operations are performed each year in the US to replace

defective human heart valves [129], 20% of which are substituted by BMHV [130]. Despite the

decline in the usage of BHMV in recent years, these valves are considered a better option for

patients between 50 to 70 years old due to their high durability [131]. On the other hand, the

BMHVs are associated with generating non-physiological flow patterns, imposing high shear stress

on blood cells, which can cause thrombus generation [132]; thus, requiring patients to consume

anticoagulant drugs for the rest of their lives. The hemodynamics of implanted BMHVs have been

investigated in recent years in numerous experimental and numerical studies [133, 134, 135, 136,

137, 138].

The implantation orientation of BHMV is particularly important due to its bilateral symmetry

as opposed to the triradial symmetry of the aortic sinus area, which creates different flow patterns

compared to native heart valves [139, 140, 141, 142, 143]. The effects of implantation orientation

of St. Jude Medical BMHV (figure 1.1(c)) and Medtronic Hall tilting disk MHV (TMHV) (figure

1.1(b)) were investigated in an in vivo study on healthy pigs [144]. Their results showed that
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when the major orifice of TMHV is faced toward the right-posterior aortic wall, it produces less

turbulence [144]. For the BMHV, the same orientation showed lower turbulence compared to

the orientation perpendicular to it; however, the difference was not considerable. Later, the left

coronary flow for different valve orientations was studied [145]. It was found that when the BMHV

line of symmetry intersects the non-coronary cusp, i.e., the valve lateral orifices are aligned with

the right coronary cusp, it produces higher left coronary flow. In a separate in vitro study [146],

this orientation was associated with stronger forward flow and sinus recirculation, correlating with

higher coronary flow [147]. In a recent experimental study, St. Jude Medical BMHV and Lapeyre-

Triflo FURTIVA tri-leaflet mechanical heart valve were compared in terms of wall-shear stress

(WSS) [137] and found that the bi-leaflet valve imposes peak WSS near twice the magnitudes

of the tri-leaflet one. They reported that it was due to the magnitude of the jet-like flow and the

location of its impingement on the aortic wall [137].

A previous work studied the effects of BMHV implantation orientation in an anatomic aorta

[63] and found that despite the negligible effects of implantation orientation on shear stress distri-

bution in the aorta, valves with the plane of symmetry aligned with the plane of curvature of the

ascending aorta show better results in terms of the symmetrical motion of the leaflets and min-

imum rebound during the closing phase compared to other orientations. Afterwards, an in vitro

study[148] compared the turbulent and viscous stresses above the threshold of blood cells damage

criteria and found higher values for the valve with the plane of symmetry perpendicular to the aor-

tic plane of curvature, which was concluded to be the result of the impact of the lateral jet to the

aortic concave wall and higher velocity gradient due to the asymmetry of the valve central jet rela-

tive to the sinuses [148]. However, this study was limited to peak flow and center-plane of the aorta

and did not consider different cross-sections and time instants. In a recent numerical study [62],

BMHVs with different tilting angles were compared in terms of the kinematics of the valves in an

anatomic aorta and found that intermittent regurgitation is minimized for the valve with the pivot

axis parallel to the plane of curvature of the aortic root, which resulted in lower platelet activation

levels.
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In the previous work [63], the effects of implantation orientation were studied using an ax-

isymmetric inflow generated based on a prescribed physiological waveform, which might not be

a precise representation of the asymmetrical flow driven by a contracting left ventricle (LV). This

approximation might alter the effects of valve orientation during systole compared to diastole. To

investigate the consequences of asymmetric inflow by an LV, therefore, we have added a mov-

ing anatomic LV to the anatomic aorta to study the effects of implantation orientation on valve

kinematics and hemodynamics during both systole and diastole for multiple cycles.

5.2 Computational Details

The overset computational domain used for this study, as shown in figure 5.1, consists of two

sub-domains: the LV and the aorta blocks. The LV block contains the anatomic LV chamber with

contracting walls to which the mitral orifice is connected. The anatomic aorta block is connected

to the LV block via an interpolation interface and contains the BMHV (structural domain). The

anatomic LV and aorta geometries are reconstructed from magnetic resonance imaging (MRI)

scanned images of a healthy subject provided by the Cardiovascular Fluid Mechanics Laboratory

at the Georgia Institute of Technology with a method similar to [149] and meshed with triangular

elements as required by the CURVIB solver. The geometries are nondimensionalized with diameter

D = 25.4 mm of the aortic orifice.

In this study, turbulence modeling is not included and the blood is assumed to be Newtonian.

Since the blood flow is pulsatile, it only transitions to turbulence. It is not a fully turbulent flow

to use turbulence modelings such as Reynolds-averaged Navier-Stokes (RANS) and large eddy

simulation (LES) whose constants are obtained based on high Re fully turbulent channel flows.

Indeed, these turbulence models are highly diffusive and are not suitable for pulsatile low Re

transitional flows in human arteries. Therefore, similar to previous computational studies [63,

46, 150], all the features of the pulsatile flow are resolved by directly solving the Navier-Stokes

equations, and turbulence modeling is not included. The Newtonian fluid assumption is valid for

flows in larger arteries; however, in the small gaps between the BMHV and the housing, i.e., the

hinge area, the non-Newtonian effects could be dominant. Modeling the hinge area requires very
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fine mesh near the valve, which is beyond the scope of this work, and therefore blood is assumed

to be Newtonian.

Aorta 

block

LV block

Mitral inflow

BMHV

Z

Y X

Figure 5.1: The overset grid consists of two grid blocks: a box-shaped block that contains the
anatomic LV and a body-fitted block for the anatomic aorta, where the BMHV is placed. A cross-
section of the aorta body-fitted grid is plotted for only every five grid points for better illustration.

The LV geometry and the mitral inflow are placed as immersed boundaries inside the LV block

(grid box) of dimension 4.5D×4.4D×2.9D with 201×125×145 (3.6 million) grid points, which

is similar to the grid of related studies [151, 152, 153] that found it to be fine enough to produce

grid-independent results. The LV motion is prescribed based on a lumped parameter model [154],

which is used to provide the volume of the LV with a physiological stroke volume of 66mL and

ejection fraction of 55% [155]. The LV geometry is scaled by the cubic root of the volume in both
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axial and radial directions of the LV. However, the top of the LV, where the mitral and aortic orifices

are located, is fixed and the motion of 30% below the aortic outflow toward the LV apex is linearly

constrained to smoothly transition to the rest of the LV motion (see [81] for more details). The

prescribed motion of the LV generates a physiological flow waveform with one large systolic and

two smaller diastolic peaks (E-wave and A-wave, respectively) during one cardiac cycle (860 ms)

with the peak flow rate of 23.6 lit/min as illustrated by solid line in figure 5.2. The LV waveform

creates a systolic duration of 400ms, which is within the physiological range [156], measured from

the end of the second diastolic wave (A-wave) till the end of the systolic wave.
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Figure 5.2: The LV and aorta flow rates during one cardiac cycle (860 ms). The flow is visualized
in time instants marked with thick vertical red lines a, b, c, d, e, and f.

In order to simplify the outflow boundary condition, the main branches of the anatomic aortic
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arch, i.e., the coronary arteries, the carotids, the innominate artery, and the left subclavian artery,

have been removed [61]. While the leaflet kinematics during opening are not that sensitive to the

downstream geometry, they might be affected by the downstream geometry during the closing.

However, the flow rate through the coronary and branches are not high compared to the main

branch during the closing phase. Therefore, they are ignored in this study. A body-fitted curvilinear

grid with 161 × 161 × 401 (10.4 million) grid points has been utilized to discretize the anatomic

aorta. Previous validation studies [46, 61] have shown that such fine grids are adequate to capture

the valve kinematics and hemodynamics of the aortic arch with good accuracy. A cross-section of

the body-fitted grid for the aortic block is shown in figure 5.1 for only every five grid points for

clarity. In this study, the deformation of the aorta is assumed to be negligible; therefore, the aortic

block is considered rigid.

The valve and the housing geometries (clinical quality St. Jude Regent 23 mm valve) are

discretized with triangular grids (figure 5.3(a)) and placed at the beginning of the sinus area (fig-

ure 5.1) in three different orientations, each positioned 45 deg from the other, as illustrated in

figure 5.3(b). The different orientations are identical to the previous work [63], in which the 0

deg orientation corresponds to a case which valve plane of symmetry is parallel to the ascending

aorta’s plane of curvature, as shown in figure 5.3(b) with green leaflets. The location of left coro-

nary (LC), right coronary (RC), and non-coronary (NC) cusps are shown in figure 5.3(b) for clarity.

The 90 deg orientation is perpendicular to the aorta plane of curvature (red leaflets in figure 5.3(b))

and the 45 deg is oriented between the 0 and 90 deg orientations as shown with blue leaflets in

figure 5.3(b). The angle of attack of each leaflet with respect to the streamwise direction varies

from 5 deg, as fully open, to 59 deg, as fully closed [61].

Each leaflet is considered to rotate around the hinge axis of the valve; therefore, the angular

momentum equation governs the motion of the structure domain, which consists of a system of

second-order ordinary differential equations (ODE). These equations are transformed into a set of

first-order ODE and then integrated in time using the trapezoidal rule [46, 61].

The reduced-inertia of the valves are considered Ired = 0.001 similar to [63, 46, 61], as-
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Figure 5.3: (a) A typical BMHV with triangular mesh, as required by the CURVIB method. (b)
The location of valves inside sinus from a top view. The green, blue, and red leaflets correspond
to 0, 45, and 90 deg orientations, respectively. RC - right coronary cusp; LC - left coronary cusp;
NC - non-coronary cusp.

suming Polycarbonate as the leaflet material with a density of 1750 kg/m3 and blood density of

1030 kg/m3. As in the previous work [63, 46, 61], the hinge geometry, which connects the leaflets

to the valve housing, has been removed. Additionally, the damping due to the hinge friction has

been neglected, since it is small relative to the flow forces and there is no precise experimental data

available. As the LV contracts according to its prescribed waveform (solid line in figure 5.2), the

aortic valve opens while the mitral valve remains closed. During this phase, the convective bound-

ary condition is applied at the aortic block outflow similar to [63, 46, 61]. By the beginning of the

diastolic phase, the outflow of the aortic block reverses to an inlet with pulsatile plug flow accord-

ing to the dashed waveform in figure 5.2 and the mitral valve opens as the second inflow. In this

work, the mitral valve is replaced with a circular orifice with the diameter of 22.4mm. Despite the

potential effects of the mitral valve on the LV vortex ring during the diastole [157], the mitral valve

does not significantly affect the flow during systole (because it is closed) or the aorta when the aor-

tic valve is closed. The equations are nondimensionlized using the aortic diameter D = 25.4 mm
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and the peak bulk velocity U = 0.778 m/s at 70 bpm, leading to the peak Reynolds number of

Re = 6000 with blood viscosity of ν = 3.3 × 10−6 m2/s. Each cardiac cycle is discretized with

5000 time instants, leading to the physical time step of ∆t = 0.17 ms for all different orientation

simulations similar to a previous work [80]. In order to investigate the effects of ventricular flow,

all of the simulations are performed for at least two cycles. For 0 deg orientation, an extra (third)

cycle is performed to illustrate the cycle-to-cycle variations in valve kinematics.

As discussed earlier, the motion of the LV was prescribed while the motion of leaflets are calcu-

lated using the under-relaxed SC-FSI algorithm enhanced with the Aitken acceleration technique

[46]. Our results show that this method reduces the residual (i.e., the difference in angular velocity

and position of each leaflet between two successive iterations) by about 4 orders of magnitude to

10−6 within 5 iterations.

5.3 Leaflet Kinematics

The calculated leaflet angles for different orientations are shown in figure 5.4 for multiple

cycles. The insets in the plots for each orientation illustrate the opening phase of leaflet kinematics

in detail. The flow waveform of the LV is also included in the plots to give a better view of the

leaflet kinematics with respect to the related time instant during the cycle. For convenience, we

shall refer to the first-to-fully open leaflet as leaflet 1 for each orientation, and subsequently, the

other leaflet will be referred to as leaflet 2. As it is shown in the insets, for all the orientations, both

of the leaflets for the first cycle have a 30 ms delay to start to open compared to the later cycles.

This causes the rebound during the beginning of the opening for the first cycles for all orientations.

However, the leaflets for the first cycle show higher acceleration so they reach fully open position

almost at the same time compared to the later cycles. Therefore, for all orientations, there are

no cycle-to-cycle variations in reaching the fully open position for both leaflets. The insets of

figure 5.4 show that leaflet 1 fully opens simultaneously for all different orientations; however,

leaflet 2 for 0 deg orientation reaches fully open slightly sooner than other orientations. There are

6, 11, and 13 ms time differences between reaching fully open position for leaflets 1 and 2 for 0,

45, and 90 deg orientations, respectively. Therefore, 0 deg orientation shows less asymmetry in
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the opening phase than the other ones. The results show that the rebound duration for leaflets 1

after reaching the opening position till fully open again are 10, 15, and 13ms for 0, 45, and 90

deg orientations, respectively. Additionally, as it is shown in the inset of figure 5.4(a), the opening

phase of the valve with 0 deg orientation for second and third cycles are very similar, i.e., it reaches

the quasi-steady state for the opening phase.

As it is shown in figure 5.4, during the closing phase of valves, there are high cycle-to-cycle

variations in the kinematics of the valves compared to the opening phase. In order to better illus-

trate these fluctuations, an extra cycle (third cycle) of 0 deg orientation is plotted in figure 5.4(a),

which shows the difference in valve full closure timing, varying from 410 ms for the second cycle

to 640 ms for the third one. These cycle-to-cycle variations in the closing phase are in accordance

with previous experimental results of Dasi et al. [158] in an axisymmetric aorta, where they have

reported fluctuations as high as 60%. Since high cycle-to-cycle variations are observed for the

valve with 0 deg orientation by performing the third cycle, showing the same variations for other

orientations does not provide any additional new information but adds significantly to the com-

putational costs. Each cycle takes about 10 days to two weeks on over 300 cpus. Therefore, we

only report the additional cycles for one orientation. Similar to a previous study for an anatomic

aorta without the contracting LV [63], the leaflets during the closing phase show high asymmetry

compared to opening phase. However, here, neither of the orientations show advantage in terms of

symmetrical closure in their leaflet kinematics when different cycles are compared. For all of the

orientations and cycles that both leaflets close during the first diastolic wave (E-wave), closing the

second-to-close leaflet causes the other one to rebound after reaching the closed position; however,

these rebounds can differ for different orientations and cycles, ranging from 2 to 36 deg. In addi-

tion to rebound during the end of the closing phase, all orientations show considerable rebounds

during the beginning of the closing phase. These rebounds are higher for the second cycles (10 to

15 deg) and cause the other leaflets to rebound after reaching the closed position.

The transvalvular pressure difference between LV and aorta are plotted in figure 5.5 for the

valve with 0 deg orientation during three consequent cycles. The pressure differences are associ-
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ated with the average pressures on z-planes located immediately before the housing (LV side) and

0.5D after the housing (aortic side). As it is clear in figure 5.5, the transvalvular pressure follows

the aortic flow rate waveform in a reversed manner as expected. It generates a pressure difference

of −30mmHg during systole while creating a small pressure difference for the diastole. Note that

in numerical simulations, one can only prescribe flow or pressure boundary conditions (not both)

to have a well-posed problem. Due to the prescribed velocity boundary condition for the aorta

equal to the rate of volume change of LV, the pressure difference across the valve cannot be explic-

itly imposed. Therefore, the valve closure times are different for different cycles and orientations,

while the regurgitation remains constant.

5.4 Vortex Dynamics

In this section, the vortex dynamics of aorta-LV assembly are illustrated for the second cycle

of three different orientations to include the remaining flow features from the previous cycle. The

contours of out-of-plane vorticity are visualized in figure 5.6 for time instants shown in figure 5.2

during a cardiac cycle. In order to show aorta and LV blocks in the same figure, the out-of-plane

vorticity contours of aorta and LV blocks are plotted on mid-planes of 90 deg orientation valve

and LV, respectively, for all orientations. The early systole (figure 5.6(a)) for all of the orientations

starts with organized shear layers developed between two leaflets, the housing wall, and the sinuses

as reported in the previous experiments [159] and simulations [63]. By reaching the peak systole

(figure 5.6(b)), these layers rapidly break into small-scale structures and dominate the flow till the

end of systole in the ascending aorta.

As shown in figure 5.2, the aortic flow rate waveform includes leakage flow [158], which helps

keeping the valve closed during the diastolic phase. This leakage flow creates a strong jet by the

start of first diastolic wave (figure 5.6(c)), which interferes with the mitral vortex ring, similar to

the results of Le et al. [160]. Our results show that the part of the vortex core which is located near

the anterior wall (aortic side) is significantly affected by the leakage flow jet while the vortex core

near the posterior wall remains intact for a longer time as shown in figure 5.6(d). This accelerates

the mitral vortex breakup as it propagates in direction of the LV apex (figure 5.6(e)). During this
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time, a smaller shear layer is generated because of the second diastolic wave. As it is shown

in figure 5.6(f), the small-scale structures created after the breakdown of mitral vortex rings and

aortic backward flow jet persist till the end of diastole and affect the valve kinematics for the next

cycle. In general, all three orientations show similar flow during the opening phase (early systole)

but significant differences are observed during the closing (late systole and diastole) due to the

dominance of the small scale turbulent structures in the aorta and LV, which contributes to the

cycle-to-cycle and orientation differences seen in valve kinematics.

The three-dimensional vortical structures are visualized in figure 5.7 using the iso-surfaces of

q-criteria [9] at different time instant marked in figure 5.2 from the second cycle for three orienta-

tions. As discussed before, qualitatively, similar organized vortical structures are observed shed-

ding from valve orifices and sinuses for all of orientations during the early systole (figure 5.7(a)),

which break down into asymmetric small scale chaotic structures after peak systole (figure 5.7(b)).

In such an asymmetric flow, valve orientation can play an important role in leaflet kinematics. As

it is shown in figure 5.7(a),(b), during the systole, the leftover vortical structures from the previous

cycle inside the LV are elongated and sucked into the aortic root similar to the previous simulations

[160]. The existence of these structures for the second and third cycles might be the underlying

reason for the differences in leaflet kinematics observed during the beginning of the opening phase

between the first and later cycles (see time interval of 0 to 30 ms in insets of figure 5.4). Fig-

ure 5.7(c) illustrates the strong jet created due to the backward flow, which perturbs the aortic side

of the mitral vortex ring (figure 5.7(d)), causing the ring to be inclined toward the posterior wall.

The asymmetric vortex ring breaks up and creates worm-like structures (figure 5.7(e)) inside the

LV which persist till the end of the cycle (figure 5.7(f)).

To test the scaling law proposed in §4, we plotted the location of the second mitral vortex ring

in the second cycle of the 0 deg orientation (figure 5.8(a)). In order to use the scaling, only the

first diastolic wave shown in figure 5.2 (E-wave) and mitral orifice diameter are considered for the

calculation of non-dimensional numbers since only this part of the LV flow rate drives the first

diastolic mitral vortex ring. This gives a Reynold number of Reave = 536 and a non-dimensional
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period of T ∗ave = 3.03. Our results show no trailing jet behind the formed vortex ring as the low

stroke ratio of 3.03 suggests based on the formation number discussed by Gharib et al. [109]. As

it is shown in figure 5.8(b), the scaling law collapses the location of the mitral vortex ring with an

R-squared of 0.99. Note that we only tracked the first mitral ring before its high interaction with

the leakage flow.

5.5 Shear Stress

In order to evaluate the mechanical forces acting on blood cells, viscous stress distributions are

studied for all three valve orientations in the ascending aorta. The second-order shear stress tensor

σij is reduced to a coordinate-independent scalar shear stress τ based on the formulation outlined

by Apel et al. [161] as

τ = [
1

6

3∑
i,j=1

(σii − σjj)(σii − σjj) + σijσij]
1/2 (5.1)

Figure 5.9 shows the histograms of scalar shear stress in the ascending aorta for three valve

orientations at time instants marked in figure 5.2 during the second cycle. Similar to subsection5.4,

the results of the second cycle are investigated to include the remaining flow features from the

previous cycle. The histograms show the percentile of the number of occurrences f(τ) of a scalar

shear stress value τ in intervals with width 0.1 dyne/cm2 to the total number of occurrences.

Figure 5.9(a) shows the percentile of occurrences of scalar shear stress for shear values with the

highest occurrences while figure 5.9(b) shows the percentile of shear stresses with high values.

It can be observed that the valve orientation does not significantly affect the distribution of shear

stress in the ascending aorta. Figure 5.9(a) shows that for all of the orientations, the most frequent

values of shear stress increase as the flow reaches the peak systole (times ta and tb). This trend

continues until we reach the peak diastole (time tc) due to the fact that most of the domain becomes

affected by the high shear flow generated near valve and sinus areas. Later, the high occurrence

values of shear stress decrease to their lowest at time tf as flow comes to rest.

The histogram of figure 5.9(b) illustrates a correlation between the occurrence of high-value
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shear stress and the flow rate as reported in previous simulations [63]. It can be observed that higher

histogram values occur at peak systole (tb) and mid systole (ta), respectively. Histogram values of

peak diastole (tc) show higher values compared to other time instant (te and tf ). Additionally, for

all of the orientations, %99.5 of the shear stresses observed in the ascending aorta were less than

150 dyne/cm2 which is in the range of previous simulations and experiments reported by Ge et

al.[20].

5.6 Platelet Activation

In this work, the performance of MHV at different orientations is investigated in terms of shear-

induced platelet activation in an Eulerian framework. In order to ensure the model-independent

results, two platelet activation models are considered: (1) linear level activation, which is the in-

tegration of shear stress times exposure time on the platelet path [162]; and (2) the Soares model,

which accounts the effects of loading rate and sensitization [163]. The reader is referred to [136]

for details of the implementation, validation, and sensitivity studies of our platelet activation frame-

work of these models.

The integration of platelet activation in the ascending aorta is shown in Fig. 5.10 for three

different implantation orientations during two consecutive cycles using linear and Soares models.

For the second cycles, while the remaining flow features from the previous cycle is considered in

the domain, in order to compare the platelet activation levels generated at each cycle, the platelet

activation from the previous cycle is not included, i.e., the platelet levels start from zero for the

second cycle similar to the first one. The platelet activation of each model is normalized by the total

platelet activation in 0 deg orientation at the end of the first cycle, i.e., the normalized activation for

0 deg orientation is 1 at the end of the first cycle regardless of the activation model. It is clear from

Fig. 5.10 that the implantation orientation does not have a major effect on the platelet activation

regardless of the activation model with less than 8% difference between the orientations at the end

of each cycle. Comparing results of different cycles shows that the remaining flow features from

the first cycle change the total platelet activation at the end of the second cycle by about 106% and

73% the total platelet activation in the first cycle for linear and Soares models, respectively.
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5.7 Discussion

The kinematics of the valves with different orientations showed that during the opening phase,

there are negligible cycle-to-cycle variations between leaflets movement after the first cycle, which

is attributed to the laminar and reproducible feature of the flow during the early systole (Fig. 5.6(a)),

consistent with previous experimental study in a straight aorta [159], i.e., flow remains organized

and laminar at early systole even in the anatomic LV and aorta. During this phase, valves with dif-

ferent orientations show relatively symmetrical kinematics in terms of synchronous movement of

the leaflets, similar to the previous study without the contracting LV [63]. At near peak systole, as

vortex shedding of the leaflets starts (Fig. 5.6(b)), the small scale, turbulent-like structures emerge,

which continue till the closing phase of the valves (Fig. 5.7(c)). The presence of these structures

causes cycle-to-cycle vorticity variations in the flow in the aortic root, which could cause signif-

icant fluctuations in the forces exerted on the leaflets during different cycles; therefore, for the

first time, to the best of the knowledge of the author, elucidating the reasons behind cycle-to-cycle

variations in leaflet kinematics (Fig. 5.4), which were also observed in a previous experimental

study [159]. Consequently, in stark contrast to the previous study without the contracting LV [63],

where the 0 deg orientation showed less asymmetry and rebound, our results show that there is not

a preferred valve orientation in terms of symmetrical closing and minimum rebound of the leaflets,

which are important parameters in determining the amount of intermittent regurgitation [164].

The shear stress histograms illustrated that valve orientation does not have a significant effect

on the distribution of viscous shear stress in the ascending aorta (Fig. 5.9), which is consistent with

the previous simulations [63] for a flow in ascending aorta driven without LV. Recently, in-silico

results of Gulan and Hozler [165] showed that while the valve orientation has major effects on

local shear stress distribution but its effects on spatially averaged shear stress are not considerable.

In addition, the animal study of Kleine et al.[144] concluded that the orientation of BMHV did not

have a significant effect on the Reynolds stresses. While the Reynolds and viscous shear stresses

are different metrics but putting together these studies suggests that valve orientation does not

have a significant effect on the hemodynamic stresses exerted on blood elements. This is further
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confirmed by calculating shear-induced platelet activation using two different mathematical models

in the ascending aorta for two cycles, which showed less than 8% difference in the total platelet

activation levels among different orientations.
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Figure 5.4: Leaflet kinematics for (a) 0, (b) 45, and (c) 90 deg orientations. The insets in each
figure are zoomed-in views from the opening phase of leaflet kinematics.
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Figure 5.5: The transvalvular pressure difference between LV and aorta for the valve with 0 deg
orientation during three consequent cycles.
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Figure 5.6: Instantaneous non-dimensional out-of-plane vorticity (ΩD/U ) for 0 deg (left), 45 deg
(middle), and 90 deg (right) orientations. a, b, c, etc., correspond to the time instants marked in
figure 5.2 within the cardiac cycle.
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Figure 5.7: Vortical structures are visualized by iso-surfaces of q-criteria for 0 deg (left), 45 deg
(middle), and 90 deg (right) orientations. a, b, c, etc., correspond to the time instants marked in
figure 5.2 within the cardiac cycle.
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Figure 5.8: Location of the first mitral vortex ring (a) before and (b) after the scaling for the second
cycle of the 0 deg orientation.
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Figure 5.9: Histograms of scalar shear stress in the ascending aorta for 0 deg (solid lines), 45 deg
(dashed lines), and 90 deg (dotted lines) orientations during the second cycle for: (a) scalar shear
values with the highest percentile and (b) high scalar shear values. f is the percentile of the number
of occurrences of a scalar shear value τ in intervals with width ∆τ = 0.1 dyne/cm2 to the total
number of occurrences. a, b, c, etc., correspond to the time instants marked in figure 5.2 within the
second cardiac cycle.
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Figure 5.10: The integration of platelet activation over the ascending aorta for 0 deg (solid lines),
45 deg (dashed lines), and 90 deg (dotted lines) orientations during two consecutive cycles us-
ing different models. The platelet activation for each model is normalized by the total platelet
activation in 0 deg orientation at the end of the first cycle.
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6. VORTEX DYNAMICS OF BIO-PROSTHETIC HEART VALVES (BHV)

In this chapter the coupled CURVIB flow solver and FE structure solver, incorporating non-

linear and anisotropic material model and proposed contact model, will be used for FSI simulations

of a BHV in a straight aorta for a complete cardiac cycle. In §6.1, a literature review for the

contact modeling and FSI simulations of BHV are provided. The computational details of the FSI

simulations are discussed in §6.2. The kinematics of the valves are presented for the FSI simulation

in §6.3 and compared with the dynamic simulation results. The velocity field, vortex dynamics, and

shear stress distribution in the straight aorta are addressed in §6.4, §6.5, and §6.6, respectively. In

§6.7, two different mathematical models of platelet activation are used for investigating the platelet

activation levels in the straight aorta. Finally, the conclusions of this simulation are discussed in

§6.8.

6.1 Background

The main function of heart valves (HV) is to ensure unidirectional flow through the cardiovas-

cular system with the minimum backward flow (regurgitation) during specific time intervals in a

cardiac cycle. Despite the fact that HVs have different structural features, e.g., mitral valves have

two leaflets while aortic valves have trileaflet structure, all of them use the proper coaptation of

the free edges of their leaflets to prevent regurgitation during the closing phase of the HVs, which

is an important parameter in determining the valvular health [64]. The proper modeling of the

coaptation of leaflets, i.e., contact modeling, in numerical simulations is not straightforward and

adds to the challenges of modeling of tissue heart valves, e.g., non-linearity and anisotropy of the

materials, and high deformation [22, 166].

One of the main challenges of tissue heart valve simulations is the inter-leaflet contact handling

during the closing phase of valves in a physiological cycle. The solution to the contact problem

breaks into two main steps: (1) contact detection and (2) interpenetration prevention. At each

time step, both of these steps must be applied; therefore, it could be computationally expensive.
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In order to reduce the computational cost of the first step, some studies restricted their contact

detection to a prescribed region near the free edges [10]. Others implemented a more general and

efficient approach by dividing each leaflet mesh into smaller regions (control cells) and searching

for contact only in a smaller number of grid points [78].

In order to take the second step efficiently, Kim et al [6] used master-slave method with three

virtual vertical planes located between leaflets as slave surfaces upholding a 120o angle, which

is based on threefold symmetry assumption. Later, Borazjani showed threefold symmetry breaks

in early systole and adopted the penalty method [78]. The penalty method has been widely used

to handle the interpenetration problem [10, 65, 167, 168, 66, 67] due to easy implementation.

The penalty method uses predefined forms of contact force, e.g., equation 3.6, which may be ap-

plied to the node contacting an element in the direction of the element normal [90]. The contact

forces applied in this manner are generally prone to convergence problems [169] and are based

on numerical experimentation for a specific problem [24] and may not be suitable for different

configurations [170], which can cause interpenetration or non-smooth edges if applied in lower

or higher than required magnitudes, respectively. To overcome these problems the Lagrange mul-

tiplier method[169] can be used, which preserves the impenetrability constraints; however, it re-

quires the solution of an augmented system of equations, which is not feasible for high-resolution

simulations. Applying the variational non-smooth technique to the contact problem has been done

both implicitly [171] and explicitly [79]. The more recent variational-based explicit contact model-

ing method, termed decomposition contact response (DCR), [79] applies the impenetrability con-

straints and exchange of momenta separately. In this method, the penetration is measured using

signed volume of intersection of elements, which is removed using closed point projection. The

transfer of momentum is performed using self-equilibrating impulses to the nodes participating in

the impact [79].

In this study, we employ a novel and efficient method, described in §2.3, which applies the im-

penetrability constraints and exchange of momenta independently, similar to reference [79]; how-

ever, the transfer of momenta between the contacting bodies is applied using the simple particle-
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particle impact equations with some considerations using coefficient of restitution. The validity of

the proposed method is established by performing two impact benchmark problems and comparing

to a set of experimental BHV data as discussed in §3.3. Furthermore, the smooth edges and zero

gaps between the leaflets for this method are compared to the results taken by the penalty method

of equation 3.6.

In general, there are three main computational approaches for modeling BHV: structural me-

chanics (SM), computational fluid dynamics (CFD), and FSI [22]. SM models are divided into

two categories: static SM, which uses a constant uniform pressure loading applied to a fully closed

valve [172] and dynamic SM, which considers the time variations of pressure waveform in the

cardiac cycle [173]. Early studies used linear isotropic material models to simulate the BHV

[174, 175]. Petterson et al. [176] showed the effects of material non-linearity on compressive and

tensile stress distributions on the leaflet. Later, the influence of anisotropy has been investigated

and shown that a small amount of anisotropy can significantly affect the mechanical behavior of

the valves [177]. Driessen et al. [178] used an isotropic matrix with fiber-reinforcement to model

the anisotropic linear material model. Kim et al. [179] used a Fung-type elastic constitutive model

to consider anisotropy and non-linearity of the leaflets based on the experimental results. The thin

structures of leaflets may be modeled considering in-plane stresses only, i.e., membrane elements

[180], or in-plane and bending stresses, i.e., shell elements [181]. The experimental results of Iyen-

gar et al. [182] showed that due to large deformation of BHVs, bending stresses are substantial

during cardiac cycle. The first model presented by Kim et al. [179] considered a linear isotropic

approximation of moment-curvature relationship. Later, a nonlinear anisotropic shell element has

been presented from three point bending tests [183] and added to Fung-type membrane model [6].

In order to study the details of fluid-induced pressure and shear stresses on the leaflets, FSI anal-

ysis is required. For coupling the fluid dynamic equations of blood flow with structural mechanics,

two main approaches are available [184]: the boundary conforming methods, in which fluid grid

moves with boundary, and non-boundary conforming methods, in which fluid grid does not moves

with the moving boundary. In boundary conforming methods, e.g. the Arbitrary Lagrangian Eule-
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rian (ALE) formulation [185], the fluid mesh needs to be displaced and deformed constantly, which

makes the three-dimensional simulations of HVs very expensive due to high deformations and adds

artificial diffusivity due to projection of the fluid solution from the older grid to the new one [22].

In the non-boundary conforming methods, e.g., Immersed Boundary (IB) methods [43], the move-

ment of boundary does not require the fluid mesh update, which reduces the computational cost.

However, in these methods, high resolution grids are required near the immersed fluid-structure

interface, due to diffuse interface implementations. To overcome this drawback, sharp-interface

curvilinear immersed boundary (CURVIB) method is introduced [186, 42, 187]. Borazjani [78]

coupled the CURVIB method with nonlinear large deformation FEM to simulate FSI of a BHV,

while neglecting the bending stiffness of the structural model. Gilmanov et al. [188] extended the

CURVIB method to fluid-shell interaction but only simulated the systole phase of cardiac cycle. In

this chapter, the FSI simulation of a BHV in a straight aorta is performed for a thin shell element

with material non-linearity and anisotropy, incorporating the new physic-based contact method.

6.2 Computational Details

In order to investigate the dynamics of the BHV more realistically during a physiological car-

diac cycle and study the hemodynamics of the flow in the aorta, the FSI simulation of a BHV is

performed. Here, we coupled the FE and CURVIB using the strong coupling of Borazjani [48],

which used under-relaxation with Aitken acceleration technique to improve the stability of the cou-

pling. Additionally, the proposed contact model of §2.3 is implemented for the closing phase of

the valve dynamics. The non-linear and anisotropy material model for a pericardial BHV of Kim

et al. [6] (see §2.2.3) is used as the leaflet constitutive equations for both bending and membrane

responses similar to the dynamic simulations of §3.3.5; however, here, only an asymmetric fiber

orientation is simulated (figure 3.14(b)). The same leaflet thickness, height, and radius of §3.3.5 is

considered for the geometry of the BHV. As shown in figure 6.1, the BHV is mounted on a rigid

support structure and stent and placed in an straight aorta. An inlet constant velocity is applied at

the inlet according to the waveform illustrated in figure 6.2. A convective outflow is considered at

the outlet and no-slip boundary condition is applied at the walls of the aorta.
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Inflow Outflow

Deformable leaflets
Rigid support structure and stent

Figure 6.1: Computational domain for FSI simulation of a BHV in a straight aorta. The inflow is
a pulsatile physiological flow and a convective outflow is applied at the outlet. No-slip boundary
condition is considered for the aorta walls.
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Figure 6.2: The physiological inflow waveform during one cardiac cycle (850 ms) is used for the
inlet boundary condition of the FSI simulation of a BHV in a straight aorta.

The straight aorta (figure 6.1) is discretized using a curvilinear mesh with 201×201×241 grid

points in two transverse and streamwise directions, respectively. A triangular mesh with 873 grid

points is used for the discretization of each leaflet.

The equations are non-dimensionalized using the aortic diameter of D = 25.82 mm and peak

systolic velocity of U = 0.654 m/s at 71 bmp, which gives a physiological peak systolic flow rate
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[189] of 20.55 lit/min. By considering the blood density and viscosity of ρ = 1200 kg/m3 and

µ = 5.6 × 10−3Pa.s, respectively, the peak systolic Reynolds number of Re = 3818 is achieved,

which is within the physiological range [190]. A nondimensional time step size of 0.005 is chosen

for this simulation, which is equivalent to a physical time step size of 0.194 ms, leading to a total

of 4311 time steps to cover the complete cardiac cycle with a period of 850 ms. In this simulation,

utilizing the SC FSI algorithm, reduced the residuals by 3 orders of magnitude in 3-12 strong

coupling iterations.

6.3 Leaflet Dynamics

The deformations of the BHV colored by major in-plane principal Green-Lagrange strain

(MIPE) from the FSI simulation are shown in figure 6.3 for different time steps from the side

and top views. Four snapshots on the first column show the status of the BHV in the systolic phase

while the second column illustrates that of the diastolic phase. One of the main differences in the

kinematics of BHV in FSI simulations compared to dynamic simulations (see §3.3.5) is the latency

of the response of the BHV to hydrodynamics forces. Note that while the velocity and pressure

boundary conditions implemented for FSI and dynamics simulations, respectively, are not neces-

sarily relevant but they both are taken from physiological human cardiac cycles. The time that it

takes for the BHV to reach the state of time t = 0.03s in figure 6.3 is way longer than that of the

similar state for the dynamic simulation (t = 0.008s in figure 3.18). This difference is due to the

uniform loading of the dynamic simulations in contrast to the transient hydrodynamic loading in

FSI simulations, which previously has been reported [24, 10]. According to figure 6.3, it takes

about 0.06s for the valve to rapidly open then there is an approximate 0.16s maximum valve open-

ing state (t = 0.06s to t = 0.22s), and finally valve closes in 0.11s (t = 0.22s to t = 0.32s).

The duration of these events is in good agreement with previous experimental and numerical stud-

ies [191, 192, 10, 193]. Note that the valve closure consist of two stages; the slow closure that

occurs approximately from t = 0.22s to t = 0.31s and rapid closure, which happens during the

reverse flow (from t = 0.31s to t = 0.32s). The difference in valve velocity during these stages

generates vortex rings, which will be discussed in §6.5. Additionally, the FSI results show that the
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valve starts to close during the forward flow (t = 0.22s), which was reported in the previous FSI

simulation [24].

Systole Diastole

t = 0s

t = 0.03s

t = 0.04s

t = 0.06s

t = 0.22s

t = 0.25s

t = 0.31s

t = 0.32s

Figure 6.3: Deformation of the BHV from FSI simulation during the cardiac cycle, colored by
major in-plane principal Green-Lagrange strain (MIPE) for 4 time instants of systolic (column 1)
and diastolic (column 2) phases from the side and top views.
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As it is shown in figure 6.3, during the whole opening phase, similar to the dynamic simulation,

the commissures show the highest strains; however, during the last stages of the opening phase,

the belly region also shows high values, which is illustrated as the red patches on the belly at

t = 0.05 − 0.06s. This is in contrast to the dynamic simulation, where the belly remains as a

low-strain region (see figure 3.18). In order to better illustrate the differences between the valve

kinematics for the dynamic and FSI simulations, the perpendicular bisection plane of one of the

leaflets is illustrated in figure 6.4(a,b) during the opening and closing phases, respectively. The

red and blue lines correspond to the dynamic and FSI simulations, respectively. Note that the

results did not show major differences between the dynamics of different leaflets; therefore, only

the bisection of one of the leaflets is presented in figure 6.4. One of the main differences between

the deformation of the leaflets is that in the dynamic simulation, the free edges of the leaflets deflect

prior to the belly region, while in the FSI simulation, the belly undergoes high deflection first, i.e.,

in the dynamic case, the deformation starts with the free edges in contrast to FSI case, which the

deformation begins in the belly region. The leaflet kinematics in the FSI simulation is according

to the previous in-vivo [194] and in-vitro [195, 182] observations and FSI data [189, 192, 10], and

as outlined by [10] is due to the non-uniform pressure distribution over the leaflet. This is shown

in figure 6.5(a) for the opening phase, which illustrates a lower hemodynamic pressure loading on

the free edges with the maximum loading in the belly region.

During the closing phase, the leaflets show similar strain distribution for the FSI and dynamic

simulations, as seen in the second column of figure 6.3 and 3.19, respectively. However, during

the fully closed state, the dynamic case (t = 0.35s) shows significantly large strain values, while

the FSI case (t = 0.32s) shows comparable strain values compared to the previous time instants.

This is due to the different boundary conditions applied for the two simulations. As it is shown

in figure 6.4(b), the pattern of the deformations during the closing phase for both of the simula-

tions are similar except for the state of number 4. Similar to the opening phase, this stems from

the pressure distribution for the FSI case, while in contrast to the opening phase, here the pres-

sure contours show relatively uniform pressure distribution (figure 6.5)(b)), which resembles the
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Figure 6.4: perpendicular bisection plane of the leaflet for (a) opening and (b) closing phases.
The red and blue colors correspond to dynamic and FSI simulations, respectively. The numbers
correspond to the row numbers in figures 3.18 and 3.19 for dynamic simulations of the valve with
asymmetric fiber orientation and figure 6.3 for FSI simulation.

uniform pressure distribution of the dynamic case.

It is interesting that the swirling motion discussed for an asymmetric fiber orientation of a

dynamic simulation in §3.3.5 is observed here, too. For a better illustration, the swirling motion of

the dynamic and FSI simulations are shown in figure 6.6. It is clear that while the swirling motion

is repeated in FSI simulations but it shows a reverse motion compared to the dynamic one. The

small non-uniformity in the pressure distribution might be the underlying reason as the leaflets

during this time are very unstable and move rapidly.

6.4 Velocity Field

In this section, the velocity field of the straight aorta around the valve is discussed. As the

valve opens and closes the shape of the aortic orifice changes, which has a direct consequence on

the shape of the aortic jet. Figure 6.7 shows the contours of velocity magnitude on several axial

locations during the opening and accelerating phases. The slices are located at z/D = 0.1, 0.5, 1,
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(a)

(b)

Figure 6.5: Pressure distribution (KPa) for (a) opening (t = 0.06s) and (b) closing (t = 0.25s)
phases of the FSI simulation from side and top views.

and 1.5 from the edge of the BHV in an open position. In figure 6.7(a), when t = 0.06s, the first

slice shows a hexagon shape representing the shape of the valve during the opening phase; however,

the second and third slices show triangular shapes, which are due to the triangular shape of the

opening during the earlier times (figure 6.3 at t = 0.03s). An interesting observation is that the

orientations of these triangles are flipped from the second slice to the third one. This phenomenon

is called "jet flipping" and is previously studied for non-circular stationary jets [196, 197] at axial

location in the range of z/D = 0.1 and 1 and is recently observed in a FSI study of a BHV [10].

The last slice at this time instant does not show a relatively circular shape, which might be due to

the inertial effects of the fluid on the shape of the jet. In figure 6.7(b), which shows the shape of
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Figure 6.6: Comparison of the swirling motion of the BHV leaflets during the closing phase for (a)
dynamic (t = 0.21s) and (b) FSI (t = 0.31s) simulations for an asymmetric fiber orientation.

the jet at t = 0.08s, the location of the flipped jets are moved to the third and fourth slices. During

this time, the flow reaches the peak systole and the instabilities start to emerge, as the shapes of

the triangles begin to get distorted. These instabilities are amplified in figure 6.7(c,d) as there are

no visible well-defined shapes are observed for the third and fourth slices.

Figure 6.8 shows the contours of axial velocity component on y-plane during the complete car-

diac cycle. At early systole (figure 6.8(a)), the velocity contours show well-organized jets, shaped

based on the valve opening geometry. As the flow proceeds into the mid-systole (figure 6.8(b)) the

instabilities start to emerge on the circumference of the jet, while the shape of the jet front is still

well-defined. At the same time, a retrograde flow starts to occur near the valve in the sinus area,

which is colored with dark blue. In the peak systole, as shown in figure 6.8(c), the instabilities

are intensified, which leads to the oscillatory aortic jet [198]. This shading continues during the

forward flow (6.8(d)) and occurs approximately at z/D = 2 with a core jet velocity of about 2m/s,

which is consistent with the in-vitro observation of Hasler and Obrist [193]. The impingement of

the jet on the aortic wall causes stagnation points with high pressure, which develops a retrograde

flow in the sinus area as shown in dark blue in figure 6.8(c,d). As the flow starts to decelerate
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Figure 6.7: Contours of velocity magnitude at times (a) t = 0.06s, (b) t = 0.08s, (c) t = 0.1s, and
t = 0.12s on z-plane slices located respectively from left to right at z/D = 0.1, 0.5, 1, and 1.5
from the edge of the BHV in an open position.

(figure 6.8(e)), the positive pressure gradient causes a large portion of the flow near to the aortic

wall to reverse direction, consequently, accelerating the closing of the valve (figure 6.8(f)). There-

fore, the closing phase of the valve can be categorized into slow and rapid closure which happens

during the decelerating and negative phases of the inflow waveform. The rapid closure of the valve

creates a small sudden forward flow with circular vortex ring in the center of the aorta, which will

be discussed more thoroughly in the next section.
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Figure 6.8: Contours of velocity component in axial direction (z) on y-plane at times (a) t = 0.02s,
(b) t = 0.05s, (c) t = 0.08s, (d) t = 0.12s, (e) t = 0.3s, and (f) t = 0.32.
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6.5 Vortex Dynamics

The contours of out-of-plane vorticity are illustrated in figure 6.9 on the y-midplane of the

aorta for six time instants during the complete cycle. Figure 6.9(a) shows well-organized layers

of vorticity created along the valve opening at early systole. Two vortex rings can be seen in this

time step. The first one which is separated from the valve shear layer at an earlier time is due to

the roll-up of the vorticity at the time when the valve was almost closed. As it was mentioned in

§6.3 and shown in figure 6.4(a) during the FSI simulations, deformation of the leaflets starts from

the belly region, as opposed to the dynamic simulations, where it starts from the free edges. This

feature creates a vortex ring at the narrow opening of the valve. Once the free edges of the valve

start to move, a larger and geometrically more complex vortex ring develops. Both of these vortex

rings, which were also observed in the FSI simulations of Chen and Luo [10], are shown in figure

6.9(a). As the valve opens, both of the vortex rings and shear layer attached to the second ring

propagate downstream and pass the sinus area (figure 6.9(b)).

During the mid-systole and by increasing the flow rate, the second vortex ring separates from

the shear layer and triggers instabilities in the domain (figure 6.9(c)), after which the shear layer

starts to shed that further destabilizes the vorticity field, causing the vortex rings to impinge on the

aortic wall (figure 6.9(d)). The existence of the trailing jet behind the vortex rings is because of the

high stroke ratio of L/D = 5.23 (L = 0.135m is the stroke length of the cycle), which is higher

than the formation number of 4 [109]. As the forward flow starts to decelerate, the leaflets initiate

the slow closing phase. The displacement of the leaflets causes the shear layer to roll up and create

a distinct vortex ring as shown in figure 6.9(e). This vortex ring detaches from the shear layer and

due to the instabilities in the domain, break ups shortly afterwards. When the flow rate enters the

backward flow phase, it causes a rapid movement of the leaflets. Consequently, the shear layer

rolls up and creates the last vortex ring before the complete closure of the valve (figure 6.9(f)).

The 2D out-of-plane vorticity field cannot show the complexity of the vortex dynamics in these

simulations; therefore, iso-surfaces of q-criterion [9] are illustrated in figure 6.10 to visualize the

3D vortical structures. Figure 6.10(a) shows the formation of the first vortex ring through the cen-
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Figure 6.9: Contours of out-of-plane vorticity on y-plane at times (a) t = 0.02s, (b) t = 0.04s, (c)
t = 0.06s, (d) t = 0.08s, (e) t = 0.25s, and (f) t = 0.32s.

tral opening. As free edges of the valve move a three-lobed vortex ring emerges, which is shaped

according to the gap created between the leaflets (figure 6.10(b)). The newly generated stronger

vortex ring causes the edges of the first circular vortex ring to bend back. As the vortex ring moves

downstream, the three lobes move faster than the central part of the ring (figure 6.10(c)), similar

to the vortex rings seen in pulsatile flows through inclined elliptic nozzles [199]. By separating

the vortex ring from the shear layer (figure 6.10(d)), the central part catches up and even passes
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it, making the three lobes stretch backward. Consequently, the vortex ring breaks up and further

destabilizes the vorticity of the domain in addition to the shading effects of the shear layer. This

causes the emergence of the small-scale worm-like turbulent structures that dominate the domain

as seen in figure 6.10(e).

During the decelerating forward flow, as discussed earlier, the roll-up of the shear layer creates

a distinct vortex ring. This relatively circular vortex ring is illustrated in figure 6.10(f). As we

enter the backward flow phase, a weaker triangular vortex ring is created (figure 6.10(g)), which

has the shape of the gap between the leaflets during the rapid closure (figure 6.6(b)). This vortex

ring breaks up earlier than its predecessor and turns into turbulent-like structures similar to the rest

of the domain (figure 6.10(h)).

In order to test the proposed scaling law for the propagation of vortex rings (see §4), the location

of second vortex rings are plotted in figure 6.11(a) for previous [10] and present FSI simulations.

The second vortex ring taken form FSI data of Chen and Luo [10] corresponds to a case with non-

dimensional period of T ∗ave = 12.33 and Reynolds number of Reave = 1264, while for the present

simulation, T ∗ave = 5.24 and Reave = 880. The scaled locations of the vortex rings are illustrated

in figure 6.11(b). The scaling law collapses data with R-squared of 0.94, which is lower than the

results of vortex rings generated from a circular cylinder in §4. While the accuracy of the scaling

is still satisfactory, there are three main reasons contributing to the lower accuracy compared to

results of §4. First, the waveform of these simulations (figure 6.2 for the present simulation) are

different than the waveform used to calculate the current scaling (4.1(b)). Additionally, the cross-

section of the inflow for FSI simulations are not circular and change with time. Finally, the second

vortex rings are interacting with the first vortex ring from the beginning of their formation and

undergo large deformations.

6.6 Shear Stress

The flow features discussed in previous sections can affect the mechanical forces exerted on

the blood cells. One of the main sources of these loads originates from the instantaneous viscous

stresses. Similar to §5.5 and in order to reduce the second-order viscous stress tensor, a coordinate-

108



(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 6.10: Vortical structures visualized by iso-surfaces of q-criterion at times (a) t = 0.01s,
(b) t = 0.02s, (c) t = 0.03s, (d) t = 0.06s, (e) t = 0.13s, (f) t = 0.25s, (g) t = 0.32s, and (h)
t = 0.35s.

independent scalar shear stress (equation 5.1) is used to show the instantaneous viscous stresses

during the cycle. The contours of scalar shear stress are plotted on the y-plane at six different
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Figure 6.11: Location of the second vortex rings (a) before and (b) after scaling taken from previous
[10] and present FSI simulations.

time instants during a cardiac cycle in figure 6.12. Comparing the viscous distributions in figure

6.12 with the out-of-plane vorticity in figure 6.9, illustrates that the regions with high vorticity, i.e.,

vortical structures and shear layer along with the aortic jet, have the highest shear stress magnitudes

and hence exert higher mechanical loads on the blood cells. Additionally, Snapshots of scalar

shear stress show an increasing trend in regions with high shear stress until the peak systole (figure

6.12(d)), which goes upstream with entering the diastole (figure 6.12(f)). Consequently, during the

complete cardiac cycle, the sinus area does not experience values of high shear stress. This is an

advantage of bio-prosthetic heart valves compared to the bi-leaflet mechanical counterparts, which

was previously observed during the systole by Borazjani [48].

6.7 Platelet Activation

Similar to §5.6, two mathematical platelet activation models are used in an Eulerian framework

in this section to analyze the shear-induced platelet activation for the FSI simulation of a BHV:

linear level activation; and Soares model. Figure 6.13 shows the contours of platelet activation

on y-plane for linear and Soares models at five time instants during a cardiac cycle on the first
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Figure 6.12: Contours of scalar shear stress on y-plane at times (a) t = 0.02s, (b) t = 0.04s, (c)
t = 0.06s, (d) t = 0.08s, (e) t = 0.25s, and (f) t = 0.32s.

and second columns, respectively. It is clear that the linear model shows extremely high levels of

activation during the diastole compared to systole. The main reason for these unrealistic results

is that the model only considers the shear stress accumulation as a source term for the platelet

activation generation; i.e., shear stress times the exposure time. Consequently, it does not account

for highly dynamic stress conditions during a cardiac cycle [200, 201]. This is better illustrated in
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figure 6.14 by calculating the integration of the platelet activation over the cycle for both models.

The calculated activation levels are normalized by the total activation level at the end of the cycle

for each model. It is clear that the activation level becomes constant after valve closure for the

Soares model with a step during the closing phase, while for the linear model it continues to

increase until the end of the cycle. As it is shown in figure 6.13(d,e), after the closure, the regions

with high platelet activation move to the vicinity of the valve and sinus area due to the regurgitation,

without further activation generation. However, for the linear model, the majority of the domain

shows very high activation levels compared to diastole. This shows that while most of the platelets

are activated during systole, they are convected to the valve and sinus area during the diastole.

6.8 Conclusion

In this chapter, the implemented thin shell FE framework incorporating a nonlinear anisotropic

material model and the new contact handling method was coupled with CURVIB flow solver to

perform the FSI simulation of a BHV for a complete cardiac cycle. Comparing the kinematics of

BHV leaflets for the FSI and dynamic simulations shows significant differences in the deformation

and hence strain distribution during the opening of the valve. For the FSI simulations, the deforma-

tion starts from the belly region and develops to the free edges, while for the dynamic simulations

the free edges undergo deformation first. However, during the closing phase, the deformation of

the leaflet for both FSI and dynamic simulations show similar behavior, which was shown to be

due to a relatively uniform distribution of hydrodynamic pressure over the leaflets. The interesting

difference during this phase was the opposite direction of the swirling motion of the leaflets during

the rapid closure for the valves with asymmetric fiber orientation.

The visualizations of the vorticity and q-criterion showed the creation of two starting vortex

rings. The first circular one is a consequence of latency of the deformation of the valve in response

to the upcoming flow, while the stronger second three-lobed vortex ring was created due to the

roll-up of the shear layer during the opening phase. During the mid systole, the velocity field

showed a jet flipping phenomenon, which rapidly disappeared as the aortic jet becomes unstable.

As we entered the declining phase of forward flow, the valve started to slowly close, which created
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Figure 6.13: Contours of platelet activation for linear (column 1) and Soares model (column 2) on
y-plane at times (a) t = 0.05s, (b) t = 0.1s, (c) t = 0.22s, (d) t = 0.36s, and (e) t = 0.42s.
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Figure 6.14: The integration of the platelet activation over the straight aorta during the cardiac
cycle for linear and Soares models normalized by the end of the cycle activation level.

a circular vortex ring. The imposed backward flow caused a rapid closure, leading to the formation

of a triangular vortex ring. These two vortex rings during the closing phase are illustrated for

the first time to the knowledge of the author. The comparison of the scalar viscous shear stress

with the vorticity field showed a correlation between regions with high vorticity and high shear

stress. Additionally, the contours of platelet activation, showed more realistic results for the Soares

compared to the linear platelet activation model. It showed that while most of the platelets are

activated during the systole, the activated platelets are sucked back to the vicinity of the valves and

remain there for most of the diastole.
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7. SUMMARY AND OUTLOOK 1

Cardiovascular diseases are the main cause of death in the US. One of the widespread types of

cardiovascular disease is related to the malfunction of mitral or aortic heart valves, which in many

cases require the valve to be replaced by an artificial valve. The artificial valves are far from perfect

and impose non-physiological flow features different from the native heart valves, which can alter

the vortical structures in the vicinity of the valve. This, in turn, can affect the hemodynamic forces

acting on the blood cells that can cause thrombus generation and lead to strokes. The altered forces

can also change the kinematics of the valves and possibly can lead to backward flow, increasing the

heart workload. There are two main types of heart valves, i.e., bio-prosthetic heart valves (BHV)

and bi-leaflet mechanical heart valves (BMHV). The BMHVs have rigid leaflets, while the BHVs

leaflets are made of thin fabrics that undergo high deformations. Therefore, to study the vortex

dynamics of BHVs, a finite element method (FEM) is needed to be coupled with the flow solver.

One of the dominant flow features of the artificial heart valves is the generation, propagation,

and interaction of periodically generated vortex rings. Here, first, the propagation and vortex

dynamics of periodic vortex rings are studied in a simplified setup. Then, the findings are discussed

and contrasted for BMHV and BHV implants, separately. Additionally, the effects of vortex rings

on the kinematics and thrombus generation of these heart valves are addressed.

First, the propagation of periodically-generated vortex rings (period T ) is numerically investi-

gated by imposing pulsed jets of velocity Ujet and duration Ts (no flow between pulses) at the inlet

of a cylinder of diameter D exiting into a tank. Because of the step-like nature of pulsed jet wave-

forms, the average jet velocity during a cycle is Uave = UjetTs/T . By using Uave in the definition

of Reynolds number (Re = UaveD/ν, ν: kinematic viscosity of fluid) and non-dimensional period

(T ∗ = TUave/D = TsUjet/D, i.e., equivalent to formation time), based on the results, vortex ring

velocity Uv/Ujet becomes approximately independent of the stroke ratio Ts/T . The results also

1Parts of this chapter have been published as "H. Asadi, H. Asgharzadeh, and I. Borazjani. "On the scaling of
propagation of periodically generated vortex rings," Journal of Fluid Mechanics, vol. 853, pp. 150-170, 2018."
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show that Uv/Ujet increases by reducing Re or increasing T ∗ (more sensitive to T ∗) according

to a power law of the form Uv/Ujet = 0.27 T ∗ 1.31Re−0.2 . An empirical relation, therefore, for the

location of vortex ring core centers (S) over time (t) is proposed (S/D = 0.27 T ∗ 1+1.31Re−0.2
t/Ts),

which collapses (scales) not only our results but also the results of experiments for non-periodic

rings. This might be due to the fact that the quasi-steady vortex ring velocity was found to have

a maximum of 15% difference with the initial (isolated) one. Visualizing the rings during the pe-

riodic state shows that at low T ∗ ≤ 2 and high Re ≥ 1400 here, the stopping vortices become

unstable and form hairpin vortices around the leading ones. However, by increasing T ∗ or decreas-

ing Re the stopping vortices remain circular. Furthermore, rings with short T ∗ = 1 show vortex

pairing after about one period in the downstream, but higher T ∗ ≥ 2 generates a train of vortices

in the quasi-steady state.

Then, the propagation and vortex dynamics of BMHVs are studied in a realistic configura-

tion. We have performed three-dimensional high-resolution numerical simulations of a BMHV

implanted at different orientations in an anatomic left ventricle-aorta obtained from magnetic res-

onance imaging (MRI) of a volunteer. The thoroughly validated overset curvilinear-immersed

boundary (overset-CURVIB) fluid-structure interaction (FSI) flow solver is used in which the aorta

and left ventricle (LV) are discretized with boundary-conforming and non-conforming curvilinear

grids, respectively. The motion of the LV wall is prescribed based on a lumped parameter model

while the motion of the leaflets is calculated using a strong coupled FSI algorithm enhanced with

the Aitken convergence technique. We carried out simulations for three valve orientations, which

differ from each other by 45 deg, and compared the leaflet motion and flow field for multiple cy-

cles. Our results show reproducible and relatively symmetrical opening for all valve orientations.

The presence of small-scale vortical structures after peak systole causes significant cycle-to-cycle

variations in valve kinematics during the closing phase for all valve orientations, which is observed

in the variation of full closure time from 410ms to 640ms between two consecutive cycles for the

0 deg orientation. The proposed scaling for the propagation of vortex rings shows good agreement

with the locations of core centers of the mitral vortex ring inside the LV. Furthermore, our results
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show that valve orientation does not have a significant effect on the distribution of viscous shear

stress in the ascending aorta. Additionally, two different mathematical activation models including

the linear level of activation and Soares model are used to quantify the platelet activation in the

ascending aorta. The results show that the valve orientation does not significantly affect (less than

8%) the total platelet activation in the ascending aorta.

Lastly, the vortex ring propagation and vortex dynamics of BHVs are studied. The simulation

of the BHV has two main additional challenges. First, a finite element (FE) framework is required

to simulate the motion of the thin deformable leaflets. Second, a robust physic-based contact han-

dling is needed for the closing phase of the valves. A new general contact model is proposed for

preventing inter-leaflet penetration of tissue heart valves at the end of the systole, which has the

advantage of applying kinematic constraints directly and creating smooth leaflet free edges. At

the end of each time step, the impenetrability constraints and momentum exchange between the

impacting bodies are applied separately based on the coefficient of restitution. The contact method

is implemented in a rotation-free, large deformation, thin shell FE framework based on Loop’s

subdivision surfaces. A non-linear, anisotropic material model for a BHV is employed which uses

Fung-elastic constitutive laws for in-plane and bending responses, separately. The contact model

is verified and validated against several benchmark problems. For a BHV-specific validation, the

computed strains on different regions of a BHV under constant pressure are compared with ex-

perimentally measured data. Finally, dynamic simulations of BHV under physiological pressure

waveform are performed for symmetrical and asymmetrical fiber orientations incorporating the

new contact model and compared with the penalty contact method. The proposed contact model

provides the coaptation area of a functioning BHV during the closing phase for both of the fiber

orientations. Our results show that fiber orientation affects the dynamic of leaflets during the open-

ing and closing phases. A swirling motion for the BHV with asymmetrical fiber orientation is

observed, similar to experimental data. Finally, the validated and verified FE framework is cou-

pled with the overset-CURVIB flow solver using a strong coupling FSI formulation augmented

with under-relaxation and Aitken convergence accelerator. The coupled FSI FE-CURVIB is used
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to validate the numerical results with the experimental results of an inverted flapping flag.

The dynamics of BHV leaflets for FSI and dynamic simulations have shown significant dif-

ferences during the opening phase. The contours of hydrodynamic pressure on the leaflets during

the opening show a non-uniform distribution, which caused the belly region to deform first and

after reaching the maximum deflection in that region the free edges started to deflect. This is in

direct contrast to the dynamic simulation of BHV. During the opening phase, two vortex rings were

observed. The first one was more circular and was formed due to the latency of valve opening in

response to the flow. The second has a three-lobed shape which constantly deformed during the

propagation. Our proposed scaling law for the location of core centers of the vortex rings properly

predicts the location of the three-lobed vortex ring (R-squared of 0.94). During the closing phase,

the FSI and dynamic data show similar results due to the relatively uniform pressure distribution.

The closure of the BHV showed two different stages; the slow closure, which began when the

forward flow started to recede, and the rapid closure during the backward flow. These two stages

triggered the creation of two vortex rings with circular and triangular shapes, respectively. Addi-

tionally, the swirling motion observed in dynamic simulations existed in FSI simulations, too but in

a reversed direction. The time history of platelet activation illustrated that the majority of platelets

are activated during the systole; however, activated platelets are convected back to the vicinity of

the valve and remain there for most of the systole.

In conclusion, the vortex dynamics of the prosthetic heart valves show complicated features

specifically during the late systole and diastole, when the small-scale vortical structures begin to

emerge. Despite the differences in the flow features of BMHV and BHV, the proposed scaling law

for the propagation of the vortex rings shows promising results for vortex rings generated in both

aortic and mitral positions. The results show that the vortex rings in specific and vortical structures,

in general, have significant effects on the valve kinematics, which can be due to the different

geometrical and material properties. Therefore, this study and the implemented framework can be

used as a platform for future patient-specific virtual surgery and a tool for optimizing the different

features of prosthetic heart valves.
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7.1 Future work

For future work, we plan to investigate the flow features of transcatheter heart valves in terms of

vortex dynamics and platelet activation. The geometry of the leaflets of these valves resemble the

BHV; however, they include stent frames, which create complex multiple contacting locations with

other components. Therefore, the comparison of their vortical structures and thrombus generation

could potentially open roads for further future advances. In addition, the left ventricle-aorta setup

will be complemented with a valve, either BHV or MHV, in the mitral position and its effect on

the vortex dynamics inside the ventricle will be assessed. These two plans are further discussed

below:

A. Vortex dynamics of transcatheter heart valves

Due to the recent developments in transcatheter heart valves and their superiority for patients

with high-risk surgery, they are among the popular topics in current research and development

endeavors. The transcatheter heart valves include a stent frame that comes to contact with other

components of the valve in many locations. The suggested efficient contact algorithm is expected

to be a proper choice for numerical simulations of the transcatheter heart valves, where the contact

is not limited to the free edges of the leaflets. The computed and compared shear stress distri-

bution and platelet activation of the transcatheter and native heart valves can be used as a good

measure to improve their performance. This could be extended to evaluation and optimization of

the implantation process and the orientation of the valves, similar to the study in §5.

B. Vortex dynamics of left heart

As discussed in §5, the mitral valve was not included as the main focus of that study was the

vortex dynamics and thrombus generation of the aortic valves. By including a BHV or MHV in

mitral position along with one in the aortic positions the left heart simulations will be performed.

These simulations can be used to investigate the combined effects of valves in vortex dynamics

both in the left ventricle and ascending aorta. In particular, the propagation and interaction of the

mitral vortex ring with the aortic backward jet is an interesting topic. Furthermore, the effects of
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the mitral valve on the platelet activation in different implantation can be studied in the LV.
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