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ABSTRACT

Construction projects involve complicated workflows with efficient resource
management. One of the methods for successful project planning is Work Packaging
(WP.) Composition of the WP has been done by human understanding, resulting in
several critical problems, such as challenging WP of the inexperienced, format and term
inconsistency, and time-consuming and error-prone nature of the human activity. Thus,
the WP assistant system is in need to solve the problems. This study aims to develop an
automated WP decision-making prototype from detail section drawings. The research
objectives are as follows: 1) Organize detail section drawings using RSMeans
Assemblies Costs standard, 2) Construct prototype which automates WP decision
procedure, 3) Evaluate the sensitivity of the decision output. This prototype produced
about 95.24% testing accuracy from 314 datasets, significantly accurate for automated
WP decisions. This research is expected to solve problems from human WP
compositions and eventually contribute to the efficient WP organization of construction

project entities.
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CHAPTER |

INTRODUCTION

Problem

Construction projects consist of complex works which involve various kinds of
resources. In order to complete the project successfully within limited resources, plans
for proper allocation of work and resources are necessary. According to the Independent
Project Analysis (IPA) study, over 33% of site-based projects fail to accomplish project
objectives (Merrow, 2011). It was found out that such failures are highly related to the
weak base of resource planning (Kim & Gibson, 2002) because the deficiency leads to
unreliable resource estimates on complicated projects (Bosch-Rekveldt et al., 2011).
One of the methods for efficient work planning is using Work Packaging (WP). WP, a
well-known methodology or in the Project Management (PM) theory, is done by
breaking down the scope of work into executable work units (Calabrese et al., 2019).
When designing Work Breakdown Structure (WBS), construction drawings such as
detail section drawings are examined to define the scope of work, followed by WP
decision.

Such procedures have been done by human activity, which displays several
limitations. First, WP requires experience and prior knowledge of the construction work
process and WBS. In other words, people who lack such information, or even some
project managers, do not have a clear understanding of WBS composition methodology

(Jones, 2007). Moreover, as this process relies on the understandings of different
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individuals, the WP work format and convention are inconsistent among workers.
According to The State of Project Management 2021 Annual Report by Wellington,
about 25% of 214 project practitioner respondents pointed out that inconsistent work in
PM is the most significant challenge in the industry, which is the 4™ largest of all
categories (Hines, 2021). Besides, the complexity of the project gradually
increases(Williams, 2005), leading to a proportional boost of construction drawings
amount. Processing such documents by humans is time-consuming and error-prone.
Thus, a Construction Work Package (CWP) assistant system for inexperienced people,

which produces coherent output with less time and error, is required.

Research Goal, Question, Objectives, and Plan

The goal of this research is to develop a prototype which automatically decides
WP from detail section drawings according to standardized criteria.

The goal of this research encounters three significant challenges.

e How should detail section drawing data be organized?

e How should the automatic WP decision prototype be constructed?

o Will the prototype produce a significantly accurate decision?

The objectives to solve each research questions are as follows. Specifically,
research plans are given to accomplish each objective.

e Objective 1: Organize detail section drawing data according to the RSMeans

Assemblies Cost criteria



o Plan 1: Collect detail section drawings and text data from the
commercial construction projects
o Plan 2: Analyze the characteristic of drawing and text data
e Objective 2: Build up the structure of the automated WP decision prototype
o Plan 3: Construct the text extraction model
o Plan 4: Construct the text classification model
o Objective 3: Evaluate the decision result to validate if the prototype produces
the significantly accurate decision
o Plan 5: Train and validate the model
o Plan 6: Analyze the WP decision prototype output
The hierarchy of research goal, objective, and plan are shown in Table 1. In the
table, each plan is set up to accomplish the higher hierarchy of the objective, leading to

the completion of the research goal.



Table 1 Research Goal, Objective, and Plan

Goal

Objective

Plan

Develop a
prototype which
automatically
decides
construction WP
from construction
drawings according
to standardized

criteria

Obijective 1: Organize detail
section drawing data according
to the RSMeans Assemblies

Cost criteria

Plan 1: Collect and modify

detail section drawings data

Plan 2: Analyze the
characteristic of drawings and

text data

Obijective 2: Build up the
structure of the automated WP

decision prototype

Plan 3: Construct the text

extraction model

Plan 4: Construct the text

classification model

Objective 3: Evaluate the
model performance to validate
if the prototype produces the
significantly accurate decision

Plan 5: Train and test the

model

Plan 6: Analyze the WP
decision prototype evaluation

plot

Original Contribution

This section explains the expected benefit within and outside of the Architecture,

Engineering, and Construction (AEC) fields and presents the beneficiaries of this study.

This research is expected to assist in constructing WP and WBS without having

broad CEM experience and knowledge. In addition, it will be helpful to establish a

consistent WP format and convention among user groups. It is also expected to reduce

confusion among project entities and increase WBS compatibility and tools involved in

each project phase. This provides leeway to prospective BIM integration and other Smart
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Construction technology. Moreover, this will significantly reduce the time and error of
WABS arrangements compared to that of humans alone.

Not only can this research be utilized in the AEC field, but it also can be applied
to other fields of study. This is possible by utilizing different datasets. For example,
when medical documents are fed into the system, this will provide baseline output for
automatic symptom analysis and the prescription assistant system. In addition, if sets of
journal articles are involved, the output can significantly contribute to developing an
automatic journal category classification system or provide a clue for characteristic
analysis on a specific type of journal.

This research will benefit the assist project practitioner with a lack of
Construction Engineering and Management (CEM) background by providing suitable
WP options when the data is provided. Moreover, the beneficiaries of this research are
not limited to the inexperienced. It will also benefit participants, including contractors,
facility managers, architects, engineers, and project managers. This is because it helps
provide the standardized format of WP, promoting compatibilities among each

participants’ work compositions, time-saving, and error reduction.

Key Assumption, Delimitation, Limitation
This section describes the key assumptions, delimitations, and limitations of this
research.
Key assumptions refer to the statement or bias made prior to the research. First,

material texts and their combinations among those texts represent the building



component or WP. Second, building component type, WP, and data label are considered
the same concept. Third, Machine Learning (ML) is a sub-concept of Artificial
Intelligence (Al), while Deep Learning (DL) belongs to the ML category. Forth, the
classification term is considered the WP decision process in this research. Fifth,
abbreviation terms used in the detail section drawing are fully extended, except for the
unit. Lastly, loss, accuracy, and evaluation matrix value well represent the performance
of the prototype.

Delimitation is described to set up the boundary of this research. First, only text
data in detail section drawing is used in research data. Although detail section drawing
interpretation involves both reading texts and images, texts are mainly recognized for
analysis of WP, whereas images are used as reference. For this reason, only texts
(excluding numbers) are extracted and used to feed the prototype. Second, only one pdf
file displays one building component each. This is because if the drawings contain
multiple building components, this is expected to engender confusion for prototype
training and testing. Third, as this research examines the viability of Al usage in WP, the
following conditions are limited; 1. Detail section drawings which correspond to 3
divisions in RSMeans Assemblies Costs data (Gordian, 2017)(A1010 Standard
Foundation, B2010 Exterior Wall, and C1010 Partition) are collected. 2. Detail section
drawings from only commercial projects are used.

The limitation concerns the influence of the study, which the researcher cannot
control. The DL process involves random data transmission within the neural network in

this research. This means that even the same conditions are provided, the specific result

6



value might vary depending on the specification of the computer hardware or software

system.



CHAPTER II

LITERATURE REVIEW

Work Breakdown Structure and Work Packages

A guide to the Project Management Body of Knowledge (PMBOK), a
publication of Project Management Institute (PMI), provides the definition and structure
of WBS and WP. The example of WBS and WP hierarchy is shown in Figure 1.

Work Breakdown Structure, or WBS, is a deliverable-based work hierarchy
disintegration which is designed to be initiated by project team for project completion
and construct project deliverable (PMI, 2017). The whole project activity, resources, and
other information are defined within WBS, with the various WP integrated.

Besides, WP is a smaller part of WBS, enabling project management to decide
the necessary steps for WP completion. Each WP consists of the necessary work
involved and the deadline of the WP. It allows the systematic operation of different
works by multiple parties. This is because it provides each team a guideline defined in

WP work and the completion deadline.
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Figure 1 Example Structure of WBS and WP

RSMeans Assemblies Cost Data

N -

Project Level 1

Project Level 2

Project Level 3

RSMeans Assemblies Costs data is a construction cost information database for

entities using the newest localized construction cost. This data is helpful because it helps

identify and quantify new building products and methodologies and adjust productivity

rates and costs to local market conditions(Gordian, 2017). It is mainly used in the early

design stage by developing various design scenarios and comparing the cost impact of

each alternative. This data is organized according to the American Society for Testing

and Material (ASTM) UNIFORMAT |1 standard, a format used for classifying building

components and associated site work (Charette & Marshall, 1999). The users read

construction drawings, identify assembly information, refer to narrative descriptions to

use cost information from the Assemblies Cost data. This procedure is shown in Figure

2.



(LT0Z) UBIPA0D WO} PLJIPOIAl 3INP3I0IH UOITRZI|IN BIEQ SISO SAI|QUasSY SUBSNSY ¢ a4nBiy

10

6l |we 0565 9 [} [ st
wol 5% 5 n sz R oRF
o % o a 701 w ot
O S ) o 3 Wil o
@1 1 3 8 @t &l wE
. leg  Jorw ) $r 1 pocume ) w0z}
0551 % foses 9 [0 [ !
ol ) s " s [ o0
w56 o u o1 w o908
I 7] (3 o we "t OvE
4] £ 5 ] @ ol il
[CYill 2 1573 Y [N il SBLRAE g (1713
uoneuULIOyUI 1800 () suondiosap aAneLeU 0] 12J3I (E) A
n Juty RALIDSIP AN 1 32} 35031 AUNOSY /M V38 HOIH31X3 &
14) T
ot
mr X ] o
Y 2
i 0551
ar E3) P
a ot o
o @st | g
o ) ol ¥ 0081 . ."W. = pESE |k ‘,
p Ssuva 9z () —TT1-|
1 wgl (14 i g ez
N0 | LH0GH T e | [ =
_no- oLoLY g SdnuHus e | | g
2% (73 G oL Stve o8 &)
@ ar ™
W ® 3 s ooy 90 00 ‘spen 2y el 53 e ‘e s 111 - -
52 o2 0 | anl ‘ez oy AT S AT T W g
w0t w0t 1 |we € 00'E “AIRe) 8 ESEC A APy AR ) 35031 AHNOS YW
& @ n o Roanflay ok g Bapewn z -.mmemSm—\_ ZSX.E
ut ot Wl 0 0T Nusopaay
we e ws s e [N
NOML3 HEM & TNHD 103808300 W LSYD TN NOUYONNO4
0051 501 OT0TY KALSAS
llll
ioL F) ™ NN | e
1834 1500 siwauoduwo) weyss
UG 20} UORINS BOUAIES By} B85 BESL
PISNEU 10U AR P18 PUB UOTRENG
WSO WAL W pouBmep
68 DUT YRS 91 03 9 UK S
12 Swnysds om oyl S Dusied pue
5860 ) Bupfea.G G [EACLIM uu0) P
PRIQW PU PAORIC BIRSUOD 15U 000'E
Jsesn o)) ybing .9 0} n S} SEONDU
wIshS fe Buseeg UoIEDUNO4 Syl
SuolDpuNnoy piDpunis

uoneuLIojul Ajquiasse AJnuapi () SuIMBIpP UOTONIISUOD peal (T)




Detail Section Drawing
A detail section drawing is a portion of a building drawn at a large scale to
clarify the construction assembly requirement (Brown & Dorfmueller, 2019). Reading
and interpreting detail section drawing is vital when using the RSMeans Assemblies
data. It is because the detail section drawing contains text format information such as
dimensions, notation, materials, and others, as shown in Figure 3. By reading and
interpreting text from detail section drawings, readers can understand which building

component complies with the construction assembly requirements.

Image of the
building component

€ COLUMN = € FOOTING

BASE PLATE -
REFER PLAN

,ﬁ' 1102
I SHRINK/GROUT
[ B0 Notation

DIAMOND BLOCKOUT W/
CONCRETE FILL, 3" LARGER
THAN BASE PL. OR COLUMN
PIER ALL AROUND:

-

REFER TO FDN. PLAN
FOR T/FTG. ELEVATION I

W E—

| CAST FOOTING
L[ NEAT AGAINST
(4) 3/4" DIA. ANCHOR —] ‘ FIRM SOIL
BOLTS (14" EMBEDMENT | o R R
& 4" HOOK). TYPICAL —
UNLESS NOTED OTHERWISE. —=

TY

\— SEE PLAN FOR FTG,
SIZE & REINFORCING

SECTION .

Figure 3 Composition of Detail Section Drawing Modified from Brown and
Dorfmueller (2019)
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Al-based Automation in AEC field

Industry 4.0 refers to the industry's next step, which focuses on bringing in
manufacturing environment flexibility, which leads to improved productivity and
customized products with enhanced quality (Kumar et al., 2019). In the era of Industry
4.0, the efficiency of the overall construction project is increasing with automation.
Automation refers to the operation, action, or self-regulation which does not involve
manual intervention (Nof, 2009). Especially, Artificial Intelligence (Al) promotes
constant innovation of CEM, realizing a considerable boost in project automation (Pan &
Zhang, 2021). It is because Al insights assist managers in understanding the construction
project better, formalizing tacit knowledge from project experiences, and rapidly
spotting the project concerns in a data-driven manner (Hu & Castro-Lacouture, 2019).
Due to these benefits, many construction firms invest, adopt, and use Al in construction
projects (Bughin et al., 2017). Figure 4 shows the proportion of each sector among Al
adopting companies. In this chart, the construction sector is extruded to highlight the

proportion of the construction sector.
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m Other

% of respondents (n = 3,073)

Figure 4 Al Adoption and Use Survey by Sector Adapted from Bughin et al. (2017)

As the construction industry is undergoing such a transition, there have been
continuous attempts to apply Al techniques to AEC-related works.

Huang and Zheng (2018) use the Generative Adversarial Network (GAN) to
recognize and generate architectural drawings, marking rooms with different colors and
then generating apartment plans through Convolutional Neural Network (CNN). GAN,
one type of ML works by providing training data in pairs. With the pair data, it discovers
the most suitable parameter from the network, which makes the generated data similar to
that of the original data. In this research, a pix2pixHD, one type of GAN, is used to learn
floor plan data in pairs and creates a new floor plan based on the input.

Mewada et al. (2020) propose a floor plan information retrieval algorithm that
can extract and recognize texts, symbols, or graphics to retrieve the floor plan

information from the image. This algorithm is divided into two parts: Shape extraction
13



and Room classification. First, textual information (text, label, symbol) and graphical
information (topological shape and connectivity) are extracted from the floor plan. After
extraction, the algorithm classifies the shape as a room or non-room type depending on
the extracted parameters of text and graphics. When identifying a room type, the
algorithm utilizes a logistic regression model, a type of ML. The core of the logistic
regression model is a sigmoid function, shown in Figure 5. In the equation shown in
Equation 1, x is a vectorized input data (room area and aspect ratio). When the input
vector is presented into the function, the function gives out a probability value between 0
and 1. If the value exceeds 0.5, it is considered the default output type (room-type), and

otherwise, non-room type.

10
08
06
0.4
0.2
0.0 : . : ‘ . ‘ . ' '
-100 -75 -50 -25 0.0 25 50 75 10.0
Figure 5 Sigmoid Graph
p = 1 Equation 1 Sigmoid Function
1+e™™
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Rho et al. (2020) suggest a framework to generate an object-oriented BIM model
using drawing recognition and line-text extraction techniques. The text data located next
to a polygon are extracted with text/graphic separation methods. The author introduces a
Bayesian filter to identify the building component modeled from extracted text data.
Using the Bayesian filter, the author developed a text classifier. This classification
model determines which elements are presented according to the specific abbreviations
from the drawing. This determination is possible after training abbreviations from the

structural list and the structural element’s actual name.

DL Based Text Classification Model

Al can assist in identifying the assembly identification process from detail
section drawings done by human activity. With Al, the computer can automatically
process, investigate, and interpret texts and produce a meaningful result similar to
human understanding of natural language (Pan & Zhang, 2021). This approach is called
Natural Language Processing (NLP).

One of the applications of NLP is classification. NLP is used to identify higher-
hierarchy information from text data (Wu et al., 2020). Detail section drawing contains
representative text data (dimensions, notations, symbols, and others). With these data,
the NLP program can exploit these text data to identify the higher class of assembly
information attained from the drawing, such as building components, construction

requirements, and others.
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Above various Al techniques, DL is considered a robust tool for constructing an
NLP model. DL is a method which uses a computation model inspired by how the
human brain processes data or neural networks (Kelleher, 2019). The neural networks
consist of units called neurons. Each neuron processes the given information from
neighboring layer, decide to transmit either high value or low value signal. These
neurons are mutually connected to process information and spread throughout the
network, as shown in Figure 6. In this figure, small square and circle refers to neurons,
while the arrow represents the network. The reason for its significance is that it utilizes a
large amount of data to acquire the contextual meaning of the word from complicated
sentence structure (Zhou, 2022). This leads to better model performance compared to
other conventional ML methods.

Input Layer Hidden Layer 1 Hidden Layer2 Hidden Layer3  Output Layer

%ﬂﬁng
o] o

0 000

Figure 6 Sample Neural Network Adapted from Kelleher (2019)
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There are two main DL techniques: Convolutional Neural Network (CNN) and
Recurrent Neural Network (RNN). The structure and application examples are as
follows.

CNN refers to a structure where the front part of layers extracts the local features
of the data and integrates those into the subsequent layers, forming a hierarchy among
those features (Kelleher, 2019). As an example for this structure, Ce and Tie (2020)
present an analysis method for interpretability of a CNN text classification model is
proposed. The paper mentions that CNN is efficient since it can achieve better prediction
accuracy and utilizes fewer computing resources than other ML methods. The paper also
presents the CNN- based model structure, which is shown in Figure 7. Text data is
processed by segmenting words and removing stop words. Then, the words are
transformed into numerical vector values (word embedding). Those vectors are stored in
V (vocabulary size) * D (dimension of word embedding) sized layer called embedding
layer. After storing data, the data goes through the convolutional layer, pooling layer,
and connection layer. This structure is called CNN. This structure uses a method called
max-pooling. The max-pooling method is used because it extracts the maximum value in
each feature graph by the feature graph unit, which is necessary for global maximum
pooling on the classification layer. Then the data goes through the classification layer for

the classification output.

17
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RNN is a type of DL model which use context information in order to map
sequential data between input and output (Graves, 2012). As an example of RNN text
classification, Che-Wen et al. (2021) proposed an outpatient classification model using
the Long-Short Term Memory (LSTM) model, one type of RNN. In this study, the
model is designed to identify outpatient categories according to the text data. The text
data contains the user’s inquiry about the disease and the doctor’s professional answers.
The author uses Long-Short Term Memory, for the classification model. The major
problem of previous RNN is that the significance of hidden layers between input and
output gradually weakens as the input data pass through the network. This phenomenon
is called vanishing gradient problem (Bridle, 1990). As a solution, the concept of the
LSTM is introduced. The overall structure of LSTM is shown in Figure 8. Unlike other
ML models, this modulates the memory of each learning step. This becomes possible
because of the functions inside the LSTM neuron cell. Those functions in LSTM cell
decides whether to memorize or forget the data from input vector, and transfer as an
output vector. This method is beneficial when integrating long-term dependency among
each training step and finding features in the sequence of sentences. In the evaluating
steps, the author compares accuracy, precision, recall, F1-score values with other
machine learning models (Nawve Bayes, K-Nearest Neighbor, Supporting Vector
Machine, CNN, FastText, Transformer). Among these models, the author concludes that

LSTM shows the highest performance and accuracy.
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Zhou et al. (2015) combine the strength of CNN and RNN architectures and
propose a novel and unified model called C-LSTM for sentence representation and text
classification. CNN specializes in learning local responses from the individual words but
lacks the ability to learn the sequential correlation between words. On the other hand,
RNN performs well in words with sequence. This study uses CNN to extract a higher-
hierarchy word sequence of target words and then obtain the sentence representation

with RNN methods.

Validation Set Method

James et al. (2021) demonstrate how model significance should be validated and
several validation methods. In order to examine the viability of the study, the prototype
needs to generate results with significantly low test error. Test error refers to the average
error from prediction output on observations not used for the training process. If training
data and testing data overlaps, the training error compromises the result of testing data.
Although, the testing error can be calculated when a designated test set is given.
However, the large amount of designated test datasets is usually unavailable.

One of the methods to overcome this shortage issue is the validation set method.
This associates the data set, which is randomly divided into training and validation sets.
Training data fits the model in each random extraction scenario, whereas the validation

set is adopted for the prediction. After the validation set is used, the model which
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produced the lowest test error is picked. The example of the validation set method is

shown in Figure 9.

123... ...n2n-1n

1 L J
T T

Training Set Validation Sct

Figure 9 Example of Validation Set Method Adapted from James et al. (2021)

Multi Class Evaluation Matrix
Evaluation measures are used to evaluate how well the classification model
performs (Khan et al., 2022). Among various metrics, example-based metrics acquire an
evaluation from every data and calculate the average among the entire dataset (Krstinic
et al., 2020). Let N be the number of given data. When Y;i is defined as ground truth label
if data xi is given, while Z; is defined as the prediction of the label given x;, example-
based metrics are shown below. Equation 2 to Equation 5 represents accuracy, precision,

recall, and F-1 score.

_ 1Nz
N - |Y; U Z;| Equation 2 Example — Based Accuracy
1=

Accuracy

N
Precisi 1 |Y; N Z;]
recision = NZ 1Z,] Equation 3 Example — Based Precision
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Equation 4 Example — Based Recall

N
Recall 1zlYiﬂZi|
eca = —
N L 1Y

Precision X Recall

F—-1S = 2X
core Precision + Recall

1 N 21Y; n Z;| Equation 5 Example — Based F-1 Score

S NLWITIzZ
This evaluation method was inspired by the work of Che-Wen et al. (2021). As
shown in Table 2, this research compares evaluation matrix values of the LSTM based
model with other type of ML model. This studied mentioned that proposed LSTM based
model performed 95% accuracy, precise, recall, and 94% on F-1 score on eight-class text
classification, concluding that this model produces significantly accurate classification

result.

Table 2 Comparison of the Different Methods on Eight-Class Classification
Modified from Che-Wen et al. (2021)

Method Accuracy Precise Recall F-1 Score
NB 90% 91% 90% 89%
KNN 64% 78% 64% 65%
SVM 90% 91% 90% 90%
CNN 93% 94% 94% 93%
FastText 93% 94% 94% 93%
Transformer 94% 94% 94% 94%
Proposed (LSTM)  95% 95% 95% 94%
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Conclusion

This research aims to construct a prototype which conducts automated WP
decisions from detail section drawing. In order to establish standardized criteria for WP,
RSMeans Assemblies Costs data is chosen. This is because it follows the UNIFORMAT
Il standard, which systematically divides the overall project into workable building
components.

AEC filed the reason for the increasing application of Al-based automation:
assisting the better understanding of project management, organizing implicit project
experience, and accelerated data-driven solutions on the project obstacle. Among various
Al technologies, DL is the most suitable method for NLP model development since it is
capable of processing large amounts of contextual text data. CNN and RNN are
representative methods of the DL method. RNN, especially the LSTM method, will be
adopted in this research. The selection depends on the characteristics of input and output
data. CNN is selected if the independent representation of individual words is the target
output. On the other hand, RNN(LSTM) is used when the textual correlation is the
desired output. As the target output in this research is based on the relationship among
texts in this project, the RNN model is chosen.

The validation set method will be utilized in this project when running the model.
Moreover, for evaluating the performance of the prototype, an evaluation matrix will be

used.
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CHAPTER IlI

RESEARCH METHODOLOGY

This chapter demonstrates methods to accomplish each plan for object

completion. Table 3 presents the hierarchy of research plan, methods, involved data, and

method deliverable. In addition, Figure 10 shows how this will be delivered.

Table 3 Research Plan, Method, Data, and Deliverables

characteristic
of drawings

and text data

Assemblies Costs data
e Count the word
frequency of text data

within each label

e CSV file containing
drawing texts and label

Plan Method Data Deliverable

e Plan 1: e Manual collection of | e 35 detail section e To collect data
Collectand | drawing drawings or schedules and preprocess
modify e Manual modification | from 12 commercial data which will
detail section | of the drawing with construction projects be used to fit the
drawings AutoCAD e 11 RSMeans prototype

data Assemblies Costs Sets

e Plan 2: e Categorize drawings | ¢ RSMeans Assemblies | e To understand
Analyze the | according to RSMeans | Costs data the

characteristics
of the data

e Plan 3:
Construct
the text
extraction

model

e Compose pdfminer

module-based model

e Detail section drawing

pdf file of each label

e To create the
model to extract
data needed for
the text
classification
model

automatically
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Table 2 Continued

classification

Plan Method Data Deliverable
e Plan 4: e Compose e CSV file containing e To create
Construct preprocessing, LSTM | drawing texts and label the model
the text based module which

automatically

model decides WP
type
e Plan 5: ¢ Run the model and e Preprocessed text and label | e To track
Train and calculate data, whether the
test the training/validation loss | e Prediction result from the models
model and accuracy in each validation set perform in
epoch, the desired
e Test the model with way
testing data
Plan 6: e Interpret e Training/validation loss e To validate
Analyze the | training/validation loss | and accuracy, and evaluation | the viability
WP decision | and accuracy, and matrix values of the
prototype evaluation matrix prototype
evaluation values from testing
plot result
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Data Collection and Structure
This section presents how these data were collected and the data structure

involved in this research.

Target data are detail section drawings sets which contain text data. The text data
include material and annotation information representing the building element's
composition. This project selected 35 detail section drawings or schedules from 12
commercial construction projects and 11 RSMeans assemblies information sets. These
sets include the following building component type selected from the RSMeans
assembly section: Standard foundation, exterior wall, and partition. An example of
partition detail section drawings sets from Cibolo Fire Station No.2 architectural plan
drawing is presented in Appendix B-1. The summary of the detail section drawings,

RSMeans Assemblies data amount is shown in upper 2 rows of Table 4.

After collecting detail section drawings and schedule sets, those sets are divided
into drawing data containing single components. This division process is done with
AutoCAD. A drawing set is imported into AutoCAD. After importing, only text and
images of a single component are exported into pdf format. Figure 11 shows the example
of an exported single component of partition drawing, which is partition A type from the
Cibolo Fire Station project. As a result, 102 standard foundations, 109 exterior walls,
and 103 partition drawings are the output of this procedure. The summary of each

component amount is shown in lower 3 rows of Table 4.
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Table 4 Collected Data Summary

Data Type Amount (ea.)
Total Detail Section Drawings or Schedule Sets 35

RSMeans Assemblies Costs Data 11

Standard Foundation Drawings Texts 102

Exterior Wall Drawings Texts 109

Partition 103

Texts containing material information from the drawings are extracted with the
text extraction model. The structure of the text extraction model is presented in the
following subchapter. As an output of the model, a CSV file with texts from a single
component drawing and a label containing the building component type is created. CSV
file containing 314 data with 'text’ and 'label' column is created. Figure 12 is a partial

CSV file containing texts and label data.
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APPLIED FINISHES SEE /5, NOTES:

FINISH SCHEDULE/PLANS —————-—=" * SEE DETAILS FOR BRACING; AT PARTITIONS THAT DO NOT
e EXTEND TO DECK, PROVIDE METAL STUDS AT THE SAME SIZE

GB - T LAYER EACH SIDE AND GAUGE OF ASSEMBLY TO BE DIAGONALLY BRACED

BACK TO STRUCTURE AT EVERY 4' ON CENTER MAXIMUM.

METAL STUDS

ACOUSTIC INSULATION
WHERE SCHEDULED ——— —

BASIC PARTITION THICKM ESSH—*—

Figure 11 Sample Partition Single Detail Section Drawing Modified from Simpson
(2009)

APPLIED FINISHES SEE
FINISH SCHEDULE/PLANS

GB - 1 LAYER EACH SIDE
METAL STUDS

ACOUSTIC INSULATION
WHERE SCHEDULED

BASIC PARTITION THICKNESS

§ partition
GALVANIZED DEFLECTION partition
5/8" FIRE CODE GYPSUM BOARD, EACH SIDE partition

Figure 12 Partial CSV File Containing Text and Label for Partition Sample

As the model highly relies upon word sequence when training and testing, each
word token frequency is significant for the prediction. In other words, the more
frequently a particular type of word token appears for given data, the more it will give
weight for deciding on the building component type. Figure 13 presents the top 10 word

frequency of the entire dataset. Specifically, Figure 14 to Figure 16 provide the top 10
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word frequency of the data within the following labels: Standard foundation, Exterior
wall, and partition. In those graphs, the height of each bar represents the frequency of
each word token. The code for plotting the frequency bar chart is presented in Appendix
A-1.

140

120

100
80
60
40
20
0
& ,
Q

Word frequency

@
é‘ & ¢ ¢

Word token

Figure 13 Top 10 Word Frequency of Overall Drawings
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Word token

Figure 14 Top 10 Word Frequency of Standard Foundation Drawings
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Figure 15 Top 10 Word Frequency of Exterior Wall Drawings
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Figure 16 Top 10 Word Frequency of Partition Drawings
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Automated WP Decision Prototype
This chapter demonstrates the overall structure and workflow of the automated
WP decision prototype. The formation and data process of the prototype are shown in

Figure 17.

The architecture of the prototype consists of two major parts: The text extraction
model and the Text Classification Model. The text extraction model works as a virtual
extractor that scans through the document and pulls out text. Meanwhile, the text
classification module is a core part of this prototype which perceives text data and makes
a decision just like the human WP decision procedure. Each model's detailed

composition and subsequent structure are described in the following subchapters.

The overall workflow of the prototype contains two major data pipelines:
Training data flow and Testing data flow. This pipeline penetrates the elements in the
WP decision-making prototype in the following sequence. The detail section drawings in
the pdf file are imported from the data source. After importing, the data undergoes a text
extraction model, generating a CSV file with extracted texts from the drawings and the
building property label. Next, the text classification model utilizes texts and labels from
the CSV file. This dataset is used to train and validate the text classification model. After
the text classification model is built with the training process, the user provides the new
testing data. The prototype will use the data and decide which WP to utilize with texts
from the new testing data. The specific data procedure and output are also explained in

the following subchapters.
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This structure was coded in the Google Colaboratory environment because it
utilizes cloud storage, enabling users to easily access and use the program wherever the
internet browser is available. The overall program was written with Python language as
this language provides a flexible baseline to utilize various objects created by other

programmers.
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Text Extraction Model
This section describes the structure and procedure of the text extraction model.
The overall composition of this model is shown in Figure 18. This model consists
of data source, pdf extraction, and CSV writing. The data source contains a set of pdf
files from the data collection process. Pdf extraction part, which utilizes high_level
module from pdfminer library. This module scans through the entire pdf page and
withdraws text data. Meanwhile, CSV writing creates a new CSV file and records the

text and number from the input data.

Text Extraction Model

CSV with header

CSV writing PDF extraction
Create CSV file Python Scan through pdf file | Python
Record text csy and extract text pdf miner(high_level)

Text from pdf file/
Building component label

Detail section drawing pdf

=

CSV with text & label Data source

Figure 18 Structure of Text Extraction Model

The overall workflow of the model is shown in Figure 19. In the beginning, it
creates a new CSV file in writing mode and opens it with an imported CSV module.

Headers of the CSV cells are written after creating the file. With this process, columns
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named 'text’ and 'label' are created and written into the file as header. After creating a

CSV file with a header, the model opens all single component detail sections drawing a

pdf file located into the directory. The model then scans each file and extracts the text

with the pdfminer module. Some files cannot be extracted because texts are handwritten

or saved in image format, not text format. In these cases, texts are handwritten and

manually typed into a CSV file. After extraction, each text's label names are manually

provided according to the RSMeans system components description. These texts and

label data are then written in the CSV file. The output of this model is a CSV file in

Figure 12 format. The python code for this model is given in Appendix A-2.

DOpen CSV

text

label

(@Write header (‘text”, label’)

Directory

‘ APPLIED FINISHE! TI
R T SCHEDULEPLANS W

STUD BRACING 40" 0.C. Max l_ H
| METAL STUDS — ‘ It — |

WHERE SCHEDULED— — | = { ‘ ‘

N

| J_-
BASIC PARTITION THICKNESS —~——waa MAX |

@0Open pdf in directory

@Extract text

®Write in CSV

Figure 19 Workflow of Text Extraction Model

Text Classification Model
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This section presents the architecture and workflow of the text classification
model. The overall work procedure of those two modules is shown in Figure 20. Text
preprocessing module and LSTM based neural network are two major elements
comprising this model. The former works as a text preprocessor which refine the text
and label data into a numerical form which enables the neural network to process the
data. Meanwhile, the latter is an inferential base, where the classification of the
processed data and making a decision occurs. The detailed structure and workflow of the
model are presented in the following subchapter. In addition, the python-based codes are

presented in Appendix A-3.

Text Preprocessing Module LSTM Based Neural Network

Unnecessary Text Removal u Word Embedding (Vectorization)

|

| Spatial Dropout |

| Word Tokenization | T
| LSTM Layer |

- |
| Word Sequencing |— | Softmax Layer |

Figure 20 Workflow of the Text Classification Model

Text Preprocessing Module
The text preprocessing module transforms the text data into the format suitable
for the LSTM based module to process the training and testing. The overall structure and

data pipeline are presented in Figure 21.
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The first element of the module is the unnecessary text removal cell. This
element removes words that rarely bear the information needed to train and test the
model. In this project, punctuation marks and special symbols such as brackets,
numbers, single letters, and others are unnecessary words. In addition, stopwords are
also deleted with this element. Stopwords are commonly used word components that
rarely contain helpful information. Examples of stopwords are article words such as 'a’,
'the," or auxiliary verbs such as ‘am," 'are," or 'is." In this project, the Stopword library is

imported into the model and compared with the text data to remove them.

The unnecessary text removal cell is followed by the word tokenizer. Word
tokenizer slices the sentence into word clusters called tokens and stores them into word
arrays. Space, comma, period mark, asterisk, and other marks work as benchmarks for
tokenizing words in this project. Python-based tokenizer modules are utilized to

construct word tokenization cells.

Word sequencing cell is the subsequent element of the module. Word sequencing
refers to assigning a unique number to each word token (word indexing) and
representing text data into a number array (word sequencing.) After sequencing, 0 are
padded to synchronize the array length among entire word arrays because LSTM based
module perceives a single typed length of the array when training and testing. An
example of word sequencing is presented in Figure 22. In the target sentence, each word
has a unique index: 'layer' — 25, 'thick' — 7, 'gypsum’ — 6, and so on. The index numbers

are located into the number array and padded with 0s. The text_to_sequence() function
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from the tokenizer module is the primary function for constructing a word sequencing

cell. Meanwhile, the label data also transforms into a numerical array because LSTM

based module recognizes only numerical array type, not word data. This transformation

is done by the get_dummies() function from the pandas library.

J|
Target sentence Product: partition

B {'DGDEF" 1, 'oc': 2, 'wall': 3, 'finish': 4,

Word indexing

‘drop': 800, 'rabbetted': 801, 'bev':B@ 802

Word sequencing + padding | 1 0, 0, 0, 0, 0, 0,
, 16, 91], dtype=int32)

array([ 0, 0, 0, 0, 0, 0, 0, 0, 0, O,
0,25 7, 6,

layer thick gypsum wall board studs oc w continuous floor ceiling runners see structural

‘concrete': 5

"lathsamenothing': 803}

3, 8,10, 2, 32, 36, 29,

Figure 22 Example of Word Sequencing Process

The data from text extraction undergoes the text preprocessing module in

sequential order. This begins with removing unnecessary words, symbols, and stopwords

are eliminated. In addition, large size spacings are altered into a single space for future

generations processing. Examples of the word symbol removal process are shown in

Figure 23. After removing, the word tokenizer divides a sentence into multiple word

arrays. As a result of this process, 803 unique tokens are produced. Sets of word arrays

from the tokenization process transform into word sequences. Afterward, the label data

are assigned a unique number array. In this project, array distributions are composed

with 1 and 0 forms, where 1 represents the true for each label while O represents false for

the label. Example forms for the array are as follows: Standard foundation — [0,1,0],

exterior wall —[1,0,0], partition — [0,0,1]. These word sequence and label arrays are
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stacked into a data frame. The above procedure is repeated until it covers all the data

from CSV data.

Before unnecessary word,

'#3 24" 0.C.#n(2) #5 X continuous. WITH MATCHING CORNER BARSHn#n#xOc'
symbol, stopword removal

After unnecessary word,

'# oc # continuous matching corner bars'
symbol, stopword removal

Figure 23 Example of Unnecessary Word, Symbol, Stopword Removal Process

LSTM Based Neural Network

LSTM based module is a core part of the text classification model where training
and validation for decision-making occur. The module is a sequential model which
consists of several types of layers in a set of order: embedding layers, spatial dropout
layers, LSTM layers, and dense layers. The sequential model and each layer are built
with the TensorFlow Keras library. This library integrates multiple cells into layers to
construct a building block for the neural network. A detailed structure of LSTM based

module is shown in Figure 24.
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In the embedding layer, word sequencing arrays are mapped with numerical
vector values and stored in individual cells called the embedding cells. The distance
between vectors represents how close the meaning of each word sequence is. In other
words, if the number of embedding dimensions increases, the parameter to represent the
closeness of the word becomes more sensitive. In this project, the size of this layer
equals the multiplication of word sequencing array and word embedding dimension,

where maximum word sequencing length is 38, and word embedding length is 60.

The next layer of the module is the dropout layer. The cell in the layer selectively
deactivates input layers to LSTM during the training process. This layer prevents the
model from being overfitted. An overfitting problem happens when the model is so
flexible that it even follows the undesirable error value for training (James et al., 2021).
This phenomenon might cause the model to perform poorly. In this project, the dropout

rate is set up as 0.2, meaning 20% of layers are excluded in each training process.

After the dropout layer, LSTM layers are followed. Each LSTM cell in the layer
utilizes previous memory while training the model. In other words, this LSTM model
decides whether the previous data should be retained or be discarded for training. In this
project, cell numbers of the LSTM network will be changed, and the evaluation scores

from each change will be compared for the best model performance.

The dense layer is located after the LSTM layer for classification. Individual
cells in this layer calculate the statistical probability of the target data being the labeled

building component. In this project, as the classification label is more than 2, non-binary
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classification, the softmax layer was adopted (Bridle, 1990). This layer is designed to
produce the probability distribution of given labels eventually. In other words, when the
input data is given, each probability represents the possibility that the data belonging to a

specific label type.

Above layers are added to the sequential model and compiled. In this process, the
output loss function type is set up. As this project aims to plot the loss of multi-label
classification problems, the categorical cross-entropy function is selected. The
categorical cross-entropy function quantifies the difference between prediction and

target data probability distribution.

The neural network procedure begins with the word sequence and label data from
text preprocessing module output. This data works as an input for the neural network.
These input data pass through each cell to subsequent cells in the next layer. Individual
cells decide to pass or abandon the data according to their cell characteristics. This
procedure eventually reaches the softmax layer, classifying the given data according to

the building component label.
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CHAPTER IV

MODEL EVALUATION

This section presents the model performance result and analysis of the outcomes.

Model Training and Testing
This section describes how models are trained and tested. Moreover, the output

of each process will be introduced.

Once the training and testing data pipeline is created, the epoch and batch size
are assigned to train the model. The number of epochs refers to the number of training
models, while batch size means the unit number of samples taken from an entire training
set. In addition, validation split rates are given according to the validation set method.
This rate refers to the rate of assigning validation set from training data. In This research,

20% of training data are set apart as a validation set.

As a result of this process, it plots training/ validation loss and training/validation
accuracy in each epoch. The sample progress when the number of LSTM layers is 80 is
shown in Figure 25. This study is designed to stop the process once the validation loss
value does not show significant changes. The model tolerates until the validation loss
within three epochs is the same for 10 digits. The sample graph of the loss and

accuracy is shown in Figure 26 and Figure 27. In each graph, the x-axis refers to the
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number of epochs, while the y-axis represents the percentage of loss and accuracy in

each epoch.

Epoch 1/30 10/10C [ ] - 3s 103ms/step -

loss: 1.0845 - accuracy: 0.4267 - val loss: 1.0718 - val accuracy: 0.7368
Epoch 2/30 10/10 [ ] - 1s S51ms/step -

loss: 1.0153 - accuracy: 0.7667 - val loss: 0.9766 - val accuracy: 0.7632
Epoch 3/30 10/10 [============================== ] - 0Os 50ms/step -

loss: 0.7952 - accuracy: 0.8067 - val loss: 0.7723 - val accuracy: 0.8158
Epoch 4/30 10/10 [=======smcm—mmmm e e ] - 1s 60ms/step -

loss: 0.5410 - accuracy: 0.8467 - val loss: 0.5005 - val accuracy: 0.8684
Epoch 5/30 10/10 [ ] - 1s 58ms/step -

loss: 0.3556 - accuracy: 0.8067 - val loss: 0.4144 - val accuracy: 0.9211

Epoch 15/30 10/10 [============s==s============== ] - 1ls 51lms/step -
loss: 0.1037 - accuracy: 0.9733 - val _loss: 0.1337 - val_accuracy: 0.9737
Epoch 16/30 10/10 [ ] - 1ls 53ms/step —
loss: 0.1110 - accuracy: 0.9667 - val leoss: 0.1238 - val accuracy: 0.9737
Epoch 17/30 10/10 [ =============] - (s 50ms/step -
loss: 0.0895 - accuracy: 0.9733 - val loss: 0.1509 - val accuracy: 0.9211
Epoch 18/30 10/10 [ =================] - 15 52ms/step -
loss: 0.1010 - accuracy: 0.9600 - val loss: 0.1440 - val accuracy: 0.9211
Epoch 19/30 10/10 [ ] - 1s 5lms/step —

loss: 0.0808 - accuracy: 0.2867 - val loss: 0.1335 - val accuracy: 0.9474

Figure 25 Sample Training/ Testing Loss and Accuracy in Each Epoch
(LSTM_LAYER_NUM = 80)
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After training and validation, spared testing data is used to monitor how accurate
the model predicts when the new dataset is given. In this project, 40% of the entire data
set is spared for testing the model. This testing data undergoes the testing pipeline of the

prototype and produces WP decision results or prediction results.

To evaluate the accuracy of the classification, the prediction results from the
testing dataset and the actual label value of the data are compared. Before the
comparison, prediction values are manipulated into 1 and 0 array forms. This is because
the label data are in 1 and O array representation, while prediction values are shown in an
array of the prediction probability distribution form. The format is synchronized by
transforming the largest probability value among the array into one and the rest of the
values into 0. Comparison becomes possible after this transformation. Once similarities
are compared, the evaluation matrix values (accuracy, precision, recall, and f-1 scores)
are calculated using the sklearn metrics library for python language. Table 5 illustrates
loss, accuracy, evaluation matrix values when each parameter is changed. Especially, the
number of LSTM cells, or LSTM_LAYER_NUM, is changed to find out the best model

that best fits the dataset.
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Table 5 Training/ Test Result of the in Different LSTM cell Number

LSTM_CELL_NUM |50 60 70 80 90

LOSS 0.821627 0432442 | 0.210753 | 0.229157  0.382901
ACCURACY 0.896825 | 0.928571 | 0.936508 | 0.952381 @ 0.928571
PRECISION 0.907619 | 0.932181  0.936822 | 0.952328  0.930525
RECALL 0.901163 | 0.931466 | 0.939042 | 0.953398  0.931466
F-1 0.896013 | 0.928468 | 0.93649 | 0.952231  0.928281

Table 6 Evaluation Matrix Values (LSTM Cell Number=80)

Evaluation Matrix Value

Loss 0.229157
Accuracy 0.952381
Precision 0.952328
Recall 0.953398
F-1 Score 0.952231

Analysis of the Result
This section presents the output analysis from the training and testing procedure

of the model.

As shown in Figure 25 to Figure 27, it was found that the training/ testing loss
gradually decreases, whereas training/testing accuracy increases over time. This result
demonstrates the characteristics of DL, especially the LSTM model, which acquires

information from the previous attempt and sequentially improves the model. Although
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several fluctuation points are spotted, the sequential improvement of the model shows

that this model can accept test data for the WP decision.

The LSTM cell numbers were calibrated in this testing result to examine the best
model for the given data. The LSTM cell number and the subsequent evaluation matrix
values are shown in Table 5. It is discovered that loss value keeps decreasing while
accuracy increases as the number of cell increase. The loss becomes the lowest when the
LSTM cell number becomes 70, while accuracy becomes the highest among trials when
the LSTM cell number reaches 80. This indicates that the more complex the LSTM
neural network is, the better the prediction performance tends to be. However, the large
number of LSTM cells does not guarantee higher accuracy. As the number of LSTM
cells goes beyond 80, the accuracy value does not show a significant increase, whereas
the loss becomes more prominent when the cell number exceeds 90. We could assume
that this phenomenon occurred because of the overfitting problem, meaning that models
with too complicated neural networks fit into undesired data. As a result, the best model
for the automated WP decision model with given data is the LSTM cell number with 80.

Table 6 presents the evaluation matrix value when LSTM cell number was given
as 80. Comparing the previous work of Che-Wen et al. (2021), which is presented Table
2, the prototype produces significantly accurate decision. This is because the accuracy,
precision, recall value are close to 95%, and F-1 score in the proposed framework is 1%
larger than the previous research. Moreover, as the previous model involves bigger
number of data (35821), this study has potential to be more precise model once the

dataset amount increases.
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CHAPTER V

CONCLUSION

This research aimed at augmenting the abilities of inexperienced construction
teams working on WP composition for efficient construction work project planning.
Such a procedure entailed several problems: WBS composition difficulties,
inconsistency of format and convention of WP, and time and accuracy problems when
dealing with large and complex projects. As a solution, this study proposed the
development of a prototype that automates WP's decision-making process from detail
section construction drawing within consistent criteria. In order to accomplish the
research goal, three research objectives are established: To organize data within
RSMeans criteria (Objective 1), building up the prototype structure (Objective 2), and
evaluate the decision result (Objective 3). The first objective was achieved by collecting
detail section drawings (Plan 1) and analyzing their features (Plan 2). In addition, the
prototype architecture was successfully built by building up text extraction model (Plan
3) and text classification model (Plan 4). Moreover, the test result was evaluated by
proceeding training and testing for the prototype (Plan 5) and analyzing test result of

approximately 95.24% accuracy and 22.91% loss (Plan 6.)

The benefit of this study was that it can potentially assist the manual process of
collecting text data from the set of detail section drawings and deciding which WP
format and category to use. In addition, consistent WP composition was expected when

different participants use the prototype. It will also significantly save time and reduce
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error compared to human performance. This attempt would be beneficial because this
can be integrated into any construction project activities which involve WBS and WP
organizations. Moreover, if the target text data other than construction drawing, such as
medical records, this model would also be applicable for constructing a decision-making

model for other fields of study.

Future studies can provide an improved model by utilizing images, symbols, and
text in construction drawings containing multiple building components. In addition,
prospective research can be extended to the full version of RSMeans Assemblies Costs
data as WP decision criteria and making the decision for more specific assembly

division, and various types of projects (i.e., residential project, heavy civil project.)
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APPENDIX A
APPENDIX A CODE STRUCTURE AND RESULT

A-1 Word Frequency Plot

from google.colab import drive
drive.mount ('/content/drive')

'pwd

Drive already mounted at /content/drive; to attempt to forcibly remount, call drive.mount("/content/drive", force_remount=True)
feontent/drive/My Drive/Colab Notebooks/Building Component Identification

feontent/drive/MyDrive/Colab Notebooks/Bullding Component Identification/individua

Jcontent /drive/MyDrive/Colab Notebooks/Building Component ldentification/individual

‘separate_exterior wall . csv' separate_footing.csv separate_partition.csy

import pandas as pd
df = pd.read csv('separate partition.csv')
df.info ()

%cd /content/drive/MyDrive/Colab\ Notebooks/Building\ Component\

<clags 'pandas.core. frame.DataFrame’>
Rangelndex: 103 entries, 0O to 102
Data columng (total 2 columns):

# Column  Mon-Mull Count Dtype

0 text 103 non-nul | object
i labe | 102 non-nul | object
dtypes: object(2)
memory usage: 1.7+ KB
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import re

import nltk

nltk.download('stopwords"')

STOPWORDS = set (stopwords.words ('english'))

from nltk.corpus import stopwords

df = df.reset index(drop=True)

REPLACE BY SPACE RE = re.compile('[/ () {}I\N[\INIG,;]")
BAD SYMBOLS RE = re.compile('["0-9a-z #+ ]")
STOPWORDS = set (stopwords.words ('english'))

def clean text (text):
text= text.lower ()
text = REPLACE BY SPACE RE.sub('',text)

text = BAD SYMBOLS RE.sub('', text)

text = text.replace('x', '")

text = ' '".join(word for word in text.split() if word not in ST
OPWORDS)

return text

[nltk_data] Downloading package stopwords to froot/nltk_data. ..
[nltk_data] FPackage stopwords is already up-to-date!l

from nltk import word tokenize

from keras.preprocessing.text import Tokenizer

tokenizer = Tokenizer (num words=122, filters='!"#S$%&()*+,-./:;<=>
?@[\]" _"{l}~', lower=True)
tokenizer.fit on texts(df['text'].values)

word index = tokenizer.word index
print ('"Found %s unique tokens.' % len(word index))
print ("\n")

print (word index)

Found 288 unique tokens.
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from collections import OrderedDict

import matplotlib.pyplot as plt

toplO0 = OrderedDict (sorted(tokenizer.word counts.items (), key=lamb
da t : t[1])[-10:1])

bar=plt.bar (topl0.keys (), topl0.values())
for rect in bar:

height = rect.get height ()

plt.text (rect.get x() + rect.get width()/2.0, height, '%.1f
height, ha='center', va='bottom',6 size = 12)

\l
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a0 38
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A-2 Text Extraction Model

from google.colab import drive
drive.mount ('/content/drive')

%cd /content/drive/MyDrive/Colab\ Notebooks/Building\ Component\
Identification

Drive already mounted at fcontent/drive; to attempt to forcibly remount, call drive.mount("/content /drive", force_remount=True).

fcontent /drive/MyDrive/Colab Notebooks/Building Component Identification

! pip install pdfminer.six

#import modules

import pdfminer

from pdfminer import high level
import os

import csv

Requirement already satisfied: pdfminer.six in fusr/local /1 ik/python3. 7/dist-packages (20211012)

Requirement already satisfied: cryptography in /fusr/local /1ib/pythons.7/dist-packages (from pdfniner.six) (86.0.1)

Requirement already satisfied: chardet in Jusr/local/lib/pythond. 7/dist-packages (from pdfminer.zix] (3.0.4)

Requirement already satisfied: cffi>=1.12 in /usr/local/lib/python3.7/dist-packages (from cryptography—>pdfminer six) (1.15.0)
Requirement already satisfied: pycparser in Jusr/local/lib/python3. 7/dist-packages (from cffi»=1 12->cryptography—>pdiminer.six) (2.21)
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with open('drawing text integrated.csv',6 'w', encoding='UTF8', new
line='"") as f:
writer = csv.writer (f)
["text', "label']
#write header

header

writer.writerow (header)

data = []
label name="partition"
file list = os.listdir('rsmeans/'+label name)

for 1 in file list:
#extract word with pdfminer.high level
path = 'rsmeans/'+label name + '/'+i
extracted text = high level.extract text (path,"",[0])
print ('$s' % (path))
extracted text mod = extracted text.strip()
list = [extracted text,label name]
print (list)
data.append(list)

print (data)
with open('drawing text integrated.csv',6 'a', encoding='UTF8', new
line='"') as f:

writer = csv.writer (f)

#write multiple rows
writer.writerows (data)

print ("extraction finished :)")
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rsmeans/partition/partition!00. pdf

['2 coat gypsuminmetal studiniinopposite facefinExpansion jointkniin2-1/2" @ 16" 0.C.#n3/8" gypsum |athinsamediniintx0c’, 'partition’
remeans/partition/partitionds, pdf

['@ coat vermiculiteimetal studdninopposite facefnExpansion joint#n#n?-1/2" @ 16" 0.C #n3/8" gypsum |ath#nsanetninfixOc', 'partition’
rsmeans/partition/partitionds. pdf

['2 coat gypsum plaster on wall#nmetal studfninopposite facelinExpansion joint#n#n3-1/4" @ 24" 0.C.#Nn1/2" gypsum lathiinnothingntinkixOc', 'partition’]
remeans/partition/partitiongs. pdf

['2 coat vermiculitermetal studdn#nopposite face#nExpansion joint#n#ind—1/4" @ 24" 0.C #ni1/2" gypsum |ath#nsamefnintxOc', 'partition’
rsmeans/partition/partitiond7. pdf

['2 coat vermiculitetinmetal studdinfinopposite face#nExpansion jointWn#inZ=1/2" @ 16" 0.C.#n3/8" gypsum lath#nnothingfiniinix0c', 'partition’
rameans/partition/partitiongs. pdf

['2 coat gypsum plaster on wal lffrmetal studdn#nopposite faceMnExpanzion joint#n#ne-1/2" @ 16" 0.C.#n3/8" gypsum lath#nnothingdntintxOc', ‘partition’]
rsmeans/partition/partitiondd. pdf

['2 coat gypsum plaster on wal l#inmetal studf#niinopposite facelinExpansion joint#n#n3-1/4" @ 24" 0.C.#n1/2" gypsum |athitnsamekiniintixOc', 'partition’]
remeans/partition/partitionds, pdf

['2 coat vermiculitetirmetal studdninopposite face#nExpansion joint#ntind—1/4" @ 24" 0.C #n1/2" gypsum lath#nnothingintin#txOc', ‘partition’
rsmeans/partition/partitiondt . pdf

['Concrete block partitionfincontrol joint#nHorizontal joint reinforcing#ng/8" drywall#inside finishiininon masonryiniin1Ofmin2kniink=x0c', 'partition’]
remeans/partition/partitiontd,pdf

['Concrete block partitiorncontral jointWnHorizontal joint reinforcingWnnonednside finish#rknon masonryWndnddntnOfnin#x0c', 'partition’
rsmeans/partition/partitionss. pdf

['2 coat gypsumfinnetal studininopposite facefnExpansion jointhniin3-1/4" @ 24" 0.C.#n1/2" gypsum |athiinnothingénfinixOc', 'partition’
remeans/partition/partitiont(2. pdf

['e—1/2" @ 16" 0.C.#n3/8" gypsum lath#nin3—1/4" @ 24" 0.C.#N1/2" gypsum |ath#n#nsameffnnothingnkirixOc', ‘partition']

rsmeans/partition/partitioniol . pdf

['3 coat gypsumfinmetal studiinéinopposite facefnExpansion jointhnin2-1/2" @ 16" 0.C.#n3/8" gypsum |athiinnothingnfinixOc', 'partition’
rameans/partition/partitionss. pdf

['Concrete block partitionfncontrol joint#nHorizontal joint reinforcing#nportiand - 3 coat#nside finish#in#non masonryntni O¥ntni#r#ngxOc', "partition’]
rsmeans/partition/partitiond7. pdf

['Concrete block partitiorfincontrol joint#nHorizontal joint reinforcing¥nlime plaster - 2 coathnside finishinftnon masonry#ntint Oknkinttiniintt0c ', ‘partition’]
remeans/partition/partitiondl, pdf

['Concrete block partitionfncontrol joint#nHorizontal joint reinforcing#n/8" drywall#inside finish#ninon masonrynfin Ofntni#ntnt0c', 'partition’]
rsmeans/partition/partition8b. pdf

rSmeans/part It 10n/part it onks . pol
['Concrete block partitior#ncontrol Joint¥nHorizontal Joint reinforcing®ng/8" drywal ¥nside finish#n¥non masonry#in¥ind#n®ni¥nlin¥=0c', 'partition']
rsmeans/partition/nart itionsd, ndf

['Concrete block partition¥ncontrol joint#nHorizontal joint reinforcingdngypsun plaster 2 coat¥nside finish¥ni#non masonryWn#nE#ninilindkoc ', ‘partition’]
rsmeans/part [ tion/partitionts, pdf

coat#inside finishin#inon masonry#nind#ndinl #n#nk<0c’, "partition']

['Concrete block partitionMncontrol Joint¥nHorizontal joint reinforcing#nportland —
art ition/partition?0. pdf

['Concrete block partitionMncontral joint¥nHorizantal joint reinforcing¥ngypsun plaster 2 coat¥nside finish¥nnon masonryWn#nG¥nin2iniin®x0c ', ‘partition’]
remeans/part i tion/partitionss. pdf

['Concrete block partitionMncontrol Joint¥nHorizontal Joint reinforcing¥nnone¥nside finish#n®non masonry#nMnBHn#NOHNEnMx0c ", ‘partition’]
partition/partitiongd. pdf

[*Concrete block partitiomdncontral Joint#nHorizontal Joint reinforcing®nl ime portalnd — 2 coat®nside fnish#mfnon masonryntinddndin|#ngne0c’, "partition’]
remeans/part ition/partitiong3, pdf
['Concrete block partition#ncontrol Joint¥nHorizontal Joint reinforcing®nlime plaster — 2 coat¥nside finish®ninon masonrylin¥ndWnkni¥riin®x0c', 'partition']
remeans/part ition/partitiong2. pdf

crete block partitlon#ncontrol Joint#nHorizontal Joint reinforcingdngypsun plaster 2 coat¥nside finishEnénon masonry#ndinddnn2®rn®«oc, ‘partition']
remeans/partition/partitiondi, pdf
['Concrete block partitiondncontral Joint#nHorizontal Joint reinforcing®nport land - 3 coat#inside finishminon masonry#nEnBnni#n#nk<0c, ‘partition']
a artition/partition?1. pdf
['Concrete block partition¥ncontrol Joint#nHorizontal Joint reinforcing®nl ime plaster - 2 coat¥nside finishirinon masonrydn#nBHnEnI¥ndn#x0c ', ‘partition’]
remeans/partition/partitiondl, pdf
['Concrete block partition#incontrol Joint#inHorizontal joint reinforcingdngypsun plaster 2 coatlinside finishiniinon masonryfindndsniinirindixoc', ‘partition']

[['2 coat gypsumbnmetal studmnopposite FaceMnExpansion jointWnMn2-1/2" @ 16" 0.C.WN3/8" gypsum |athWnsamefndn®<Oc', 'partition’], ['2 coat vermiculiteWnmetal stud¥nfinopposite faceWnExpansion |
extractlon finished @)
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A-3 Text Classification Model

from google.colab import drive
drive.mount ('/content/drive')

'owd

%cd /content/drive/MyDrive/Colab\ Notebooks/Building\ Component\
Identification

'owd
Ils

Mounted at fcontent/drive

Jcontent

Jecontent /drive/MyDrive/Colab Notebooks/Bui lding Component |dentification
Jcontent /drive/MyDrive/Colab Notebooks/Building Component Identification

"barchart plot. ipynb’ "MUTET with LSTM. ipvnb!

change_name. ipynb partition

‘drawing text. csv' 'POF split’

‘drawing text_integrated.csy' rsmeans

‘drawing text_revised.csy' smal |_set

‘drawing text_smal|l_set ., csy’ “text classification. ipynb'
‘exterior wall' “text classification_modified. ipynb'
footing ‘Text extraction. ipynb'

individual
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from collections import OrderedDict

import numpy as np

import pandas as pd

import matplotlib.pyplot as plt

import seaborn as sns

from keras.preprocessing.text import Tokenizer

from keras.preprocessing.sequence import pad sequences
from keras.models import Sequential

from keras.layers import Dense, Embedding, LSTM, SpatialDropoutlD
from sklearn.model selection import train test split
from keras.utils.np utils import to categorical

from keras.callbacks import EarlyStopping

from keras.layers import Dropout

import re

from nltk.corpus import stopwords

from nltk import word tokenize

import nltk

from nltk.stem import PorterStemmer
nltk.download('stopwords"')

STOPWORDS = set (stopwords.words ('english'))

from bs4 import BeautifulSoup

'pip install chart-studio

from chart studio import plotly as py

import plotly.graph objs as go

import cufflinks

from IPython.core.interactiveshell import InteractiveShell
import plotly.figure factory as ff
InteractiveShell.ast node interactivity = 'all'

from plotly.offline import iplot

cufflinks.go offline()
cufflinks.set config file(world readable=True, theme='pearl')
import random

df = pd.read csv('drawing text integrated.csv')
df.info ()

<class 'pandas.core. frame. DataFrame' >
Fangelndex: 314 entries, 0 to 313
Data columns (total 2 columns)

#  Column  Mon—Mull Count Dtype

0 text 314 non-nul | object
1 label 314 non-null ohject
dtypes: ohject(2)
memory usage: 5.0+ KB
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df['label'].value counts /()

exterior wall 104
partition 103
footing 102

Mame: label, dtype: int6d

df = df.reset index(drop=True)

REPLACE BY SPACE RE = re.compile (' [/ () {}\[I\I\I@,;]")
BAD SYMBOLS RE = re.compile('["0-9a-z #+ ]")
STOPWORDS = set (stopwords.words ('english'))

def clean text (text):
text= text.lower ()

text = REPLACE BY SPACE RE.sub('',text)

text = BAD SYMBOLS RE.sub('', text)

text = text.replace('x', '")

text = ' '".join(word for word in text.split() if word not in S
TOPWORDS)

return text

MAX_NB_WORDS = 122

tokenizer = Tokenizer (num words=MAX NB WORDS, filters='!"#$%&()*+
y=./;<=>2Q@[\]1" "{|}~"', lower=True)
tokenizer.fit on texts(df['text'].values)

word index = tokenizer.word index

[o)

print ('Found %s unique tokens.' % len(word index))

Found 803 unique tokens.
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topl0 = OrderedDict (sorted(tokenizer.word counts.items (), key=lamb
da t : t[1])[-10:])

bar=plt.bar (topl0.keys (), topl0.values())
for rect in bar:
height = rect.get height ()
plt.text (rect.get x() + rect.get width()/2.0, height, '%.1f"'
% height, ha='center', va='bottom', size = 12)
plt.xticks (rotation=45)

140
122
120
s 107 o2
- 83 84
S 80
(5]
s |
o
2 60
e
S 40
20
0
S R S ST R EN S O\
) @ & N @ T Q Q
& & ° kS Q;\Q‘o (}O(\c,, N Q’b
Word token

MAX SEQ LENGTH = 38

X = tokenizer.texts to sequences (df['text'].values)
X = pad sequences (X, maxlen=MAX SEQ LENGTH)

print ('Shape of data tensor:', X.shape)

Y = pd.get dummies (df['label']) .values
print ('Shape of label tensor:', Y.shape)

Shape of label tensor: (314, 3)
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TEST SIZE = 0.4

X train, X test, Y train, Y test = train test split(X,Y, test siz
e = TEST SIZE, random state = 42)

print (X train.shape,Y train.shape)

print (X test.shape,Y test.shape)

LSTM LAYER NUM = 80

EMBEDDING DIM = 60

DROPOUT RATE = 0.2

random.seed (1)

model = Sequential ()

model.add (Embedding (MAX NB WORDS, EMBEDDING DIM, input length=X.s
hape[1l]))

model.add (SpatialDropoutlD (DROPOUT RATE) )
model.add (LSTM (LSTM LAYER NUM, dropout=DROPOUT RATE, recurrent dr
opout=0.2))

model.add (Dense (3, activation='softmax'))

model.compile (loss='categorical crossentropy', optimizer='adam',
metrics=['accuracy'])

print (model.summary () )

Model: "sequential_3"

Laver (typel Output Shape Param #
embedding 9 (Embedding) (Mone, 38, 607 7320
spatial_dropoutld_9 (Spatia  (Mone, 38, BO) 0
|Dropout1D)

lstm_3 (LSTH) {(Mone, 80) 45120
dense_9 (Dense) (Mone, 3) 243

Total params: 572,683
Trainable params: 52,683
Mon—-trainakble params: O

Mone
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EPOCH = 30

BATCH SIZE = 15

VALIDATION SPLIT = 0.2
history = model.fit (X train, Y train, epochs=epochs, batch size=b

atch size,validation split=VALIDATION SPLIT,callbacks=[EarlyStopp
ing(monitor='val loss', patience=3, min delta=0.0001)1])

Epoch 1/30 10/10 [ =====] - 38 103ms/step -

loss: 1.0845 - accuracy: 0.4267 val loss: 1.0718 - wval accuracy: 0.7368
Epoch 2/30 10/10 [=== ======= ========] - 13 S5lms/step -

loss: 1.0153 - accuracy: 0.7667 val loss: 0.9766 - val accuracy: 0.7632
Epoch 3/30 10/10 [ =====] - (Os 50ms/step -

loss: 0.7952 - accuracy: 0.8067 val loss: 0.7723 - val accuracy: 0.8158
Epoch 4/30 10/10 [ =====] - 1s 60ms/step -

loss: 0.5410 - accuracy: 0.8487 val loss: 0.5005 - val accuracy: 0.8684
Epoch 5/30 10/10 [ =====] - ls 58ms/step -

loss: 0.3556 - accuracy: 0.9067 val loss: 0.4144 - wval accuracy: 0.9211
Epoch 15/30 10/10 [ == ] - 1s Slms/step -

loss: 0.1037 - accuracy: 0.9733 val loss: 0.1337 - val accuracy: 0.9737
Epoch 16/30 10/10 [ == ] - 1s 53ms/step -

loss: 0.1110 - accuracy: 0.9667 val loss: 0.1238 - wal accuracy: 0.9737
Epoch 17/30 10/10 [ == ] - 0s 50ms/step -

loss: 0.088%5 - accuracy: 0.38733 val loss: 0.1509 - wval accuracy: 0.9211
Epoch 18/30 10/10 [ == ] - 1s 52ms/step -

loss: 0.1010 - accuracy: 0.9600 val loss: 0.1440 - val accuracy: 0.9211
Epoch 19/30 10/10 [ == ] - 1s 5lms/step -

loss: 0.0808 - accuracy: 0.9887 val loss: 0.1335 - wval accuracy: 0.9474
accr = model.evaluate (X test,Y test)

print ('Test set\n Loss: {:0.6f}\n Accuracy: {:0.6f}'.format (acc

r[(0],accr[1]))
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474 [ 1 - 0z 1msdster — loss: 0.2292 - accuracy: 0.9524

from sklearn.metrics import accuracy score
from sklearn.metrics import precision score
from sklearn.metrics import recall score
from sklearn.metrics import fl score

Y hat test = model.predict (X test)

Y hat onezero = np.zeros like (Y hat test)

Y hat onezero[np.arange(len(Y hat test)),Y hat test.argmax(l)] =
int (1)

Y hat onezero=Y hat onezero.astype (int)

Yacc _score = accuracy score(Y test,Y hat onezero)
Yprecision = precision score(Y test,Y hat onezero,average='macro'
)
Yrecall = recall score(Y test,Y hat onezero,average='macro')
Yf 1 = f1 score(Y test,Y hat onezero,average='macro')
print ("accuracy : %f \n"$%Yacc score)
print ("precision : %f \n"%Yprecision)
print ("recall : %f \n"%Yrecall)
(

print ("f-1 : %f "3Yf 1)

accuracy : 0.952381
precision :0. 952328
recall : 0. 953398

f-1:0.952231
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plt.
.plot (history.history['loss'], label='train')

.plot (history.history['val loss'], label='test')
plt.
plt.

plt
plt

plt.
.plot (history.history['accuracy'], label='train')

.plot (history.history['val accuracy'], label='test')
plt.

plt
plt

plt

title('Loss')

legend()
show () ;

title ('Accuracy')

legend()

.show () ;
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training / validation accuracy
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APPENDIX B
SAMPLE DETAIL SECTION DRAWING
B-1 Partition Detail Section Drawings Sets from Cibolo Fire Station No.2

Architectural Plan Drawing Reprinted from Simpson (2009)
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