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ABSTRACT

Aging heat treatments in high temperature NiTiHf shape memory alloys (SMAs) create nano-

sized precipitates and modify their phase transformation behavior. Depending upon specific ap-

plication requirements, the phase transformation behavior in the SMA may be tailored through

performing appropriate aging heat treatments. However, identifying the correct heat-treatment for

the desired modification in the phase transformation behavior can be time-consuming and may

require costly experiments. Can micromechanical modeling speed up this process by predicting

the microstructure to behavior linkage? What factors need to be considered to improve accuracy?

What tools can improve the computation cost?

The modified phase transformation behavior with heat treatment is a result of the new mi-

crostructure. Micromechanics connects the microstructure of a material to its behavior and is useful

in the context of NiTiHf SMAs for identifying desired microstructures, and thereby the heat treat-

ments. We developed a full-field finite element based micromechanical modeling framework for

modeling the microstructure-behavior linkage in precipitation hardened NiTiHf SMAs. Represen-

tative volume elements (RVEs) from 3D transmission electron microscopy based reconstructions

of the material microstructure were used. With the new modeling framework, the NiTiHf SMA

behaviors of different compositions and processing were analyzed. Consequently, compositional

and processing effects affecting phase transformation in NiTiHf SMAs were identified.

The full-field micromechanical modeling can be computationally expensive, and the size of

RVEs modeled can affect the prediction. Additional investigations were performed to develop

faster tools of computation and to determine size RVEs. Fast Fourier Transform (FFT) based solu-

tion methodology, in the SMA micromechanical model, was found to improve computation time.

Using the FFT, larger RVEs and multiple realizations were analyzed in the SMA micromechanical

model and the RVE size statistics were studied. Consequently, for capturing RVE size statistics,

we developed a new general formulation using principles of perturbation theory. The dispersion

of individual RVE behaviors was formulated as perturbation from the ensemble average behavior,

ii



and hence the ensemble statistics can be derived in terms of perturbations. The new RVE size

methodology was demonstrated for SMA micromechanical model, and found to be capturing the

RVE statistics in a wide range of precipitate volume fractions.

Further, we investigated the potential of data-based machine learning tools for faster predictions

in new RVEs using full-field simulation data. The machine learning models were explored at three

levels of complexity: (a) with precipitates, (b) without precipitates and (c) with anisotropy without

precipitation. For (a) with precipitates, the RVEs were represented using 2-point statistics and

reduced using principal component analysis and taken as input to a machine learning model to

target as the effective response. The model predicted responses in new volume fraction RVEs and

were compared with full-field simulation. In (b) without precipitates, we investigated the ability

of a machine learning model to predict complex partial transformation responses. The machine

learning model was built using experimental major actuation responses of a NiTiHf SMA, and its

ability to interpolate the behavior to predict minor cycle responses was investigated. In (c) with

material property anisotropy, the ability of a machine learning model to capture the anisotropy

in single crystal SMA responses was investigated. Simulations from a crystal plasticity model

were used for training, and the ability of the machine learning model to predict responses in new

orientations was investigated.

A micromechanical modeling framework was successfully demonstrated for predicting the be-

havior of precipitation hardened NiTiHf SMAs. The computational cost of the modeling frame-

work can be reduced by choosing RVE sizes corresponding to the desired accuracy based on an

RVE statistics study. The speed of computation can be improved by using FFT based solution

methodology. Faster estimations for new RVEs can be simulated using data-based machine learn-

ing methods.
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1. INTRODUCTION

From ancient times, man has explored the natural world in search of new materials. Advanced

scientific exploration made possible materials of even further impact, including active materials, or

smart materials. These materials exhibit special properties in the presence of temperature change,

pressure change, and electric or magnetic field. They have the ability to convert between different

forms of energy, for example from thermal to mechanical, from electrical to mechanical, magnetic

to mechanical, from acoustic to electric, etc. Examples of active materials are Shape Memory

Alloys, Piezoelectric, Magneto-elastic, Electro-acoustic and Photo-elastic. With the modern scien-

tific revolution, active materials became more and more useful and used in variety of engineering

applications and to build new technology.

Shape Memory Alloys (SMAs) are active materials which can undergo a diffussionless solid-

to-solid phase transformation from low temperature martensitic phase to high temperature austenitic

phase induced by variations in temperature, stress or both [8]. Due to their ability to recover from

high strains and transform against high stress, they are suitable for designing solid-state actuators

of high work density [9, 10]. SMAs are used in many engineering applications: as actuators and

morphing structures in aerospace engineering [11, 12, 13, 14, 15], as passive energy dissipators

and vibration dissipators in civil engineering [16, 17, 18], and to design stents, micro-devices and

implantable devices in biomedical engineering [19, 20, 21, 22, 23].

In the past, most applications relied upon heavy electric actuators, with multiple moving parts.

But SMAs, when formed into solid state actuators, provide a powerful alternative, because of their

innate capacity to cause actuation motion during phase transformation. While other active mate-

rials like piezo-electric materials can also be used as actuators, they are limited by their actuation

energy density (power/volume), which limits their use for applications requiring high work output.

SMAs, because of their high actuation energy density (10 MJ/m3) can instead be used to design

lighter weight actuators that are powerful enough for morphing wings on aircraft.

Depending on the application, SMAs are chosen for transformation properties fitting the oper-
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ating temperature range. Among the various SMA materials known, the NiTi SMAs are commonly

used because of their high strength, high transformation strain and lower permanent deformation

during actuation. Despite possessing these desirable transformation characteristics, the NiTi SMAs

cannot martensitically transform above 100◦C. On the other hand, NiTiHf High Temperature Shape

Memory Alloys (HTSMAs) can transform at temperatures higher than 100◦C [24]. Depending on

the composition of the alloying elements, they can exhibit shape memory behavior in a wide range

of temperatures (∼ -50◦C to 500◦C) [3, 25, 26, 27, 28, 29]. The lower material cost compared to

other HTSMAs with precious metals, and ability to exhibit high actuation energy density, make

NiTiHf SMAs a good choice to design robust and efficient high temperature solid-state actuator

systems [24, 30, 31, 32, 33].

Recent discoveries show that aging heat treatments in NiTiHf SMAs lead to formation of nano-

precipitates that modify the transformation temperatures and the recoverable strains [34]. As Ni-

TiHf SMA material systems exhibit phase transformation in a wide temperature range, varying

levels of precipitates can produce SMAs with a range of transformation properties. This is advan-

tageous for designing SMA actuators, as the transformation behavior can be tuned by applying

suitable heat treatments. In addition to modifying the transformation properties, the heat treat-

ments in NiTiHf SMAs are also shown to improve the cyclic response, reducing the Transforma-

tion Induced Plasticity (TRIP) associated with repeated thermal cycling [35] and thus making heat

treatment modifications desirable. Presently, the NiTiHf SMA material response is known only for

limited compositions and aging paths due to the time and cost associated with testing. The SMA

designing process can be accelerated with the help of computational models that can predict the

actuation responses from the heat treatment modifications.

In this thesis work, the focus is to assist the development of new NiTiHf shape memory alloys

through micromechanical modeling. The concepts developed here are general and could be useful

in the developments of other material systems as well. This chapter is structured with a brief intro-

duction to the shape memory alloy behavior including NiTiHf, the challenges in the micromechan-

ical modeling development, the challenges and importance of size microstructure representations
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in micromechanical modeling, and some developments in the data science modeling which can

assist the micromechanics predictions. The introduction chapter will give a brief outline of key

concepts, and subsequent chapters will develop these ideas further with details of the modeling.

1.1 Shape memory alloy (SMA) behavior

SMAs offer complex behaviors based on the different thermo-mechanical loading path the ma-

terial undergoes [8]. A shape memory effect (SME) is observed when the SMAs in the twinned

martensitic phase are deformed, unloaded and heated above austenite finish temperature, recover-

ing the original shape by transforming back into its parent austenitic phase. Pseudoelastic behav-

ior in SMAs is observed when stress is applied to material at austenitic temperatures, creating a

stress-induced transformation to the martensitic state, whereupon unloading it transforms back to

austenite and any strain is recovered. The SMAs loaded under constant stress, when taken through

cyclic cooling and heating between the austenite and martensite phase, produce actuation response.

Modeling these constant stress responses is important for designing SMA-based actuators for pre-

dicting the extent of actuation displacement. For the current work, the focus is only on modeling

the actuation responses of SMAs.

1.1.1 SMA actuation response

An actuation loading path for SMA in a temperature-stress phase diagram and a typical strain –

temperature response are shown in Figure 1.1. The path indicated by the blue dotted line from A to

B and B to A in Figure 1.1 (a) represents the cooling and heating of the material in the presence of a

fixed stress. The material transforms between the high temperature austenitic phase (A) and the low

temperature martensitic phase (B) during the actuation loading path. A typical actuation response

is shown in Figure 1.1 (b), and the two phases are described with the crystalline structure. The

phase transformations produce a sudden expansion or contraction in the strain versus temperature

response, which is captured using a transformation strain parameter (H) in the Lagoudas et al.[5]

constitutive model for SMAs. The phase transformation ranges are described using transformation

temperatures (TTs), which can be calculated from the response using the tangent lines approach
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shown in Figure 1.1 (b).

(a) (b)

Figure 1.1: Actuation loading path and response: a) loading path shown on a typical phase diagram,
and b) a representative strain - temperature response shown with the tangent line approach.

1.1.2 Shape memory alloys constitutive model

The constitutive model for SMAs used in this work is based on Boyd and Lagoudas’ unified

model for polycrystalline SMAs [36, 37, 38]. The evolution equations in the model are devel-

oped within the framework of continuum thermodynamics, and classical rate-independent small-

strain flow theory is used. In this model, the Gibbs energy is used as the thermodynamic potential

instead of Helmholtz free energy for modeling the thermomechanical loading path in the stress-

temperature space. The form of Gibbs free energy G is given by Eq. (1.1) defined in terms of the

independent state variables temperature T and stress σ and the state variables strain ε and marten-

sitic volume fraction ξ. The explicit form of the Gibbs free energy is given by Boyd and Lagoudas

[36, 37], and Qidwai and Lagoudas [39].

G(σ, T, εt, ξ) = − 1

2ρ
σ : S : σ − 1

ρ
σ : [α(T − T0) + εt]

+c

[
(T − T0)− T ln

(
T

T0

)]
− s0T + u0 +

1

ρ
f(ξ)

(1.1)
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where T0 is the reference temperature, S is the fourth-order effective compliance tensor, α is the

second-order effective thermal expansion tensor, c is the effective specific heat, s0 is the effective

specific entropy at the reference state and u0 is the effective specific internal energy at the reference

state. The transformation hardening function is defined using the function f(ξ) and will be defined

subsequently.

The effective properties of the SMA material are expressed in terms of the properties of the

pure phases (austenite and martensite) and the martensite volume fraction, ξ given by equations

(1.2) -(1.6). Here, the rule of mixture is used to calculate the effective property in terms of the

volume fraction of the pure phases.

S(ξ) = SA + ξ
(
SM − SA

)
(1.2)

α(ξ) = αA + ξ
(
αM −αA

)
(1.3)

c(ξ) = cA + ξ
(
cM − cA

)
(1.4)

s0(ξ) = sA0 + ξ
(
sM0 − sA0

)
(1.5)

u0(ξ) = uA0 + ξ
(
uM0 − uA0

)
(1.6)

An evolution equation for the transformation strain εtr is defined in terms of the changes in the

martensitic volume fraction ξ, which is given as follows.

ε̇tr = Λξ̇

Λ =


Λfwd if ξ̇ > 0

Λrev if ξ̇ < 0

(1.7)

where, the tensor Λ, defines the direction of transformation strain. The components of the tensor

Λ is defined by the following equations.

Λfwd =
3

2
Hcurσ

′

σ′
, Λrev =

εrevtr
εrevtr

. (1.8)
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Where, Hcur is the transformation strain at complete transformation, σ′ =
√

3
2
||σ′||2 is the

Mises equivalent stress and σ′ = σ − 1
3
tr(σ)1 is the deviatoric stress tensor. The transformation

strain at the reversal point is denoted by εrevtr and the effective transformation strain at the reversal

of the phase transformation is given by εrevtr =
√

2
3
||εrevtr ||2. In both the above definitions, || · ||2

denotes the inner product of the enclosed quantity. The transformation strain is oriented by the

direction of the deviatoric stress in forward transformation, hence a J2 form of the direction tensor

is chosen. Whereas in reverse phase transformation, it is assumed that the average orientation of

the martensite governs the direction.

For most SMAs, the maximum transformation strain at complete transformation Hcur is a

function of stress. At high stress levels, a saturated value of maximum attainable transformation

strain Hsat is reached. The value of Hsat depends on material system, processing conditions

resulting from different crystallographic and morphological textures. To capture the evolution of

Hcur with stress, an exponential function in terms of the Hsat given by Eq. (1.9) is used.

Hcur(σ) = Hsat(1− e−kσ) (1.9)

where, k is the exponent that controls the rate of Hcur evolution. When transformation happens,

the stress tensor should satisfy the transformation surface given in the Eq. 1.10.

Φ = 0, Φ =


Φfwd = πfwd − Y0 for dξ > 0,

Φrev = −πrev − Y0 for dξ < 0;

(1.10)

where, the πfwd and πrev are thermodynamic forces for forward and reverse phase transforma-

tion respectively, and Y0 is the critical value of the thermodynamic force to allow phase transfor-

mation to initiate and continue. The πfwd is given by the following equation Eq. (1.11).

πfwd = σijΛ
fwd
ij +

1

2
∆Sijklσijσkl + ρ∆s0T − ρ∆u0 − f fwd, (1.11)
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where, f fwd is given by

f fwd =
1

2
α1[1 + ξn1 − (1− ξ)n2] + α3. (1.12)

Similarly, the thermodynamic driving force πrev is given by Eq. (1.13).

πrev = σijΛ
rev
ij +

1

2
∆Sijklσijσkl + ρ∆s0T − ρ∆u0 − f rev, (1.13)

and f rev is given by

f rev =
1

2
α2[1 + ξn3 − (1− ξ)n4] + α3. (1.14)

The functions f fwd and f rev represent the hardening functions introduced for capturing the smooth

phase transformation in the material. The symbol ∆ is used in the expressions to denote the

difference in property between the martensitic and the austenitic states for stiffness (in ∆Sijkl),

specific entropy (in ∆s0) and internal energy (in ∆u0). The variables αi (i = 1, 2, 3) and ni

(i = 1, 2, 3, 4) are coefficients with real number values.

The model parameters in these constitutive relations must be calibrated based on experiments.

These parameters include (i) stiffness properties of austenite and martensite (ii) parameters in the

definition of current transformation strain Hcur(σ) (iii) and six model parameters (ρ∆s0, ρ∆u0,

α1, α2, α3, Y0) that characterize the transformation. These parameters are estimated from the prop-

erties that can be measured from the material behavior listed below. The commonly calibrated

material parameters for the SMAs are stiffness properties of austenite and martensite (EA, EM ),

four transformation temperatures at zero load: martensitic start and finish (Ms, Mf ) austenitic

start and finish (As, Af ), phase-diagram forward and reverse transformation slopes (CM , CA),

Poisson’s ratio (νA, νM ) and thermal expansion coefficients (αA, αM ). The stiffness properties

and thermal expansion coefficients are calculated directly the slopes of stress-strain variation and

strain-temperature variation of the material. The phase-diagram shows the beginning and ending

of forward and reverse phase transformation at different stress levels. The transformation temper-

atures and phase diagram slopes are estimated directly from the temperature-stress phase diagram

of the SMA. More on the calibration and estimation of the model parameters can be found in [8].
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1.2 Micromechanical modeling of materials

Micromechanics is one of the recent developments in the field of mechanics, and aims at ap-

plying the continuum level theories at the microscopic level in the material and predict the thermo-

mechanical behavior of the material. The goal in micromechanics is to predict the behavior of the

material by modeling its microstructure. Using continuum mechanics theories, the mechanics of

the material is modeled from the microstructure. As the phenomena at the microscopic level is

modeled, the macroscopic behavior is estimated as the average from the microscopic level. With

the application of theories such as elasticity and plasticity on the material microstructure, the com-

plex phenomena such as fatigue, fracture, material imperfections are studied.

Some key developments in the field of mechanics gave rise to the new field of micromechanics

in the last 50 years. The earliest theories in continuum micromechanics are ’rule of mixtures in

composites’ by Voigt (1887) and Reuss (1929). These were simple equations that gave rough esti-

mations of the property in the heterogeneous material with assumptions of uniform stress or strain

and did not consider the micro-level mechanics and interaction between different heterogeneity

inside the material. However, the beginning of the field of micromechanics in its present form may

be traced to the Eshelby’s work in 1957 [40] on the elastic field of an ellipsoidal inclusion. Eshelby

developed an analytical solution for the elastic field around elliptical inclusion in an elastic infinite

medium. With the Eshelby solution, estimation of effective material responses in heterogeneous

materials with ellipsoidal inhomogeneities were made possible. Eshleby’s solution worked well

for dilute cases with low volume fraction. Further, the Mori-Tanka [41] approach extended the Es-

helby’s approach with better accuracy in the case of higher volume fractions. By the early 1980s,

the micromechanics was fully developed into a subject area of its own. Several books like Mura

(1986) [42], Nemat- Nasser and Hori (1993) [43], and Krajcinovic (1996) [44] published in the

following years were useful for learning the techniques in micromechanics.

Through micromechanical modeling, one is able to predict the material behavior from its mi-

crostructure. By modeling the material at the microscopic level from the microstructure and up-

scaling its effects, the observable behavior of the material at the macroscopic level can be predicted.
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The macroscopic response of the material is the result of cumulative effects from the mechanics

of deformation at the microscopic level. The idea here is that the observable phenomenon of the

material is directly related to the activity at the microscopic level and vice versa within the domain

of continuum mechanics. Through micromechanical modeling, a direct correlation between the

microstructure and the effective material response is developed. The micromechanics tools thus

enable us to identify the phenomena happening at the microscopic level in relation to the phenom-

ena at the macroscopic level and vise versa. This is very powerful to understand the material as a

whole.

The methods developed in micromechanical modeling can be classified in two categories:

mean-field approaches and full field approaches. The earlier developed analytical methods such as

Eshelby’s [40] and Mori-Tanka [41] fall into the category of mean-field approaches. The bound-

ary value problem (BVP) based homogenization through finite element method (FEM) [45, 46,

47, 48, 49] and fast Fourier transform (FFT)[50, 51, 52, 53, 54, 55] methods fall into the cate-

gory of full field approaches. In the mean-field approach, as the name suggests, the interactions

inside the microstructure are modeled through average field (e.g. stress, strain) values. For e.g.

in Eshelby’s [40] and Mori-Tanka [41] methods, the interaction between the particles is captured

through the average strain values in the surrounding matrix. Hence, for the mean-field approaches,

the interactions in the microstructures can be modeled with analytical expressions of the average

field variables. Whereas in the full field approaches, the focus is to model the field interactions

close to the reality, taking into consideration the spatial variations in the microstructure. As the

size of microstructure representation and grids size increase, the accuracy of the method increase

the field modeled will be closer to the actual. Thus, in the context of full-field approaches, the size

of Representative Volume Element (RVEs) [56] modeled is more relevant.

The full field approaches give certain advantages in the case of NiTiHf SMA modeling. The

precipitates in the SMAs do not have perfect ellipsoidal shapes, and the full field approach enables

the modeling of irregular geometry. With tools of reconstruction, the full 3D configuration of

the microstructures in NiTiHf SMAs are available. The complexity of interaction between the
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particles is increased with phase transformation, and the full field approaches enable to model these

interactions more accurately. With the full field approaches, complex mechanisms such as diffusion

and coherency can be easily modeled, and their effects can be isolated. The full field techniques

come with better visualization capabilities, which helps to better understand the mechanics.

1.2.1 Challenges in the micromechanical modeling

The modeling of micromechanics of the materials has associated challenges. Some common

challenges are the following.

• Understanding the mechanics at the micro-level is key to modeling the material. Often times,

the mechanics at the material level can be different from the material’s macroscopic behavior.

Thus, constitutive models capturing the behavior at the material level is required.

• Determining Representative Volume Elements (RVEs) of the material can be a difficult task.

Especially when the material microstructure is very small (e.g. nano-size precipitates in

NiTiHf), it can often become very difficult to accurately determine the microstructure pa-

rameters such as the volume fraction.

• Estimation of material properties of the phases at the micro-level can be very difficult. Often

times this is compromised by assuming the same properties as that at the macroscopic level.

In the case of NiTiHf SMAs, these challenges were resolved by development of new tools and

with assumptions that explain their behavior. The challenges in NiTiHf include the modeling of

the constitutive behavior of the participating phases in the material, generating the correct repre-

sentation of their microstructures, estimation of appropriate RVE size and estimation of properties

at the microstructure level. Using tools of 3D reconstruction (Chapter 2) the representations of the

microstructures in NiTiHf were accurately determined. The constitutive behavior of the phases in

the materials were modeled assuming macroscopic SMA behavior modeled with Lagoudas et al.[5]

constitutive response in the phase transforming matrix and elastic response in the non-transforming

[57] precipitates. The material properties at the microscopic level were resolved, assuming similar
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properties to macroscopic SMA in the matrix. For the precipitate phase, the stiffness properties

were estimated through inverse calculations taking into consideration the associated measurement

uncertainties. The above developments are explained in detail in Chapter 2.

1.2.2 Size of Representative Volume Element in micromechanical modeling

In full-field micromechanical modeling, size of RVEs can affect the predictions of material

behavior. Ideally it is good to model a very large volume of material in the RVE, however this will

result in higher computational cost. The lower volume of RVEs can give uncertain predictions, as

the representation is not converged. In this context, it is required to determine an optimal RVE

with less uncertainty in the predictions and less computational cost. The optimal size of RVEs for

giving predictions of the material behavior within a tolerance can be resolved through a statistical

study, correlating RVE size to their uncertainty in estimations.

In the micromechanical models to predict the aged SMA response, the RVEs consist of a ho-

mogenized SMA matrix with randomly distributed precipitates [6, 58, 59]. Due to the high com-

putational cost of the simulations, the statistical analysis in these studies [6, 58, 59] were limited

to few particles. Thus, the modeling predictions may present dispersion in the effective response

when the volume fraction of the precipitates, material properties or loading conditions are changed.

In this context, it is important to estimate the converged RVE size to make predictions of the effec-

tive heat-treated response. In Chapter 4, the tools required to determine the optimum size of RVE

is developed. Further, the convergence of the SMA behavior with RVE size is resolved with newly

developed tools.

1.3 Data-based machine learning approaches in micromechanics

Data-based modeling is gaining popularity in nearly every field of research, including mi-

cromechanics, thanks to recent developments in data science. Because of the massive amounts

of data that can be created, kept, and analyzed, data-driven models have been developed that can

make faster predictions. Because computing costs associated with modeling large RVEs in the mi-

cromechanical modeling can become costly, data-based models can be developed using previously
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generated data from micromechanical models. These faster models are useful in optimization and

multiscale modeling, where many micromechanical model evaluations are necessary.

The way the input and targets are described is critical for the efficiency of data-based modeling.

A preprocessing of input parameters to reduce their size can improve efficiency, as data-based

models perform better when the inputs and targets are represented in a reduced in size form. The

key input in the micromechanical modeling is the microstructure, which contains large amount

of spatial information. Considering the microstructure with its full representation reduces the

efficiency of data-based models. Hence, it is important to find ways to represent the microstructure

using a minimum number of parameters without losing key information.

Spatial statistical techniques such as 2-point correlations are very useful for capturing the statis-

tics in the microstructures and further reducing their representation. 2-point correlations are suc-

cessfully used to describe microstructures of different size and morphology in many recent works

[60, 61, 62, 63]. The advantage of using a 2-point spatial statistical representation is that it allows

us to represent complex microstructures of various sizes and morphologies within the same frame-

work of statistical representation[64]. The information at each grid in the 2-point statistic represen-

tation contains the same statistical information, irrespective of the geometrical complexity in the

microstructures compared. This approach makes the comparison between different microstructures

easier, and a simpler representation can be built using dimensionality reduction techniques.

Modern computational resources have made it easier to run numerous small-scale microme-

chanics simulations. This aids in the creation of a database that covers the design space, al-

lowing for the development of robust data-based models covering all possible microstructures.

The micromechanics community can now use some of these statistical methodologies more eas-

ily thanks to open source Python tools like ’PyMKS’ developed at Georgia Tech [65]. RVEs of

SMA microstructures can be represented using 2-point correlations with the help of PyMKS. Low-

dimensional data-based ML models for the microstructure-property linkage are also possible using

dimensionality reduction via principal component analysis (PCA) of statistical representations.

The dimensionality of the model can be efficiently truncated according to the accuracy required
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from PCA, and makes it possible to represent the microstructure with minimum number of vari-

ables in a data-based model.

Chapter 5 focuses on implementation of data based modeling for shape memory alloy mi-

cromechanical modeling. Simplified representations for RVEs with precipitated microstructures

were created using 2-point statistics. Further, using neural network based machine learning, the

predictions of phase transformation behaviors were trained and predictions were made. In Chapter

7, an attempt to extend the data based modeling for multiscale homogenization starting with a sin-

gle crystal model is presented. Data-based modeling approach were used to capture the anisotropy

in the single crystal responses. The responses in new orientations were predicted from the models

and can be useful in a multiscale modeling approach accounting the grain level interactions.

1.3.1 Disadvantages in data based modeling

Some disadvantages in data based micromechanical modeling are listed:

• Data based modeling requires a considerable amount of data generation running the mi-

cromechanical modeling. This can be a difficulty when we need to modify the modeling

approach or implement in a new material system.

• The data based modeling cannot give good predictions outside the domain in which they are

trained compared to the physics based models. The physics based models, while computa-

tionally costly, can make realistic predictions within the constraints imposed by the physical

laws. Whereas, the predictions from data based models outside the domain in which they are

trained can be significantly erroneous, which users have to be aware of.

1.4 Data-driven modeling for partial transformation response

In designing SMA actuators and for developing control algorithms, faster and more accurate

modeling of SMA behavior incorporating partial phase transformation are required [15]. There

have been considerable efforts in phenomenological modeling of SMA actuation behaviors. The

constitutive model developed by Lagoudas et al. [38] has successfully captured with good accuracy

the major cyclic responses in the SMA polycrystals. The modeling attempts in the works in [66, 67,
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68, 37] have modeled the minor cycle responses in the SMAs. Although physics based modeling

is much more successful in producing new insights, accuracy can be compromised because of

modeling assumptions. Oftentimes, the experimental data is fitted into the assumed model, not

utilizing the full potential of information contained in them.

As data-based models are capable of adapting to the data, the full potential of information con-

tained in them can be considered while making predictions. With the use of data driven machine

learning models such as neural networks, faster and accurate models which can train directly from

the experimental responses can be developed. Neural networks are capable of capturing complex

behaviors and making faster predictions with less computational cost. Moreover, they can capture

the hidden features specific to the experimental data, which may not be fully captured in the phe-

nomenological modeling. The downside of depending on data driven techniques is that they can be

inadequate to give new insights and cannot project those insights into another material behavior.

Neural network based modeling has been successfully implemented in medical, material science,

agriculture and finance fields to make predictions in real-time scenarios [69]. Relevant applications

in material modeling include modeling Young’s modulus [70] and strain responses [71]. Yet, for

SMA responses, there have been few works using neural network based model for modeling SMA

cyclic responses [72] and SMA wire actuation [73].

In Chapter 6, the neural network based modeling is implemented for the actuation transfor-

mation responses of a NiTiHf material. A neural network model was trained on the major cycle

responses of the material at different stress levels. Predictions were made for major cycle responses

at new stress levels and minor cycle responses in new temperature ranges. Comparisons show the

presented approach captured the major cycle responses and the minor cycle responses close to the

experimental cases that were available. Many complex minor cyclic responses were modeled for

new loading paths using the trained neural network model. Although the predictions for these new

paths look realistic, the accuracy of the predictions could not be verified because experimental

behaviors were not available. To the best of the author’s knowledge, this is the first attempt to use

data based modeling to capture the partial transformation cycling in SMAs.
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1.5 Research objectives

The primary goal of this work is to build a micromechanical modeling framework to predict the

material response of heat treated NiTiHf alloys. Based on the challenges described in the microme-

chanical modeling so far, the subsequent objectives were identified with the goal of improving the

micromechanical modeling framework. The tools developed in these objectives were focused on

improving accuracy and making predictions faster. Further, with the data based models, the goal

was to build tools that predict the behavior of NiTiHf SMAs in a faster manner and also extend to

behaviors such as minor loop cycles. The objectives proposed in this work are summarized below.

• Finite element based micromechanical modeling framework for Ni-Ti-Hf SMAs

In this objective, the focus is on building a finite element (FE) based micromechanical frame-

work to capture the constitutive response of precipitation hardened NiTiHf SMAs. The RVEs

used for the modeling are motivated from TEM images and effects of Ni and Hf depletion

due to precipitation were taken into consideration. The predictive capability of the developed

framework was assessed through comparing with experimental responses.

• Fast Fourier Transform based solution in micromechanical modeling

The FFT based solution methodology can be useful in making faster prediction in microme-

chanical modeling. In this objective, the advantages of FFT based solution compared to

FEA based solution is analyzed. The micromechanical model for SMAs was considered for

comparison of these methodologies.

• Determination of RVE size for convergence of effective strain response

The optimum size of Representative Volume Element (RVE) for the micromechanical frame-

work has to be determined for accurate predictions using the model. In this objective, the

focus is a systematic study of RVE size on microstructural RVEs in phase transforming

Shape Memory Alloys (SMAs) with secondary non transforming precipitates. The disper-

sion of the strain behavior were quantified statistically, and new correlation relations were

derived for predicting the RVE size.
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• Machine learning model for predicting SMA response from microstructures

Design optimization can be greatly speeded up with the help of machine learning tools that

can interpolate the behavior in a faster manner in new microstructures. In this objective,

the focus is building a machine learning model which can interpolate the precipitation hard-

ened behavior in the RVEs. To assist multiscale modeling, a data based modeling is also

demonstrated for single crystal behaviors.

• Machine learning modeling for SMA response with minor loop predictions

In this objective, the goal is to build a data based model for NiTiHf SMA responses, that

can make extensive predictions for the minor loop responses. The ability of the model is

validated by implementation on experimental responses.

The subsequent chapters in this dissertation address these objectives.
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2. MICROMECHANICAL MODELING OF HIGH TEMPERATURE SHAPE MEMORY

ALLOYS WITH TEM RECONSTRUCTED MICROSTRUCTURES 1

2.1 Introduction

Micromechanical modeling has been successfully used in the past to predict the SMA re-

sponses. The geometry and mechanical properties of the phases, the interaction between the

phases, and bridging these small-scale individual phenomena to the imposed macroscopic loading

conditions are key aspects in developing such micromechanical models. Many of the past works

used orientation averaging techniques or mean field approaches such as the Mori-Tanaka approx-

imation to model the SMA response in the presence of precipitates [75, 76, 77, 78, 79, 80, 81].

These methods were limited to capturing the effects of regular precipitate shapes and simple in-

teractions. In recent years, Finite Element Analysis (FEA) based full-field modeling using the

approach of Representative Volume Elements (RVEs) is found to be effective not only in captur-

ing the effects of irregular shapes of precipitates but also capable of predicting the effects due to

compositional variations in the NiTi SMA systems [58, 82, 49, 1, 59].

In the current work, an FEA based full-field micromechanical model is developed to predict the

precipitation hardened NiTiHf SMA actuation response from the precipitate microstructure. RVEs

of the SMA microstructure were generated in the following two ways: (1) 3-D reconstructions

of the precipitates from TEM micrographs and (2) approximated ellipsoidal precipitates RVEs.

Constructing RVEs from the TEM sample is an expensive process, but it gives the real 3-D mi-

crostructure, while constructing RVEs using ellipsoids is an approximated description but is less

expensive. Using the approximated ellipsoidal method helps in studying the effects due to mi-

crostructural variations, as they are easy to generate. In both RVEs, the precipitates were modeled

as non-transforming elastic material and surrounded by polycrystalline phase-transforming ma-

1Reprinted with permission from "Effects of microstructure and composition on constitutive response of high tem-
perature shape memory alloys: micromechanical modeling using 3-D reconstructions with experimental validation.",
Acta Materialia (2022): 117929 by Joy, Jobin K., Tejas Umale, Dexin Zhao, Alexandros Solomou, Kelvin Xie, Ibrahim
Karaman, and Dimitris C. Lagoudas. [74].
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trix. The matrix was modeled using the Lagoudas et al. [5] constitutive model, and the precipitates

using isotropic elastic behavior. In the thermo-mechanical constitutive model of the matrix, the

compositional effects were incorporated by considering the composition dependency of the phase

transformation properties. The effects of residual stress arising from lattice mismatch and the

difference in elastic properties between the phases were also accounted for.

The resulting FEA micromechanical model was then used to analyze the actuation behavior

in aged NiTiHf samples for different heat treatments from the physics and modeling perspectives.

The precipitation hardened responses of Ni50.3Ti29.7Hf20 SMA were modeled, and the behavior

was analyzed in terms of the microstructure and composition changes. Estimation of composi-

tion effects, stiffness of the precipitate phase and material parameters of the matrix phase were

carried out through calibration using the FEA model. The 3-D reconstructions studied in this

work focus on shorter heat treatments and varying volume fractions compared to previous efforts

[83, 84], where the focus was on very long heat treatments. This work presents the first modeling

study on the actuation response of HTSMAs considering realistic 3-D microstructures. Knowl-

edge of the real microstructures from the 3-D reconstructions helped to validate the methodology

for ellipsoidal shaped RVEs. Experiments conducted on multiple samples of solutionized (un-

precipitated) and heat treated Ni50.3Ti29.7Hf20 SMA were used to analyze the sample-to-sample

variation. In addition, the ellipsoidal RVE methodology was used for modeling the heat treatment

responses in two other SMAs available in the literature [4] with compositions Ni50.3Ti29.7Hf20 and

Ni50.3Ti34.7Hf15, but with a different processing history. The comparison of simulations and exper-

iments demonstrates that the proposed micromechanical model framework accurately predicts the

precipitation hardened response and will be extremely useful in designing aging heat treatments in

NiTiHf SMAs.

The chapter is structured as follows. Section 2.2 describes the microstructural observations

from TEM study in NiTiHf in different heat treated samples. 3-D reconstructions of the mi-

crostructure, volume fraction estimation and the precipitate morphology are shown. Section 2.3

describes the experimental observation of actuation responses in precipitation-hardened NiTiHf
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and discusses the mechanisms through which the precipitates can modify the actuation response.

Section 2.4 discusses the key steps in the developed micromechanical model. Section 2.5 dis-

cusses the steps involved in building approximate RVEs with ellipsoidal precipitate shapes. Sec-

tion 2.6 explains the calibration of model parameters from the experimental responses. Section

2.7 discusses the comparison of experiments and predictions. Section 2.8 summarizes the main

conclusions from the work.

2.2 Microstructure in NiTiHf and 3-D reconstruction

An accurate description of the precipitate microstructure and measurements of the volume frac-

tion of precipitates is needed in the micromechanical modeling. Regular TEM and scanning TEM

(STEM) micrographs display only the 2-D projection of 3-D objects, and cannot give a complete

picture of the shape of precipitates. The volume fraction of the precipitates, which is critical infor-

mation required in the modeling, cannot be estimated accurately from the 2-D representations. To

overcome these difficulties, 3-D reconstructions of the microstructures were generated. In this sec-

tion, the procedure used for these reconstructions, the key observations and estimation of volume

fraction are discussed.

2.2.1 Experimental procedure

Elemental Ni, Ti, and Hf (99.98%, 99.95% and 99.9% in purity, respectively) were used to

fabricate a Ni-rich Ni50.3Ti29.7Hf20 (at.%) SMA via vacuum induction melting. The material was

then vacuum homogenized at 1050◦C for 72 hours and air cooled. The ingot was hot forged to an

R ratio of 2.35:1 followed by cooling in the air. The samples cut using wire electrical discharge

machining (EDM) were then solution heat treated (SHT) at 900◦C for 1 hour followed by water

quenching. The samples were then heat treated at 550◦C, 600◦C and 650◦C for 10 hours followed

by air cooling to grow precipitates with various sizes and volume fractions. The TEM specimens

from the bulk samples were mechanically polished using 1200-grid silicon carbide papers and

punched into 3 mm TEM discs with a thickness around 100 µm. These discs were then twin-jet

electropolished using a Tenupol-5 polishing system with a solution of 30% nitric acid in ethanol

19



at −30◦C. High-angle annular dark-field scanning transmission electron microscopy (HAADF-

STEM) micrographs were acquired near the perforation to characterize the precipitates using a

FEI Tecnai G2 F20 Super-Twin FE TEM operating at 200 keV. 3-D models of precipitates were

reconstructed from the HAADF-STEM images using TEM tomography. The micrographs were

taken under different magnifications to ensure similar amounts of precipitates were captured in the

view field. The tomographic tilt series were collected over 90◦ at 2◦ intervals. Image alignment

and 3-D reconstruction were performed using open-source tomography platform Tomviz with a

“weighted back projection” algorithm [85]. The detailed process is described in Levin et al. [86].

The reconstructed 3-D models were then imported into the Paraview software [87], where the

visualization and analysis were performed.

2.2.2 Microstructure in 2-D HAADF-STEM

Precipitates of different sizes and number densities were observed in the heat-treated SMAs.

The HAADF micrographs shown in Figure 2.1 were taken at the same magnification for direct

comparison. In all samples, the precipitates appear to be brighter. Such contrast mainly comes

from the higher Hf content in the precipitates than in the matrix. Figure 2.1(a) illuminates a high

density of nano-precipitates with∼ 10 nm in size in the 550◦C heat-treated NiTiHf. Increasing the

heat treatment temperature to 600◦C, the precipitates grow to ∼ 30 nm in size with a decreasing

number density (Figure 2.1(b)). Further, increasing the heat treatment temperature to 650 ◦C results

in even larger precipitates (∼ 150 nm long) and lower number density (Figure 2.1(c)). In contrast to

the non-uniform precipitate distribution in NiTi [88] with differences at the grain interior and grain

boundary, the precipitate distribution in NiTiHf were observed to be more uniform. The difference

between NiTi and NiTiHf can be explained by their differences in precipitation kinetics. In NiTi,

the precipitates form directly from the solute via heterogeneous nucleation on crystallographic

defects, whereas in NiTiHf, the solute atoms form Guinier–Preston (GP) zones first and the GP

zones then evolve into precipitates, which creates a more uniform distribution of precipitates.

TEM studies on the precipitates showed coherency between the precipitate and the austenite B2

matrix, with continuity of the atomic planes across the precipitate interfaces over large distances
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more than 50 nm [34, 89]. The heat treatments 550◦C 10h and 600◦C 10h produce precipitates

smaller than 50 nm, which can be assumed coherent with the matrix. Whereas, the heat treatment

650◦C 10h produce precipitates of 200 nm size that may lose some coherency. However, the extent

of incoherency is difficult to be measured. Preliminary calculations performed by the authors

indicates that a loss of coherency causing up to 20% loss of precipitate stiffness do not modify the

responses significantly. Thus, in the modeling, a complete coherency was assumed owing to the

better coherency properties in the h-phase precipitates.
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(a) (b)

(c)

Figure 2.1: HAADF-STEM images of Ni50.3Ti29.7Hf20 heat treated at (a) 550◦C for 10 h, (b) 600◦C
for 10 h and (c) 650◦C for 10 h.

2.2.3 Microstructure in 3-D reconstructions

TEM-based tomography was used to extract the 3-D microstructural features of the precipitates.

Figure 2.2 show the 3-D reconstruction of the microstructures in the 3 heat treatments studied. The

precipitate volume fractions were calculated from the 3-D reconstruction as the ratio of grids in
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the precipitate region to the total grids. The volume fractions were estimated to be 8.5 ± 0.3%,

9.8 ± 3% and 12.9 ± 2.5% for the heat treatments at 550◦C, 600◦C, and 650◦C respectively. The

error bars reported were the spatial variation from four divisions of the whole volumes in the re-

construction. The increase in precipitate volume fraction from 550◦C to 650◦C indicates excess

amount of solute atoms (Hf and Ni) in the matrix and the precipitation has not saturated. Morphol-

ogy of individual precipitates was extracted from the 3-D reconstructions using cluster analysis in

MATLAB software [90]. The selected precipitate shapes from each heat treatment are shown in

Figure 2.3. The precipitate shapes were observed to be close to that of platelet or curved prolate

ellipsoidal geometry.

Compared to other methods like Focused Ion Beam (FIB) Scanning Electron Microscopy

(SEM) 3-D slice-and-view [88], the TEM-based tomography has advantages and disadvantages.

FIB is not suitable for the current heat treatment cases in the NiTiHf SMA, especially in the lower

aging temperature cases (e.g., 550◦C) as the precipitates are too small (few nm in width and ∼20

nm in length) to be resolved in the SEM. Moreover, the smallest slicing thickness in FIB is 5

nm and many precipitates will only constitute one voxel, which is difficult to distinguish from the

noise. When compared to the FIB-based 3-D slice and view approach, the TEM-based tomography

method may contain "missing wedges" due to the physical limitation of how much the TEM holder

can tilt, although this should not significantly affect the measurement accuracy. To assess the ac-

curacy of the volume fraction estimates in the TEM-based tomography requires a standard sample

with known precipitate volume fraction, which was not available. Nonetheless, the accuracy of the

TEM-based volume fraction estimate can be assumed to be satisfactory, as it is a well-established

technique based on the Radon transformation.
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(a) (b)

(c)

Figure 2.2: 3-D reconstructions from HAADF-STEM images of Ni50.3Ti29.7Hf20 with precipitation
from different heat treatments: (a) 550◦C for 10h, (b) 600◦C for 10h, and 650◦C for 10h.
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(a) Precipitate shapes in 550◦C for 10 h.

(b) Precipitate shapes in 600◦C for 10 h.

(c) Precipitate shapes in 650◦C for 10 h.

Figure 2.3: Individual precipitate morphology extracted from the 3-D reconstructions of precipita-
tion hardened Ni50.3Ti29.7Hf20 SMAs.
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2.3 Actuation response in precipitation hardened NiTiHf SMAs

The presence of precipitates in NiTiHf SMAs has been shown to change actuation behav-

ior by modifying transformation temperatures, recoverable strain and reducing transformation

induced plasticity [30, 91, 92, 93]. Yang et al. [83] measured the precipitate composition as

Ni53.62Ti20.03Hf26.35 using atom probe tomography in Ni50.3Ti29.7Hf20 heat treated at 600◦C for

815 hours. Since the precipitate phase has higher concentration of Ni and Hf, it results in a Ni-lean

and Hf-lean matrix in the aged SMA compared to the solutionized as a result of atomic diffusion

during precipitation. The h-phase precipitates maintain coherency with the matrix [34, 89]. All

these aspects of the aged NiTiHf SMA can affect the phase transformation behavior.

The actuation responses in heat treated Ni50.3Ti29.7Hf20 SMAs were measured with the fol-

lowing experimental procedure. Dog-bone shaped tension samples with 1.5 mm x 3 mm x 8 mm

gauge sections were cut from the Ni50.3Ti29.7Hf20 ingot using wire EDM and used for load-biased

thermal cycling (actuation) experiments. The samples were subjected to solution heat treatment

(SHT) at 900◦C for 1h in argon and water quenched (WQ) to dissolve any possible secondary

phases formed during fabrication. Further, the aging heat treatments were performed to create pre-

cipitation. Actuation experiments were performed on the solutionized and precipitation hardened

samples to compare the change with precipitation.

In actuation experiments, the tension samples were loaded to different stress levels in the fully

austenitic state and thermally cycled between ambient temperature and a temperature significantly

above the austenite finish temperature. Two to three repetitions were performed using different

samples to check the sample-to-sample variation. The experiments were carried out using a servo-

hydraulic MTS test frame, where the specimens were conductively cooled by flowing liquid nitro-

gen through copper tubing wrapped around the grips and heated via resistive heating bands. The

heating and cooling rates were 8-10◦C min−1 and the sample temperature was measured using a

K-type thermocouple attached directly to the samples’ gauge section. The change in axial strain

during the thermal cycles was recorded with an MTS high-temperature extensometer attached di-

rectly to the gauge section of the specimen.
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Figure 2.4 shows the comparisons of tensile actuation responses in Ni50.3Ti29.7Hf20 heat treated

at 550◦C, 600◦C and 650◦C for 10 hours. The comparisons show the phase transformation in the

heat treated materials are happening at much higher temperatures than the solutionized material.

Also, the maximum strain in these responses is increasing with the heat treatment from 550◦C to

650◦C (Figure 2.4 (a)-(c)). A higher strain is observed in the aged material response compared

to the solutionized responses in the 600◦C and 650◦C cases. This trend is counterintuitive, as it

is generally expected that the non transforming precipitates [57] in these precipitation hardened

materials impede phase transformation. Similar increase in strain was reported in the work of

Evirgen [4] on two NiTiHf compositions (Ni50.3Ti29.7Hf20 and Ni50.3Ti34.7Hf15) as well, which are

discussed in the upcoming sections and in the results (section 2.7).

Higher transformation temperatures in the aged NiTi and NiTiHf have been well studied in the

literature and are attributed to compositional changes in the matrix of the precipitation hardened

material [82, 94, 95, 3]. While the increase in transformation strain in aged SMA has not been well

studied, some similar trends of increasing transformation strain have been observed in NiTi. In the

work of Kim and Miyazaki [96] on Ti-50.9at.%Ni SMAs, it was seen that transformation strain

increased from non-precipitated to precipitated alloy (aging at 100◦C to 200◦C).

In the work of Hamilton et al. [97], it was seen that Ti–50.4 at.%Ni [0 0 1] single crystals

produced higher strain in 550◦C 1.5h aging compared to its solutionized response. This behavior is

similar to what is seen in the NiTiHf, where increasing heat treatment gives higher transformation

strain. To model the aged material response coherently with all these observed phenomenons, the

following microstructural mechanisms were identified.

• The Ni-lean and Hf-lean matrix in the NiTiHf create higher transformation temperatures

(TTs) in the matrix, which is reflected in phase transformation occurring at higher temper-

atures in the aged SMA (see Figure 2.4). In NiTiHf SMAs, the TTs are highly sensitive to

composition and changes in the order of few percentages can shift the behavior in the order

of 100◦C [3, 98].

• As the precipitates are coherent with the matrix [34, 89], they create residual stress in the
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matrix. Since the phase transformation is sensitive to stress, the residual stress can increase

the TTs [99].

• The coherent non-transforming precipitates restrain the transformation in the surrounding

matrix. Consequently, a higher driving force is required for complete transformation, which

is reflected as a decrease in the forward transformation temperatures [100].

• In addition to the composition dependency of TTs, a dependency of transformation strain on

composition is hypothesized. The Ni-lean and Hf-lean matrix creates higher transformation

strain in the matrix. As a result, the competition of constraining effects of the precipitate

and the increasing transformation strain in the matrix determines the increase or decrease of

maximum strain in the aged SMA response compared to the solutionized response. More on

the composition dependency of transformation strain and calibration is discussed in section

2.6.2.2.

These identified mechanisms are incorporated into the micromechanical model and are discussed

further in the next section.
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(a) (b)

(c)

Figure 2.4: Comparison of thermomechanical behavior of Ni50.3Ti29.7Hf20 heat treated at (a)
550◦C, (b) 600◦C and (c) 650◦C for 10 hours at 200 MPa. The response from multiple samples
demonstrates the samples-to-sample variation in the material behavior.
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2.4 Micromechanical modeling using 3-D reconstructions

A finite element based micromechanical model was developed to model the actuation response

in precipitation hardened NiTiHf SMAs. RVEs of the material microstructure extracted from the

3-D reconstructions were modeled with different constitutive behaviors in the precipitate and the

matrix regions. The matrix was modeled as polycrystal phase transforming material and the precip-

itates as linear elastic material. The residual stress due to coherency and the composition change in

the matrix due to diffusion were computed and used as inputs in the model. Finally, the actuation

response was computed by applying boundary conditions on the RVE.

In the current modeling, a phenomenological approach for predicting the precipitation hard-

ened polycrystal SMA response is used. In the actual material microstructure, the precipitates are

present in single crystal grains within a polycrystal containing many grains, whereas in the current

framework, the grain or grain level interactions are not modeled, but modeled as precipitates in

an effective polycrystal matrix. Compared to a multiscale homogenization approach, the authors

assume that accuracy is not compromised in the phenomenological approach towards predicting

the effective precipitation hardened polycrystal SMA response. The authors compared the effec-

tive stiffness value for a precipitation-hardened polycrystal solved with two approaches: 1) as a

multiscale homogenization problem with 200 grains and 2) as a phenomenological homogeniza-

tion approach with precipitates in the effective polycrystal matrix. The properties were chosen

such that they reflect the tangent stiffness in phase transformation. The two methods gave close

predictions of effective stiffness (see Appendix A) in agreement with the assumption in the phe-

nomenological approach.

The main steps in the developed micromechanical model are: 1) generating RVEs, 2) model-

ing the matrix phase and precipitate phase, 3) Characterizing matrix composition, 4) solving for

internal stresses, and 5) solving the RVE boundary value problem to predict the actuation. Fig-

ure 2.5 shows a summary of the simulation process, where the RVEs are created using the TEM

3-D reconstructions, and the actuation behavior is solved using FEA. The SMA actuator responses

were predicted in the ABAQUS software [101] with the application of thermomechanical boundary
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conditions. Steps in the micromechanical model are discussed in the following subsections.

Figure 2.5: Micromechanical modeling showing the RVE creation from the 3-D reconstruction and
FEA simulation to solve the effective response. (a) The full 3-D reconstruction, (b) one of the four
RVEs taken from the reconstruction and (c) FEA simulation of the RVE along an in-plane loading
direction.

2.4.1 RVE generation

The RVEs were created from the TEM microstructure representations explained in section 2.2.

Figure 2.5 shows a RVE extracted from the complete microstructure in the 550◦C for 10h heat

treatment case. The pixel representation of the 3-D reconstructions were imported as structured

voxel mesh. The precipitate regions were identified and assigned the precipitate properties, and the

remaining region was assigned to be the phase transforming matrix. From each 3-D reconstruction

of the heat treatment case, four smaller RVEs were created. The multiple realization simulated

how the microstructural variation affects the effective response.
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2.4.2 Matrix and precipitate material models

The phase transforming matrix was modeled using the polycrystalline constitutive model of

Lagoudas et al. [5]. The constitutive model was implemented using the User Material (UMAT)

subroutine feature in ABAQUS software [101]. The precipitates were modeled as linear elastic

with isotropic stiffness properties, and implemented using the default material model in ABAQUS.

The phase transformation properties of the matrix and precipitate stiffness were obtained through

calibration. More on the calibration is explained in section 2.6.

2.4.3 Composition of the phase transforming matrix

The composition profiles in the matrix are the result of the Fickian diffusion during precipita-

tion. These profiles will not change significantly during thermal cycling, as the kinetics of diffusion

is very low at the thermal cycling temperatures. If one has to solve for the full field diffusion in

NiTiHf alloys, Appendix B summarizes the rate equations that should be modeled. Because of

the complexity of solving diffusion, in the current modeling, the composition profiles were ap-

proximated by the average composition of the matrix. In reality, there are gradients around the

precipitates and can have an effect on the phase transformation, which is neglected for the current

modeling. The average composition of the matrix (Cm) was calculated in terms of the volume

fraction of precipitates (V F ) and the solutionized material composition (C0) using the following

atomic balance equation.

Cm =
C0 − V F ∗ Cp

1− V F
, (2.1)

where, CP is the composition of the precipitate which can be taken as Ni53.62Ti20.03Hf26.35 based

on the measurements of Yang et al. [83]. Equation (2.1) represents a set of three equations on Ni,

Ti and Hf contents as the atomic balance is separately satisfied in each element for the same volume

fraction. In each TEM based RVE modeled, the average matrix composition was calculated from

the corresponding measured volume fraction in the RVE.
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2.4.4 Residual stress calculations

The internal stresses in the material are created from two sources: the lattice misfit between

the phases and the misfit in the elastic stiffness between the phases. The internal stress from the

lattice misfit is resulted during precipitation and remains constant during loading, so are termed

as residual stress. The internal stress due to elastic stiffness evolves during the loading and phase

transformation, and are accounted inherent in the finite element model. The residual stress distribu-

tion due to the lattice misfit between the precipitate and the matrix phases was solved by applying

an equivalent eigenstrain on the precipitates. This was solved as a problem using the idea that a

difference in thermal expansion coefficients in the matrix and precipitate can simulate eigenstrain

in a pure thermal loading. A difference in the thermal expansion coefficients corresponding to the

eigenstrain value was applied to the two phases, and a corresponding pure thermal heating step

was used to solve the residual stress distributions. This was done using FEA in ABAQUS soft-

ware, and the solution of residual stress distribution was introduced as an initial condition in the

overall solution process. For the current work, the eigenstrain in the precipitates was calculated to

be 0.01 hydrostatic strain based on the 1% lattice misfit between the two phases [89]. Here, only

the hydrostatic components were considered, assuming a similarity with NiTi eigenstrain[102].

2.4.5 Solving the thermo-mechanical response from the RVEs

The actuation responses of the aged NiTiHf SMAs were simulated by applying temperature and

stress boundary conditions on the RVEs according to the actuation loading path (Figure ??(a)). A

constant stress corresponding to the actuation was applied on the RVE in the loading direction.

The heating-cooling thermal environments were simulated by changing the temperature boundary

condition for the entire volume. In addition, the periodic boundary conditions were applied on

the faces of the RVEs to avoid the boundary effect and to predict pure bulk constitutive behavior.

The RVE deformation was solved through FEA using implicit formulation in the ABAQUS FEA

software [101]. The effective response was calculated from the volume average in the RVE. The

responses were calculated along two in-plane loading directions in the TEM microstructure to
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capture the variability. The through-the-thickness loading was not included, as there might be

thickness effect due to the comparable size of precipitate to thickness. Actuation responses for

three different stress levels (100 MPa, 200 MPa and 300 MPa) were simulated.

2.5 Modeling with ellipsoidal RVEs

As the TEM reconstructions (section 2.2) show that the precipitate shapes are closer to curved

prolate ellipsoid, a less expensive modeling methodology with RVEs of ellipsoidal shape is pro-

posed. As an alternative to volume fraction estimation from the 3-D reconstruction, here the vol-

ume fraction is estimated from shifts in differential scanning calorimetry (DSC) measurements

of the precipitated SMA using composition-transformation temperatures (C-TT) relations. The

ellipsoidal precipitate shapes are approximated from the 2-D TEM instead of using the 3-D recon-

structions. These steps are discussed in the following subsections.

2.5.1 Estimation of matrix composition and volume fraction from calorimetric measure-

ments

The matrix composition in the aged material was estimated comparing its DSC based TTs

with C-TT relations, and the volume fraction was computed from the matrix composition utilizing

atomic balance (Eq. 2.1). First, the transformation temperatures of the aged SMA in the stress-free

state were calculated from peaks in forward and reverse transformations from their DSC responses

[3]. Because DSC measurements are performed in a stress-free material, the effects of stress

concentration can be expected to be minimal, and the transformation peaks are mostly dictated by

the matrix transformation. With this assumption, the TTs of the precipitation-hardened SMAs can

be correlated to its matrix phase composition, as only the matrix is phase transforming. Hence,

using the C-TT relations, the average matrix composition is determined to be the one which give

TTs closer to those measured. Figure 2.6(a) shows an example of estimating average composition

in the modeling of precipitation-hardened NiTi SMAs [82], where, C0 is the composition before

precipitation and CM is the average composition in the matrix after precipitation.

For NiTiHf SMAs, the C-TT relations based on the extensive DSC measurements conducted
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(a) Composition estimation in NiTi (b) Composition estimation in NiTiHf

Figure 2.6: Figure showing the estimation of the average matrix composition from TTs using C-TT
relations in (a) NiTi SMA [1, 2] and (b) NiTiHf SMA. In NiTiHf, a constrained optimization on
mean squared error (MSE) gave better estimations.

by Umale et al. [3] were used. The 2-D Thin-Plate Smoothing Splines in MATLAB software [90]

were used for fitting and interpolation. Figure 2.7 shows the variation of Ms with composition in

NiTiHf SMAs in the work of Umale et al. [3]. For a given Ms measured, one can identify many Ni

and Hf values that would result in the same value (see Figure 2.7) as opposed to a single Ni com-

position in the case of binary NiTi SMAs. Therefore, we used all four transformation temperatures

to find the best composition that would fit the DSC measured TTs. For this, a constraint optimiza-

tion on the C-TT relations (summarized in Equation 2.2) was used, where the constraint ensured

atomic balance for Ni and Hf. The mean squared error (MSE) between the measured TTs in the

aged material (Mag
s , Mag

f , Aags and Aagf ) and the values from the C-TT relations are minimized to

find the optimum value of composition. The whole process is summarized as:

[
CNi
m , CHf

m

]
= min

CNi,CHf

1

4

∑
TT=Ms,Mf ,As,Af

(
TT ag − TTCTT (CNi, CHf )

)2
s.t.
(
CNi

0 − CNi

CNi
P − CNi

)
=

(
CHf

0 − CHf

CHf
P − CHf

) (2.2)
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Figure 2.7: Variation of martensitic start temperature (Ms) with Ni and Hf composition in NiTiHf
SMAs. Reprinted from Umale et al. [3], Copyright 2019, with permission from Elsevier.

where, Cm is the matrix composition, C0 is the solutionized material composition, CP is the

precipitate composition, and the ′TT ′ refer to the four TTs. The superscripts ′Ni′ and ′Hf ′ refer

to the specific components, and the superscripts ′ag′ and ′CTT ′ refer to the values measured for

the aged SMA and values from the C-TT relations, respectively. The constraint equation makes

sure the atomic balance is satisfied in both Ni and Hf for the same volume fraction. An example of

the minimization problem for 600◦C 10h is summarized in the MSE contour plot shown in Figure

2.6(b), where the solution is the optimum from the constrained minimization. The optimization

problem (equation 2.2) was solved for all heat treatments. The results are summarized in Table 2.1

and compared with values measured in the 3-D reconstructions (section 2.2.3). For the two lower

heat treatments, the volume fraction estimation is close to the measured value, but considerably

different in the 650◦C 10h heat treatment. One of the reasons for this discrepancy is that the

precipitate composition is assumed to be constant in the current estimation, despite the fact that it

is known to be a function of the initial composition and heating conditions[89]. For example, the

calculation with a precipitate composition Ni52.9Ti18.6Hf28.5 [89] for 650◦C 10h gives a volume

fraction of 14.1 % which is much closer to the 3-D measured value. However, as with the current
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literature, the variation of precipitate composition with heat treatments is not known accurately,

hence Ni53.62Ti20.03Hf26.35 [83] is used.

2.5.2 Shape of precipitates from 2-D TEMs

The aspect ratio (AR) required for creating ellipsoidal RVEs was estimated from the 2-D

TEM images (Figure 2.1) by selecting points of precipitate boundary and fitting an ellipse us-

ing fit_ellipse [103] tool. The schematic in Figure 2.8 (a) show the calculation performed for the

650◦C 10h sample. The values obtained for different heat treatments are summarized in Table 2.1.

The values of aspect ratios from 3-D reconstruction precipitate morphology by fitting ellipsoids

(see Figure 2.8 (c)) are also compared in Table 2.1. The single AR values obtained using 2-D TEM

images are close to the larger AR in the 3-D shapes. The second AR estimations in the 3-D shapes

are close to 1.5, which means the shapes are in fact significantly tri-axial ellipsoidal, whereas in

the 2-D TEM based modeling they are assumed to be spheroids with 2 equal axes.

Table 2.1: Summary of volume fractions (VF) calculated from TTs versus from 3-D microstruc-
tures in Ni50.3Ti29.7Hf20[A] heat treatment cases. The aspect ratios (AR) of precipitates estimated
from 2-D images and 3-D reconstructions are compared with confidence interval (CI).

Heat treatment Calculated 3-D TEM 2-D TEM AR 3-D morphology ARs
VF VF AR±(95% CI) (AR1, AR2)±(95% CI)

550◦C for 10 h 7.2% 8.5% 2.4± 0.5 (3.1, 1.5)± (1.6, 0.8)
600◦C for 10 h 9.2% 9.8% 2.2± 0.3 (2.5, 1.5)± (1.2, 0.6)
650◦C for 10 h 9.7% 12.9% 4.2± 2.2 (3.2, 1.8)± (1.6, 0.8)
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(a) (b)

(c)

Figure 2.8: (a) Calculation of aspect ratio from TEM image in 650◦C 10h sample. (b) An RVE
with periodic boundary conditions generated for 650◦C 10h case with 30 particles.(c) Measuring
2 aspect ratios from 3-D reconstruction of an individual precipitate in 650◦C 10h case.

2.5.3 Generating ellipsoidal RVEs and simulation of behavior

The RVEs of the material were constructed with the calculated volume fraction and aspect ratio

(Sections 2.5.1 and 2.5.2). Based on the volume fraction and the number of particles to be mod-
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eled, the geometrical dimensions of the individual ellipsoidal particles were determined. Inside

the RVE, the ellipsoidal particles were placed at random positions and random orientation. The

particles intersecting the faces of the RVE are repeated at the opposite faces to create periodicity

and be consistent with periodic boundary conditions. By choosing the random orientations, the

cumulative effect from many precipitate orientations in a polycrystal is assumed to be simulated.

Measuring the texture of polycrystalline NiTiHf high temperature SMAs is challenging, since heat-

ing the sample to the austenitic state requires specialized facilities. Because of this limitation, the

crystallographic texture was modeled to be random in the current work. Although within a grain,

precipitates can have preferred orientations [104, 105], as the grains can be oriented in many di-

rections, the polycrystal will have precipitates in several orientations. The position and orientation

of precipitates were determined using a script, which also ensured their periodicity at the faces.

A minimum distance of 1/4 major axis length between the precipitates ensured there were no

overlapping particles or particles that were too close to one another. Fig 2.8 (b) shows an RVE

generated corresponding to the 650◦C 10h sample from the TEM in Fig 2.8 (a).

The steps followed after the RVE creation were the same as described in sections 2.4 and are not

repeated here. The material behavior was predicted from the RVEs by applying periodic boundary

conditions and thermo-mechanical loading corresponding to actuation.

2.6 Estimation of material parameters

The material parameters in the micromechanical model were obtained from available experi-

mental measurements and through calibration with the model.

2.6.1 Solutionized material composition

In the tension samples of solutionized NiTiHf SMA, the nominal composition was given as

Ni50.3Ti29.7Hf20 by the manufacturer. However, this may not be the actual composition of the

material due to the losses during processing, as described in detail in [106]. While EDX and WDS

were two available techniques to measure the composition of the alloy, due to the high sensitivity

of TTs to composition in NiTiHf SMAs, the uncertainty in these techniques were considerable
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from the modeling perspective. Hence, the compositions were estimated from the C-TT relations

using the method described in section 2.5.1, ensuring the compositions were consistent with the

DSC data used in estimating matrix transformation temperatures. For the alloy Ni50.3Ti29.7Hf20,

the estimated composition of the material (C0) was Ni50.78Ti29.74Hf19.48.

2.6.2 Properties of the phase transforming matrix

The material parameters in the constitutive model [5] for the matrix which includes TTs (Ms,

Mf , As, Af ), phase-diagram slopes (CA, CM ), stiffness properties (EA, EM ), Poisson’s ratio (νA,

νM ), thermal expansion coefficients (αA, αM ) and parameters to describe transformation strain

variation with stress (Hmax, k), were determined as follows.

2.6.2.1 Transformation temperatures of the matrix

The TTs for the matrix were calculated from the composition of the matrix (section 2.4.3) using

the C-TT relations (section 2.5.1). For RVEs from 3-D reconstruction, the matrix composition were

calculated from their measured VF using Equation 2.1. Hence, in TEM RVEs, the dispersion in

the VF from different realizations were reflected in the estimations of TTs and consequently in

the effective response, while in the ellipsoid RVEs, the matrix compositions were calculated from

DSCs (section 2.5.1) and had fixed value.

2.6.2.2 Composition effects on transformation strain and its calibration

The externally measured transformation strain in an SMA can be influenced by its composi-

tion, texture, and grain size [107, 106]. Regarding the composition effect, the Hf and Ni content

can modify the externally measured transformation strain by affecting twin modes and ease of

detwinning. The crystallographic calculations in NiTiHf single crystals [107] shows that the Hf

content increases the transformation strain. In the same study [107], crystallographic calculations

for polycrystal Ni50.5Ti36.2Hf13.3 and Ni51.2Ti23.4Hf25.4 SMAs show, by increasing Ni (by 0.7%)

and Hf (by 12%) content, the transformation strain is decreased (from 4% to 7%). This shows that

the Ni content has higher sensitivity, and increasing Ni content reduces the externally measured

transformation strain. The differences in texture in SMAs can be caused by a difference in their
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processing history, and can affect the transformation strain. When comparing the transformation

behavior in solutionized SMAs, the composition and textural effects will be the dominant effects

and the grain size effect might be negligible.

In Figure 2.9 (a), a comparison of experimentally measured transformation strain versus ap-

plied load variation in three different solutionized NiTiHf SMAs is shown. Here, the material

Ni50.3Ti29.7Hf20 [A] represents the alloy presented in the current work (sections 2.2 and 2.3), which

was acquired from the company ATI. The materials Ni50.3Ti29.7Hf20 [B1] and Ni50.3Ti34.7Hf15 [B2]

represent alloys manufactured in a NASA facility, and the response data is taken from the work

of Evirgen [4]. The key difference between [A] and [B] is their processing history. The material

[A] was manufactured through a hot forging process, whereas the materials [B1] and [B2] were

manufactured through a hot extrusion process. Because of differences in processing, there can be

differences in their grain textures, although the composition is the same (in [A] and [B1]). As

the two compositions [B1] and [B2] have the same processing history, the texture effects may be

negligible, and the difference seen in their externally measured strain can be rationalized solely

due to the composition effect. While [A] might be expected to have a lower externally measured

transformation strain based solely on composition effect, similar to [B1], the reason for the unex-

pected difference may be due to the texture effect, i.e., the austenite texture. Because of facilities

limitations for measuring the austenite texture, a study on texture was not performed.

The evolution of maximum current transformation strain (Hcur(σ)) with stress can be modeled

using an exponential function (shown in Figure 2.9 (a)) in terms of maximum attainable transfor-

mation strain (Hmax) and an exponent parameter (k). In Figure 2.9 (a), this variation with stress

is fitted to the experimental values in [A], [B1] and [B2], which are shown with the dashed lines.

For the three materials, the Hmax was fixed (= 0.075) and the value of the exponent k was varied,

which provided fits with goodness > 0.94. In these measurements, the Hcur(σ) does not approach

saturation before the samples fail in tension at stresses above 400 MPa, so any variation in Hmax

could not be verified. Hence, the strain variations were captured solely through variation in k while

assuming fixed Hmax. The Hcur(σ) variation in Ni50.3Ti29.7Hf20[A] was verified from responses in
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Figure 2.9: (a) Experimentally measured stress (σ) dependency of the maximum current trans-
formation strain (Hcur(σ)) in three different solutionized NiTiHf SMAs. (b) Confidence interval
(CI) of Hcur(σ) versus σ generated from experiments performed on four samples of solutionized
Ni50.3Ti29.7Hf20[A]. The exponential model for the evolution is fitted to the experimental variation.

four samples, and a comparison of the confidence interval (CI) to the fit is shown in Figure 2.9(b).

The sample-to-sample variation was observed to be less, and the fit matches well with the Hcur(σ)

values generated from measurements on multiple samples.

In addition to the stress variation of transformation strain, the composition variation of trans-

formation strain should be accounted as this is significant in the precipitation hardened behavior

(section 2.3). Figure 2.10 shows a comparison of actuation response predictions in material [A]

when the composition effects on transformation strain were not considered in the modeling. Shifts

in experimental curves of solutionized sample versus aged sample show clearly how the compo-

sitional changes affect both transformation strain and transformation temperature. In the model-

ing predictions compared in Figure 2.10, the composition effect on transformation temperatures,

which was well documented (Figure 2.7), was included, whereas the Hcur(σ) was assumed to be

the same as the solutionized. The resulting predictions provide for much lower transformation

strain compared to the experimental measurements. The difference also increases with volume

fraction between heat treatments at 550◦C and at 650◦C. This increasing difference is due to the
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increasing k parameter in the matrix with the Ni-lean composition, which should be accounted

for in the modeling. Moreover, in Figure 2.10, for the same volume fraction, the predictions of

ellipsoidal RVEs match well with that of TEM reconstruction RVEs, which shows that the effect

of volume fraction through composition is the dominating factor over the geometrical topology.

With the knowledge that the parameter k and Ni composition are inversely related, k for addi-

tional Ni compositions were calibrated from the heat-treated responses using the micromechanical

model simulations. Figure 2.11 shows the variation of k obtained for the three alloys, where the

values obtained from the solutionized experiments (’Expt.’) and values from the aged response

(’Calibration’) are correlated with Ni composition. For [A], two heat treatment response (550◦C

10h and 650◦ 10h at 300 MPa) were used in the calibration and a spline interpolation was used.

For [B1], one heat treatment response (550◦C 3h at 300 MPa) was used for calibration with linear

interpolation. Similarly, for [B2], one heat treatment response (600◦C 10h at 300 MPa) was used

for calibration with linear interpolation. The higher values in the [A] alloy compared to the ([B1]

and [B2]) alloys can be explained as the result of differences in texture due to different processing

history. Compared to [A], the alloys [B1] and [B2] give closer values, probably due to similar

texture in both. As the variation of k in a wide range of composition was captured, the matrix can

now be modeled with composition effects on transformation strain.

43



(a) (b)

Figure 2.10: Comparison of micromechanical prediction for actuation response at 300 MPa using a
TEM RVE neglecting the compositional effects of k in precipitation hardened Ni50.3Ti29.7Hf20[A]
heat treated at (a) 550◦C for 10h and (b) 650◦C for 10h. Prediction from an ellipsoidal RVE with
same volume fraction is shown. For the TEM case, the mean value from the two in-plane loading
directions is shown.
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Figure 2.11: Variation of exponent k in solutionized NiTiHf alloys with Ni composition for three
different alloys, where [A] (alloy in this work) and ([B1], [B2]) ([4]) have different processing
parameters. The curves were developed using points from experimental measurements (Expt.) and
values estimated through calibration with the micromechanical model.
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2.6.2.3 Calibration of remaining properties

The properties such as: phase-diagram slopes (CA, CM ), stiffness (EA, EM ), Poisson’s ratio

(νA, νM ) and thermal expansion coefficients (αA, αM ) were assumed to be constant with com-

position. The values for these parameters were obtained from calibration of solutionized SMA

actuation response with the Lagoudas et al. constitutive model following the standard methodol-

ogy in [5]. Table 2.2 shows the summary of the calibrated values in the phase diagram and other

parameters in the model.

Figure 2.12 shows a comparison of the experimental and the calibrated model phase diagrams

for the solutionized Ni50.3Ti29.7Hf20 SMA, where the transformation temperatures at each stress

level were estimated from the actuation responses using the tangent approach (section 2.3). For

the experimental phase diagram in Figure 2.12, the discrepancy between different samples of

Ni50.3Ti29.7Hf20 is shown as a confidence interval of one standard deviation. As the nonlinear

variation in the phase diagram of NiTiHf could not be captured exactly in the SMA constitutive

model, the phase diagram curves were approximated in the modeling with the solid curves illus-

trated in Figure 2.12. In Figure 2.13, comparison of experimental and the calibrated constitutive

model responses in solutionized Ni50.3Ti29.7Hf20 SMA for 200 MPa and 300 MPa is shown, where

the CI is used to represent variation from four different samples. The experiment curves and the

calibrated model curves have a matching response, indicating the parameters to be appropriately

estimated.

Following are some of the intrinsic assumptions that have been made in this estimation of

parameters.

1. The grain morphology of the solutionized SMA and the precipitation-hardened SMA sam-

ples were assumed to be the same. Although the grain boundaries can grow during ag-

ing, this change in grain morphology is usually minimal, since the growth kinetics at aging

temperatures (500◦C − 700◦C) are much slower than that at the solutionizing temperature

(≈ 1000◦C). With this assumption, the changes in the matrix properties due to grain mor-

phology changes in the aging were disregarded.
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Figure 2.12: The temperature-stress phase diagram for Ni50.3Ti29.7Hf20[A] developed from experi-
mental responses in four samples presented with confidence interval (CI). The phase diagram from
the calibration of Lagoudas et al. [5] constitutive model is compared.

(a) Load = 200 MPa (b) Load = 300 MPa

Figure 2.13: Comparison of the Lagoudas et al. [5] model responses to the experimental responses
for the solutionized Ni50.3Ti29.7Hf20[A] at (a) 200 MPa and (b) 300 MPa.
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Table 2.2: SMA properties obtained for solutionized Ni50.3Ti29.7Hf20[A] through calibration of
experimental responses using Lagoudas et al. [5] constitutive model.

Material parameter Value

EA 79 GPa
EM 83 GPa
αA 1.38 ∗ 10−5

αM 4.34 ∗ 10−6

vA = vM 0.4
Hmax 0.075
k[MPa−1] 0.00267
CA 8 MPa/K
CM 13 MPa/K
n1 = n... = n4 0.1

2. It was shown in the previous sections that the matrix composition changes with volume

fraction. By assuming fixed model parameters after different aging heat treatments, the

influence of composition changes on these properties were disregarded.

2.6.3 Estimation of precipitate phase stiffness

The precipitate phase is expected to be stiffer than the solutionized phase, so the aged SMA

will be stiffer than the solutionized SMA. As the RVEs of the aged SMAs were known from

the TEM reconstructions, the precipitate stiffness could be calibrated from the higher stiffness

values in the aged samples, assuming matrix stiffness to be the same as in the solutionized. The

micromechanical model was used to calibrate the precipitate stiffness from the austenite stiffness

values of the solutionized and three heat-treated SMA samples. Experimental stress-strain values

above 300◦C, where the material is expected to be fully in the austenite phase, were used to estimate

the austenite stiffness values. These values are summarized in Table 2.3 with the mean and bounds

reflecting standard deviation of sample-to-sample discrepancy from several samples (3-4).

With the solutionized material stiffness (Esht) in the matrix, the effective stiffness of the RVEs

were estimated in the micromechanical model for different precipitate stiffness (EP ) values. Con-

sidering the uncertainty from multiple samples, the precipitate stiffness was estimated using maxi-
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mum likelihood estimation (MLE), which allowed accounting for these uncertainties in the estima-

tion. The following equations summarize the likelihood function(L) estimation for the precipitate

stiffness (EP ).

L(EP ) =
∏

Ag=1,2,3

L (EP |Ag) ,

L (EP |Ag) =

∫ ∞
−∞
L (EP |EAg)L (EAg) dEAg,

(2.3)

where, Ag = 1, 2, 3 represents the three aging conditions corresponding to 550◦C, 600◦C and

650◦C respectively, and EAg corresponds to the austenite stiffness of the aged SMA. L (EP |EAg)

represents the likelihood of EP in the model for a fixed EAg when accounting for the uncertainty

in the solutionized stiffness (L (Esht)) and its propagation in the model for estimating the EAg.

The likelihood functions L (Esht) and L (EAg) were assumed to have Gaussian distributions and

were calculated from the experiments using the mean and standard deviation reported in Table 2.3.

The analysis gave EP to be 95± 26 GPa based on the MLE, and this value was used in the further

analysis. Table 2.3 also compares the estimations from MLE with the experiments. The cali-

brated stiffness in the 550◦C case is close to the experimental value owing to its higher precision

across samples. The 600◦C and 650◦C cases, because they had lower precision across samples,

contributed less to the calibration of EP . In conclusion, better precision measurements contribute

more to the maximum likelihood estimation, while observations with substantial uncertainties con-

tribute less. More discussion related to the stiffness estimations is presented in Appendix C.

Table 2.3: Austenite phase stiffness values for different heat treatments in Ni50.3Ti29.7Hf20[A] and
their estimated values from the finite element micromechanical model.

Material Experimental Young’s Value from
aging modulus (GPa) EP estimation (GPa)

Solutionized 79.6± 2.4 -
550◦C for 10 h 80.8± 1.8 80.6± 2.1
600◦C for 10 h 82.2± 2.7 80.8± 2.1
650◦C for 10 h 84.4± 4.1 81.3± 2.0
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2.7 Results and discussion

The developed micromechanical modeling framework was used to model the precipitation

hardened responses in Ni50.3Ti29.7Hf20 [A], Ni50.3Ti29.7Hf20 [B1] and Ni50.3Ti34.7Hf15 [B2] SMAs

for different heat treatment conditions. For aged [A] SMAs the modeling was performed using

TEM reconstruction RVEs (section 2.4) and ellipsoidal RVEs (section 2.5). For [B1] and [B2]

SMAs, the precipitation hardened responses were modeled using the ellipsoidal RVEs and com-

parisons were made with experimental responses available in the literature [4].

2.7.1 Predictions of responses in precipitation hardened Ni50.3Ti29.7Hf20 [A] SMA

Figures 2.14, 2.15 and 2.16 show predictions of actuation responses in [A] for heat treatment

conditions 550◦C 10h, 600◦C 10h and 650◦C 10h respectively. The experimental responses of

solutionized (SHT) and heat treated SMAs are shown along with the modeling. Because of the

sample-to-sample variation, the experimental responses are presented with confidence intervals

(CIs) of 1 standard deviation accounting for differences from many samples (3 for SHT, 2 for

550◦C, 2 for 600◦C and 3 for 650◦C). The predicted responses from four TEM RVEs are also shown

with confidence interval(CI) with their mean response. For the predictions from the ellipsoidal

RVE, a single response is shown, since there was little variation between different realizations.

Depending upon on the extent of spatial variation of volume fraction in the 3-D TEM recon-

struction, the predictions using the four TEM RVEs gave wider confidence regions in the responses.

In 550◦C, we see 3-D reconstruction to be uniform with little spatial variation of volume fraction

(8.5 ± 0.3%), and the predictions also showed tight confidence intervals, whereas in 600◦C, the

TEM RVEs responses gave wider CI, mainly due to the higher spatial variation of volume frac-

tion (9.8 ± 3%). At 650◦C as well, the responses from TEM RVEs had wider confidence interval

because of the higher spatial variation in the volume fraction (12.9±2.5%). The irregular transfor-

mation shapes in the mean response shown in the Figure 2.15 are only an artifact from the spread

of responses in different realizations. Also, the peaks in the confidence interval for the case of

600◦C at 300 MPa and 650◦C are produced when there is large scatter along temperatures, which
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can also be seen in [108].

In the comparisons shown (Figures 2.14-2.16), an increase in transformation strain with in-

creasing precipitation was observed in the three aging conditions. In the 550◦C heat treatment

compared to the solutionized, the responses give comparable strain at lower stresses (100 MPa

and 200 MPa) and lower strain at high stress (300 MPa), while in the 600◦C heat treatment, strain

values are higher at lower stresses (100 MPa,200 MPa) and comparable at high stress (300 MPa)

to the solutionized responses. In the 650◦ heat treatment, higher strain values were seen compared

to the solutionized SMA at all stress levels. This increasing behavior on strain with precipitation is

explained using the compositional effects on transformation strain (section 2.6.2.2). As the extent

of precipitation increased from 550◦C to 650◦ heat treatment, the transformation strain (Hcur(σ))

in the matrix increased due to the composition effect, and this resulted in the observed gradual

increase of strain in these heat treatments. With the composition effect on transformation strains

accounted for, the model is able to predict the rise in transformation. Although the heat treatment

600◦C was not used in the calibration, the close prediction of strain values validates the composi-

tion variation in Figure 2.11. This shows the ability of the developed micromechanical model to

predict the transformation strain in new heat treatments.

The temperature ranges of transformation predicted in the responses of TEM RVEs and ellip-

soidal RVEs are close to the experimental measurements (see Figures 2.14-2.16). The Ellipsoidal

RVEs gave slightly lower temperature range compared to the TEM RVEs due to the lower volume

fraction estimations in the methodology (see table 2.4). As the volume fraction of precipitates

increases, the matrix becomes more Ni-lean and the transformation temperatures increase with

the Ni-lean matrix. The good agreement between the predictions from micromechanical model-

ing with experimental measurements shows that the method of microstructure reconstruction from

TEM images provides volume fraction values in the realistic range. The ellipsoidal RVE method-

ology produced comparable predictions for all heat treatments and stress levels, which indicates

it is a good methodology for RVEs in new materials and also gives volume fractions in a realistic

range.
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(a) Load = 100 MPa (b) Load = 200 MPa

(c)Load = 300 MPa

Figure 2.14: Comparison of predictions to experimental responses in Ni50.3Ti29.7Hf20 [A] aged at
550◦C for 10h. The experimental responses of solutionized material (SHT) and the heat treated ma-
terial (550◦C) from different samples are presented with confidence interval (CI). The predictions
from four TEM RVEs are presented with CI and prediction from ellipsoidal RVE is compared.
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(a) Load = 100 MPa (b) Load = 200 MPa

(c) Load = 300 MPa

Figure 2.15: Comparison of predictions to experimental responses for Ni50.3Ti29.7Hf20 [A] aged at
600◦C for 10h. The experimental responses of solutionized material (SHT) and the heat treated ma-
terial (600◦C) from different samples are presented with confidence interval (CI). The predictions
from four TEM RVEs are presented with CI and prediction from ellipsoidal RVE is compared.
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(a) Load = 100 MPa (b) Load = 200 MPa

(c) Load = 300 MPa

Figure 2.16: Comparison of predictions to experimental responses for Ni50.3Ti29.7Hf20 [A] aged at
650◦C for 10h. The experimental responses of solutionized material (SHT) and the heat treated ma-
terial (650◦C) from different samples are presented with confidence interval (CI). The predictions
from four TEM RVEs are presented with CI and prediction from ellipsoidal RVE is compared.
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2.7.2 Prediction in SMAs with different processing parameters

The developed micromechanical modeling framework was implemented to study the HTSMAs

with a different processing history. The RVE based on ellipsoidal methodology (section 2.5) was

used for modeling the precipitation hardened responses in Ni50.3Ti34.7Hf15[B2] and Ni50.3Ti29.7Hf20[B1]

SMAs from the work by Evirgen [4]. The summary of the estimated composition, volume frac-

tion and aspect ratios is given in Table 2.4. The variation of k with composition from Figure 2.11

was used. The additional material parameters for the SMA matrix were assumed to be the same

as Table 2.2. Responses of material [B2] in two heat treatment conditions (550◦C 3h and 600◦C

10h) were modeled. Similarly, for material [B1], two heat treatment (500◦C 48h and 550◦C 3h)

responses were modeled.

Figure 2.17 and Figure 2.18 show the actuation response comparisons in [B2] and [B1] respec-

tively. The response at 200 MPa and 300 MPa were predicted using the micromechanical model

for different heat treatment cases, and are compared with experimental responses of solutionized

and aged SMAs. The heat treatment cases 550◦C for 3h in [B2] and 500◦C for 48h in [B1] were

not used in the calibration, but predicted well with the developed model. The comparisons (Figure

2.17(a) and (b), Figure 2.18 (a) and (b)) show that the model is able to predict the strain values and

the temperatures of transformation close to the experiments in these new heat treatments.

In the aged [B2] SMAs experiments (Figure 2.17), a higher value of maximum strain is ob-

served in 550◦C for 3h and a lower value in 600◦C for 10h in comparison with the solutionized.

The lower strain in 600◦C for 10h in comparison to the solutionized contrasts with the behav-

iors seen in the aged [A] SMAs, where higher strain was observed compared to the solutionized

with increase in precipitation. Looking into the k variation for [B2] SMAs (Figure 2.11), we see a

lower gradient with decreasing composition, which indicates a less dominant composition effect of

transformation strain in this alloy. Hence, it can be concluded that in 600◦C 10h heat treatment, the

constraining effects of precipitates because of a higher volume fraction (= 0.107) dominates over

the composition effect resulting in a lower strain, while in 550◦C for 3h, the composition effects

dominated and resulted in a higher strain than the solutionized response. The micromechanical
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modeling is able to capture the trend in the modeling.

In the two heat treatments (500◦C 48h, 550◦C 3h) in [B1] SMA, we see higher strains in both

heat treatments compared to the solutionized response. This can be explained by the competing

effects of composition change and precipitation hardening. The volume fraction estimation in

these heat treatments are ≈ 4.5 % (see Table 2.4), which can be considered to be lower. When

examining the composition effect in [B1], it has a stronger gradient of k versus composition than

[B2], indicating a stronger composition effect (see Figure 2.11). The higher transformation strain

in the presented heat treatments of [B1] can be attributed to the stronger composition effect, which

dominates over the constraining effect from precipitates. The modeling successfully captured these

higher strains through accounting to the compositing variation of k.

Table 2.4: Summary of volume fraction (VF) and aspect ratio (AR) estimations in precipitation
hardened Ni50.3Ti34.7Hf15[B2] and Ni50.3Ti29.7Hf20[B1] SMAs.

SHT material & Heat treatment Aged material Calculated AR
calculated composition [Ms Mf As Af] VF

Ni50.3Ti34.7Hf15[B2] 550◦C for 3h [46 37 91 102] 0.038 3± 0.5
(Ni− 50.67,Hf − 15) 600◦C for 10h [109 65 113 170] 0.107 5± 0.5

Ni50.3Ti29.7Hf20[B1] 500◦C for 48h [150 130 162 177] 0.045 2.5± 0.5
(Ni− 50.75,Hf − 20) 550◦C for 3h [155 128 160 181] 0.047 2.7± 0.5
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Figure 2.17: Model and experimental responses for two heat treatments in Ni50.3Ti34.7Hf15[B2] are
compared. (a) and (b) show comparison in 550◦C for 3h responses at 200 MPa and 300 MPa, (c)
and (d) show comparison in 600◦C for 10h responses at 200 MPa and 300 MPa.
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Figure 2.18: Model and experimental responses for two heat treatments in Ni50.3Ti29.7Hf20[B1] are
compared. (a) and (b) show comparison in 500◦C for 48h responses at 200 MPa and 300 MPa, (c)
and (d) show comparison in 550◦C for 3h responses at 200 MPa and 300 MPa.
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2.8 Conclusions

This paper presents a study on the phase transformation behavior of precipitation-hardened

NiTiHf SMAs, focusing on their micromechanical modeling. The aged NiTiHf SMAs produced

higher transformation strain with precipitation, which was counterintuitive, as the non-transforming

precipitates would have reduced the phase transformation. Further, investigating the responses of

NiTiHf SMAs with different compositions and processing, it was observed that the extent of trans-

formation at given stress depends on composition and processing. The higher strain behavior in

the precipitation hardened SMAs can be explained by the changing of transformation strain in their

matrix with composition.

A finite element based micromechanical model was developed for the precipitation hardened

NiTiHf SMAs taking into consideration the composition effects in their matrix phase transforma-

tion. Two methods of RVE generation were considered: 1) RVEs based on TEM reconstructions

of the aged SMAs and 2) ellipsoidal RVEs with an estimated volume fraction. The modeling

framework was implemented to model behavior in NiTiHf SMAs from two different processing

methods. The predictions demonstrated good comparison for temperature range of transformation

and maximum strain to the experiments. To the best of the authors’ knowledge, the present work

constitutes the first study of the prediction of the actuation response of high temperature SMAs by

considering realistic microstructures in the model.

Following are some key results from the developed micromechanical model.

1. The volume fraction in the microstructure was found to be the dominant factor over the exact

details of microstructural topology in predicting the behavior.

2. Accounting for the composition dependency of transformation strain in the modeling was

necessary to capture the increasing strain values in the precipitation-hardened NiTiHf SMA

behavior. The model predicted significantly lesser values of strain when the composition

dependency was not accounted for.

3. Upon incorporating the dependency of the transformation strain on compositional content
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in the matrix, the model predicts the behavior in accordance with the experimental observa-

tions.

4. The less expensive methodology of RVE generation based on approximated ellipsoidal pre-

dicts the behavior with good agreement with predictions from the RVEs generated based on

TEM reconstructions. This provides a rigorous computational framework for heuristic stud-

ies in exploring the sensitivity of the behavior as a function of several microstructural and

compositional parameters.

5. The resulting model was employed to study the effects due to processing history on the

constitutive behavior of these alloys.

The key implication of this work is that the resulting framework will be useful in optimizing the

heat treatment processes to get desired microstructures. As a result, it will be useful in the faster

and systematic heat treatment designing in NiTiHf HTSMAs for a specific application.
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3. FAST FOURIER TRANSFORM BASED HOMOGENIZATION: APPLICATION FOR

PRECIPITATION HARDENED SHAPE MEMORY ALLOYS

3.1 Introduction

SMAs are unique active materials that have the ability to recover from large deformations

through a reversible, diffussionless solid-to-solid phase transformation. The phase transformation

between the participating phases, martensite at low temperatures and austenite at high tempera-

tures, results in recoverable transformation strain during temperature changes in the transformation

range. Due to their unique thermo-mechanical behavior and the ability to produce high stress when

constrained, they are suitable for making compact actuators which use thermal energy to perform

mechanical work [109]. Compared to other similar active materials, SMAs have higher actua-

tion energy density, and thus are suitable for applications requiring higher work output. Because

of their unique material behavior, the SMAs have been studied extensively for their mechanical,

failure and constitutive responses [109, 110, 111, 112].

Heat treatment or aging in NiTi SMAs produce Ni4Ti3 precipitates with non-transforming be-

havior. Experimental studies [113, 114, 115] have shown that these precipitates significantly in-

fluence the transformation properties and thus also the actuation behavior of the resulting hetero-

geneous SMA. A careful heat treatment can modify transformation properties of the SMAs and

the actuation behavior in a desired manner, providing an innovative way to modify an available

NiTi-based SMA to suit a particular application requirement. To speed up this design process,

we need computational models capable of accurately predicting the new material response of the

heterogeneous SMA [1].

Micromechanical homogenization is key to estimating the effective properties and behavior of

heterogeneous materials. In the context of modeling complex microstructures with non-linear ma-

terial behaviors, the use of full field based computational homogenization techniques is required.

Traditionally, the boundary value problem (BVP) for the homogenization was solved through Fi-
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nite Element Methods (FEM) [45, 46, 47, 48, 49]. In the past two decades, more efficient spectral

methods based on Fast Fourier transform (FFT)[50, 51, 52, 53, 54, 55] have emerged.

A micromechanical homogenization model to predict the aged SMA response has been pro-

posed by several authors [6, 58, 59], where the RVEs consist of homogenized SMA matrix with

randomly distributed precipitates. These methods used FEM based homogenization to solve for the

precipitated RVE behavior. Due to their high computational cost, the previous FEM based analyses

[6, 58, 59] were limited to smaller representative volume containing few particles. It is relevant in

this context to look into the effectiveness of the FFT homogenization method as compared to the

FEA techniques used in the previous model.

Recently, Cruzado et al.[116] developed an FFT homogenization framework for micromechan-

ical modeling of SMAs. The developed FFT homogenization was shown to have advantage over

FEA homogenization when using voxel based discretization in both [116]. Since previous FEA

micromechanics frameworks for SMAs [6, 58, 59, 1] use geometrically conforming mesh and ac-

curately capture the precipitate geometry compared to the voxel restricted FFT method, in this

study, the performance of the FFT voxel based homogenization and the FEA conforming mesh

based homogenization are compared. A study to extract different aspects of convergence of FFT

and FEA methods are analyzed, and the focus is towards determining the effective SMA response

accurately.

In addition to the convergence of the solving techniques, the RVE representations of the mate-

rial must converge in terms of the volume modeled. Higher sized RVEs are needed to predict the

effective response accurately, especially when the precipitate volume fraction is higher, causing

higher dispersion between realizations. FFT homogenization[116] allows analysis of bigger RVE

sizes (i.e. higher number of particles) in a wider range of volume fractions. With the help of a

FFT based homogenization framework [116], a statistical study of the RVE size convergence has

also been performed. While in the current work, the dispersion and the RVE size is analyzed in

the context of NiTi SMAs, the work is applicable for other material systems including SMAs like

Ni-Ti-Hf because of similar modeling methodology[59].
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3.2 Modeling precipitation hardened SMAs

Secondary heat treatments in the temperature ranges ∼ 300◦C − 500◦C on NiTi SMAs result

in non transforming Ni4Ti3 precipitates that can modify the behavior of the SMA [117, 118, 119].

The precipitation modifies the actuation behavior of NiTi SMAs through mechanical and compo-

sitional modifications in the microstructure. More on actuation behavior of SMAs can be read in

section 1.1.1. In this section, precipitation hardened behavior and the key mechanisms affecting

the SMA behavior are summarized. The micromechanical modeling is targeted at capturing the in-

teractions in the microstructure that affect phase transformation. Two homogenization frameworks

were compared: FFT based homogenization and FEA based homogenization. The details of the

micromechanical homogenization frameworks considered are presented in detail.

3.2.1 Material behavior and effect of precipitation

As the precipitates do not transform, they act to restrict phase transformation in the surround-

ing matrix. This results in a lower amount of transformation strain in the effective response of

the precipitated SMA. The extent of precipitation in the NiTi SMAs is dependent on the initial

composition and the heat treatment temperature. With higher temperature and longer duration of

heat treatment, higher volume fraction and larger sized precipitates may be produced. The shapes

of the precipitates formed are observed to be ellipsoid and coherent with the surrounding matrix

[102].

Figure 3.1(a) shows the TEM image of precipitates in Ni50.8Ti aged at 500◦C for 24 h. The non-

transforming precipitates are formed in different orientations inside the phase transforming matrix.

A precipitation of 4.2 % volume fraction (VF) is estimated in this heat treatment [6]. The effect of

these precipitates on the actuation response can be seen in the comparison in Figure 3.1(b), where

the experimental responses at 200 MPa in the precipitated SMA is compared to the response of the

unprecipitated (solutionized) SMA. With the precipitates, the actuation response of the aged SMA

has lower strain than that produced by the solutionized SMA. There is also a shift in temperature

range where the transformation is happening. The temperature change can be primarily attributed
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to composition changes in the matrix caused by elemental diffusion during precipitation [118].
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Figure 3.1: Effect of aging heat treatment in Ni50.8Ti SMA. (a) TEM microstructure of Ni50.8Ti
aged at 500◦C for 24h [Reprinted by permission from Springer, Cox et al. [6], Copyright (2017)].
(b) A comparison plot showing the effect of precipitation on the actuation response of the alloy
compared to the solutionized SMA response [6].

A list of mechanisms through which the precipitated may modify the actuation response is

summarized below.

1. The coherent non-transforming precipitates restrain the transformation in the surrounding

matrix. Therefore, a higher driving force is required to finish the transformation [100].

2. The precipitation is associated with Fickian diffusion, creating composition gradients in the

surrounding matrix. This has considerable effect on the transformation temperatures, which

are very sensitive to composition [2].

For the current study, only the mechanical effects of precipitates are modeled. The effects of

composition change due to diffusion are not considered. The material properties used for the mi-

64



cromechanical modeling of precipitated SMA behavior are listed in Table 3.1. The SMA matrix

properties (SMA-1) considered are calibrated from Ni50.8Ti SMA responses [6]. The phase trans-

formation constitutive model proposed by Lagoudas et al. [38] is used for this purpose. The elastic

properties [6] used for modeling the behavior of precipitates are also listed in Table 3.1.

Table 3.1: Material properties used for matrix and precipitate in the NiTi micromechanical model.

SMA Matrix Precipitate
Parameter Value Parameter Value
EA 68 GPa E 107 GPa
EM 43 GPa v 0.3
vA = vM 0.33
Hmax 0.055
k[MPa−1] 0.0206
CA 6.4 MPa/K
CM 21.7 MPa/K
n1 = n... = n4 1
Ms, Mf, As, Af 280 K,266 K,290 K,307 K

3.2.2 FFT based homogenization 1

A FFT based homogenization framework is used to obtain the thermo-mechanical behavior of

precipitated SMAs. For modeling aged Ni4Ti3 SMAs, periodic RVEs containing dispersed precip-

itates in phase transforming matrix are considered. The RVEs are created with randomly arranged

ellipsoid, shaped precipitates, and geometric periodicity is ensured at the faces. Representations

of the RVEs for two different volume fractions are shown in Figure 3.2. The domain is discretized

using a regular grid in R3 withNx=Ny=Nz denoting the number of grid points along each principal

direction. A convergence analysis is carried out to determine the number of grid points necessary

for convergence, which is presented in 3.4.2. The constitutive response of the SMA matrix is mod-

eled with the thermodynamically consistent formulation developed by Lagoudas et al.[38], and the

1Adapted with permission from "Representative volume size in micromechanical modeling of precipitated SMAs."
by Joy, J. K., Cruzado, A., Solomou, A., Benzerga, A. A., & Lagoudas, D. C., 2019, March, Smart Structures and
NDE for Energy Systems and Industry 4.0 (Vol. 10973, pp. 76-85). SPIE.
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precipitates are modeled with isotropic linear elastic behavior.

(a) (b)

Figure 3.2: A representation of the RVEs considered. RVEs for different volume fractions (VF)
(a) 4.2% and (b) 20% (b) are shown. The precipitates are modeled as ellipsoid geometry with
aspect ratio of 4, having random arrangement and orientation. The periodicity is ensured at the
boundaries.

The effective actuation response described in section 3.2.1 is considered in this work. Refer

to section 1.1.1 for more on the actuation response and corresponding thermo-mechanical loading

path. The material is first uni-axially loaded at a constant temperature where the material is in

the fully austenite phase, according to Σ = Σzz(ez ⊗ ez) with an overall axial stress of Σzz . The

material initially in the austenite state transforms to martensite upon cooling and transforms back to

original austenite phase upon heating. The full actuation responses are computed by simulations of

the RVE taken through the thermo-mechanical loading path. The heating and cooling is simulated

by incremental temperature changes for the whole RVE.

The microstructural based homogenization is performed through FFTMAD code [55], ex-

tended for the SMA thermomechanical behavior by Cruzado et al. [116]. The method is briefly

described here for completeness. The model is based on the variational FFT formulation [54]
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within the framework of FFT based Galerkin methods [120]. Considering periodic boundary con-

ditions, the linear momentum is imposed through a weak form of the stress equilibrium and the

compatibility via the convolution integral of a linear projection operator. The standard Galerkin

procedure is now adopted to solve the problem. First the domain is discretized using a regular grid,

i.e. Nx×Ny×Nz. The local fields are then approximated by interpolation of the value of the fields

at the center of the voxels using trigonometric polynomials. Finally, expressing the convolution

operation in the Fourier space while evaluating the volume integral using the trapezoidal rule, a

discrete expression for the linear momentum balance is obtained:

F−1
{{

Ĝ
}

: F
{
σ [{ε̃}]

}}
= −F−1

{{
Ĝ
}

: F
{
σ [{E}]

}}
, (3.1)

where E denotes the volume-averaged strain, ε̃ the unknown periodic fluctuation strain field and

σ the Cauchy stress. F and F−1 represent the direct and inverse discrete Fourier transforms,

respectively, and the notations [−], {−} are respectively for local and assembled matrices. Ĝ is the

Fourier transform representation of the projection operator, which in component form is expressed

as [121]:

Ĝpqrs(k) =
1

2

kpδqrks + kpδqskr + kqδprks + kqδpskr
||k||2

− kpkqkrks
||k||4

, (3.2)

with Ĝpqrs(0) = 0. Here, δpq is the Kronecker delta and k is a point in Fourier space representing

scaled discrete frequencies, i.e., kv=x,y,z ∈ [−Nv/2, Nv/2]/Lv, with L being the side length of the

RVE.

Note that the non-linearity of the algebraic linear system of equations derived from Eq. 3.1

originates only from the constitutive model. This can be solved efficiently in the Newton-Krylov

subspace [54] using the conjugate gradient iterative solver. Linearizing the stress about the strain

ε in Eq. 3.1 and expressing the unknown strain fluctuation for the Newton iteration (i + 1) as
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{ε̃}i+1 = {ε̃}i + {∆ε̃}i+1, being ∆ε̃ the fluctuation strain increment, it leads to:

F−1
{{

Ĝ
}

: F
{{

K
}i

:
{

∆ε̃
}i+1

}}
= −F−1

{{
Ĝ
}

: F
{
σ
[
{ε}i

]}}
, (3.3)

where K is the (consistent or continuum) tangent stiffness. This formulation however is only

valid for predefined strain control problems where, for time increment n, the total strain at the

beginning of each newton iteration can be expressed as εi = En + ε̃i. However, the thermo-

mechanical loading conditions involved in phase transforming materials leads to stress-free eigen-

strains resulting from unconstrained thermo-elastic expansion and phase transformation. This can

be solved through the stress-control algorithm for thermo-mechanical problems described in detail

in Cruzado et al. [116]. After achieving the convergence of Newton iterations in Eq. 3.3, the total

local strain should be corrected according to:

εj+1(x, T n) = εj(x, T n) +
〈
Kj(x, T n)

〉−1 (
Σ0 −

〈
σj(x, T n)

〉)
, (3.4)

where Σ0 is the initial imposed constant stress and j refers to the current stress control correc-

tion iteration. Note that now the constitutive model depends on temperature T at increment n.

After each correction, a new Newton iteration must be performed until stress equilibrium is sat-

isfied when the imposed macroscopic stress Σ0 is equal to the average of the local stress field

〈σj+1(x, T n)〉, within some tolerance.

3.2.3 FEA based homogenization

An FEA based homogenization is implemented in ABAQUS FEA software to solve for the

effective SMA response from the RVEs. The matrix is modeled using the constitutive model

by Lagoudas et al. [38] and implemented using the ABAQUS user material subroutine. The

precipitates are modeled as linear elastic material with isotropic property, using the elastic model

in the ABAQUS. The RVEs of the material were discretized using conforming mesh (C3D4) in

ABAQUS with different seeding parameters. The periodic boundary conditions were applied on
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the faces of the RVEs to avoid the boundary effect and to predict pure bulk constitutive behavior.

A stress (= 200 MPa) was applied on the RVE along the loading direction at temperature 380 K

and maintained constant throughout the thermal cycle. The cooling and heating (to 250 K and

back to 380 K) on the RVEs were simulated by changing the temperature boundary conditions on

the RVE. The RVE deformation was solved through FEA using implicit formulation using direct

solver in the ABAQUS FEA software [101]. The effective response of the RVE was obtained using

the volume average of strain in the whole RVE. Figure 3.3 shows the RVE of the material modeled

and the stress distribution around the precipitates solved with the implementation.

(a) (b)

Figure 3.3: Figure showing the FEM based modeling for RVE response. (a) RVE used in the
modeling shown separated as the precipitate and matrix phase (b) Loading on the RVE to solve for
the effective response.

3.3 Methodologies

With the two homogenization methodologies (FFT and FEA), it is important to look into their

performance towards solving the converged SMA homogenized response. The first part of the

study presents a comparison of convergence on the two methodologies. As the FEA can be imple-

mented with different mesh types, the performance in conforming and non-conforming mesh types

are analyzed. In the second part of the study, we look into convergence of the response with size
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of the RVE. This is performed with the goal of developing statistical relations that can be used in

future studies using the micromechanical model for SMAs.

3.3.1 Comparison of convergence in methods

In the context of comparison of computational homogenization methods, it is important to de-

fine terms such as ’evolution’, ’convergence’, ’accuracy’ and ’solution time’. Evolution of solution

in each method is studied in terms of the degree of freedom (DOF) it needs to solve. Thus, the

convergence of the methods are analyzed in terms of the DOF. A solution is said to be ’converged’

when it achieves a certain ’convergence criterion’ for a number of DOF, and satisfy the same cri-

terion for any greater number of DOF. The ’value of convergence’ in a solution is defined as the

value of the ’convergence criterion’ for the specific solution.

The ’convergence criterion’ is defined with two different approaches in the presented study.

In the first approach, it is the amount of difference between the current solution and the available

highest DOF solution solved using the same method. This criterion is summarized in Eq. 3.5,

where E(T ) is the strain at temperature T and the subscript ′Ref ′ denotes the highest DOF solu-

tion taken as reference. For the second approach, the convergence criterion evaluates the rate of

improvement in the solution with DOF. The second approach is summarized in Eq. 3.6, where the

solution of two adjacent evaluations denoted by ’i’ and ’(i+ 1)’ are compared and Df denotes the

DOF in each evaluation.

|E(T )− ERef (T )| =
∮
cycle
|(E(T )− ERef (T )) dT |∮

cycle
|dT |

(3.5)

|Ei+1(T )− Ei(T )|
(Dfi+1 −Dfi)

=

∮
cycle
|(Ei+1(T )− Ei(T )) dT |

(Dfi+1 −Dfi)
∮
cycle
|dT |

(3.6)

In the two convergence criterion presented, the ’value of convergence’ is defined taking the

average of the whole response. One drawback here is that it does not give a good estimation of

how a specific strain value in the response is evolving with DOF, hence it may not represent the

convergence of a specific strain value in the response. Another approach that should be looked
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into is the evolution of a specific strain value in the response. For the SMA actuation response, the

evolution of the maximum strain at the end of cooling is worth exploring further.

In the absence of close-form solution, it is difficult to define the accuracy of solutions. It is not

guaranteed that all methods converge to the close-form solution. The numerical error in the method

may dominate, and the method can converge to a different solution than the close-form solution.

With an assumption that all methods converge to a same solution, we might be able to develop a

definition for accuracy. The method which achieves ’convergence criterion’ solving for the fewest

DOF is defined as the most accurate among the methods satisfying the above assumption. The

’value of accuracy’ according to this definition will be simply the ’value of convergence’ assuming

the solution has met the convergence criterion. This definition for accuracy is different from the

traditional approach where the close-from solutions are available, but it allows us to compare the

accuracy of the methods within the current solution framework.

The determination of which is the faster method can be made in terms of the time taken to solve

converged solutions. The method which gives the solution in the least time for the same accuracy

is then considered to be faster. When calculating the time for solution, each method is solved in

the same computational environment. The CPU time taken for the solutions is compared and the

speed is defined with this time.

These definitions were used to examine the FFT and FEA homogenization methods. The con-

vergence was analyzed for different mesh types. The RVE used for comparing has a volume

fraction of 4.2% , 15 particles, and an aspect ratio of 4. SMA actuation responses with Σzz =200

MPa were investigated, with cooling and heating between 250 K and 380 K.

For the FEA homogenization model, conforming tetrahedral linear (C3D4) and quadratic (C3D10M),

and non-conforming voxel (C3D8) meshes were analyzed. For the FFT method, only the non-

conforming voxel mesh was analyzed, as the formulation is specific to the voxel mesh. The details

of the meshes considered are listed in Table 3.2. The conforming meshes are identified by the

seed size used. The non-conforming meshes are identified by their discretization size. Figure 3.4

shows examples of the conforming meshes used in the FEA model, where only the precipitates are
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shown. In Figure 3.5, examples of non-conforming voxel meshes used in the study are shown.

Table 3.2: Mesh size of cases considered in the FEA versus FFT comparison study.

FEA FFT
Linear Quadratic Voxel Voxel
(C3D4) (C3D10M) (C3D8)
Seed size = Seed size = size N= size N=
0.25 0.25 11 11
0.2 0.2 21 21
0.125 0.125 31 31
0.1 0.1 41 41
0.0625 0.05 51 51
0.05 0.04 61 61
0.04
0.03125
0.025

The value of convergence for different meshes was studied using Eq. 3.5 and Eq. 3.6, where

the DOF is the key varying parameter. In the FEA method, the DOF is obtained by multiplying

the total number of integration points by three, corresponding to the three displacement degree of

freedom. In the FFT method, the total number of DOF is obtained by multiplying the total number

of nodes with nine, corresponding to the nine strain components solved at each node. The DOF in

FFT and FEA methods for different meshes are compared in Table 3.3.
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(a) (b) (c)

Figure 3.4: Figure showing the conforming mesh in the FEM model with different seeding sizes
(a) seeding size = 0.1, (b) seeding size = .04 and (c) seeding size = 0.025.

(a) (b) (c)

Figure 3.5: Figure showing the structural meshes in the FFT model with different discretization.
Each side is discretized into (a) 11 (b) 31 and (c) 61.
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Table 3.3: DOF for each mesh size considered in the FEA versus FFT comparison study.

FEA FFT
Linear Quadratic Voxel Voxel
(C3D4) (C3D10M) (C3D8)

Seed size DOF Seed size DOF Size (N) DOF Size (N) DOF
0.25 2058 0.25 16155 11 4002 11 11979
0.2 2964 0.2 23496 21 27792 21 83349
0.125 7824 0.125 62430 31 89382 31 268119
0.1 13425 0.1 107592 41 206772 41 620289
0.0625 38352 0.05 537423 51 397962 51 1193859
0.05 66921 0.04 868347 61 680952 61 2042829
0.04 108063
0.03125 197478
0.025 321591
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3.3.2 RVE convergence analysis 2

Previous studies on RVE sizes [58] for micromechanical modeling were limited by smaller

volume fractions and few number of particles, which was not extensive enough to build statistical

relationship. In the current study, convergence of the SMA RVE is analyzed for a wider range

of microstructures. The convergence of the RVEs was evaluated for accuracy in determining the

homogenized response. The list of factors that may determine the convergence of the effective

homogenized response based on the RVEs size is summarized below.

1. Volume fraction of the particle increases the dispersion in the homogenized response be-

tween RVE realizations. With volume fraction, the mechanical interactions at the microstruc-

ture increase, consequently the microstructure difference between RVE realizations is re-

flected much more in the homogenized response.

2. The number of precipitates modeled influences the convergence in the effective response.

RVEs with a larger number of precipitates are more representative of the material and can

give accurate predictions.

3. With many RVE realization simulations, the ensemble averaged behavior has higher accu-

racy. Smaller RVEs require many more realizations than larger RVEs to obtain the same

convergence of the ensemble average.

To address the different aspects of RVE convergence, a systematic statistical analysis of RVEs

was carried out. RVEs of the precipitated SMAs were created for different volume fractions of

precipitates, and the effective actuation responses were simulated. The effective responses were

solved using the FFT homogenization framework described in section 3.2.2.

The RVE convergence study was performed in the following sequence. With a spatial con-

vergence analysis on the FFT grid discretization, the grid size required for simulating RVEs were

2Adapted with permission from "Representative volume size in micromechanical modeling of precipitated SMAs."
by Joy, J. K., Cruzado, A., Solomou, A., Benzerga, A. A., & Lagoudas, D. C., 2019, March, Smart Structures and
NDE for Energy Systems and Industry 4.0 (Vol. 10973, pp. 76-85). SPIE.
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determined as a function of the RVE size. Further, for volume fractions 7%, 10%, 15% and 20%,

the variation of the effective response was analyzed for different RVE size by changing the num-

ber of particles. Multiple realizations were created for the same size of RVE to understand the

dispersion of the effective property.

The dispersion from different realizations were compared using Coefficient of Variation (CV)

denoted as D̂ in the maximum strain in the response. From RVEs with a given number of precipi-

tates (P), the coefficient of variation is defined as:

D̂Ezz(P) =
σ[Emax(P)]

µ[Emax(P)]
, (3.7)

where µ and σ are the mean and the standard deviation is obtained for the different number of real-

izations. Emax is the maximum effective strain during the actuation cycle in the loading direction

for a given number of particles P. For the current work, CV was calculated from 10 realizations in

each case (VF, P).

A converged effective response may be achieved from a large sized RVE with fewer number of

realizations or from a smaller RVE with many realizations. Larger RVEs are more representative of

the material microstructures. However, solving larger RVEs requires more computational power.

Nevertheless, modeling using small RVEs is not an accurate methodology, as it may represent the

material inadequately, and some mechanical interactions will not be captured in the small RVEs. A

superior methodology is to choose an adequate size for the RVEs with multiple realizations. This

must be done optimally, considering the accuracy requirement and available computational power.

For this, we require the knowledge of the dispersion for different RVE sizes. Building statistical

relations of the dispersion of RVE properties will help in optimizing the RVE size and number of

realizations required for a desired accuracy in the prediction.

3.4 Results and Discussion

The FFT and FEA based homogenization techniques were used to simulate the behavior of

an RVE using different mesh sizes. The convergence of the two homogenization methods were
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studied with different mesh types. The FFT method was analyzed for voxel mesh type for different

sizes of discretization. The FEA method of solution in the ABAQUS FEA solver was analyzed

for conforming smooth meshes and non-conforming voxel mesh. For different seeding sizes, the

conforming smooth mesh performance was investigated.

Further, the convergence of RVE for effective actuation response was analyzed using the

FFT homogenization method. The RVE dispersion of the response at volume fractions VF=

10, 15, 20% was quantified for size of particles P= 3, 6, 9, 12, 15, 30, 60, 90 analyzing solutions

from multiple (= 10) RVE realizations. The dispersion of the maximum strain in the responses

was analyzed in terms of coefficient of variation (D̂) (section 3.3.2). Further, their convergence re-

garding RVE size (P) was studied for different VF. Simple statistical correlations on the dispersion

of the effective responses were derived for different volume fractions.

3.4.1 Performance comparison of FFT and FEA based homogenization

The comparison of the responses showed that as the mesh size increased, the responses con-

verged towards the response with the highest mesh size. Figure 3.6 (a)-(d) shows the comparison

of the responses from the four methods (FFT (voxel), FEA (C3D4), FEA (C3D10M) and FEA

(voxel)) studied in the work. The different methods differ in the extent of closeness of responses

with increasing mesh size. As the size of the mesh increases, the responses converge to the finest

discretization used in each method.

A comparison from the finest mesh responses from different methods show converging solu-

tions. Figure 3.7 shows a comparison of the most converged responses from different methods

studied. The responses from linear (C3D4) and quadratic (C3D10M) meshes in FEA match well

with voxel mesh solution in the FFT method. However, the voxel mesh solution from the FEA

has a different solution from the other method solutions. Here, the FFT method gives a matching

response from the non-conforming mesh modeling to the conforming mesh modeling in the FEA

method, while FEA method could not achieve the same from the same non-conforming mesh.

This motivates us to investigate further the evolution, convergence, accuracy of the different solv-

ing methods and meshing approaches.
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The convergence of the approaches was analyzed using the criterion defined in Eq. 3.5. Figure

3.8 shows the evolution of the convergence value with DOF, where an exponentially decaying kind

of variation of convergence value with DOF is seen. The conforming mesh approach in the FEA

and FFT voxel approach converge in the same order, whereas the FEA voxel mesh has much lesser

convergence compared to the other three. The convergence criterion (< 10−4) is shown, and the

intersection between the variation and the criterion marks the DOF where the convergence is met.

Based on this criterion, the accuracy of the methods can be ordered according to the definition in

section 3.3.1. The methods can be ordered in the decreasing accuracy as: FEA C3D4 > FFT voxel

> FEA C3D10M >> FEA voxel.

Further, the convergence of the approaches were analyzed using the second convergence crite-

rion defined in Eq. 3.6. Figure 3.9 shows the evolution of the convergence value with DOF. The

comparison here gives a similar message as the previous convergence analysis. The conforming

mesh approaches in FEA and FFT voxel converge with a same order of accuracy. The FEA voxel

mesh gave the least rate of convergence among the four. Based on the definition of accuracy for

the convergence criterion (< 10−4), the order of accuracy can be defined as: FEA C3D10M ∼

FFT voxel > FEA C3D8 >> FEA voxel. If the value for convergence criterion is increased, the

accuracy order can change. Thus, from the two analyses of convergence, for a reasonably fine

mesh it can be concluded that the accuracy can be determined as FEA C3D4 ∼ FFT voxel ∼ FEA

C3D10M >> FEA voxel.

Computation time in the FFT and FEA methods was calculated. Table 3.4 shows the compari-

son of the time for solution in FEA (C3D4) and FFT (voxel). These times are for computation with

one CPU, without any parallel computing. A case with close DOF from the two can be assumed to

be of the same accuracy in accordance with the observations in the previous convergence analyses.

Based on time, it can be concluded that the FFT method achieves convergence at least four times

faster than the FEA C3D4 method. However, a conclusion regarding the speed of the FFT method

compared to FEA cannot be made solely on this analysis. This is because in the current study, both

methods use different solvers, since FFT uses an iterative solving method and FEA uses a direct
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solving method. To have a proper comparison, the same analysis should be using the same kind of

solver in both methods. This is a future work to consider.

Table 3.4: Comparison of FFT versus FEA solution time for the selected RVE.

FEA FFT
Case C3D4 No of Time Eqvnt. No of Time

Size= Eqns. (s) (N) Eqns. (s)
1 0.1 13425 2379 12 15552 632
2 0.0625 38352 8852 17 44217 2544
3 0.05 66921 18370 20 72000 2976
4 0.04 108063 44049 23 109503 6918

An analysis of the evolution of maximum strain (EMAX)in the responses with DOF was per-

formed. Figure 3.10 (a)-(d) shows the variation of the maximum strain (EMAX) with degree of

freedom (DOF) solved from the four approaches. Qualitatively, these variations are converging to

an asymptotic value. A similar kind of evolution is observed in the FFT (voxel) and FEA (C3D4)

methods, with a minimum and then converges to asymptotic values. For the FEA (voxel) and FEA

(C3D10M) methods, the evolution is monotonic to their asymptotic value. A rational function

fitting is used to capture the evolution, and further used to estimate the asymptotic values.

The estimation of the asymptotic values indicates that the methods are converging to close

values of maximum strain within a bound. Close values with ≈ 0.15% relative difference are ob-

tained between linear FEA (C3D4) and FFT (voxel) methods. The values in quadratic (C3D10M)

≈ 0.52% and voxel ≈ 1.5% have higher relative difference from FFT and linear method esti-

mates. While these values are close, estimates show that the methods can converge only within a

bound. These asymptotic values might get closer with a higher number of DOF solutions, but the

difference may not be fully eliminated.

A comparison of the EMAX evolution from all cases is shown in Figure 3.11, which makes

it easier to understand the differences in their asymptotic convergence. The x-axis is shown in

log-scale to depict the convergence of all orders of DOF. Among the four cases, FEA (C3D4) is
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seen to give values closer to its asymptotic value with the least DOF. If we analyze the methods for

the least DOF to give a solution closer (< 0.0005) to their asymptotic value, the required value of

DOF in FEA (C3D4)< FFT (voxel) < FEA (C3D10M) < FEA (voxel). This means the accuracy

of methods follow the order FEA (C3D4)> FFT (voxel) > FEA (C3D10M) > FEA (voxel). If

we look for closeness of evolution among the different methods, FEA (C3D4) and FFT (voxel)

evolve closer to each other but not to the same asymptotic value. The quadratic (C3D10M) shows

much less convergence rate in spite of the observations from previous analyses, where the quadratic

showed almost the same order of convergence. As before, the FEA voxel mesh solution showed

poor convergence and gave the asymptotic value with a larger difference.

In summary, the following conclusions can be drawn from the presented convergence study.

The analysis using average convergence criterion showed that the three methods FFT (voxel),

FEA (C3D4) and FEA (C3D10M) have a closer level of convergence and accuracy compared to

the FEA (voxel) method, which has lower convergence and accuracy. The convergence study

for the maximum strain value showed that FFT (voxel) and FEA linear have close asymptotic

solutions. Further, the rate of convergence and accuracy was determined to be FEA (C3D4)> FFT

(voxel) > FEA (C3D10M) > FEA (voxel). Since the FFT (voxel) and FEA (C3D4) produce close

convergence, accuracy and asymptotic values, their CPU solving time were compared for the same

DOF. The comparison showed that the FFT (voxel) method solves at least four times faster than

the FEA (C3D4) considering that both use different solvers. Hence, it is justifiable to continue the

RVE analysis using the FFT method given its good accuracy and less computation time.
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(a) (b)

(c) (d)

Figure 3.6: Figures indicate full response convergence to the finest mesh case with increasing
mesh size. Responses in (a) FFT (voxel) (b) FEA (C3D4) (c) FEA (C3D10M) and (d) FEA (voxel)
cases shown
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Figure 3.7: Comparison of responses from most converged cases in FFT and FEM homogenization
techniques. FFT (N=61) and FEM using C3D10M (seed size = 0.04), C3D4 (seed size = 0.025)
and Voxel (N=61) are compared.

(a) (b)

Figure 3.8: Evolution of convergence criterion in Eq. (3.5) with DOF in FFT and FEM homoge-
nization for different types of meshes. The comparison shown in (a) linear scale and (b) log scale
for x-axis.
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Figure 3.9: Evolution of convergence criterion in Eq. (3.6) with DOF in FFT and FEM homoge-
nization for different types of meshes. The comparison is shown in log-log plot.
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(a) (b)

(c) (d)

Figure 3.10: Comparison of convergence of maximum strain (Emax) in the responses against
degree of freedom (DOF) solved in (a) FFT (Voxel) (b) FEA (C3D4) (c) FEA (C3D10M) and (d)
FEA (Voxel). An equation is used to fit the convergence, and the value at∞ is predicted using the
equation. The details of the fit and goodness of fit are presented.
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Figure 3.11: Comparison of convergence of maximum strain (Emax) versus DOF from all the
cases is shown together. Values and fit are compared, and the x-axis is plotted in log-scale.
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3.4.2 FFT grid convergence analysis 3

An FFT grid convergence study was carried out to decide the discretization required for mod-

eling the RVEs of different sizes. For this, we considered 5 different discretizations, N=113, 213,

313, 513 and 913 i.e. Nx = Ny = Nz. The study was performed for the highest volume fraction

analyzed in this work, 20% and for 4 RVE sizes P=15, 30, 60 and 90.

Figure 3.12 (a) shows the variation of relative error versus grid size. The relative errors are

calculated between two successive grid discretizations, and are defined for the maximum strain

(Emax) in the response. In Figure 3.12 (a), the convergence of error in different RVE sizes (P

= 15,30,60,90) is analyzed. Larger RVEs (P = 60, 90) converge more slowly compared to the

smaller RVEs (P=15, 30). To have a preset accuracy in all RVEs solved, an accepted error limit of

1%[7, 122] is taken as reference, which is represented using the dashed line in Figure 3.12 (a).

The optimal value of grid size is calculated for each RVE size P from the Figure 3.12 (a) by

interpolating for the error limit. The optimal grid points are normalized with respect to P and are

plotted versus P in Figure 3.12 (b). As can be seen, the optimal number of grid points per particle

decrease with increasing the size of RVE and are bounded in the plot shown. For the current study,

to ensure all simulation within the error limit, the optimal number of grid points per particle is

taken to be 3000. This will ensure the desired accuracy for all RVEs considered in the study.

3Adapted with permission from "Representative volume size in micromechanical modeling of precipitated SMAs."
by Joy, J. K., Cruzado, A., Solomou, A., Benzerga, A. A., & Lagoudas, D. C., 2019, March, Smart Structures and
NDE for Energy Systems and Industry 4.0 (Vol. 10973, pp. 76-85). SPIE.
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Figure 3.12: Convergence study done on voxel mesh using the FFT based solution technique at
VF=20% for different numbers of particles. a) Plot showing the relative error in the maximum
strain between two successive grid sizes is compared versus grid size, where, the total number of
grid points is N = N3

x . The acceptable tolerance of convergence is marked with the red dashed
line. b) The number of nodes per particle for the optimal grid is plotted versus the number of
particles.

3.4.3 RVE convergence study 4

Let us first look at the effect of volume fraction on the convergence of RVEs. Figure 3.13 com-

pares actuation responses from the SMA RVEs with two different volume fractions with varying

number of particles (P =1, 15, 30, 60, 90). A low volume fraction (4.2%) case (Figure 3.13(a)) and

a high volume fraction (20%) case in (Figure 3.13(b)) are shown. For 4.2% RVEs, there is small

variation in the actuation response with increasing P. The response is accurately captured even

with an RVE of 1 particle. In the case of high volume fraction (20%) RVEs, there is a considerable

variation with changing P, and the response cannot be captured with an RVE of 1 particle.

The comparisons in Figure 3.13 indicate the effect of increasing mechanical interaction at

4Modified with permission from "Representative volume size in micromechanical modeling of precipitated SMAs."
by Joy, J. K., Cruzado, A., Solomou, A., Benzerga, A. A., & Lagoudas, D. C., 2019, March, Smart Structures and
NDE for Energy Systems and Industry 4.0 (Vol. 10973, pp. 76-85). SPIE.

87



200 250 300 350
Temperature [K]

0

0.01

0.02

0.03

0.04

0.05

0.06
St

ra
in

P = 1
P = 15
P = 30
P = 60
P = 90

200 250 300 350
Temperature [K]

0

0.01

0.02

0.03

0.04

0.05

0.06

St
ra

in

P = 1
P = 15
P = 30
P = 60
P = 90

(a) Volume fraction = 4.2% (b) Volume fraction = 20%

Figure 3.13: Effect of number of particles in the RVEs on the convergence of SMA actuation
response. a) At low volume fraction, the number of particles has less effect on the response. b)
At high volume fraction, more number of particles are required to capture accurately the material
response

higher volume fraction. At lower volume fraction, the interaction between the particles is negligi-

ble, and the response can be captured well using smaller RVEs (even 1 P). However, at high volume

fraction, the complex interactions between the particles is critical in determining the effective re-

sponse. Hence, larger RVEs with higher number of particles are required for accurate prediction

of responses. These comparisons provided motivation for a systematic study of the convergence of

RVE sizes with different volume fractions and many realizations.

This systematic study on the RVE convergence was carried out with RVEs of varying number

of precipitates (P = 3, 6, 9, 12, 15, 30, 60, 90). For each number of precipitates, 10 realizations

were performed to simulate the dispersion in the responses. Figure 3.14 (a) shows the responses

simulated from 10 RVE realizations for volume fraction (VF) 20% at P = 15. Maximum dispersion

is seen with the completed phase transformation at lower temperatures (T = 220 K), where the

strain is maximum, and the material is in the martensite. Hence, in further analyzes, the strain at the
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end of cooling (T = 220 K) in the whole strain-temperature response is considered for quantifying

the dispersion.

In Figure 3.14 (b), the maximum strain from many realizations is plotted versus number of

particles modeled. Each point in the comparison represents the maximum strain value from a

different RVE realization. The summary from many realizations show that the dispersion decreases

with the increasing number of particles in the RVE. The ensemble average value of these values

is calculated for each RVE size (P) and compared in the same plot (shown in red color). The

average value has higher convergence compared to individual realizations, and more or less the

same with increasing RVE size. Though the dispersion of calculated properties is higher for lower

sized RVEs, their average value from many realizations gives higher convergence.
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Figure 3.14: The effective response simulated from the RVEs at VF=20%. a) Material response
from 10 RVE realizations with number of particles (P)=15 are compared. b) Plot showing the
maximum strain from many realizations at different P. The average value at each P is compared.

With lesser number of particles, the RVEs will not be representative of the microstructure and

has higher scatter between realizations. Bigger RVE size increases the computational cost and may
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not be preferred. Whereas, the average response from multiple realizations at different RVE size is

closer to the converged response, as concluded from the results in Figure 3.14 (b). A good scenario

for predictions will be to use an optimum RVE size and adequate number of realizations, making

sure the required accuracy and minimum computation power. To use this scenario in optimal

manner, prior knowledge on the variation of the dispersion at the different RVE size is required. In

the next analysis, some statistical aspects of the RVE size convergence are looked into.

The statistics of dispersion of the response for different volume fractions (7%, 10%, 15% and

20%) and RVE size (P = 3, 6, 9, 12, 15, 30, 60, 90) were carried out. Coefficient of variation

(CV) defined in equation 3.7 was used following the methodology in section 3.3.2. Figure 3.15

shows the variation of CV with RVE size (P) with changing volume fraction microstructures. As

the volume fraction increases, higher CV represents higher dispersion between the realizations.

This is anticipated since higher volume fraction of particles requires larger RVEs to capture all the

mechanical interaction between the particles. With increasing size of the RVEs, the CV asymptot-

ically converges to zero, as can be seen in Figure 3.15 (a). Figure 3.15 (b) shows that this decay

is close to linear in the log-log plot and may be captured with a linear curve fit. The obtained fits

from Figure 3.15 (b) are summarized in Table 3.5 with coefficients of the power function of the

form: D̂Ezz(P) = a Pb.

Table 3.5: Details of fit capturing the variation of D̂Ezz(P) for different volume fractions. Fit used:
D̂Ezz(P) = a Pb.

VF (%) a b

7 0.057 -0.545
10 0.103 -0.653
15 0.139 -0.629
20 0.243 -0.726

The CV values which quantify the dispersion with RVEs can be used for statistical estimations.

It can be used to estimate the uncertainty in the estimations and to calculate number of realizations
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Figure 3.15: Coefficient of variation (CV) with number of particles compared for volume fractions
7%, 10%, 15% and 20%. a) As the number of particles in the RVE increases, the CV decreases
exponentially. b) CV vs No. of particles plotted in log-log plot. The variation of CV is fitted with
linear relations in the log-log plot.

for desired accuracy. From the sampling theory, the relative standard error (RSE) of the average

responses can be defined in terms of the CV (D̂) and the number of realizations (NP ) used as:

RSE =
D̂Ezz(P)√

NP

, (3.8)

The CV is useful to calculate the number of realizations required at each RVE size, as proposed

in Kanit et al. [7]. The number of realizations (NP ) required for a given RSE is given as:

NP =

(
D̂Ezz(P)

RSE

)2

. (3.9)

Estimation of number of realizations (NP ) in different RVEs for getting RSE values less than

0.01 were calculated using Eq. 3.9. The values of CV were estimated using the fits in Table 3.5.

The estimated number of realizations (NP ) for RSE <0.01 for different volume fractions are sum-
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marized in Table 3.6. It can be seen that the NP increases with volume fraction and decreases with

size of RVE P. As reasoned earlier, the higher volume fractions increase the mechanical interac-

tions. Hence, require larger RVE size or higher number of realizations to get accuracy. Conversely,

in the lower volume fraction microstructures, lower RVE size and number of realizations can give

good estimations. In further statistics study, the number of realizations considered is listed in Table

3.5 as ’NP considered’. Among the VFs, VF = 20% require the highest number of realizations.

Hence, the ’NP considered’ were taken to be greater VF = 20% values.

Table 3.6: Number of realizations calculated for SE= 0.01 for different VF and P.

Size of RVE No of realizations required NP considered
(P) VF=7% VF=10% VF=15% VF=20%
3 10 26 49 120 120
6 5 11 21 44 50
9 3 7 13 25 30
12 3 5 9 17 20
15 2 4 7 12 20
30 1 2 3 5 10
60 1 1 2 2 10
90 1 1 1 1 10

3.5 Conclusions

A comparative study on the convergence of four methods FFT (voxel), FEA (C3D4), FEA

(C3D10M) FEA (voxel) was performed for solving the homogenized from SMA micromechanical

model. The analysis using average convergence criterion showed that the three methods FFT

(voxel), FEA (C3D4) and FEA (C3D10M) have closer convergence and accuracy compared to the

FEA (voxel) method. A convergence study for the maximum strain value showed that FFT (voxel)

and FEA linear have close asymptotic solutions compared to FEA (C3D10M) and FEA (voxel).

The rate of convergence and accuracy in the maximum strain value was deduced as FEA (C3D4)>

FFT (voxel) > FEA (C3D10M) > FEA (voxel). As the FFT (voxel) and FEA (C3D4) give same
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performance, their CPU solving time were compared. The FFT (voxel) method solves at least four

times faster than the FEA (C3D4) given both uses different solvers.

Determining the converged RVEs is critical in determining the effective properties of precip-

itated SMAs using micromechanical modeling. An inaccurate RVE can give considerable error

in the predictions, as all the mechanical interactions may not be captured. The size of RVEs and

number of realizations are important towards accurate prediction of material properties. A system-

atic study on the convergence of precipitated SMA RVEs is implemented. The effect of size of

RVEs is carried out changing the number of precipitates and analyzing the variation in the effec-

tive response. Study at different volume fraction showed that larger RVEs are required to capture

the response at higher volume fractions. The average response from many realizations at different

RVE size showed less variation. The dispersion of the response for higher volume fractions are

analyzed with many realizations. Results showed that the dispersion with RVE sizes can be corre-

lated with simple relations and can be used with statistical interpretations for accurate predictions

and efficient use of computational power.
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4. MICROMECHANICAL AND STATISTICAL DETERMINATION OF THE RVE SIZE

WITH LOCAL VARIATION OF VOLUME FRACTION AND SHAPE OF

HETEROGENEITIES: APPLICATION TO SHAPE MEMORY ALLOYS

4.1 Introduction

Micromechanical homogenization is key to estimating the effective properties and behavior of

heterogeneous materials. In the context of modeling complex microstructures with non-linear ma-

terial behaviors, the use of full field based computational homogenization techniques is required.

Traditionally, the Boundary Value Problem (BVP) for the homogenization was solved through Fi-

nite Element Methods (FEM) [45, 46, 47, 48, 49]. In the past two decades, however, more efficient

spectral methods based on Fast Fourier Transform (FFT)[50, 51, 52, 53, 54, 55] have emerged. In

both methodologies, it is critical to know the acceptable size of the modeling domain, as it must

be large enough to account for the whole material with sufficient number of inclusions, indepen-

dent of the boundary conditions [123]. In other words, it is necessary to define the size of the

Representative Volume Element (RVE).

Common approaches for determining RVE size rely on convergence of the effective property

in a set of RVE realizations with volume size [124, 125, 126, 46, 127, 6, 128, 129]. The RVE size

is defined with a specific convergence criteria on the mean and standard deviation of the desired

property in the set of RVE realizations. In [126, 46, 129], the RVE is defined once the mean

and standard deviation have converged within a given tolerance. In [128], the ratio between the

standard deviation and the mean quantity value is used to decide the convergence. In [124], the

size of the RVE is defined such that the response will not deviate more than a certain percentage

from the response of a ‘true’ infinite value considering the Student’s t-distribution. In [130], the

RVE size is defined based on the Chi-square criterion. In [46, 131], the RVE size is defined

when the relative error between consecutive volume sizes is less than a specific defined error. In

[132], the coefficient of variation is used for the converged criterion. All these methods require
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identifying the RVE size each time the microstructure is different (i.e. shape, size, volume fraction

of grain/precipitate/phase/particle).

A more advanced statistical approach was proposed by Kanit et al. [7] in which the RVE size

was determined in terms of several statistical quantities (i.e. point variance and integral range).

This formulation was first demonstrated for the elastic and thermal properties of composite mate-

rials [7, 133] and further extended to nonlinear behavior in polycrystalline materials [134]. The

parameters necessary to accurately build the Kanit et al. [7] formulation are based on an ini-

tial sampling that requires many realizations and variability in the microstructure parameters for

different RVE sizes. To reduce this initial sampling, it was proposed to include the uncertainty

quantification of variance and mean in the integral range, and a sampling strategy to reduce the

number of realizations [135]. An alternative method was proposed [136, 137] in which by using a

single realization/simulation of a large RVE, and creating non overlapping subdivisions, statistical

quantities can be determined.

It is well known that the volume fraction of heterogeneities (i.e.: precipitates, voids) [7, 130,

138, 137] and shape [124] influence the RVE size. One of the drawbacks in the statistical approach

developed by Kanit et al. [7] is that it requires the use of new fitting parameters each time the

volume fraction changes. As shown in [137], the integral range in the Kanit et al. [7] formulation

has a non-linear dependency with respect to the volume fraction. To advance in this further, a

formulation that accounts for the nonlinear dependency in the RVE statistics is desired. A higher

order formulation for the RVE size is attempted in this work to account for the effects of geo-

metrical parameters (shape, size, volume fraction and arrangement of the heterogeneities), and its

performance is studied for precipitated Shape Memory Alloys (SMAs) responses.

With the help of the FFT based homogenization framework [116] presented in chapter 3, in this

chapter the aim is to analyze the statistics of RVE size convergence. The performance of the new

higher order relation will be analyzed for modeling the statistics for non-linear SMAs responses.

The good performance shown by FFT homogenization for predicting non-linear SMA behavior

[116] allows for analyzing bigger RVE sizes (i.e. more number of particles) in a wider range of
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volume fractions. Although in the current work, the dispersion and the RVE size is analyzed in

the context of NiTi SMAs, the work is applicable for other material systems, including SMAs like

Ni-Ti-Hf because of similar modeling methodology[59].

The chapter is organized as follows. Section 4.2 presents a brief description of the FFT based

micromechanical homogenization model for precipitated SMAs. In section 4.3 the derivation of

the statistical-micromechanical model for RVE size determination is shown. Finally, section 4.3

addresses the precision of the proposed model compared with existing statistical models, as well

as the validation of the RVE size for a specific accuracy in the studied quantity.

4.2 Micromechanical model for precipitation hardened SMAs

Micromechanical model for actuation behavior of precipitation hardened NiTi SMAs is con-

sidered in the presented statistical study. For better understanding of actuation behavior studied

in this chapter, refer to section 1.1.1. The presence of precipitates modifies the actuation behavior

of SMAs considerably. The details of the precipitation mechanism that affects the SMA behavior

and the micromechanical model for SMAs can be referred in section 3.2. A brief summary of

the micromechanical model considered for generation of results in this chapter is presented in the

following discussion.

Out of the many mechanisms through which the precipitates influence effective behavior, only

the mechanical effects of precipitates are considered in the current work. The effects of compo-

sition change from diffusion were not included. The material properties used for the microme-

chanical modeling of precipitated SMA behavior are listed in Table 4.1. Two sets of SMA ma-

trix properties were considered: SMA-1 and SMA-2, which were calibrated from Ni50.8Ti SMA

and Ni51.3Ti SMA experimental responses [6] respectively. The phase transformation constitutive

model proposed by Lagoudas et al. [38] is used for this purpose. The elastic properties [6] used

for modeling the behavior of precipitates are also shown.
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Table 4.1: Material properties used for matrix and precipitate.

SMA Matrix Precipitate
Parameter SMA-1 SMA-2 Parameter Value
EA 68 GPa 68 GPa E 107 GPa
EM 43 GPa 43 GPa v 0.3
vA = vM 0.33 0.33
Hmax 0.055 0.044
k[MPa−1] 0.0206 0.01
CA 6.4 MPa/K 5 MPa/K
CM 21.7 MPa/K 5 MPa/K
n1 = n... = n4 1 1
(Ms, Mf, As, Af) [K] (280, 266, 290, 307) (211, 181, 226, 242)

4.2.1 FFT based homogenization

The FFT based homogenization framework presented in chapter 3 is used to obtain the thermo-

mechanical behavior of precipitated SMAs. To this end, periodic RVEs containing dispersed

Ni4Ti3 precipitates in a shape memory alloy matrix are considered. The RVEs are created with ran-

domly arranged ellipsoidal shaped precipitates, and geometric periodicity is ensured at the faces.

The domain is discretized using a regular grid in R3 with Nx=Ny=Nz denoting the number of

grid points along each principal direction. The constitutive response of the SMA matrix is cap-

tured with the thermodynamically consistent formulation developed by Lagoudas et al.[38], and

the precipitates are modeled with linear elastic and isotropic behavior.

The effective isobaric thermal response described in section 4.2 is considered in this work.

Under this condition, the material was first uniaxially loaded according to: Σ = Σzz(ez⊗ez) with

an overall axial stress of Σzz = 300 MPa at a constant nominal temperature of T = 350 K, and

then was cooled to T = 220 K, and heated back to T = 350 K. The SMA RVE is in the austenite

state initially and transforms to martensite with cooling to 220 K.
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4.3 Statistical and micromechanical description of RVE size

4.3.1 Dispersion of the effective property and representative volume

There have been numerous attempts in the literature to quantify the statistics for the effective

property computed from the representative volume. In these works, the correlation between the

variation of the effective property from different representative volume and the local variation

of the property within the volume is of interest. One of such early attempt is by Lantuéjoul in

geostatics, concerning the ergodic stationary random function Z(x), where the variance of the

average Z over volume V represented by D2
Z

(V ) is correlated to the local variance or the point

variance D2
Z in the following relation [139],

D2
Z

(V ) = D2
Z

A3

V
, (4.1)

where the constant A3 is defined as the integral range [139, 7] of the random function Z(x). Lan-

tuéjoul [139] further proposed that in cases where the integral range is infinite, the V in the Eq.

(4.1) may be replaced by V α (with α 6= 1 ) to capture a slower decrease of the varianceD2
Z

(V ) with

the size of subdomains (V ). In these works of Lantuéjoul, the homogenized properties of interest

Z(V ) were calculated directly from the subdomains as the average of the local value Z(x), while

in the micromechanical homogenization problems, finding the effective response involves solving

governing differential equations, nonlinear constitutive responses and assumption of periodicity.

Because of this, the random fields of interest (e.g. strain field, elastic moduli) may not follow

the Lantuéjoul [139] formulation and assumptions like ergodicity. Further correlation studies in

mechanics have tried to circumvent this issue with different modifications on the Lantuéjoul [139]

formulation.

In the work by Kanit et al. [7], which is one of the recognized works in the quantification of

RVE size in mechanics, a modified relation with power law is proposed. The argument behind

modifying the equations of Lantuéjoul was that the elastic moduli are in general not additive com-

pared to the cases in Lantuéjoul’s work, where the property of interest was simply the average
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inside the volume. The relation proposed by Kanit et al. [7] is the following:

D2
Z

(V ) = D2
Z

(
A3

V

)α
, (4.2)

where α is the exponential, which could be determined from the study of variance. One significant

drawback in the Kanit et al. [7] relation is that both α and A3 change significantly for different

volume fractions, and thus the model cannot be generalized. The following section aims to develop

a statistical correlation for the effective strain response independent of the volume fraction and

geometry of the heterogeneity.

4.3.2 Statistics of effective strain through perturbations

The variation of the effective response comes primarily from the microstructural variation be-

tween RVE realizations. In the micromechanical model of NiTi SMAs studied in this work, the

RVEs are composed of ellipsoidal precipitates placed at random positions and in random orienta-

tions inside a cube volume. As the microstructural changes between the RVE realizations follow

a specific description, the variation of the effective response can also be described accordingly.

Because of the microstructural variations inside the RVEs, the variation of effective behavior in

the RVEs can be described in the following assumptions:

1. As the precipitates are chosen with random orientation without any preferred orientation, the

ensemble average behavior from infinite RVE realization must be isotropic.

2. The behavior in a particular RVE may be described as a perturbed behavior from the isotropic

average behavior.

Two different type of perturbations were considered: 1) isotropic perturbation and 2) anisotropic

perturbation. The isotropic perturbation is such that the magnitude of the ensemble average be-

havior is perturbed. Further, the anisotropic perturbation with direction preference results in the

overall anisotropic behavior in the RVE. Since the preferred orientation in a particular RVE can be

in any direction, a rotation is added to the perturbations. Appendix D explains the thought process
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involved in the perturbation based description for RVE realizations.

4.3.2.1 Definition of the effective strain in a particular RVE through perturbations

The effective strain from an RVE at a particular loading state in a nonlinear response may be

described using a compliance matrix as the following:

ERVE = SRVE : Σ, (4.3)

where ERVE is the effective strain state in the RVE and SRVE is the compliance matrix to describe

E in terms of the applied stress state Σ. The compliance SRVE is described in terms of the average

compliance SAvg, perturbations (δ, Z) and rotation (R) as in the following:

SRVE = R ·R · (1 + δ) (SAvg + SAvg � Z) ·RT ·RT , (4.4)

where δ is the isotropic perturbation, Z is the anisotropic perturbation and R is the rotation cor-

responding to the RVE. The δ is a scalar and Z is a tensor of the same dimension as SAvg. The

operation ’�’ represents the element-wise multiplication or Hadamard product of two matrices.

The perturbation δ has a mean of 0 and standard deviation Dδ, and Z has a mean of 0 and standard

deviation DZ. By introducing Eq. (4.4) in Eq. (4.3) and deriving the variance, the variation of the

effective strain (DE) can be written in terms of Dδ and DZ.

From Eq. (4.3) and Eq. (4.4), the effective strain in the RVE is written as the following.

ERVE = R ·R · (1 + δ)(SAvg + SAvg � Z) ·RT ·RT : Σ

= (1 + δ)
(
R ·R · SAvg ·RT ·RT + R ·R · (SAvg � Z) ·RT ·RT

)
: Σ

= (1 + δ)
(
SAvg + R ·R · (SAvg � Z) ·RT ·RT

)
: Σ

(4.5)

Once the effective strain in a particular RVE is described, the variation can be derived by averaging

over all the possible RVEs. The ensemble average of strain over all possibilities (ERVE) is obtained
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as the average over all the perturbations and rotations through the following steps:

ERVE =

〈
(1 + δ)

(
SAvg + R ·R · (SAvg � Z) ·RT ·RT

)
: Σ

〉
δZR

= (1 + δ)

(
SAvg +

〈
R ·R · (SAvg � Z) ·RT ·RT

〉
R

)
: Σ

= (1 + 0)

(
SAvg +

〈
R ·R · (SAvg � 0) ·RT ·RT

〉
R

)
: Σ

= (SAvg + 0) : Σ

= SAvg : Σ

(4.6)

where, the operation 〈−〉δZR is used to represent the ensemble average over perturbations (δ and

Z) and rotation (R). The symbols in the subscript represent the domains in which the average is

taken. Now, the variance of strain is solved from the description as the following:

D�2E (V ) =

〈
(ERVE −ERVE)�2

〉
δZR

=

〈(
δSAvg : Σ + (1 + δ)R ·R · (SAvg � Z) ·RT ·RT : Σ

)�2〉
δZR

(4.7)

Eq. (4.7) is written in the index notation and expanded in Eq.4.8 and Eq.4.9. Here the indices (a,

b, c, d, i, j, k, l, m, n, o, p, r, s, u, v, x, y, A, B, C, D, E, F , G, H , M , N , O, P ) take the values

(1, 2, 3) representing 3 Cartesian coordinates. The repeated index follows the Einstein summation

convention. We define variables δabc and variable δ(mnop)(abcd),(efgh) to be used in the summation

δabc =

{
1 if (a = b = c)

0 Otherwise
, δmnopabcd,efgh =

{
1 if [m,n, o, p] = [a, b, c, d] = [e, f, g, h]

0 Otherwise
.
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D2
Eij

(V ) =

〈(
δ(SAvg)ijklσkl + (1 + δ)RimRjnRkoRlpδ

mnop
MNOP,efgh(SAvg)MNOPZefghσkl

)2〉
δZR

= δiuxδ
j
vy

〈(
δ(SAvg)uvklσkl + (1 + δ)RumRvnRkoRlpδ

mnop
MNOP,efgh(SAvg)MNOPZefghσkl

)
∗

(
δ(SAvg)xyrsσrs + (1 + δ)RxaRybRrcRsdδ

abcd
ABCD,EFGH(SAvg)ABCDZEFGHσrs

)〉
δZR

(4.8)

Expanding Eq. (4.8) further gives

D2
Eij

(V ) = δiuxδ
j
vy

〈
δ2(SAvg)uvklσkl(SAvg)xyrsσrs+

(
1 + 2δ + δ2

)
RumRvnRkoRlpRxaRybRrcRsdδ

mnop
MNOP,efghδ

abcd
ABCD,EFGH(SAvg)MNOP (SAvg)ABCDZefghZEFGHσklσrs+

(δ + δ2)RuaRvbRrcRsdδ
abcd
ABCD,EFGH(SAvg)ABCDZEFGHσrs(SAvg)uvklσkl+

(δ + δ2)RxmRynRkoRlpδ
mnop
MNOP,efgh(SAvg)MNOPZefghσkl(SAvg)xyrsσrs

〉
δZR

≡ A2 + (B0 +B1 +B2) + (C1 + C2) + (D1 +D2).

(4.9)

The following relations hold as the average of the perturbations δ and Zmnop are zero and have

standard deviation (D):

〈δ〉δZ = 0, 〈δZmnop〉δZ = 0, 〈δZmnopZabcd〉δZ = 0, (4.10)

〈Zmnop〉δZ = 0, 〈δ2Zmnop〉δZ = 0, 〈δ2〉δZ = D2
δ (4.11)

〈ZmnopZabcd〉δZ =

{
D2
Zmnop

if [m,n, o, p] = [a, b, c, d]

0 Otherwise
and (4.12)
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〈δ2ZmnopZabcd〉δZ =

{
D2
δD

2
Zmnop

if [m,n, o, p] = [a, b, c, d]

0 Otherwise
. (4.13)

Eq. (4.9) is simplified using the above relations. As a result, only the terms A2, B0, B2

are non-zero. In addition, the extra indices a, b, c, d, u, v, x, y, A,B,C,D,E, F,G,H are removed

using the definition of δabc, δ
mnop
abcd,efgh, and the constraints from Eq. (4.12) and Eq. (4.13). The

following equation follows the Einstein summation convention:

D2
Eij

(V ) =D2
δ ((SAvg)ijklσkl)

2 +

〈
R2
imR

2
jnRkoRlpRroRspδ

mnop
MNOP,efgh(SAvg)

2
MNOPD

2
Zefgh

σklσrs

〉
R

+D2
δ

〈
R2
imR

2
jnRkoRlpRroRspδ

mnop
MNOP,efgh(SAvg)

2
MNOPD

2
Zefgh

σklσrs

〉
R

,

(4.14)

Representing,

〈
R2
imR

2
jnRkoRlpRroRspδ

mnop
MNOP,efgh(SAvg)

2
MNOPD

2
Zefgh

σklσrs

〉
R

as: HijmnopD
2
Zmnop

,

Eq. (4.14) is in the following form.

D2
Eij

(V ) = D2
δ ((SAvg)ijklσkl)

2 +D2
Zmnop

Hijmnop +D2
δD

2
Zmnop

Hijmnop. (4.15)

Normalizing with mean value E
2

ij = ((SAvg)ijklσkl)
2, Eq. (4.15) is written in terms of coefficient

of variation (D̂):

D̂2
Eij

(V ) =
D2
Eij

(V )

E
2

ij

=
D2
δ ((SAvg)ijklσkl)

2

E
2

ij

+
D2
Zmnop

Hijmnop

E
2

ij

+
D2
δD

2
Zmnop

Hijmnop

E
2

ij

= D2
δ +D2

Zmnop

(
Hijmnop

E
2

ij

)
+D2

δD
2
Zmnop

(
Hijmnop

E
2

ij

)

= D2
δ +D2

Zmnop
Aijmnop +D2

δD
2
Zmnop

Aijmnop,

(4.16)

where, Aijmnop =

(
Hijmnop

E
2
ij

)
.

Let us assume both the isotropic and anisotropic perturbations are directly proportional to the
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variation of the local strain. Assuming the following relations hold true for fixed strain component

εij (i.e. fixed i and j):

D2
δ = a2ij(V )D̂2

εij

D2
Zmnop

= b2ijmnop(V )D̂2
εij
,

(4.17)

where the variation of the local strain inside the RVE is denoted by the term D̂2
εij

. Now, the

variation of effective strain from Eq. (4.16) can be simplified as the following:

D̂2
Eij

(V ) = a2ij(V )D̂2
εij

+ b2ijmnop(V )AijmnopD̂
2
εij

+ a2ij(V )b2ijmnop(V )AijmnopD̂
4
εij

=
(
a2ij(V ) + b2ijmnop(V )Aijmnop

)
D̂2
εij

+ a2ij(V )b2ijmnop(V )AijmnopD̂
4
εij

= Mij(V )D̂2
εij

+Nij(V )D̂4
εij
,

(4.18)

where Mij(V ) and Nij(V ) are constants that are functions of the RVE volume V . Eq. (4.18)

presents a simple relation for the variation of the average strain at a fixed V in terms of the local

dispersion of the strain within the RVE.

Following the derivation, the coefficient of variation (CV notated as D̂) of the effective strain

component Eij is related to the CV of strain inside the RVE εij through Eq. (4.19). Note that Eq.

(4.19) is defined for fixed i and j and no summation shall be assumed for the repeated indices.

D̂2
Eij

(V ) = Mij(V )D̂2
εij

+Nij(V )D̂4
εij

(4.19)

Where D̂Eij
(V ) is the CV of the ensemble with volume V defined as D̂Eij

(V ) = DEij
(V )/Eij

with Eij as the ensemble average. D̂εij is the point-CV of εij within the volume defined as D̂εij =

Dεij/εij . Mij(V ) and Nij(V ) are constants that change with the volume of the RVE V . The effect

of changes in the volume fraction of the microstructure are captured with the changes in the D̂εij .

As the terms in Eq. (4.19) are a function of V , it needs to be simplified further.

To generalize the relation in Eq. (4.19) for any volume, we assume the correlation of Lantuéjoul
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(Eq. (4.1)) holds true for a fixed microstructure (i.e. fixed D̂εij ) across changing volume.

D̂2
Eij

(V ) = D̂2
εij

A3

V
. (4.20)

Replacing Eq. (4.20) for a fixed V0, writing down the ratio D̂2
Eij

(V )/D̂2
Eij

(V0) and rearranging, the

following expression is obtained:

D̂2
Eij

(V ) = D̂2
Eij

(V0)
V0
V
. (4.21)

Now replacing D̂2
Eij

(V0) by Eq. (4.19) leads to:

D̂2
Eij

(V ) =
(
Mij(V0)D̂

2
εij

+Nij(V0)D̂
4
εij

) V0
V
. (4.22)

In this work, we assume that the number of precipitates (P ) are a good representation of the volume

V of the microstructure, and thus Eq. (4.22) leads to,

D̂2
Eij

(P ) =
Aij
P
D̂2
εij

+
Bij

P
D̂4
εij
, (4.23)

where Aij = V0Mij(V0) and Bij = V0Nij(V0). The new relation Eq. (4.23) has 2nd order terms

in D̂2
εij

compared to the Lantuéjoul [139] and Kanit et al. [7] relations in Eq. (4.1) and Eq. (4.2),

where only the 1st order effects in D̂2
εij

are included. Note that from Eq. (4.23) it is possible to

recover Lantuéjoul (Eq. (4.1)) by dropping the 2nd order term. The new relation in Eq. (4.23) is

expected to capture better the variation due to changes in the microstructure, since the higher order

effects are included.

If instead of using Lantuéjoul approximation, the Kanit et al. [7] approximation in Eq. (4.2) is

used, the modified relation will be given by Eq. (4.24), which can be referred for simplicity as 2nd

order Kanit et al. relation:

D̂2
Eij

(P ) =
Aij
Pα

D̂2
εij

+
Bij

Pα
D̂4
εij
. (4.24)
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From the sampling theory, the size of a RVE (P ) can now be directly related to the relative

error (η) of the effective response, according to:

η =
zs D̂Eij

(P )
√
n

, (4.25)

where n represents the number of realizations and ’zs’ is the z-score. Finally, the required RVE

size (Preq) for a specified η, and number of realizations n, are obtained by replacing Eq. (4.23) or

Eq. (4.24) in Eq.(4.25) as:

Preq =
z2s

(
AijD̂

2
εij

+BijD̂
4
εij

)
nη2

or Preq =

z2s
(
AijD̂

2
εij

+BijD̂
4
εij

)
nη2

1/α

. (4.26)

Note that for the specific case where Aij << Bij , the Preq can be approximated as

Preq =
z2sBijD̂

4
εij

nη2
or Preq =

(
z2sBijD̂

4
εij

nη2

)1/α

. (4.27)

4.4 Results and discussion

A set of FFT simulations varying the RVE size with number of particles (3, 6, 9, 12, 15, 30, 60

and 90), volume fractions (7%, 10%, 15% and 20%) and aspect ratio (AR) of precipitates (4 and

1/4) were carried out. Realizations of the RVE for fixed geometric parameters (P , VF and AR)

were created with different random position and orientation for the particles. Two SMA properties

for the phase transforming matrix, SMA-1 and SMA-2 in Table 4.1, were studied. For each RVE

size, the number of realizations were chosen such that the relative standard error of the average is

less than 1% (refer to section 3.4.3 and Table 3.6). Spatial convergence was found for 3000 FFT

grid points per particle, following the grid convergence analysis presented in section 3.4.2. The

dispersion of the effective response was studied at two points in the actuation response (Figure 1.1

in section 1.1.1). Point ’A’ refers to the purely elastic strain at the end of loading , and ’B’ refers

to the end of transformation strain at the end of the cooling. The results obtained at point ’B’ were
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labeled ’SMA-1’ or ’SMA-2’ depending on the material and the results at point ’A’ were labeled

’Elastic.’

For each RVE case (i.e. fixed VF, AR and P ), the ensemble average Ezz and standard devi-

ation (DEzz(P )) were calculated at point ’A’ and point ’B’. Further, the coefficient of variation

(D̂Ezz(P )) was obtained as D̂Ezz(P ) = DEzz(P )/Ezz. Similarly, from the strain distribution (εzz)

inside the RVEs, the point-variation (Dεzz ) and point-CV (D̂εzz ) at loading point ’A’ and ’B’ were

obtained. Further ensemble average values of D̂εzz from the realizations were used in the analysis.

The correlation between the macroscopic dispersion D̂Ezz(P ) and the microscopic dispersion D̂εzz

were analyzed for the different models shown in Table 4.2. These models were categorized as

1st order relations or 2nd order, and are listed in Table 4.2 according to the increasing number of

parameter and accuracy of the model.

Table 4.2: Summary of relations for quantifying the strain dispersion.

Cases Equation format From Type

Lantuéjoul D̂2
Ezz

(P ) = D̂2
εzzA/P Eq. (4.1) 1st order

Kanit et al. D̂2
Ezz

(P ) = D̂2
εzzA/P

α Eq. (4.2) 1st order

Case 1 D̂2
Ezz

(P ) = (BD̂4
εzz)/P Eq. (4.23) for

A << B
2nd order

Case 2 D̂2
Ezz

(P ) = (AD̂2
εzz +BD̂4

εzz)/P Eq. (4.23) 2nd order

Case 3 D̂2
Ezz

(P ) = (BD̂4
εzz)/Pα Eq. (4.24) for

A << B
2nd order

Case 4 D̂2
Ezz

(P ) = (AD̂2
εzz +BD̂4

εzz)/Pα Eq. (4.24) 2nd order

The point coefficient of variance D̂εzz is a key variable in the statistical relations proposed in

Table 4.2. An examination on the values of D̂εzz was performed. Figure 4.1 shows the values of

D̂εzz for different RVEs, which are compared for different number of precipitates (P ) and volume

fractions. In sub-plots (a), (b) and (c) of Figure 4.1 this comparison is made for different SMA

properties (SMA-1 and SMA-2) and shape of precipitates (AR = 4 and AR = 1/4). At each P ,
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the values from different RVE realizations show the scatter of D̂εzz values between realizations.

Between different volume fractions, D̂εzz values show considerable difference, while within the

same VF and microstructure, changing the RVE size doesn’t change their value noticeably. The

comparison indicates that D̂εzz is more or less constant for a specific microstructure and SMA

property with changing volume of the RVE. With this observation, the relations proposed in Table

4.2 can be applied, taking D̂εzz to be constant in a particular microstructure.

(a) Matrix: SMA-1, AR = 1/4 (b) Matrix: SMA-2, AR = 1/4 (c) Matrix: SMA-2, AR = 4

Figure 4.1: The convergence of D̂εzz within the RVEs is compared for cases with different number
of precipitates (3, 6, 9, 12, 15, 30, 60, 90), volume fraction, shape of precipitates and material
properties. In (a) the properties of the matrix is SMA-1 and AR of precipitates is 1/4. In (b) and
(c), the matrix has properties of SMA-2 and AR is varied.

The performance of the Kanit et al. [7] approximation (Eq. (4.2)), which assumes 1st order

correlation between DEzz(P ) and point-variation Dεzz was analyzed. By linearizing Eq. (4.2) and

rearranging, the following expression is obtained.

log

(
D2
Z

(V )

D2
Z

)
= log(Aα3 )− α log(V ), (4.28)

where −α is the slope and log(Aα3 ) the intercept. Considering Z = εzz and V as number of
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precipitates P , the dispersion of strain values is fitted for the relation. The comparisons obtained

for the material behavior ’Elastic,’ ’SMA-1’ and ’SMA-2’ are shown in Figure 4.2 (a-c). With

a goodness of fit (R2) in the range of (0.72 − 0.79), this relation is shown to be inadequate for

capturing the influence of different volume fractions and aspect ratios. This is consistent with the

non-linear dependency between the integral range and the volume fraction shown in the Kanit et

al. [7] relation and described in detail in [137].

Before investigating the performance of the 2nd order relations, it is helpful to analyze the 2nd

order effects in a fixed RVE size P . For fixed P , the 2nd order relation given by Eq. (4.23) can

be written as: D̂2
Ezz

(P ) = AD̂2
εzz + BD̂4

εzz with constants A and B. A quadratic relation of the

form Ax + Bx2 in D̂2
εzz is obtained, in contrast to the linear relation assumed in Lantuéjoul [139]

or Kanit et al. [7] formulations (Section 4.3.1). This quadratic variation is analyzed in Figure

4.3 for P = 3 comparing D̂2
Ezz

(P ) versus D̂2
εzz for different volume fractions (7%, 10%, 15%

and 20%) and aspect ratios (4 and 1/4) for (a) elastic (b) SMA-1 and (c) SMA-2 properties in the

matrix. Figure 4.3 ((b) and (c)) shows the good approximation of the proposed model in capturing

the influence of both the volume fraction and aspect ratio derived from the non-linear behavior of

SMA-1 and SMA-2. In contrast, the elastic case shown in Figure 4.3 (a) is moderately correlated

with the quadratic model. Although a detailed discussion on this matter will be performed later in

the chapter, this reduction in accuracy comes from the ability of the model to predict the influence

of precipitate aspect ratios. Comparing the proposed 2nd order model with the first order Lantuéjoul

model, it is possible to derive that the integral range (A3 in Eq. (4.1)) for the 2nd order model has

the form of A3 = A+BD̂2
εzz , and thus it presents a nonlinear dependency with respect to (D̂εzz ).

One can further simplify Eq. (4.23) assuming a purely 2nd order relation based on A << B in

Figure 4.3. A pure 2nd order form of Eq. (4.23) is given by Eq. (4.29) by taking the square root

and dividing both sides by
√
P :

D̂Ezz(P )√
P

=
√
Bzz

(
D̂εzz√
P

)2

(4.29)
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In its logarithmic form, Eq. (4.29) can be written as:

log

(
D̂Ezz(P )√

P

)
= 2 log

(
D̂εzz√
P

)
+ c, (4.30)

where c is a constant related as c = log
(√

Bzz

)
. The peculiarity of Eq. (4.30) is that it relates the

same term D̂Z/
√
P obtained from macroscopic variance to the microscopic variance. The term

is of the same form as the standard error of the mean (SEM= D/
√
n), where n is the number of

samples. Hence, on comparison, an RVE realization with P number of precipitates can be seen as

a sample set with P number of samples.

Now, the performance of the 2nd order correlation in Eq. (4.23) for the new approximation

proposed in Eq. (4.30) is tested again for the elastic, SMA-1 and SMA-2 behaviour in Figure

4.4. The resulting fitting parameters show that A << B, indicating a predominantly 2nd order

correlation and consistent with the analysis performed on a fixed RVE size. Further, Figure 4.5,

shows the performance of the purely 2nd order correlation of Eq. (4.30) by removing the linear

term A. The Performance of both models in Figure 4.4 and Figure 4.5 is almost the same. The

goodness of the fit corroborates the better approximation of the second order model with respect

to the first order model shown in Figure 4.2. The lower accuracy of the second order model in

predicting the pure elastic behavior will be analyzed next by an independent analyses on different

aspect ratios.
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Figure 4.2: Quantifying the strain variation in the SMA response using 1st order Kanit et al. [7]
formulation for (a) Elastic (b) SMA-1 (c) SMA-2 properties in the matrix. The D2

Z
(V )/D2

Z |
Z = εzz term is compared against P (3, 6, 9, 12, 15, 30, 60, 90) for different volume fractions
(7%, 10%, 15% and 20%) and AR= (4, 1/4) precipitates at σ = 300MPa in a log-log plot. The
data in each case is fitted with Eq. (4.28); the coefficients and goodness of fit R2 are shown.
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Figure 4.3: Variation of D̂2
Eij

(P ) versus D̂2
εzz with P = 3 for different volume fractions (7%, 10%,

15% and 20%) and aspect ratios (4 and 1/4). Variation in the case of different material properties
was studied: (a) Elastic (b) SMA-1 and (c) SMA-2 property in the matrix.
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Figure 4.4: Quantifying the strain variation in the SMA response using 2nd order formulation [
Case 2: D̂2

Ezz
(P ) = (AD̂2

εzz + BD̂4
εzz)/P ] for (a) Elastic (b) SMA-1 (c) SMA-2 properties in

the matrix. The formulation is compared for dispersion from P (3, 6, 9, 12, 15, 30, 60, 90) in
different volume fractions (7%, 10%, 15% and 20%) and AR = (4, 1/4) at σ = 300MPa. The
fitted functions with corresponding coefficients and goodness of fit R2 are shown in each plot.

If D̂2
Ezz

(P ) versus D̂2
εzz is plotted in Figure 4.6 for a fixed P= 3 and different volume fractions

(7%, 10%, 15% and 20%) independently for the aspect ratio 4 (a)-(c) and 1/4 (d)-(e), a better corre-

lation with goodness of fitR2 ≈ 1 is obtained. This good correlation can be seen as the near perfect
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Figure 4.5: Quantifying the strain variation in the SMA response using 2nd order formulation [
Case 1: D̂2

Ezz
(P ) = (BD̂4

εzz)/P ] for (a) Elastic (b) SMA-1 (c) SMA-2 properties in the matrix.
The formulation is compared for dispersion from P (3, 6, 9, 12, 15, 30, 60, 90) in different volume
fractions (7%, 10%, 15% and 20%) and AR = (4, 1/4) at σ = 300MPa. The fitted functions with
corresponding coefficients and goodness of fit R2 are shown in each plot.

accuracy of second order approximations for capturing the influence of the volume fraction in the

RVE size. The corresponding fitting using the simplified 2nd order formulation for the different

RVE sizes is shown in Figure 4.7. A drastic improvement in the specific ’Elastic’ case compared

to the previous analysis with different ARs taken together is shown. This can be explained by
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analyzing the interaction between the particles in the ’Elastic’ and phase transformation SMA-1 or

SMA-2 responses.

Figure 4.8(a-c) shows the normalized strain distribution (εzz/εzz) between the particles for the

Elastic, SMA-1 and SMA-2 behavior in the matrix. In the Elastic case, the maximum strain is

more localized between the particles in comparison to the SMA-1 and SMA-2 cases, where phase

transformation is active (see between P1 and P2 in Figure 4.8). More localized strain distribu-

tion indicates higher particle interaction, as the changes in the particle boundary can significantly

change the localized distribution and the overall response. This can be a reason for higher sensi-

tivity of dispersion correlations to the AR in the case of Elastic matrix, while in the SMA case,

the maximum strain is distributed over a broader region between the particles due to the soft-

ening effect from phase transformation, and indicates lesser particle boundary interaction. This

was reflected as higher robustness of dispersion correlations in the SMA-1 and SMA-2 towards

AR. Overall, the difference in the sensitivity to the aspect ratio between SMA and Elastic is the

consequence of the phase transformation behavior being more dissipative than elastic behavior.
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Figure 4.6: Variation of D̂2
Eij

(P ) verses D̂2
εzz with P = 3 for different volume fractions (7%, 10%,

15% and 20%) considering aspect ratios separately. Variation for different material behavior was
studied: Elastic with (a) AR= 4 and (d) AR= 1/4 , SMA-1 with (b) AR= 4 and (e) AR= 1/4,
and SMA-2 with (c) AR= 4 and (f) AR= 1/4.
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Figure 4.6: Continued
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Figure 4.7: Quantifying the strain variation in the SMA response using 2nd order formulation [
Case 1: D̂2

Ezz
(P ) = (BD̂4

εzz)/P ] when each AR is considered separately. AR= 4 in (a)-(c) and
AR= 1/4 in (d)-(f). (a) & (d) have Elastic, (b) & (e) have SMA-1 and (c) & (f) have SMA-2
properties in the matrix. The formulation is compared for dispersion from P (3, 6, 9, 12, 15,
30, 60, 90) in different volume fractions (7%, 10%, 15% and 20%) at σ = 300MPa. The fitted
functions with corresponding coefficients and R2 are shown in each plot.
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Figure 4.7: Continued
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Figure 4.8: The local strain distribution showing the extend of dissipation between the particles in
(a) Elastic (b) SMA-1 (c) SMA-2 properties in the matrix.
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To have a better overview of the accuracy of 1st order versus 2nd order correlations, each

model listed in Table 4.2 was used to build the strain dispersion correlation for the SMA-1.

The parameters in the relations were estimated using fminsearch optimizer in MATLAB software

[140, 90]. A comparison of their performance towards predicting the macroscopic response dis-

persion (D̂Ezz(P )) is made in Figure 4.9. The analysis was performed for combined ARs (Figure

4.9 (a)) and for single AR (Figure 4.9 (b)). It can be seen that the 2nd order correlations outperform

the 1st order by an increase of 15%-30% in the goodness R2. Furthermore, both 1st order and 2nd

order cases with 1/Pα type correlation proposed by Kanit et al. [7] seem to improve the accuracy

of the model. The coefficients obtained for the different models shown in Figure 4.9 (b) are listed

in Table 4.3. Note that the value of α is close for the 1/Pα type correlations, although A and B

change considerably in these cases.

(a) (b)

Figure 4.9: Comparison of methods with their goodness (R2) towards predicting D̂Ezz(P ) in
SMA1 RVEs response as (a) generalized in ARs (= 4, 1/4) and single (b) AR (= 4). The 2nd

order correlations are seen to outperform the 1st order correlations with higher R2 in predicting
D̂Ezz(P ). Further, the correlations assuming 1/Pα variation are seen to perform better than 1/P
variation.
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Table 4.3: Summary of estimated parameters for Figure 4.9 (b).

Case A B α

Case 4 0.0084 0.3042 1.1624
Case 3 0 0.3748 1.1688
Case 2 0.0063 0.1910 1
Case 1 0 0.4892 1

Kanit et al. 0.0511 0 1.154
Lantuéjoul 0.0340 0 1

If we further analyze the general Eq. (4.23), it is necessary to obtain the correlation between

the components Aij and Bij for the different strain components. To this end, Figure 4.10 (a) shows

the dispersion of the three normal components of strain (Exx,Eyy andEzz) for the different volume

fractions and aspect ratio cases. The absolute value is considered here so that the negative (Exx and

Eyy) and the positive (Ezz) strain components can be compared in the same plot. Remarkably, the

dispersion from the three different components can be fitted well using a single relation indicating

the same correlation. Although the values of Exx, Eyy and Ezz are much different, the D̂ term

normalizes the dispersion with respect to the mean value. This means that the coefficients are

related in magnitude along the normal strain components Aii and Bii, which in this case is B11 ≈

B22 ≈ B33 = B. In material behaviors with anisotropy, these coefficients may not be correlated in

the same manner.

Finally, we aim to show the simplicity and ability of the reduced 2nd order relation in Eq. (4.30),

by fitting the model with one data point and comparing the fit against all the remaining data. For

this purpose, the RVE with highest VF (= 20%), AR (= 4), and a moderate size (P = 15) was

used. Figure 4.11 (a) & (b) shows that the corresponding fit for SMA-1 and SMA-2 captures the

variation of dispersion with good accuracy of (R2 > 0.94) although only one point was used in the

estimation. For comparison, all remaining data points are included in the figure.
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Figure 4.10: The variations of the strain terms (Exx, Eyy, Ezz) in the SMA response for matrix:
SMA-2, σzz = 300MPa case. a) The D̂ terms in Exx, Eyy and Ezz from RVEs compared for
varying P (3, 6, 9, 12, 15, 30, 60, 90), volume fraction (7%,10%,15% and 20%) and AR= 4. b)
The data from (a) are fitted using Eq. (4.30); the coefficients and R2 are shown.
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Figure 4.11: Fit for (a) SMA-1 & (b) SMA-2 using only 1 point to calculate the coefficient c in
Eq. (4.30) and compared against all the data. The 1 point used from the case (VF= 20%, AR= 4,
P = 15) is marked with a green box.

An analysis on the Preq using the fit for SMA-1 property in Figure 4.11(a) was carried out.
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Table 4.4: Size of RVE (P ) calculated for n = 1, η = 0.01 for different VF.

VF (%) D̂εzz Size of RVE (P ) η from 4 simulations
n = 1,η = 0.01 for validation (95 % CI)

20 0.49 478 [0.0028, 0.0022, 0.0006, 0.0012]
15 0.41 234 [0.0002, 0.0032, 0.0010, 0.0025]
10 0.33 98 [0.0069, 0.0062, 0.0021, 0.0013]
7 0.27 44 [0.0001, 0.0038, 0.0017, 0.0020]

For 95% confidence interval (zs = 2), the estimations of RVE size ’Preq’ for specified accuracy

(η = 0.01) and number of iteration n = 1 for different volume fractions from Eq. (4.27) are

shown in Table 4.4. The results were verified with 4 simulations of the calculated RVE size and

the individual error values were obtained, and compared with the mean value. The relative errors

for all the 4 simulations shown in Table 4.4 are within the specified error range of δ = 0.01 and

validate the prediction of the RVE sizes.

4.5 Conclusions

A new analytical approach for quantifying the statistics of effective strain dispersion in the

RVEs was developed. In the new formulation, the individual RVE behaviors were described in

terms of the average behavior and possible perturbations from the average. The expression for

effective strain dispersion were derived following the properties of perturbations, and further sim-

plified in terms of the local strain distribution. The developed relations were found to be of 2nd

order with respect to the point variance of strain. The new relation captured higher order effects

which the previous methods could not as they were considering only linear correlations.

By quantifying the dispersion of effective SMA behaviors in the precipitated microstructure

RVEs with the new formulation, the proposed 2nd order effects were validated. The statistics in

the SMA responses with changing volume fraction, aspect ratio and number of precipitates were

analyzed. With the new formulation, the effects from changing microstructure and number of

precipitates were shown to be captured in the same relations. The higher sensitivity of correlations

observed in elastic behavior towards changes in precipitate shape was associated with its higher
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particle interaction. As there was less particle interaction in SMAs due to their dissipating behavior,

the 2nd order relations built were robust towards the aspect ratio changes in the microstructure. The

ability of the reduced 2nd order relation to predict the variation using only one RVE case in the

case of SMAs demonstrates the potential of the developed formulation. The developed relation

was used for predicting the RVE size at a prescribed accuracy in the responses, and the predictions

were validated.
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5. MACHINE LEARNING MODEL FOR PREDICTING THE SHAPE MEMORY ALLOY

RESPONSE FROM MICROSTRUCTURES

5.1 Introduction

Shape Memory Alloys (SMAs) are a class of materials that undergo large recoverable shape

changes in a range of temperatures and stresses as a result of reversible martensitic transforma-

tions. Among these, High Temperature SMAs (HTSMAs) have attracted significant interest due

to their potential use as high-temperature solid-state actuators, especially with the recent discov-

ery of nano-precipitation hardened NiTiHf HTSMAs, which exhibit an exceptionally stable cyclic

actuation response. However, to facilitate efficient designing of these alloys, faster and accurate

micromechanics based process-structure linkage models are required. This can be achieved suc-

cessfully by relying on recently developed data science and machine learning tools.

With the growing interest in more rapid discovery of new materials with better performance,

there is a need for development of faster and more accurate multiscale micromechanical models.

While, traditional methods offer accurate solutions through high power Finite Element (FE) tech-

niques such as FE2, the high computational cost of these numerical methods significantly limits

their broader adoption and utilization. However, recent developments in statistical continuum theo-

ries and machine learning (ML) offer highly promising methodologies for faster and more efficient

multiscale modeling [63, 60]. These data science approaches using spatial statistics representation

techniques for microstructures have made possible building lower-order accurate models to predict

micromechanical behavior from representative volume elements (RVEs) of the microstructures.

Data science approaches such as Materials Knowledge Systems (MKS) are based on this idea for

building lower order structure-property linkage[61, 141, 62].

A key aspect in the efficacy of any data based model is how the input and the targets are de-

scribed. In the present scenario, microstructures will be described using the recently developed

spatial statistical technique of 2-point correlations, which have been successfully used to describe
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microstructures of different size and morphology in some recent works [60, 61, 62, 63]. The ad-

vantage in using 2-point spatial statistical representation is the ability to represent microstructures

of different size and morphology in the same data structure, carrying identical statistical infor-

mation on respective grids in the representation [64]. The availability of large computational re-

sources provides the means to perform many small level micromechanics simulations to generate a

database covering the design space, in order to build robust ML models for all possible microstruc-

tures. The open source tool ‘PyMKS’ [65] in Python enable the micromechanics community to use

some of these statistical methodologies. With PyMKS, the RVEs of SMA microstructures can be

represented in terms of 2-point correlation. Further, through dimensionality reduction via Princi-

pal Component Analysis (PCA) of the statistical representations, low-dimensional data based ML

models for the microstructure-property linkages are then possible. With PCA, the dimensionality

of the model can be truncated efficiently according to the accuracy required, making the ML model

feasible with fewer expensive simulations.

In recent years, advancements in the field of machine learning have provided promising tools

for understanding and predicting material behaviors. However, to the best knowledge of the au-

thor, there have been no such attempts to capture multiscale modeling incorporating the effects

of precipitation in the SMA modeling and characterization. The proposed 2-point spatial statisti-

cal techniques together with higher computational ability offer a fertile environment for machine

learning tools to be trained on multiscale modeling. These tools will aid in the development of new

prediction capabilities that learn directly from the microstructure descriptions. Although the focus

here is on SMAs, the methodology can be extended to any material with similar mechanics.

5.2 Micromechanical modeling of SMA responses

Secondary heat treatments in NiTi SMAs create non transforming Ni4Ti3 precipitates. The for-

mation of these precipitates changes the actuation behavior in SMAs. More on actuation behavior

in SMAs can be read in Chapter 1. The new actuation behavior is the result of many underlying

micromechanical interactions in the material due to the new precipitate phase. Details of different

mechanisms in precipitated SMAs can be found in Chapter 2 and Chapter 3.
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Figure 5.1: Figure showing the RVE based model used for training data based model. RVE shown
with the precipitate and matrix phases.

A micromechanical model with RVEs of the precipitated SMAs can capture the modified ef-

fective behavior. Figure 5.1 shows a summary of the micromechanical model considered in the

current work. The RVEs are modeled as non-transforming ellipsoidal precipitates embedded in

a phase transforming matrix. The constitutive response of the SMA matrix is captured with the

constitutive model for SMAs developed by Lagoudas et al.[38], and the precipitates are modeled

with linear elastic and isotropic behavior. The effective actuation response of the heat treated ma-

terial is predicted from the RVEs, applying corresponding thermo-mechanical loading conditions.

Details of the micromechanical model can be found in Chapter 3. The micromechanical modeling

framework developed using Fast Fourier Transform (FFT) based homogenization in Chapter 3 was

used for solving the effective actuation response.

Properties of NiTi SMA used in the current study were obtained from experimental results

reported in the work of Cox et al. [6] following calibration with the SMA constitutive model of

Lagoudas et al. [38]. Ellipsoid precipitates with an aspect ratio of 4, with linear isotropic behavior,

are considered. The SMA properties and elastic material properties used in the current study are

summarized in table 5.1.

The RVE model is first solved for a loading step with an axial stress of Σzz =(200 MPa) at a

constant nominal temperature of T =350 K. The behavior in the loading step is elastic. Further,

the RVE is solved for the thermal path cooled to T =220 K and heated to T =350 K. The SMA
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Table 5.1: SMA matrix and precipitate properties used in the micromechanical modeling [6].

SMA Matrix Precipitate
Parameter Value Parameter Value
EA 68 GPa E 107 GPa
EM 43 GPa v 0.3
vA = vM 0.33
Hmax 0.055
k[MPa−1] 0.0206
CA 6.4 MPa/K
CM 21.7 MPa/K
n1 = n... = n4 1
M0
s , M0

f , A0
s, A

0
f 280 K,266 K,290 K,307 K

is initially in the austenite state (at T =350 K) and transforms to martensite while cooling to

220 K. With heating to 350 K, the material transforms back to its initial austenite configuration.

Because of the constant stress 200 MPa, the RVE produces considerable transformation strain

in the direction of applied loading. Through this thermo-mechanical loading path, the actuation

behavior of the precipitated SMA at Σzz = 200 MPa is simulated in the RVE. More details of the

actuation response and loading path can be read in Chapter 1.
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Figure 5.2: The actuation response from different RVE realizations for VF = 20% and fixed RVE
size P = 15.

The developed micromechanical model and the FFT homogenization framework were used

to generate data for training the machine learning model. Actuation responses were solved for

volume fraction (VF) 7%, 10%, 15% and 20% of precipitates using RVEs of varying number of

precipitates P = (3, 6, 9, 12, 15, 30). For each RVE case, 10 RVE realizations were solved. In total,

240 RVEs and their effective responses were obtained and used for building the data based model.

For fixed VF, the different RVE realizations created slightly different microstructures due to

the differences in particle position and alignment. Figure 5.2 shows the different responses from

different realizations for a fixed volume fraction (VF = 20 %) and number of particles (P = 15).

The different responses in the RVE realizations were captured from their microstructure differ-

ences. Increasing the number of RVE realizations solved helps the data based ML model to better

differentiate between the microstructure variations in the RVEs.

5.3 ML model for SMA responses

The objective in the current data based ML model is to build a microstructure-response link-

age for predicting effective heterogeneous responses. Since the shape memory alloy behavior is
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nonlinear and has complex hysteresis behavior, the ML model should capture the evolution of the

whole response with changes in the microstructure. In the current ML framework, the focus is only

on building a microstructure-response linkage. Other factors such as changing material properties

and loading conditions are not considered in the current modeling. Hence, the training responses

for the model do not include changing material properties and changing boundary condition cases.

The ML model should be built on key features extracted from the RVEs which can differentiate

their microstructures. Because considering the full spatial information in the whole RVE is not an

efficient method to build a data based model, two-point correlation technique is used to extract

only the key statistics from the RVEs. Another advantages in using 2-point correlation represen-

tation is that it can account for periodicity of particles in the RVEs in the present work. First, the

2-point correlations of the RVEs were obtained, which are matrices of the same size as the RVEs

containing statistical information and must be truncated. To extract only the key features out of the

2-point representation, Principal Component Analysis (PCA) was performed and the dimensional-

ity of the representation were reduced. After the PCA on the RVEs, each RVE can be represented

with a vector containing the most important features differentiating the RVEs. As the Principal

Components (PCs) in the PCA are obtained in order of decreasing relevance, the representation

in the PCs can be truncated to a smaller size in the order of relevance. In the present study, the

2-point correlations were calculated using ‘PyMKS’ in Python [65]. In the following sections, a

basic introduction to 2-point statistics and PCA is presented.

5.3.1 2-point statistics of microstructures

The microstructures can be described using the spatial statistical technique of 2-point correla-

tions. A microstructure function is given by m(x, n), which denotes the probability of local state

n at position x. Assuming that the microstructure information is represented by a regular grid in

the 3-D space, where each grid is enumerated by ’s,’ representing a position in the gird. Then the

microstructure function can be represented as: mn
s , where n represents material state and s denotes
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position. Since mn
s represents probability, the following constraint is expected:

N∑
n=1

mn
s = 1, mn

s ≥ 0. (5.1)

The 1-point statistics for the discretized microstructure is given as:

fn =
1

S

S−1∑
s=0

mn
s . (5.2)

Following similar logic, the discretized 2-point statistics for the microstructure are given as:

fnn
′

t =
1

S

S−1∑
s=0

mn
sm

n′

s+t, (5.3)

where the superscripts n and n′ represent local states, t enumerates the vectors that can be placed in

the discretized microstructure and s+ t denotes the grid point that is reached by adding the vector

corresponding to t to the grid point s. The book by Kalidindi et al. [62] provides more details on

2-point statistical representation. In the current work, the ’PyMKS’ toolbox in Python developed

from Georgia Tech [65] is used to calculate the 2-point statistics of the RVEs. Figure 5.3 shows an

example RVE and cross-section of corresponding 2-point statistics.

Figure 5.3: RVE and cross-section of corresponding 2-point statistics representation.
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5.3.2 Principal component analysis for RVEs

In principal component analysis (PCA), we perform a linear, distance preserving transforma-

tion of the data from its original reference frame to a new orthogonal reference. The axes of the

new reference are chosen along the directions of the maximum variance between the data points.

This is schematically depicted in figure 5.4 in a two-dimensional (2-D) illustration. The axes for

the data are chosen such that they capture the variance within the data in the order of decreasing

relevance. The representation of the data in the new axes are captured in the principal compo-

nents (PCs). So if only the first PC in the PCA is kept, it can still retain the variance within the

data that can be captured using one variable. More on the PCA can be found in the references

[142, 143, 144]

Figure 5.4: Schematic of principal component analysis in 2-D. The two axes show the first and
second principal components.

PCA is very useful for building low-dimensional models for microstructure-property relations

[62]. The advantage of PCA for the current model is that it reduces the high dimensional 2-
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point correlation representations of the RVEs into low dimensional vectors, with PCs capturing the

variance between the RVEs. Figure 5.5 shows the representation of the 240 RVEs studied here in

their first three PCs. Using the three PCs, the differences between the RVEs are represented in 3-D.

The VF = 7% RVEs are closer to each other, indicating less difference between the realizations.

In the higher volume fraction RVEs (VF = 20%) the scatter of points is higher, indicating larger

difference between the realizations. This is expected since at higher volume fraction, the changing

particle orientation can modify the microstructure more.

Figure 5.5: First 3 PCs of the 240 RVEs considered in the framework.

5.3.3 Steps in the Machine learning model

A data based machine learning model to capture microstructure-response linkage is presented.

Figure 6.3 summarizes the steps involved in the process. Each of these steps is described in detail

below.
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Figure 5.6: ML framework for predicting the SMA response contains (a) Considering all RVEs (b)
2-point correlations of the RVEs (c) principal component analysis on the RVEs (d) neural network
model to capture the response and (e) target response for training.
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1. First, the RVEs of different size and volume fraction are represented using 2-point statistics.

An RVE is shown in figure 6.3(a) and the corresponding 2-point statistics representation in

6.3(b).

2. Next, the 2-point correlation representations are trimmed into the same data size. Larger

RVEs, meaning those with higher number of particles, will have larger sized representation.

The different sized RVEs are trimmed to 11 × 11 × 11 size around the center region of the

3D 2-point correlation representation. This way they all maintain the same information from

all RVEs of different size [60]. The size for trimming is chosen from the lowest sized RVE.

3. PCA is performed on the trimmed representations to find the Principal Components (PCs) of

the RVEs. Each RVE is represented as a vector with the first 10 PCs from the PCA and used

as input in the ML model.

4. The neural network is trained using material response as the target. The PCs and the material

parameters are the input for training. The effective responses from the RVEs is the target for

training.

The developed ML framework can be used to capture elastic response at the end of loading

and the full actuation response. In the case of modeling the elastic response, the ML model is

built to predict a single value corresponding to the elastic strain value. In the model of the whole

actuation response, the suggested approach is to use a recurring neural network that can predict the

successive strain values with the temperature loading path. The next sections present details on the

these modeling approaches.

5.3.4 Modeling elastic response

The strain at the end of loading in the actuation response can be predicted using an ML model.

The elastic strain values are correlated with the corresponding RVE microstructure. With only a

single value modeled for changing microstructure, the main capabilities of the ML model can be

analyzed. The obtained model will be used as the initial condition in the modeling of full actuation
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response.

For modeling the elastic strain, the parameters describing the microstructure are sufficient for

the input. This is because the material properties and loading conditions are the same for the RVE

simulations compared. The ML model for elastic strain can be summarized in the equation (5.4).

Here, the input parameters taken in the ML model F̂ are the principal components of the RVEs.

The target value from the ML model is the loading strain.

Ezz = F̂ [parameters] (5.4)

A neural network model with three layers [10,4,2] is used for the ML model. The three layer

model was chosen so that it can capture the complexity of microstructural variations sufficiently.

The summary of input and target for the ML model is summarized in Table 5.2. The model was

trained once and predictions were made.

Table 5.2: Input and output in the ML model for simulating the elastic loading step.

Parameter Description
Input
PC1−10 First 10 PCs from PCA of RVEs
Target
Ezz Elastic Strain at the end of loading step

5.3.5 Modeling actuation response

An ML model was developed to capture the microstructure-response linkage for the actuation

response. Since these responses are complex behaviors with hysteresis in the heating and cooling

cycling, the ML model was modified significantly compared to the elastic ML model. A recurring

ML model that can predict the strain in sequence of thermal step should be suitable for capturing

the full response. The ML model for actuation response can be represented using the equation (5.5),

where the effective strain Ezz(T + ∆T ) at temperature (T + ∆T ) is related to the effective strain
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Ezz(T ), temperature change ∆T along with other material parameters and RVE inputs. Table

6.1 shows the detailed description of input parameters and target parameter in the ML model.

The output from the loading strain model is the initial condition for the recurring ML model for

actuation response.

Ezz(T + ∆T ) = F̂ [parameters, Ezz(T ),∆T ] (5.5)

Table 5.3: Input and output for the ML model for simulating the full response.

Parameter Description
Input
PC1−10 First 10 PCs from PCA of RVEs
Mσ
f − T

 Difference of TTs and current temperatureMσ
s − T

Aσs − T
Aσf − T
H(σ) Maximum transformation strain at stress σ
αA Thermal expansion coefficient at austenite phase
αM Thermal expansion coefficient at martensite phase
T − T0 Difference of current temperature and starting temperature
Ezz(T ) Strain value at T
∆T Temperature change
Target
Ezz(T + ∆T ) Strain value at T + ∆T

In the ML model for actuation response, transformation temperatures, temperature change and

thermal coefficients are included in the input. The transformation temperatures are taken as input

for defining the transformation range. The sign of the temperature change differentiates between

heating and cooling, so the positive temperature change indicates heating and negative change

indicates cooling.

A three layer neural network [16, 10, 5] was used to capture the strain evolution. The coeffi-

cients in the neural network were obtained through training with the RVE simulation responses.

Multiple training using the same data was performed to capture the uncertainties in the training of
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neural networks. The average response, along with the Confidence Intervals (CIs) compared with

target RVE responses, can validate the performance of the model.

The actuation response may be modeled using different configurations of inputs and format,

and these changes may improve the abilities of the ML model. With the current work, few capa-

bilities of the machine learning approach relevant for the micromechanical modeling of materials

are demonstrated. Examples of other ML configurations that can be used are presented in the other

chapters of this thesis, where the different configurations bring different predictive capabilities.

In Chapter 6, the ML model configuration used enables the prediction of partial cycle responses.

Further, in Chapter 7, the different configuration helped with capturing anisotropy in single crystal

SMA responses.

5.3.6 Training of ML models

The training data of the ML models were selected to demonstrate two capabilities in the cur-

rent ML model. These are: 1) the ability to predict higher RVE responses from lower RVE re-

sponses, and 2) the ability to predict new microstructure response from available microstructure

responses. To demonstrate the first ability, the ML models were trained using lower RVE sizes

(P = 3, 6, 9, 12, 15) and responses in higher sized RVEs (P = 30) were predicted. For the sec-

ond ability, the training was performed using responses from RVEs of the volume fractions (VF

= 7, 15, 20%) and the new volume fraction (VF = 10%) responses were predicted. More on these

predictions is presented in section 5.4, Results and discussion.

5.4 Results and discussion

The predictive capability of the ML framework was demonstrated in (a) the ML model for

elastic behavior and (b) the ML model for full actuation response. The training of the models

was performed for two different set of data, discussed in section 5.3.6. With the two comparison

scenarios, the ability of the model to predict higher sized RVE responses and new volume fraction

RVE responses was demonstrated. First the prediction capability of elastic ML model is discussed

and further the predictive performance for full actuation response is discussed.
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5.4.1 Elastic response prediction

The elastic strain values at the end of loading were simulated using the data based ML model

discussed in section 5.3.4. Figure 5.7 shows the machine learning model predictions for RVE size

of P = 30, using the responses from RVE sizes with lower number of particles P = (3, 6, 9, 12, 15).

Figure 5.7 (a) shows the comparison of the predictions to the actual data. Here, the cases used for

training and cases predicted are compared with the target values. The ML model output in both

training and prediction sets lie close to the target values marked by the dotted line.

The predictions for RVE size P = 30 (marked by red dots) show less dispersion compared

to the training set of lower RVE sizes. This was expected since the higher sized RVEs are more

representative, produce less dispersion between the predictions. A detailed discussion of this aspect

can be found in Chapter 4. The ML model is able to predict this decreasing dispersion behavior,

which indicates an ability to differentiate between larger RVEs and smaller RVEs. A zoomed in

comparison considering VF = 20% is shown in Figure 5.7 (b), where this observation can be seen

in detail.

Further, the variation ofR2 with the RVE size (P) is shown in Figure 5.7(c), where the extent of

dispersion from ML prediction as function of P is seen. A gradual increase of R2 value with RVE

size (P) shows the convergence of responses with increasing P. More interestingly, the prediction

RVEs with the largest size (P = 30) have the highest R2 value, indicating their higher convergence

of responses with larger RVE size. These comparisons demonstrate the ability of the ML model

to make predictions for higher sized RVEs using the computationally less costly lower sized RVE

simulations.
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Figure 5.7: Elastic strain prediction for new RVE size of P = 30 using lower RVE sized simula-
tions (P = 3, 6, 9, 12, 15). (a) Comparison of ML prediction values to target values for training set
and new RVEs. (b) Comparison for prediction to target zoomed in for VF = 20%. (c) Variation of
R2 for prediction to real values compared with RVE size (P)
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The second capability of the ML model is to predict the responses for new microstructures

with different volume fractions. In Figure 5.8, the ML model is trained using the responses from

RVEs of three volume fractions (VF = 7, 15, 20%), and responses in new volume fraction RVEs

(VF = 10%) are predicted. Figure 5.8(a) shows the comparison of strain values predicted by the

ML model in comparison with the target values. The ML model predicts values close to the target

value (represented by the dotted line) for both the training set and new RVEs. This demonstrates

the ability of the current ML model to interpolate the behavior for the intermediate microstructure

using the responses from other RVEs.

The zoomed in view of the comparison for the new RVEs for VF (VF = 10%) is shown in

Figure 5.8(b), where the dispersion of the values from the target is seen. Although the RVEs com-

pared here are for the same VF, there is considerable variation in the target behavior due to the

microstructure differences in the RVE realizations. This is mainly due to the smaller RVEs that

are not converged in terms of microstructure representation. The ML model captures this RVE

realization variation to some extent, with scattered values around the target line. The R2 values

taking individual volume fraction separately (shown in Figure 5.8(c)) show that both training and

the new cases (VF = 10%) show moderate values. This demonstrates that the ML model captures

the variation between realizations in the same microstructure with only moderate accuracy. Nev-

ertheless, the tool proves to be very useful as it can make reasonable predictions of behaviors for

any new RVE.
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Figure 5.8: Elastic strain prediction for new VF = 10% using other VF simulations (= 7, 15, 20%).
(a) Comparison of ML prediction values to target values for training set and new VF. (b) Compar-
ison for prediction to target zoomed in for VF = 10%. (c) Variation of R2 for prediction to real
values compared with VF.
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5.4.2 Actuation response predictions

The capabilities of the ML framework for modeling simple elastic responses were demon-

strated. Next, for complex SMA actuation responses, the ability of the actuation ML model (de-

scribed in section 5.3.5) to make predictions for higher RVE sizes and different microstructures

was tested.

The ML model was used to predict the actuation responses for higher RVE size (P = 30) using

the lower RVE size (P = 3, 6, 9, 12, 15) responses. Figure 5.9 compares the prediction of the ML

model to actual response in four random RVEs with size (P = 30) taken from different volume

fractions (VF = 7, 10, 15, 20%). With each training of the ML model, different coefficients were

obtained for the neural network. This is reflected as slightly different predictions for the target

response. The Confidence Interval (CI) region indicates the scatter in the predicted responses from

different training sessions. The average response from the ML model, which can be assumed to be

the most accurate prediction, matches very closely with the target response.

The performance of the ML model for all RVEs was carried out by comparing the maximum

strain in the full response. As the maximum strain is where the predictions may have the highest

error, their comparison successfully reflects the accuracy of the overall response prediction. Since

the maximum strain is only one value, it can be used to make a performance study similar to that

carried out for the elastic ML model.

Figure 5.10 compares the maximum strain in the ML model predictions to the target values

for all RVEs. The results are similar in comparison to the one obtained in the elastic ML model

analysis. The training RVEs and new RVEs give close predictions to the target values shown with

the dotted line. Also, the different RVE realizations for P = 30 give less dispersion in Figure 5.10

(a) and (b). The predictions for P = 30 lie around the center of the scattered training RVE values.

A similar effect is apparent in the comparison of R2 versus P variation shown in Figure 5.10 (c).

This is because of the better statistical convergence of P = 30 compared to the lower sized RVEs

used for training. The ML framework successfully predicts this higher convergence of the P = 30

RVEs even though it was trained using lower sized RVEs.
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(a) (b)

(c) (d)

Figure 5.9: SMA full strain response prediction for new RVE size P = 30 using lower RVE
sized simulations (P = 3, 6, 9, 12, 15).The target response, ensemble average and confidence of
prediction are compared in a random realization for (a) VF = 7%, (b) VF = 10%, (c) VF = 15%
and (c) VF = 20%.
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Figure 5.10: Maximum strain values (end of cooling) extracted from the full responses’ prediction.
(a) Comparison of ML prediction values to target values for training set (P = 3, 6, 9, 12, 15) and
new RVEs (P = 30). (b) Comparison for prediction to target zoomed in for VF = 20%. (c)
Variation of R2 for prediction to real values compared with RVE size (P)
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The ability of the ML model to make predictions for new microstructures was tested in the

SMA responses. For this, the ML model was trained using RVE responses of VF = (7, 15, 20)%

and the response of VF = 10% was predicted. Figure 5.11 shows the comparison of full response

predictions to the actual response in four different RVE sizes for random realizations. As indicated

earlier, the confidence interval in these cases was generated from multiple trainings of the ML

model. The average response in these predictions is in good agreement with the target response.

Similar to the study in the previous training, an analysis using the maximum strain from all

RVEs was performed. Figure 5.12 show comparisons for maximum strain, analyzing the predic-

tive capability of the ML model. The ML model predicts strain values in multiple realizations close

to the target line, as seen in Figure 5.12 (a). The R2 values for different VF, calculated separately,

is compared against VF. The training set and prediction set have moderate values of R2 (> 0.4).

This shows that the current ML framework captures the differences between different RVE re-

alizations with only moderate accuracy. This limitation may be improved by increasing training

data with more microstructures or by improving the ML model with increased number of PCs to

better differentiate between the RVEs. Nevertheless, the current model proves to give satisfactory

estimation for new microstructures and to differentiate between realizations.

Figure 5.13 show the predictions in the new VF (= 10%) compared with the responses in the

training VF (7%, 15% and 20%) RVEs. In each VF, a particular RVE response is chosen for com-

paring. The solid line shows the target response from the simulations, and the CI region is obtained

from predictions from a 10 training iteration of the ML model. Clearly, target responses are within

the 95% interval predicted using the ML model. The predictions for (VF = 7, 15, 20%) shows the

effectiveness of the ML model training to reproduce the training RVE case. Good prediction for

the untrained microstructures (10%) shows very promising scope for machine learning in SMA

micromechanics.
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(a) (b)

(c) (d)

Figure 5.11: SMA full strain response prediction for new VF = 10% using other VF simula-
tions (VF = 7, 15, 20%).The target response, ensemble average and confidence of prediction are
compared in a random realization for RVE sizes (a) P = 3, (b) P = 6, (c) P = 15 and (d) P = 30.
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Figure 5.12: Maximum strain values (end of cooling) extracted from the full responses’ prediction.
(a) Comparison of ML prediction values to target values for training set (VF = 7, 15, 20%) and
new RVEs (VF = 10%). (b) Variation of R2 for prediction to real values compared with VF.

Figure 5.13: Results showing predictions using ML model for a particular RVE from (VF 7%,
10%, 15%, 20%) realizations. (VF = 7%, 15%, 20%) RVE cases were used for training and a VF
10% RVE case is predicted.
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5.5 Conclusions

A machine learning (ML) model which can predict precipitation hardened behavior from RVEs

in SMAs is presented. The ML model is trained using SMA thermo-mechanical responses from

many RVEs of different volume fraction and number of precipitates. The RVEs are represented

through 2-point correlation, and applying Principal Component Analysis (PCA) reduction to low

dimensional representations is used as input in the ML model. The ML model is developed with

Principal Components (PCs) of the RVEs and material parameters as input and the effective re-

sponse from the micromechanical model as target. A neural network based model is used to

predict the strain response of the SMA. The model was demonstrated to have two capabilities:

1) it predicted the response of larger RVEs trained using the simulations of smaller RVEs, and

2) it predicted the responses of new volume fraction RVEs trained using responses from different

volume fraction RVEs. The predictions in both of these scenarios matched well with the target

response, with good Confidence Interval (CI). The study shows promising scope for data based

machine learning tool in SMA micromechanics.
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6. MACHINE LEARNING MODEL FOR PREDICTING SHAPE MEMORY ALLOY

ACTUATION RESPONSE

6.1 Introduction

Shape Memory Alloys (SMAs) are a special class of metals with many applications due to

their ability to recover from high strains through solid-solid phase transformation between austen-

ite and martensite phases. In the austenite phase, the lattice is cubic with a high symmetry struc-

ture and is stable at high temperatures, while in the martensite phase, which is stable at lower

temperatures, both the twinned state (higher symmetry) and detwinned state (lower symmetry)

can be present. The phase transformation between austenite and martensite phases can be in-

duced by applying mechanical, thermal or combined thermo-mechanical loads [8] on the material.

The transformation between austenite and detwinned martensite results in the generation/recovery

of recoverable inelastic strain, called transformation strain. When the material is constrained,

the recovery of the transformations strain can generate high forces, which allows SMA to pro-

duce higher work output compared to other active materials, and making it effective for use as

compact, lightweight, solid-state actuators [9, 10]. Because of its unique properties, SMA is

used in varying applications in fields such as biomedical, aerospace, industrial and wind energy

[19, 20, 21, 22, 23, 11, 12, 13, 14, 15].

SMAs can exhibit complex behaviors based on the thermo-mechanical loading path the ma-

terial undergoes [8]. A Shape Memory Effect (SME) is observed when the SMA in the twinned

martensitic phase is deformed, unloaded and then heated above austenite finish temperature to re-

cover its original shape by transforming back into its parent austenitic phase. Pseudoelastic behav-

ior in SMAs is observed with stress-induced transformation at high temperatures where austenite

is stable, and upon unloading the transformation strain is recovered. An actuation response is pro-

duced when SMAs are taken through cyclic cooling and heating between austenite and martensite

phases while loaded under stress. Modeling the actuation response under constant stress responses
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is important in the designing of SMA based actuators, in order to predict the extent of actuation

displacement. For the current study, the focus is on modeling of actuation responses in NiTiHf

SMAs.

SMA actuation response includes both partial transformation and full transformation behaviors

based on the temperature range of cycling [15]. A complete transformation is obtained when the

material is cooled below martensitic finish temperature or heated above austenitic finish temper-

ature in the forward and reverse phase transformation, respectively. Heating or cooling beyond

these finish temperatures ensure there is enough thermal driving force to complete transformation.

Where complete transformation occurs through heating and cooling, it is referred to as a major

cycle actuation response, while where heating and cooling are not sufficient, the resulting partial

transformation is referred to as a minor cycle actuation response. Minor cyclic responses are of

considerable relevance in the case of aerospace, wind turbine and controls applications where the

SMA actuator can undergo partial phase transformation response.

In designing SMA actuators and developing control algorithms, faster and more accurate mod-

eling of SMA behavior incorporating partial phase transformation is required [15]. There has been

efforts in the area of phenomenological modeling of SMA actuation behaviors. The constitutive

model developed by Lagoudas et al. [38] has successfully captured with good accuracy the major

cyclic responses in the SMA polycrystals. Other modeling attempts referenced in the works in

[66, 67, 68, 37] have also modeled the minor cycle responses in SMAs. The physics based models

are successful in creating better understanding of the material behavior, whereas they cannot be

determinate because of the limitations in a complete understanding of the material behavior and

the assumptions imposed in the modeling, which can make their predictions less accurate.

With the use of data driven machine learning models such as neural networks, faster and more

accurate models which can train directly from the experimental responses can be developed. Neu-

ral networks are capable of modeling complex variations and make faster predictions with less

computational cost. Moreover, they can capture the hidden features specific to the experimental

data, which may not be fully captured in phenomenological modeling. The downside of depending
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on data driven techniques is that they may not give new understanding, and as these models are

data specific, their broader application is limited. Neural network based modeling has been suc-

cessfully implemented in medical, material science, agriculture and finance fields to make predic-

tions in real-time scenarios [69]. More related applications in material modeling include modeling

Young’s modulus [70] and strain responses [71]. But for SMA responses, there have been few

works using neural network based model for modeling SMA cyclic responses [72] and SMA wire

actuation [73].

In the current work, neural network based modeling was implemented to predict the actuation

transformation responses of a NiTiHf material. A neural network model was trained on the major

cycle responses of the material at different stress levels. Predictions were made for major cycle

responses at new stress levels and minor cycle responses in new temperature ranges. Comparisons

showed that the presented approach captured major cycle responses and minor cycle responses that

are close to the experimental cases that were available. Many complex minor cyclic responses were

modeled for new loading paths using the trained neural network model. Although the predictions

for these new paths appear to have a reasonable basis, the accuracy of the predictions was not

verified as experimental data for behaviors was not available. To the best of the author’s knowledge,

this is the first attempt to use data based modeling to capture the partial transformation cycling in

SMAs.

The chapter is structured as follows. In section 6.2, a brief theory on SMA actuation behavior

explaining the major and minor cycle responses is presented. In section 6.3, the experimental re-

sponses of the studied NiTiHf SMA with key observations are presented. In section 6.4, a summary

of the data based model used in the study is presented. In section 6.5, the discussion of predictions

using the developed model is presented. In section 6.6, the key conclusions from the works are

presented.

6.2 SMA actuation behavior

The cyclic heating and cooling of SMA in the phase transformation range produces actuation

response in the SMAs. Depending on the extent of heating and cooling applied, the SMA can
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undergo full transformation and partial transformation. If the heating and cooling is sufficient

to produce full phase transformation in both directions, the response produced is a major cycle

response. Actuation responses with partial transformation produces minor cycle responses. In the

following discussion, the minor cycle behavior is explained in the context of actuation response.

Details about major cycle behavior can be read in section 1.1.1 of the Introduction.

6.2.1 Minor cycle actuation response in SMAs

Minor cycle actuation response is resulted from partial phase transformation due to incomplete

heating or cooling. Referring to the loading path in Figure 1.1 (b) (see section 1.1.1), the end

state of heating (’A’), cooling (’B’) or both will lie between the start and finish of transformation,

resulting in partially transformed end states. Figure 6.1 summarizes representative minor cycle

responses with respect to major cycle responses. In Figure 6.1 (a), the upper response represents

the case where only the end of heating (’AU ’) is within a partial transformation (between Aσs and

Aσf ). The lower response represents the case where only the end of cooling (’BL’) is within the

partial transformation (between Mσ
s and Mσ

f ). The case where both ’A’ and ’B’ are within the

partial transformation range is shown in Figure 6.1 (b). Here the whole response is contained

within the major cycle response.
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Figure 6.1: Schematic of minor cycle responses showing (a) major cycle, upper minor cycle and
lower minor cycles, and (b) inner minor cycle.

6.3 Experimental investigation

To train and validate the machine learning model, a complete material characterization test

series along with additional test cases was considered for a HTSMA material. Dog-bone shaped

specimens were cut from a Ni50.3Ti29.7Hf20 sheet using Electric Discharge Machining (EDM). Ther-

mal cycles were applied to the material to induce complete phase transformation under various

constant stress levels. The experiments were conducted using an MTS Insight testing machine

equipped with an MTS load cell with 30 kN load capacity. The strain measurements were carried

out using a high temperature Epsilon extensometer of 1-inch gauge length attached to the speci-

men. The temperature measurements were made using two K type thermocouples attached to the

specimen. The specimen along with the grips were enclosed inside an insulated Thermcraft ther-

mal chamber. The heating of the specimen was done by heating the air inside the chamber, and

cooling was performed by passing cold liquid nitrogen through the chamber.

The major thermal cycling responses were obtained at 6 stress levels (43 MPa, 93 MPa, 144

MPa, 192 MPa, 294 MPa, 393 MPa) with heating and cooling between 80◦C and 200◦C. Figure
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6.2 (a) shows the experimental responses obtained at different stress levels. The upper and lower

minor cyclic responses were obtained at stress level 395 MPa, and for the minor cyclic responses,

first the major cycling responses were obtained followed by 5 minor cycles. Figure 6.2 (b) shows

the upper cyclic responses obtained between the temperature range 100◦C and 175◦C. A shifting

with increasing strain in the response can be seen with number of cycles, which could be an effect

of Transformation Induced Plasticity (TRIP). In Figure 6.2 (c), the lower cyclic responses were

obtained in the temperature range 154◦C and 200◦C. Here, with increasing number of cycles, only

a slight increase of strain is observed.
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Figure 6.2: Experimental responses of actuation responses in NiTiHf SMAs. (a) Major actuation
cycles at different stress levels, and (b) lower minor cycle responses and (c) upper minor cycle
responses at 395 MPa.
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6.4 Data based machine learning model for actuation response

Machine learning methods can be classified as supervised learning and unsupervised learning.

In supervised learning, the task is to construct a function that maps the input and target pairs

provided from training. In the unsupervised learning, the targets are not identified a priori and the

model should self discover the naturally occurring patterns in the training data. A common example

would be the clustering of data, where the algorithm group the training data into categories based

on similarity. For modeling the response of the shape memory alloys, the task is to create a model

to fit the available experimental behavior and then further extend it to predict for new loading

conditions. In this scenario, supervised learning methods are used with a set of training data.

The neural network modeling was selected for use because it is better suited to capture complex

behaviors and work with large experimental data. In neural networks, the complexity of the model

can also be controlled by choosing the number of layers, which allows for much more freedom to

choose a model that works best for SMA responses.

A Machine Learning (ML) model capable of predicting major cycle response and minor cycle

response is targeted, and the experimental response described in section 6.3 was used for training.

To achieve this goal, an ML model was formulated to fit the slope ( dε
dT

) in these curves in terms

of the heating or cooling loading path. With the slopes known, at each heating or cooling step,

the next value of strain (ε) could then be calculated in terms of the strain in the current state. By

targeting for slope, the same model will be applicable irrespective of the thermal loading path that

is for major cycle or minor cycle paths.

A neural network based model was built on the experimental response of Ni50.3Ti29.7Hf20. Fig-

ure 6.3 show a summary of the model trained for the derivative of strain with respect to temperature

( dε
dT

) for each heating/cooling step with inputs (σ, ε, T , Sign(∆T )) defining the state of the next

thermal step. The model was trained using Ni50.3Ti29.7Hf20 experimental responses and predictions

were made.
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Figure 6.3: Machine learning framework for predicting the SMA response with input, output and
training.

6.4.1 Description of the machine learning model

The ML model developed can be represented using the following equation 6.1, where the func-

tion FML relates temperature derivative of strain(dεzz(T,σzz)
dT

)) in terms of the constant applied stress

σzz, value of strain εzz(T ), temperature T and the sign of temperature change for the next step

(Sign(∆T ). Table 6.1 summarizes the detailed description of input parameters and target parame-

ter in the ML model.

exp

(
a
dεzz(T, σzz)

dT

)
= FML [σzz, εzz(T ), T, Sign(∆T )] , (6.1)

159



where ’exp’ is the natural exponential function and a is constant taken to be 10 in the present case.

The target strain rate (dεzz(T,σzz)
dT

)) is expressed as an exponent to reduce the ratio maximum to

minimum value, and this has improved the performance of the ML model.

Table 6.1: Input and output in the ML model for capturing the actuation response.

Parameter Description
Input
σzz current stress value
εzz(T ) Strain value at current time step
T Temperature at current time step
Sign(∆T ) Sign of temperature change to next time step
Target
dεzz(T,σzz)

dT Derivative of strain variation

For a given state of the material, the next value of strain is calculated using the tangent deriva-

tive in equation 6.1 and the following equation with corresponding temperature change ∆T .

εzz(T + ∆T, σzz) = εzz(T, σzz) +
dεzz(T, σzz)

dT
∆T (6.2)

6.4.2 Constraints on strain rate while reversing thermal loading

As the SMAs exhibit hysteresis behavior, when the thermal loading is reversed, the material

exhibits a different rate of reverse phase transformation with temperature. With respect to the pre-

sented ML model description, this will mean a different value of strain rate (dεzz(T,σzz)
dT

) in heating

and cooling. In the major cycle responses of Ni50.3Ti29.7Hf20, for a given strain and temperatures

the direction of thermal loading is unidirectional, that is, either heating or cooling, which gives

only one value of strain rate. To predict the minor cycle responses, a strain rate for both heating

and cooling is required. In the present ML model, this issue is resolved by training additional

values for strain rate for the reversing of thermal load. For each point in the cooling of the major

cycle response, the strain rate for heating is specified. Similarly, for the points of heating response,
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the strain rate for cooling is specified. The strain rate at the reversing of thermal load is chosen

to be equal to a fixed thermal expansion coefficient of the material (i.e. = 0.00024◦C−1). This

concept is summarized in Figure 6.4 on an isobaric response. By providing this additional data,

we are making sure that the values of strain rate for heating and cooling are specified for all the

points in the major cycle hysteresis response. The implication of this would be that the strain rate

interpolated by the ML model inside the hysteresis region will be bounded within the values at the

boundary. As a result, the minor cycle responses will be predicted to be inside the major cycle. For

this reason, the additional data added could be interpreted as constraints imposed on the responses

from the ML model.

Heating

Cooling

Figure 6.4: Figure describing extra constraints in the case of reverse thermal loading.

6.4.3 Initial condition for the response

The initial condition for the simulation of responses was considered to be the end of loading

in austenite phase (point A in Figure 1.1 (a)). In the present simulations, the starting point was

considered to be 195◦C. The strain values at this state as a function of applied loading were fitted
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using a linear function assuming elasticity. For any arbitrary stress value, the initial strain value

was calculated using the fit shown in Figure 6.5.
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Figure 6.5: Figure showing the data and fit for the elastic strain at T = 195◦C

6.4.4 Neural network architecture and training

The neural network architecture used for capturing the SMA response is shown in Figure 6.6.

Four hidden layers with a size of 6 nodes were chosen, which used hyperbolic tangent sigmoid

transfer functions. In the output layer, linear transfer function was used. More details on the equa-

tions and matrix representation of the layers are presented in E.1. Only the major cycle responses

of NiTiHf at stress levels 43 MPa, 93 MPa, 144 MPa, 192 MPa, 294 MPa, 393 MPa with heating

and cooling between 80◦C and 200◦C were used for training the model. Before using for training,

the experimental data was processed using the ’smoothdata’ function in MATLAB [90] software

with Gaussian weighted moving average filter. The filtering was done separately for heating and

cooling portions of the response to get accurate average values at the end points of cooling. The

smoothing process helped to remove the unwanted noise in the data, and smooth responses were
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obtained. In addition, the data was sampled at temperature steps of 1 ◦C to remove additional irreg-

ularities. The weights and biases in the neural network model were trained in MATLAB software

using ’trainlm’ which use a Levenberg-Marquardt backpropagation algorithm [145]. The values of

the weights and biases obtained through training are described in detail in E.1.

Figure 6.6: Neural network architecture used for modeling actuation responses.

6.5 Results and discussion

The trained neural network model was used to reproduce the major cycle responses in NiTiHf

SMA. The starting values of strains, at the end of loading for 195◦C for each stress value, were

obtained from the fit described in section 6.4.3. The cooling and heating temperature limits were

taken directly from the experimental responses for each stress level. Figure 6.7 shows the major

cycle responses used for training and the comparison with the responses obtained from the neural

network model. As seen in Figure 6.7 (b) the neural network model predictions are close to the

experiments for all the stress levels.
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Figure 6.7: Major cycle responses (shown in (a)) and comparison with training results (shown in
(b)) from machine learning model.

Minor cycle responses were simulated using the neural network model and compared with the

experimental measurements. Figure 6.8 shows the comparison at stress level 395 MPa for major

cycle and minor cycle responses. Details of these experiments are described in section 6.3. The

temperature paths used to simulate the responses are also shown above each case. In Figure 6.8 (a),

the prediction of 1st minor cycle response in the upper region is compared with the experimental

observation, it is evident that the predictions of the minor cycle and that portion of the major

cycle match well. However, this model could not capture the effects of plastic behavior with a

higher number of cycles, as seen in section 6.3, where the minor cycle produced higher strain with

increasing cycles.

Figure 6.8 (b) shows a comparison of the predictions for the minor cycle response in the lower

region and the corresponding major cycle with those of the experiments. Here the predicted re-

sponse is very similar to that of the experiments, with a small shift in the lower region for both

the major cycle and minor cycle responses. It should be noted that the experimental major cy-

cle response shown in (a) and (b) are different, as the hysteresis loading history in both the cases

were different. The major cycle data used in the training had a different history of loading which
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produced a higher strain in the lower region, which was reflected in the prediction of the lower

minor cyclic response. Also, as the training of the model was done using experimental data with

temperatures below 195◦C, it could not capture the closing of the hysteresis curve in this case, as

the data used did not include the closing response. However, the neural network model captures

the nature of the behavior very well, as the predicted response in the minor cycle is very similar to

that of the experiment, as shown.
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Figure 6.8: The experimentally measured major cycle and minor cycle responses at 395 MPa are
compared with predictions from neural network model. (a) Upper minor cycle with the thermal
loading path and (b) lower minor cycle with corresponding thermal loading path.

Figure 6.9 shows predictions of upper and lower minor cycles with varying temperature ranges

for stress levels 250 MPa and 300 MPa, which are compared to the corresponding simulated major

cycle response. The major cycle response was simulated first, and then the lower minor cycles

and upper minor cycles were simulated. The temperature paths simulated at these stress levels
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are shown at the top of the figure, where the minor cycles were simulated upon reducing the

temperature range by 2 ◦C in adjacent cycles. The ML model is able to predict the responses for

varying range of thermal loading paths both in the lower and upper cycle responses. It can be seen

that in all the cases shown, the minor cycle responses are confined within the major cycle response.

The additional imposed constraints described in section 6.4.2 ensure that the responses lie within

the major cycle. Without these constraints, the minor cycle predictions might cross through the

major cycle response and give unreliable responses.
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Figure 6.9: Predictions using the neural network Machine Learning (ML) model at different stress
levels. Major cycle and minor cycle responses at (a) 250 MPa and (b) 300 MPa are shown. The
respective thermal loading path is shown above.

Figure 6.10 shows the responses of repeated lower minor cycles in three different temperature

ranges, creating cycles of large, medium and small sizes at 300 MPa. In each of these cases, the

minor cycles were repeated 7 times. Here, the responses of the minor cycles cross through the
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initial cyclic response and reach a steady response in the later cycles. Figure 6.10 (a) shows a

repeated cycle with a large cycle. It can be seen that the response becomes steady after the first

cycle and there is no significant difference compared to the first cycle response. Figure 6.10 (b)

shows the response of a cycle in medium temperature range, where it can be seen that the response

rises higher with additional cycles and reaches a steady response. The same is observed in Figure

6.10 (c), where a minor cycle in a smaller temperature range is shown.

Figure 6.11 shows the upper minor cyclic responses simulated from the neural network model

for repeated cycling in large, medium and small ranges of temperatures at 300 MPa. For each case,

7 repeated minor cycles were simulated. In all the cases, the responses reach to a steady response

within a few cycles, Which indicates the ability of the neural network model to simulate actual

behavior from training with the experimental data.
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Figure 6.10: Repeated lower minor cycle responses predictions using the neural network model at
300 MPa. The temperature paths simulated are shown on top of each response.
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Figure 6.11: Repeated upper minor cycle responses predictions using the neural network model at
300 MPa. The temperature paths simulated are shown on top of each response.
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6.5.1 Ensemble average and confidence interval

There can be variability amongst the many trainings of the neural network model, with dif-

ferent because of the different weights and biases obtained in each training. Taking the ensemble

average of many trained model response is one technique to address this variability. In the present

case, 50 realizations of the network training were performed to study the ensemble variability. For

a targeted response, the mean response from the ensemble of neural networks can be calculated,

and the standard deviation is an estimate of the confidence of prediction. In Figure 6.12, we show

the ensemble average estimation corresponding to the two experimental cycles. In addition, the

Confidence Interval (CI) with 1 standard deviation is created based on the variability from the

50 training performed. The CI presented gives an indication of the variability of responses from

different training in the present model. The CI has smaller range in the major cycle regions and

wider range in the minor cycle regions. This indicates that the model reproduces the major cycle

responses used in the training with better confidence. The minor cycle regions have higher uncer-

tainty because they include the prediction beyond the training region. The average response from

the ensemble matches exactly with the upper minor cycle (Figure 6.12 (a)) and captures a similar

response in the case of the lower minor cycle (Figure 6.12 (b)) as well. Moreover, in comparison

with the predictions in Figure 6.8, it can be concluded that the particular neural network training

presented is very close to the average ensemble response, as both give close estimations.
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(a) (b)

Figure 6.12: The experimentally measured major cycle and minor cycle responses at 395 MPa are
compared with ensemble average predictions from 50 training of the neural network model. The
confidence interval (CI) show 1 standard deviation from the average.

6.6 Conclusions

In this chapter, a data based Machine Learning (ML) framework to predict the experimentally

observed nonlinear actuation responses of Shape Memory Alloys (SMAs) is presented. A NiTiHf

High Temperature SMA (HTSMA) was selected for investigation and evaluation of the tool. The

developed framework contains a neural network fitting method that fits the evolution of the nonlin-

ear behavior of the SMA during thermally induced transformation under different constant stress

levels. The output of the trained model presents good correlation with the experimentally observed

behavior and seems to be able to account for different underlying effects at great accuracy. To

demonstrate the predictive capabilities of the proposed ML model, the formation of partial trans-

formation cycles was investigated at different locations inside the major hysteresis loop. When

compared with experimentally obtained data, the model was able to capture the evolution of partial

transformation branches initiated from the major heating and the major cooling branch.

The change in strain rate at the reversal of thermal loading was imposed through additional

data from prior observation, and this helped in predicting the partial transformation branches. For
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this, the strain gradient for the reversal of transformation at the major heating and the major cooling

branches were assumed to be the thermal expansion coefficient based on experimental observation.

This addition allowed the model to make meaningful predictions of partial transformation and

made them bound within the major hysteresis cycle. Further, the model was used to predict inner

cyclic responses for the material. Although these predictions of inner cycles seemed reasonable,

they may be less reliable as the model is extrapolating too far for these loading paths. More

developments using experiments on inner responses will be needed to ensure a comprehensive

data based ML model that can predict all complex paths of actuation.
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7. MACHINE LEARNING MODEL FOR ANISOTROPIC SINGLE CRYSTAL SHAPE

MEMORY ALLOY RESPONSE

7.1 Introduction

In recent years, advancements in Machine Learning (ML) have provided promising tools for

understanding and predicting material behaviors. In this chapter, the building of a ML framework

that can learn the anisotropic variation in single crystal Shape Memory Alloy (SMA) responses is

discussed. The data used for ML training were generated using a finite-element crystal plasticity

framework. In this framework, the slip and transformation systems were taken into account to

predict the plastic behavior in both the austenite and martensite phases and during phase transfor-

mation.

The Crystal-Plasticity (CP) framework was developed based on the constitutive model devel-

oped by Chaugule et al. [146]. It simulates the anisotropic, at the microscale, and isotropic, at the

macroscale, responses of a NiTiHf HTSMA. This CP model can account for plastic slip, which is

rate independent, and viscoplastic slip, which is rate dependent, in a HTSMA. The model can also

account for phase transformation and its associated irrecoverable mechanisms, i.e., Transformation

Induced Plasticity (TRIP) and retained martensite, through the formation of martensite variants at

the microscale. In addition, the coupling between phase transformation and viscoplasticity, as ob-

served experimentally in[147] is also accounted by the dislocation density generated from plastic

and viscoplastic slip.

To date, there has been no case in the literature on any HTSMA system in which anisotropic

data was used to train a ML model. The present study addresses this gap by formulating a ML

model and presenting the approach taken to train it, building on the concepts and knowledge pre-

sented in the previously described ML studies on strain responses [71], SMA cyclic responses [72]

and SMA wire actuation [73]. Numerous anisotropic responses were generated from randomly ori-

ented single crystals, and relevant phase transformation strains and properties were extracted from
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the responses. Using the CP model to generate results is beneficial as the effects of texture and

random orientations can be leveraged to generate large amount of data for training the ML model.

A ML framework was developed to fit the viscoplasticity and phase transformation interactions,

across multiscale, from a Crystal-Plasticity Finite-Element (CP-FE) model. The developed ML

framework provides reasonable predictions for different crystal orientations and stress conditions.

The chapter is organized as follows. In section 7.2 the theoretical frameworks and main consti-

tutive equations for the crystal plasticity model and ML model are presented. For the detailed set

of constitutive equations, refer to Chaugule et al. [146]. In section 7.3, details of the ML frame-

work used in the study are presented. In section 7.4, a demonstration of training the ML model

using the results of the CP model from the thermo-mechanical tests on single crystals is presented.

Applications and limitations of the study and conclusions are presented in section 7.5 and section

7.6.

7.2 Crystal plasticity model

This section gives a summary of the constitutive model for single crystal SMA [146] used in

the current study. The total strain in the single crystal SMA response is a cumulative effect of

thermal, elastic, phase transformation, TRIP and viscoplastic deformations of the material. This is

summarized in Eq. (7.1), where the total strain εtot is written as the sum of thermal strain (εth),

elastic strain (εe), transformation strain (εtr), TRIP strain (εtr) and viscoplastic strain (εvp).

εtot = εth + εe︸ ︷︷ ︸
elastic

+ εtr + εTRIP + εvp︸ ︷︷ ︸
inelastic

(7.1)

The thermal strain εth is modeled in Eq. (7.3) in terms of current temperature T , reference tem-

perature Tref , thermal expansion coefficients of austenite αA and martensite αM and martensitic

volume fraction ξ. The effective thermal expansion is obtained using the rule of mixtures from αA

and martensite αM using ξ.

εth = α(ξ)(T − Tref ), α(ξ) = αA + ξ
(
αM −αA

)
(7.2)
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The elastic strain is modeled in Eq. (7.3), where σ is the stress applied, and SA and SM are

austenite and martensite compliance matrices. The effective compliance is evaluated using the rule

of mixtures from SA and SM for martensitic volume fraction ξ.

εe = S(ξ).σ, S(ξ) = SA + ξ
(
SM − SA

)
(7.3)

The transformation strain is modeled in Eq. (7.4), where the total transformation strain εtr is

written as the summation of contributions from Nv martensitic variants. The direction of transfor-

mation for different variants Pαtr is found using their corresponding habit plane of transformation

bα and habit direction of transformation mα using the dyadic product ⊗, and gtr is a variable

governing the rate.

εtr =
Nv∑
α=1

ξαgtrPαtr, ξ =
Nv∑
α=1

ξα, Pαtr =
1

2
(bα ⊗mα + mα ⊗ bα) (7.4)

The effective TRIP strain εTRIP is estimated as a summation of the contributions from all variants

as modeled in Eq. (7.5). The magnitude along individual variants is proportional to the corre-

sponding variant transformation strain.

εTRIP =
Nv∑
α=1

γαPαtr, γ
α ∝ ξα (7.5)

The viscoplastic strain rate εvp is modeled using Eq. (7.6). The effective viscoplastic change is

modeled as a summation of contributions from all martensitic variants. The εvp is related to slip

planes ns and slip directions ls, and γs is a variable controlling the magnitude.

εvp =
Ns∑
s=1

γsTs

Ts =
1

2
(ns ⊗ ls + ls ⊗ ns)

(7.6)

A comparison of equations between the polycrystal model for SMAs and the single crystal
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model for SMA is presented in Table 7.1. The two models have different modeling approaches for

the inelastic components of strain (transformation, TRIP, viscoplastic).

The Lagoudas et al. [38] model was developed within the framework of continuum thermody-

namics and uses the classical rate-independent small-strain flow theory for the evolution equations

of transformation strains. Here, the phase transformation direction is defined using the tensor Λ.

During forward transformation, the transformation strain is oriented by the direction of the devia-

toric stress. This is reflected in the selected J2 form of the direction tensor. While transformation is

happening, the stress tensor components should remain on the transformation surface. The trans-

formation surfaces are defined through relationships between thermodynamic driving force and

the critical value of the thermodynamic force that determines transformation initiation and sustain-

ing the transformation. The TRIP and viscoplastic modeling follows the same approach as that for

transformation strain. The model has a phenomenological approach designed to capture the overall

polycrystal behavior rather than the individual variant level.

The crystal plasticity modeling focuses on modeling behavior at the individual martensitic

variation level. Each of the inelastic strain components are modeled as a cumulative contribution

from all the individual variants. The variant level contributions are formulated in terms of the habit

plane, habit direction, slip planes and slip directions.
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Table 7.1: Comparison of polycrystal and single crystal SMA constitutive model.

Component of Polycrystal SMA model Crystal plasticity model
strain (Lagoudas et al. [38, 148]) (Chaugule et al. [146])

Elastic
εe = S(ξ).σ

S(ξ) = SA + ξ
(
SM − SA

) εe = S(ξ).σ

S(ξ) = SA + ξ
(
SM − SA

)
Thermal

εth = α(ξ)(T − Tref )

α(ξ) = αA + ξ
(
αM −αA

) εth = α(ξ)(T − Tref )

α(ξ) = αA + ξ
(
αM −αA

)
Transformation

ε̇tr = Λξ̇

Λ =

{
Λfwd if ξ̇ > 0

Λrev if ξ̇ < 0

εtr =

Nv∑
α=1

ξαgtrPαtr, ξ =

Nv∑
α=1

ξα

Pαtr =
1

2
(bα ⊗mα + mα ⊗ bα)

TRIP

ε̇TRIP = Λtpξ̇

Λtp =

{
Λfwd
tp if ξ̇ > 0

Λrev
tp if ξ̇ < 0

εTRIP =

Nv∑
α=1

γαPαtr

γα ∝ ξα

viscoplastic
ε̇vp = Λvpṗ

Λvp =
3

2

σ′

σ

εvp =

Ns∑
s=1

γsTs

Ts =
1

2
(ns ⊗ ls + ls ⊗ ns)

7.2.1 Single crystal response with orientation

In order to simulate the anisotropic behavior of the single crystal NiTiHf SMA, the effective

responses of the alloy along random orientations were simulated using the model. Figure 7.1(a)

shows the schematics of the problem, where the material is loaded along one direction and the ac-

tuation response of the material is solved applying thermal cycling. The random loading direction

was defined in a spherical coordinate system using polar angle (θ) azimuthal angle (ϕ), where the

values were generated by θ = arccos(2R1 − 1) and ϕ = R2 ∗ 2π for random variables R1 and

R2 in [0 1] bound. Figure 7.1(b) shows the distribution of 500 random orientations in a spherical

coordinate system. The schematic shows that the orientations are randomly distributed in the 3D

sphere. Figure 7.1 (c) shows the distribution of the actuation responses solved for the 500 random

orientations. The solution gives a range of strain values in the actuation response, showing a highly

anisotropic behavior in the single crystal alloy.
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(a) (b) (c)

Figure 7.1: Single crystal response: (a) schematics of loading and material (b) random orientations
(c) responses in random orientations

7.3 Machine Learning (ML) model

The developed ML framework consisted of: (a) representing responses using reduced order

functions, (b) finding variation of functional features with orientation, (c) training the ML model

for variation in orientation and (d) reproducing the full responses from functional features.

7.3.1 Extracting features from responses

To represent the variation of single crystal SMA responses in terms of functional features, a

reduced order functional fitting shown in Eq. (7.7) was used. The strain value ε(T ) at temperature

T is related as:

ε(T ) = ε0 + εt ∗H(T − Ts, b) +
(
αA + (αM − αA) ∗H(T − Ts, b)

)
T, (7.7)

where, ε0 is the initial elastic strain, εt is the strain jump at the transformation site, H(T − Ts, b)

is the Heaviside step function capturing the jump at transformation temperature Ts, b defines the

smoothness in the Heaviside function, αA is the thermal expansion coefficient at austenite phase
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and αM the thermal expansion coefficient at martensite phase. The Heaviside step function is

defined by Eq. (7.8), where e refers to the natural exponent function.

H(T0 − T, b) =
1

1 + e(b(T−Ts))
(7.8)

Figure 7.2 shows the effectiveness of the chosen function in fitting the single crystal responses.

In Fig. 7.2 (a), the fit is used to capture the cooling behavior in the single crystal response. The

function captures the phase transformation behavior in the cooling well. By using two fits, one for

cooling and one for heating, the whole cyclic response is captured as shown in Fig. 7.2 (b). The

behavior created by the two fits matches closely with the target response.

(a) (b)

Figure 7.2: Fitting of responses: (a) fit for half cycle (b) fit in the full cycle

Eq. (7.9) and Eq. (7.10) describes the fits for the forward and reverse phase transformation,

respectively.

εf (T ) = εf0 + εft ∗H(T − T fs , bf ) +
(
αA + (αM − αA) ∗H(T − T fs , bf )

)
T (7.9)

εr(T ) = εr0 + εrt ∗H(T − T rs , br) +
(
αA + (αM − αA) ∗H(T − T rs , br)

)
T (7.10)
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Different superscripts (’f ’ and ’r’) are used to denote the different values of the fitting parameters

in the forward and reverse transformation responses. The thermal expansion coefficients αM and

αA corresponding to the martensitic and austenitic phases are taken to be fixed in the two equations

based on the physics of the material. The values of thermal expansion coefficients αM and αA are

estimated to be the average value of the forward and reverse transformation fits.

Additional constraints between the coefficients are derived based on the continuity of strain

values between cooling and heating. The two equation should produce the same value of strain at

the lowest temperature in the thermal cycle, which is 100 ◦C for the responses considered. From

Eq. (7.9) and Eq. (7.10), this gives εf (100) = εr(100). At T = 100 ◦C, the Heaviside function

determines that H(T fs − 100, bf ) = 1 and H(T rs − 100, br) = 1 as bf >> 0 and br >> 0 for the

responses considered. Substituting in Eq. (7.9) and Eq. (7.10) and simplifying yields:

εf0 + εft = εr0 + εrt = C100, (7.11)

where C100 is a constant estimated by taking the average value from the fits for forward and reverse

transformation.

The fitting methodology described was used to fit the 500 orientations simulated using the crys-

tal plasticity model. The orientation variation of features such as transformation temperature (TS)

and transformation strain (εt) were extracted from the responses. Figure 7.3 shows the variation

of transformation temperature in cooling (Ms) and transformation strain (εt) with orientation an-

gles. A substantial variation of the TS and εt with the orientation parameters can be seen for these

variables. The transformation temperatures in these cases have gradual variation with orientations,

while the transformation strain shows faster variation in the values with changing orientations. The

ML framework was targeted to model the anisotropic variation of the properties and capture their

complex variation with changing orientation.

180



(a) (b)

Figure 7.3: 3D scatter+surface plots of (a) transformation temperature Ms (b) transformation
strain for σ = 100 MPa in cooling.

7.3.2 Details of machine learning model

A machine learning (ML) model to capture the anisotropy in the single crystal behavior was

developed, targeted to model the anisotropic variation of different features in the behavior obtained

using the aforementioned fitting methodology. The inputs for the ML model were variables repre-

senting the changes in the orientation and loading conditions. For this ML model, trigonometric

functions of the orientation angles were used to differentiate the orientations. In addition, the

loading stress of the actuation response was also provided to differentiate responses based on the

applied stress.

Table 7.2 summarizes the summary of parameters in the ML model. The estimation techniques

for different parameters from the fit methodology are also summarized in Table 7.2. Each target

parameters were fitted using a separate ML model. Once the ML model captured the variations of

these parameters, they were predicted for any new orientation using the ML model. Once the set of

target parameters was obtained, the whole response of the single crystal could then be reproduced.

The parameters C100, αA, αM , εf0 , εr0, T
f
s , T rs , bf and br were fitted using the ML model, while

181



the parameters εft and εrt required in the fit were estimated from the ML target parameters from

relations summarized in Table 7.2.

A schematic summary of the ML model used is shown in Fig. 7.4. The target from the ML

model here is one of fitting parameter or feature. Instead of using choosing a multi-output frame-

work, each feature was fitted separately using a single-output ML model. This improved the ability

to predict the parameters accurately. The ML model used can be any of the typical techniques such

as Gaussian Process Regression (GPR) or a neural network based model.

Figure 7.4: Schematics of the ML model for capturing anisotropic SMA response.

For the current modeling, a GPR based ML models was used. The GPR based model showed

better fitting ability, considering the complex variations in the SMA single crystal model. The GPR

models were implemented in MATLAB software[90]. For training, the GPR model ’linear’ basis

functions were used.

7.3.3 Training ML model

The responses from the crystal plasticity model in different orientations and different stress

levels were used to train the ML model. The ability of the ML model was tested against two

different scenarios through controlling the data used for training the model. In the first scenario,

responses at a single stress level in different orientations were used in the training. The target of

this training was to capture the anisotropy of the responses, but not the variation with changing
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Table 7.2: Target parameters and related parameters for fitting using ML models.

Parameter Estimation technique
Target parameters in the ML models
C100 = εf0 + εft Average from the forward and reverse response
αA Average from forward and reverse response
αM Average from forward and reverse response
εf0 Estimated from forward response
εr0 Estimated from reverse response
T fs Estimated from forward response
T rs Estimated from reverse response
bf Estimated from forward response
br Estimated from reverse response
Estimation of related parameters
εft C100 − εf0
εrt C100 − εr0

stress levels. In the second scenario, the training of the ML model used data from different stress

levels and orientations. Here, the ML model was targeted to capture the variation of behavior

in different orientations and at different stress levels. The abilities of the ML model in the two

scenarios were evaluated by comparing the predictions in the new orientations against the crystal

plasticity model simulations. More on the performance of the developed ML model is discussed

in the results and discussions.

7.4 Results and discussion

The responses from NiTiHf single crystal SMA in 500 random orientations were simulated at

50 MPa, 100 MPa, 150 MPa, 200 MPa, 250 MPa and 300 MPa using the crystal plasticity model in

section 7.2. The steps described in the ML framework in section 7.3 were followed to extract key

features and train the model. The abilities of the ML model in the two training scenarios (section

7.3.3) were analyzed.

The ML model was tested for the ability to capture the anisotropic behavior at a single stress

level. The training was performed using the responses at 300 MPa. First, a convergence study

was performed to determine the size of the training test. The ML model was used to model the
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variation of transformation strain using different training size. The performance of the ML model

was evaluated against the same 50 new, random orientation responses which were not used in the

training. Figure 7.5 shows the variation of the goodness in prediction (R2) for transformation

strain with increasing number of training data size. The R2 of predictions increased significantly

with size at smaller data size, and achieved almost a plateau after 200. For further calculations, a

training size of 450 was used to achieve maximum accuracy for capturing the anisotropic variation.

The convergence analysis showed that the data size 450 is adequate to have convergence in the ML

model.

Figure 7.5: The performance of the ML model with increasing training size. Here, the goodness
of prediction (R2) in 50 testing orientation is compared against increasing size of training set.

Figure 7.6 (a) and (b) summarizes the performance of the ML models toward predicting the

forward transformation temperature Ms and transformation strain in the cooling εft , respectively.

Out of the 500 orientations, values from 450 orientations were used to train the ML model and the

remaining 50 were used for testing predictions. In Fig. 7.6, the predictions from the ML models

for the training and testing set are shown in different colors, and are compared against the target

value in the line y = x. The comparisons show that the predictions from the ML models for the
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training set and target set for the temperatures and strain are close to the target values. Similar

performance was observed for all the features extracted from the full response.

(a) (b)

Figure 7.6: The performance of the ML models at 300 MPa. The outcomes from the ML models
are compared for (a) transformation temperature Ms and (b) transformation strain εft to the target.

Using the prediction values of all fitting parameters from the ML models, the whole SMA

response can be reproduced using Eq. (7.9) and Eq. (7.10). Figure 7.7 (a-d) shows responses

generated using the ML framework for four random orientations taken from the training set. The

predictions are compared with the target responses from the crystal plasticity model. Here the

responses from the ML model match very well with the target responses. Similarly, Fig. 7.8 (a-d)

shows the comparison of responses from ML model along four orientations from the testing set.

The predictions from the ML model match well with the target response, indicating the ability of

the ML model to predict the behavior along new orientations. With the performance of the ML

framework for individual parameters and producing the whole responses, it can be concluded that

the anisotropic behavior is captured successfully in the ML model at fixed stress levels.
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(a) (b)

(c) (d)

Figure 7.7: Four cases in the training set reproduced using the trained ML framework. The target
responses are compared with the predictions.
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(a) (b)

(c) (d)

Figure 7.8: Four cases in the new orientation predicted using the trained ML framework. The
predictions are compared with the target response.
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Next, the ML framework was targeted to include the complexities of varying stress loading

conditions in addition to the effect of orientation. For this, the training of the ML framework was

done by including the responses from multiple stress levels. The responses from stress levels 50

MPa, 100 MPa, 150 MPa, 200 MPa and 300 MPa were used for training. The responses for stress

level 250 MPa were simulated and compared with the ML framework predictions. At each stress

level, responses in 450 orientations were included in the training and the remaining 50 were used

for testing at the training stress level.

Figure 7.9(a-b) shows the transformation temperature and transformation strain predictions

considering all stress levels. The data used for training in the training stress levels are shown with

respective stress levels. The ML framework reproduces the training stress level data close to the

’Target’ line. Further, the Target (σ =training) compares the prediction of the ML framework for

the 50 new orientations that were not used for training from the training stress levels. These new

orientations are predicted well, as they can be seen to match with the target values.

The Target (σ = 250 MPa) in Fig. 7.9 shows the predictions of the ML framework in the new

stress level that was not used in the training. For the new stress level, the transformation temper-

ature predictions from the ML model are slightly lower than the Target values, as seen in Fig. 7.9

(a). However, the transformation strain variations with stress and orientation are not captured well

as seen in Fig. 7.9 (b), and the performance is poor when considering the transformation tem-

peratures. One reason for this could be that the transformation temperature experiences gradual

variation with changing orientation, compared to transformation strain, which has more discrete

variation. Gradual variations are more easily captured in the ML framework, and the transforma-

tion temperatures are captured better.

Using the predictions of all parameters with the ML framework, the full responses were simu-

lated. Figure 7.10 shows the full response prediction in a random orientation for the training stress

levels 50 MPa, 100 MPa, 150 MPa and 200 MPa. The ML framework was able to reproduce the

responses with sufficient accuracy for the training stress levels. This is due to good performance

of the ML framework in training stress levels for capturing individual parameters. In Fig. 7.11,
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(a) (b)

Figure 7.9: Comparison of prediction at different stress levels for (a)transformation temperature
Ms (b) transformation strain.

the comparison of the full response predictions for the new stress level of 250 MPa to the target

responses is shown. It can be seen that the ML framework makes poor predictions of the full

response, as indicated by their poor performance in Fig. 7.9 for new stress levels.
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(a) (b)

(c) (d)

Figure 7.10: Prediction of whole responses in a random orientation for the training stress levels.
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(a) (b)

(c) (d)

Figure 7.11: Prediction of whole responses in four different orientations for the new stress level
250 MPa.
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7.5 Present study’s applications, limitations and future directions

The developed Machine Learning (ML) framework has been demonstrated to successfully for

its ability to model the anisotropic variations in phase transformation for single crystal SMAs. The

model is thus useful for multiscale modeling of SMAs through up-scaling the interactions starting

with the single crystal responses. A future work along these lines is to model the polycrystal be-

havior of SMAs through multiscale modeling using the developed ML modeling incorporating the

grain level interactions. Another direction of interest is the modeling of the effects of precipitation

on single crystal behavior and incorporating them in the ML model environment. With these two

proposed developments, the modeling effort can be targeted to predict the polycrystal SMA behav-

ior directly from the crystallography and precipitate microstructure using data based ML tools. An

improvement in the current ML framework to accurately capture the stress effects is desired for

future efforts in multiscale modeling.

7.6 Conclusions

A data based Machine Learning (ML) framework to fit anisotropic responses in single crystal

SMA was developed. The training of the model was performed using a crystal plasticity model that

captured viscoplasticity and phase transformation interactions. The key features in the responses

were extracted using a fit that captured the stress-temperature responses from the crystal plasticity

model. Further, the ML framework was built based on Gaussian Process Regression (GPR) models

capturing the variation of the features with orientations. The ML framework successfully predicted

the anisotropic variation of the features along new orientations and reproduced the full stress-

temperature SMA response. Further, the modeling was tested for its ability to capture stress effects

in addition to the anisotropic variation by including data from different stress levels. The model

captured the training data with good accuracy, while it did not predict well the responses for new

stress level. Future works will be focusing on better capturing the stress effects and furthering

multiscale modeling towards predicting polycrystal behaviors.
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8. SUMMARY AND FUTURE WORK

8.1 Conclusions and Summary

Aging heat treatments in NiTiHf SMAs produce nano-sized precipitates, which significantly

modifies their phase transformation behavior. The change in behavior is attributable to underly-

ing microstructural modification of the material. These modifications include but are not limited

to compositional changes during diffusion, creation of new phases, mechanical effects of precipi-

tates on phase transformation, coherency between phases, modification of material properties and

change in the crystallography. Micromechanics is the study of mechanics at the micro-level and

is relevant in the context of NiTiHf SMAs in understanding the effect of microstructural changes

on such modified phase transformation behavior. Through micromechanical modeling, the desired

microstructures in NiTiHf can be identified, and specific heat treatments required in order to de-

termine a specific phase transformation behavior. An understanding of the microstructure and the

mechanisms affecting material behavior are necessary for micromechanical modeling. For NiTiHf,

this involves a process of investigating, discovering, understanding and modeling the micro-level

mechanisms that determine the new behavior.

The presented work showed the development of a micromechanical modeling framework (Chap-

ter 2) for precipitation hardened NiTiHf SMAs. Experimental investigation of the material behav-

ior and micrographs of the microstructure were instrumental in understanding the mechanisms and

development of the modeling framework. 3D tomographic representations were used for a better

description of the precipitate morphology, and new methods of estimating the volume fraction of

precipitates from externally measurable transformation temperature properties were developed. A

new phenomenon of composition effect on phase transformation strain was identified. The iden-

tified mechanisms were then incorporated in the model and the actuation behavior of different

precipitated SMAs were simulated.

Within the modeling framework, the research questions of finding faster solution techniques
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and estimating statistics of representative volume elements were of interest. The Fast Fourier

Transform (FFT) based solver gave the advantage of reduced computational cost. Further, solu-

tions involving larger RVEs and the responses in different RVE realizations were explored. This

helped in evaluating statistical effectiveness of RVEs in predicting the effective response. These

investigations led to the development of higher order statistical relationships for RVEs for quanti-

fying the dispersion in the effective response. The enormous amount of data generated using FFT

solution methodology helped further the development of data-based tools for micromechanics, and

a Machine Learning (ML) framework that uses 2-point statistical representation for RVEs was

developed.

While the focus of these tasks was capturing the actuation behavior with complete phase trans-

formation cycles (major cycles), predicting more complex partial cycle behaviors is of critical im-

portance for the actuation designing process and development of control algorithms for actuation.

This challenge was addressed by developing a data-based ML modeling framework. The devel-

oped ML tool was implemented on NiTiHf experimental responses. Further, a preliminary work in

progressing multiscale modeling with modeling of anisotropic single crystal SMA responses using

data-based techniques was attempted.

As shown in the previous chapters of this dissertation, tools were developed that can assist the

prediction of actuation behaviors in NiTiHf SMAs. The work successfully explored new horizons

such as the statistics of RVEs, uncertainty quantification and data-based modeling techniques, and

incorporated these in the micromechanical modeling. Detailed descriptions of the findings and key

insights from different chapters are listed below.

8.1.1 Micromechanical modeling of NiTiHf SMA actuation

The phase transformation behavior of precipitation-hardened NiTiHf SMAs was investigated

with the developed micromechanical modeling framework. After precipitation, the aged NiTiHf

SMAs were found to produce higher transformation strain. This was unexpected because, intu-

itively, the non-transforming precipitates should reduce the transformation strain as they restrain

phase transformation. Further investigation of NiTiHf SMA responses with various compositions
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revealed that this observed increase in transformation strain might occur because of a composi-

tion dependency of transformation strain at the micro-level. By accounting for the phenomenon in

the micromechanical modeling, the predictions of the micromechanical modeling were improved.

RVEs of the microstructure were generated using two different methods: 1) ellipsoidal RVEs and 2)

RVEs based on TEM reconstructions of aged SMAs. In the ellipsoidal RVEs, the volume fractions

were estimated from transformation temperatures of the aged SMA measured using DSC tech-

niques. In TEM RVEs, the precipitate microstructure morphology were extracted directly from 3D

reconstructions from many TEM images generated using a tilting experiment. With these method-

ologies, the behavior of different NiTiHf SMAs was investigated. Key results from the study are

the following:

1. The volume fraction of precipitation was found to be the primary parameter deciding the

new phase-transformation response.

2. By accounting for the composition dependency of transformation strain at the micro-level,

the increasing of transformation strain with precipitation in NiTiHf SMAs was explained.

3. In comparing the predictions from two RVE generation methodologies (ellipsoidal shaped

RVEs and 3D TEM RVEs), they were qualitatively close to the experimental responses. As

the ellipsoidal RVEs were less expensive to generate, they proved to be useful for future

predictions and optimization purposes.

4. The developed micromechanical model accounting for the microstructural and composition

effects was used to study the responses in NiTiHf SMAs that had undergone two processing

histories: hot forging and hot extrusion. By calibrating the modeling framework in the alloys

from the two processing, new heat treatment responses were predicted.

The developed micromechanical framework proved valuable for the optimization of heat treat-

ment processes to achieve desired microstructures. Next, Fast Fourier Transform (FFT) based

solution methodology was introduced in the micromechanical framework for solving the RVE
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boundary problem with less computational cost and thereby making analyzing of larger RVEs

computationally less costly.

8.1.2 Fast Fourier transform (FFT) based solution for SMA micromechanics

The recently developed FFT methodology in SMA micromechanics uses a Fourier transform

based formulation to simplify integrals in the discretized weak form of boundary value problems.

The trigonometric shape functions used in FFT methodology cover the whole RVE region, and

the periodic boundary conditions at the faces are inherently accounted for in the formulation.

One disadvantage of the FFT methodology is that the formulation is currently restricted to us-

ing voxel mesh discretization. Therefore, the performance of FFT and Finite Element Analysis

(FEA) method using conforming mesh types for solving the same RVE behavior was of interest.

A comparative study on the convergence of FFT voxel with FEA linear (C3D4), FEA quadratic

modified (C3D10M) and FEA (voxel) was performed in solving the homogenized response in the

SMA micromechanical model. Results were analyzed using three different convergence criteria:

two area criteria that analyzed the convergence of the overall response and one particular strain

value criterion that analyzed the convergence of maximum strain value in the responses. The anal-

ysis using the two average convergence criteria showed that the three methods FFT (voxel), FEA

(C3D4) and FEA (C3D10M) have closer convergence and much higher accuracy compared to the

FEA (voxel) method. The convergence and accuracy for the maximum strain value in the study

gave FEA (C3D4)> FFT (voxel) > FEA (C3D10M) > FEA (voxel). As the FFT (voxel) and FEA

(C3D4) exhibited performance in the same order, their CPU solving times were compared. This

time comparison showed that the FFT (voxel) method solves at least four times faster than the FEA

(C3D4). One key difference between the two was FFT used an iterative solver and FEA used a

direct solver. Future studies should clarify these comparisons by using the same type of solver.

The FFT method was then used for investigating RVE size convergence in the SMA microme-

chanical model. The effective response dispersion was estimated from many realizations of RVEs

at different volume fractions and number of precipitates (equivalent to their size). Smaller RVEs

produced higher dispersion in the prediction, which can be attributed to the fluctuating local strain
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distribution with fewer precipitates modeled in the RVEs. With an increasing number of precip-

itates in the RVE, the dispersion of the effective response was reduced. The effectiveness of the

RVE size was analyzed using the relation built on the evolution of dispersion with number of pre-

cipitates modeled. Based on the analysis, larger RVEs are needed to capture the responses more

accurately at higher volume fractions. Results showed that dispersion versus RVE size can be cor-

related with simple relations for a given microstructure and volume fraction. The existing relations

to quantify the statistics of dispersion in the RVEs were found to be sensitive to changing volume

fraction and microstructure.

The study highlighted the need for a robust methodology to capture RVE dispersion, which can

be generalized between the microstructures and volume fraction. Therefore, a new methodology

was developed to capture the RVE dispersion across changing microstructure and volume fraction,

to further aid in estimating converged RVE size and reducing the uncertainty in the predictions.

8.1.3 Statistics of representative volume in micromechanics

In micromechanical homogenization modeling, determining the converged RVEs is important

for more precise predictions. A new analytical approach for quantifying the statistics of effective

strain dispersion was developed. The formulation was built on the idea of describing individual

RVE behavior through perturbations from the ensemble average behavior. The expression for

effective strain dispersion was simplified in terms of average behavior and standard deviation of

perturbations. Further, assuming relations between the perturbations and local strain distribution,

the effective strain dispersion was related only in terms of local strain distribution. The developed

relations were found to be of the 2nd order on point variance of strain. The new relation was able to

capture higher order effects and found to be robust compared to previous methods that considered

only linear correlations. The proposed 2nd order effects in the new formulation were validated by

quantifying the dispersion of effective SMA behaviors in the precipitated microstructure RVEs.

With changing volume fraction, aspect ratio, and number of precipitates, the statistics in the SMA

responses were examined. The effects of changing microstructure and number of precipitates were

shown to be captured in the 2nd order formulations. Hence, the developed 2nd order relations were
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more robust towards changes in the microstructure compared to the previous relations, which had

volume fraction dependency.

Next, an extension to data-based approaches was made, because of the large amount of data

generated in the statistical study. With the goal of faster micromechanical model estimations for

new RVEs, the capabilities of data-based machine learning tools were explored.

8.1.4 Data-based techniques for micromechanics

A Machine Learning (ML) model (refer Chapter 5) to predict precipitation hardened phase

transformation behaviors taking RVEs as inputs was developed. The SMA thermo-mechanical re-

sponses from many RVEs of different volume fractions and number of precipitates were used to

train the ML model. The RVEs were represented using 2-point correlation and then reduced to

low-dimensional representations using Principal Component Analysis (PCA). The Principal Com-

ponents (PC) of the RVEs and material parameters were used as inputs in the ML model, and the

effective response from the micromechanical model was then targeted.

A recurrent neural network based model is used to predict the effective strain change with

temperature change. The model demonstrated two capabilities: 1) it predicted the response of

larger RVEs training on the simulations of smaller RVEs, and 2) it predicted the responses of new

volume fraction RVEs by training from other volume fraction RVEs. The predictions in both of

these scenarios were qualitatively close to the target response. The study showed promising scope

for the use of a data-based ML tool in SMA micromechanics.

Next, a similar approach of data-based modeling was explored for predicting partial phase

transformation responses by training on full transformation actuation cycles. A similar recurrent

neural network based modeling approach was also used to predict the phase transformation re-

sponse.

8.1.5 Data-based techniques for modeling SMA response with partial transformation

A data-based Machine Learning (ML) framework (refer Chapter 6) to predict the experimen-

tally observed non-linear actuation responses of Shape Memory Alloys (SMAs) was developed,
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using a recurrent neural network based method. When actuation responses in the NiTiHf High

Temperature SMA (HTSMA) were trained in the developed ML framework, the trained model

successfully reproduced the actuation behaviors. To demonstrate the predictive capabilities of the

model, many partial transformation cycles inside the major hysteresis loop were predicted. When

compared with experimental measurements, the model captured the evolution of partial transfor-

mation branches. This indicates the developed framework will be useful for predicting partial

transformation in applications and will aid in creating control algorithms for SMAs.

Next, the performance of a ML based framework for capturing anisotropic single crystal SMA

responses was explored.

8.1.6 Data-based techniques for anisotropic SMA response

Data-driven Machine Learning (ML) tools were developed to capture the anisotropy of single

crystal SMA responses. To train the model, a crystal plasticity model which modeled viscoplastic-

ity and phase transformation interactions was used. The developed ML framework used Gaussian

Process regression (GPR) models to capture feature variations in the responses with changing

orientation. In fixed stress responses, the ML framework accurately captured the variation of

anisotropy with changing orientations and accurately predicted the full stress-temperature SMA

response. With data at new stress levels, the ML framework was extended to capture stress effects

together with anisotropy. The model accurately captured the training data, but did not accurately

predict the variations at new stress levels. Future research will concentrate on capturing stress

effects and the further up-scaling of interactions in order to predict polycrystal responses.

8.2 Recommended future research

Some areas of potential future research related to the presented work were identified:

• A compositional dependency of transformation strain in NiTiHf SMAs was observed (Chap-

ter 2). Currently, few experiments are available to calibrate this phenomenon. An experi-

mental investigation of these effects with a focus on different NiTiHf compositions is needed

for better understanding the composition effect.
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• Different processing was shown to affect the transformation strain in NiTiHf polycrystals

due to differences in crystallography (Chapter 2). Further investigation of the effects of the

crystallographic distribution on phase transformation strain in NiTiHf SMAs is needed.

• The presented comparison of computation time in Chapter 3 used an iterative solver for FFT

and a direct solver for FEA. A study with iterative solvers in both FEA and FFT would be

beneficial.

• In the presented work, a new statistical relation was validated for isotropic SMA responses

(Chapter 4). Future investigation into validation of the formulation with anisotropic non-

linear material modeling would be of interest.

• Some potential benefits of data-based modeling in micromechanics of SMAs (Chapter 5)

were presented. Incorporating minor loop behavior in micromechanical modeling would

advance this work further.

• The application of data based modeling in actuation responses of SMAs for the prediction of

minor cycles was presented (Chapter 6). However, the predictions of inner cycle responses

could not be validated with experiments. A future investigation with predictions for inner

cycles with experimental validation is needed.

• Some basic tools for multiscale modeling using data-based techniques for the anisotropic

single crystal behavior were developed (Chapter 7). Further progress in this direction to cap-

ture the polycrystal behavior with up-scaling of phenomenons from the crystal level would

be beneficial.
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APPENDIX A

COMPARISON CALCULATIONS IN MICROMECHANICAL MODELING OF

POLYCRYSTALS WITH PRECIPITATES1

A.1 Comparison of stiffness calculation in a polycrystal from two methodologies

In this analysis, the effective stiffness of a precipitated polycrystal was calculated with two

methodologies and the results were compared. Figure A.1 summarizes the two methodologies

with respective RVEs used. In the Case 1 methodology, the effective stiffness matrix was calculated

through a multiscale upscaling with two level calculations: within a grain using a unit cell with

precipitates, and further up-scaling using an RVE of the polycrystal containing many grains. The

effective stiffness matrix of the grain was calculated from the unit cell shown in Figure A.1 (a),

where the precipitate was chosen to be in a single orientation to simulated preferred orientations

of the precipitates within a grain [104, 105]. The chosen unit cell simulate an anisotropy that can

be caused because of the preferred orientation of the precipitates. A polycrystal RVE with 200

grains was created using open-source DREAM3D software and is shown in Figure A.1 (a). The

effective stiffness of the polycrystal was calculated from the polycrystal RVE, with the effective

stiffness of the unit cell as an input with random rotation in each grain. In the Case 2 methodology,

the effective stiffness matrix was solved from a single RVE with many precipitates in random

positions and orientations, which is shown in Figure A.1 (b).

Isotropic stiffness properties were assumed in both cases for the matrix and the precipitates.

The values for the stiffness properties were chosen such that the analysis represents an upper

bound for the tangent stiffness calculation in the phase transformation response. Periodic boundary

conditions were used at the boundary of the RVEs. The estimation from the two cases showed that

the stiffness calculated from the two methodologies are close within an error bound of 5%. The

1Reprinted with permission from "Effects of microstructure and composition on constitutive response of high tem-
perature shape memory alloys: micromechanical modeling using 3-D reconstructions with experimental validation.",
Acta Materialia (2022): 117929 by Joy, Jobin K., Tejas Umale, Dexin Zhao, Alexandros Solomou, Kelvin Xie, Ibrahim
Karaman, and Dimitris C. Lagoudas. [74].
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details of the calculation are presented in the following discussion.

(a) Case 1: Multiscale modeling with 2 RVEs (b) Case 2: RVE with random pre-
cipitates

Figure A.1: RVEs used for effective stiffness calculation in the two methodologies. RVEs were
constructed with a volume fraction of 20% disc shaped precipitates with an aspect ratio of 4.

A.1.1 Stiffness properties of matrix and precipitate

The stiffness property of the matrix in the RVEs were chosen such that they are in the order

of softness in the SMA matrix during phase transformation. Considering an upper bound of 0.2

transformation strain at 200 MPa for the SMA matrix, the tangent stiffness in the SMA matrix

during phase transformation will be less than 1 GPa. The matrix in these calculations was assumed

to be isotropic linear elastic with Young’s modulus of 1 GPa and Poisson’s ratio of 0.4. The

precipitate stiffness property was assumed to be in the order of stiffness value of the precipitates in

the SMAs. The precipitates were assumed to be isotropic linear elastic with Young’s modulus of

100 GPa and Poisson’s ratio of 0.4.

A.1.2 Case 1: Multiscale modeling with two-scale calculation

First, the effective stiffness matrix for the grain was solved from the unit cell with precipitates.

The calculation was carried out by applying unit load along normal and shear directions, and the

terms in the stiffness matrix were calculated from the resulting strain produced. The solution was
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performed using the Fast Fourier Transform (FFT) algorithm described in the work of Cruzado et

al. [149]. The effective stiffness of the unit cell (Cunit cell
eff ) was obtained as the following:

[
Cunit cell

eff

]
≈



3.76 1.84 1.82 0.01 −0.04 −0.13

1.84 2.73 1.82 −0.01 0.03 −0.02

1.82 1.82 4.27 −0.1 −0.05 0

0.01 −0.01 −0.1 0.51 −0.07 0.01

−0.04 0.03 −0.05 −0.07 0.91 −0.04

−0.1 0 0 0 0 0.5


GPa

The effective macroscopic stiffness matrix of the polycrystal was obtained using the polycrystal

RVE. The stiffness matrix for each grain was calculated by rotating the effective stiffness matrix

of the unit cell in the orientation of the grain. The orientation of the grains were defined randomly.

The effective macroscopic stiffness matrix (Ceff ) was solved applying unit loads along normal and

shear directions.

[
Ceff

]
≈



3.43 1.9 1.89 −0.01 0.01 −0.01

1.9 3.39 1.89 −0.01 0 −0.02

1.89 1.89 3.16 0 0 0.02

−0.01 −0.01 0 0.76 −0.01 0

0.01 0 0 −0.01 0.65 −0.01

−0.01 −0.02 0.02 0 −0.01 0.64


GPa

≈ C[E = 1.93 GPa, ν = 0.36]

The stiffness matrix is close to isotropic because of the cumulative effect from the grains in ran-

dom orientations. The isotropic stiffness and Poisson’s ratio were approximated from the stiffness

matrix and are shown.

A.1.3 Case 2: Methodology using RVE of many particles

In this methodology, the effective stiffness was calculated using the RVE with 400 precipitates

in random orientation. The effective stiffness matrix was calculated by applying a unit load in the
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RVE along the normal or shear directions. The obtained stiffness matrix is the following:

[
Ceff

]
≈



3.06 1.88 1.88 0 0 0

1.88 3.34 1.89 0 0 0.01

1.88 1.89 3.33 0 0 0

0 0 0 0.73 0 0

0 0 0 0 0.64 0

0 0.01 0 0 0 0.65


GPa

≈ C[E = 1.85 GPa, ν = 0.37]

The stiffness matrix is close to isotropic from the cumulative effect of many random precipi-

tates. The isotropic stiffness and Poisson’s ratio were approximated from the stiffness matrix and

are shown.

A.1.4 Summary

The effective stiffness value from the case 1 and case 2 methodologies were calculated as 1.93

GPa and 1.85 GPa respectively. The values are within 5% absolute error. The close prediction

from both the analyses indicate the methodology with many random precipitates and isotropic

matrix around may simulate the effective polycrystal SMA response with the precipitates within

an accepted error.
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APPENDIX B

DIFFUSION EQUATIONS FOR NITIHF ALLOYS

B.1 Derivation of diffusion equations for a ternary alloy

The diffusion equations for a ternary alloy are derived from the flux in the lattice plane. The

different elements in the alloy are denoted by: A, B and C.

Diffusion relative to the lattice plane gives the following equations:

JA = −DA
∂CA
∂x

(B.1)

JB = −DB
∂CB
∂x

(B.2)

JC = −DC
∂CC
∂x

(B.3)

Total number of atoms per unit volume is a constant C0.

CA + CB + CC = C0 (B.4)

Taking the derivative gives:
∂CA
∂x

+
∂CB
∂x

+
∂CC
∂x

= 0 (B.5)

In this context, the flux equation is modified as:

JC = DC

(
∂CA
∂x

+
∂CB
∂x

)
(B.6)

Net flux of vacancies (Jv) is given as:

Jv = −JA − JB − JC . (B.7)
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Jv = DA
∂CA
∂x

+DB
∂CB
∂x
−DC

(
∂CA
∂x

+
∂CB
∂x

)
(B.8)

Simplifying,

Jv = (DA −DC)
∂CA
∂x

+ (DB −DC)
∂CB
∂x

(B.9)

In terms of the velocity (v) of lattice planes,

Jv = C0v. (B.10)

Substituting gives v in terms of concentration fraction as:

v = (DA −DC)
∂XA

∂x
+ (DB −DC)

∂XB

∂x
. (B.11)

To derive Fick’s second law, we consider a thin plane with J′ flux entering from one side, where

J′ is the flux defined in terms of the lab reference.

∂CA
∂t

= −J′A
∂x

(B.12)

∂CB
∂t

= −J′B
∂x

(B.13)

Also,

J′A = −DA
∂CA
∂x

+ v.CA (B.14)

J′B = −DB
∂CB
∂x

+ v.CB (B.15)

Substituting for v gives:
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J′A = −DA
∂CA
∂x

+

[
(DA −DC)

∂XA

∂x
+ (DB −DC)

∂XB

∂x

]
.CA (B.16)

J′B = −DB
∂CA
∂x

+

[
(DA −DC)

∂XA

∂x
+ (DB −DC)

∂XB

∂x

]
.CB (B.17)

Simplifying J′A gives:

J′A = −DA
∂CA
∂x

+XA(DA −DC)
∂CA
∂x

+XA(DB −DC)
∂CB
∂x

(B.18)

J′A = −(1−XA)
∂CA
∂x

+XA(−DC)
∂CA
∂x

+XA(DB −DC)
∂CB
∂x

(B.19)

J′A = −(XB +XC)DA
∂CA
∂x

+XA(−DC)
∂CA
∂x

+XA(DB −DC)
∂CB
∂x

(B.20)

J′A = − [(XB +XC)DA +XADC ]
∂CA
∂x

+XA(DB −DC)
∂CB
∂x

(B.21)

Similarly,

J′B = − [(XA +XC)DB +XBDC ]
∂CB
∂x

+XB(DA −DC)
∂CA
∂x

(B.22)

The final diffusion equation is obtained by substituting the expression of J′A and J′B in the rate

equation.

∂CA
∂t

=
∂

∂x

(
[(XB +XC)DA +XADC ]

∂CA
∂x

)
− ∂

∂x

(
XA(DB −DC)

∂CB
∂x

)
(B.23)

∂CB
∂t

=
∂

∂x

(
[(XA +XC)DB +XBDC ]

∂CB
∂x

)
− ∂

∂x

(
XB(DA −DC)

∂CA
∂x

)
(B.24)
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Equation in mole fraction is obtained by dividing with C0.

∂XA

∂t
=

∂

∂x

(
[(XB +XC)DA +XADC ]

∂XA

∂x

)
− ∂

∂x

(
XA(DB −DC)

∂XB

∂x

)
(B.25)

∂XB

∂t
=

∂

∂x

(
[(XA +XC)DB +XBDC ]

∂XB

∂x

)
− ∂

∂x

(
XB(DA −DC)

∂XA

∂x

)
(B.26)

B.1.1 Case 1: Binary case

(For problem A-Ni, B-Hf, C-Ti)

If C0 = 0 =⇒ XB = 0, then

∂XA

∂t
=

∂

∂x

(
[(0 +XC)DA +XADC ]

∂XA

∂x

)
− 0 (B.27)

Simplifying gives:
∂XA

∂t
=

∂

∂x

(
[XCDA +XADC ]

∂XA

∂x

)
(B.28)

∂XA

∂t
=

∂

∂x

(
D̃
∂XA

∂x

)
; D̃ = [XCDA +XADC ] (B.29)

If DA = DC , then:

[XCDA +XADC ] = DA [XC +XA] = DA. (B.30)

∂XA

∂t
= DA

∂

∂x

(
∂XA

∂x

)
(B.31)

B.1.2 Case 2: Ternary case simplified

(For problem A-Ni, B-Hf, C-Ti)

If DB = 0, DC = DA:
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∂XA

∂t
=

∂

∂x

(
[(XB +XC)DA +XADC ]

∂XA

∂x

)
− ∂

∂x

(
XA(0−DC)

∂XB

∂x

)
(B.32)

∂XB

∂t
=

∂

∂x

(
[0 +XBDC ]

∂XB

∂x

)
− ∂

∂x

(
XB(DA −DC)

∂XA

∂x

)
(B.33)

If we make the approximation DC = DA:

∂XA

∂t
= DA

∂

∂x

(
[(XB +XC) +XA]

∂XA

∂x

)
+DA

∂

∂x

(
XA

∂XB

∂x

)
(B.34)

∂XB

∂t
=

∂

∂x

(
[XBDA]

∂XB

∂x

)
− 0 (B.35)

Simplifying,

∂XA

∂t
= DA

∂

∂x

(
1 ∗ ∂XA

∂x

)
+DA

∂

∂x

(
XA

∂XB

∂x

)
(B.36)

∂XB

∂t
= DA

∂

∂x

(
XB

∂XB

∂x

)
(B.37)

B.1.3 Case 3: Simplifications in Ternary diffusion

(For problem A-Ni, B-Hf, C-Ti)

If CB is assumed to be constant, =⇒ XB is constant, then:

∂XA

∂t
=

∂

∂x

(
[(XB +XC)DA +XADC ]

∂XA

∂x

)
(B.38)

0 = 0− ∂

∂x

(
XB(DA −DC)

∂XA

∂x

)
=⇒ ∂2XA

∂x2
= 0 (B.39)
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Simplifying both equations:

∂XA

∂t
=

∂

∂x

(
[(XC)DA +XADC ]

∂XA

∂x

)
(B.40)

Again, simplifying:

∂XA

∂t
=

∂

∂x

(
D̃
∂XA

∂x

)
; D̃ = [(XC)DA +XADC ] (B.41)

This is the simplified diffusion equation for ternary alloys with A=Hf, C=Ti and B-Ni.
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APPENDIX C

ESTIMATION OF PRECIPITATE STIFFNESS THROUGH UNCERTAINTY ANALYSIS

C.1 Introduction

It is a common difficulty in micromechanics that the material properties at the micro-level are

an unknown. In the micromechanical modeling of NiTiHf SMAs, this includes the material pa-

rameters of the matrix and precipitates. However, after making the assumption that the matrix

is behaving with similar properties to the solutionized SMA, most of the properties in the matrix

were resolved. Other than the composition dependent properties such as transformation temper-

atures and strain, properties such as stiffness and phase diagram slopes were obtained with this

assumption. Nevertheless, for the precipitate which is assumed to behave as elastic, the stiffness

properties must still be determined. In this section, the stiffness property of the precipitate were

determined from austenite stiffness of the precipitated material through micromechanics evalua-

tions. The methodology also accounting for the uncertainty from the experimental measurements.

A detailed discussion for the stiffness estimation summarized in section 2.6.3 is presented.

C.2 Effective stiffness estimation accounting for uncertainty

The micromechanical model presented in Chapter 4 can be used to model the effective austenite

stiffness of the material. At high temperatures, the material can be modeled as an elastic compos-

ite, since the matrix will be austenite everywhere. The stiffness of the precipitate phase can be

calculated through an inverse calculation comparing the micromechanical model with the effec-

tive stiffness measurements. In order for this inverse estimation to be accurate, accounting for the

measurement errors, this should be carried out with uncertainty propagation.

In figure C.1, a schematic representation of the problem is described with a schematic of the

RVE loaded with involved parameters. Details of the uncertainty in each of the parameters are dis-

cussed here. The matrix stiffness is assumed to be the same as the solutionized material (ESHT ),

which has measurement uncertainty from sample-sample variation. Hence, the matrix stiffness
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(ESHT ) is described with a Gaussian distribution with mean and standard deviation from the mea-

surements. As the precipitate stiffness is an unknown, it is varied for the estimation. The effective

stiffness to which the micromechanical model is compared also has associated uncertainty from

sample-sample variation. A Gaussian distribution is used to describe the effective stiffness, with

mean and standard deviation estimated from the measurements. Table C.1 summarizes the mea-

surement uncertainty in the values of solutionized stiffness, and the three heat treated material

stiffness values.

Figure C.1: The schematics showing the RVE problem with respective parameters. The sample-
sample variation is accounted for, assuming likelihood distribution for the value. The unknown
precipitate stiffness is varied in the model.

Table C.1: Austenite phase stiffness values for different heat treatments in Ni50.3Ti29.7Hf20[A] and
their estimated values from the finite element micromechanical model.

Material Experimental Young’s Value from
aging modulus (GPa) EP estimation (GPa)

Solutionized 79.6± 2.4 -
550◦C for 10 h 80.8± 1.8 80.6± 2.1
600◦C for 10 h 82.2± 2.7 80.8± 2.1
650◦C for 10 h 84.4± 4.1 81.3± 2.0
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In summarizing the uncertainties to be accounted for in the estimation of the precipitate stiff-

ness, they are the following.

• The uncertainty in the matrix stiffness and its propagation in the modeling.

• The uncertainty in the effective stiffness reflected by the precipitate stiffness.

The likelihood of the precipitate stiffness is the combined effect of the two factors described above.

First, the effect of propagation of uncertainty from matrix stiffness on the precipitate stiffness

is examined. Figure C.2 shows the uncertainty in the predictions from the micromechanical model

for varying values of precipitate stiffness (EP ), if the matrix stiffness is taken as a likelihood

distribution. Here the sample Ni50.3Ti29.7Hf20[A] heat treated at 550◦C for 10 h is considered for

study and the effective stiffness is denoted as E550. It can be seen that the prediction from the

model has a mean value with a likelihood distribution along the y-axis. Now, if the likelihood of

EP for a fixed effective stiffness (for instance, = 80 GPa) is estimated, it will generate a likelihood

distribution with maximum probability at the mean value (denoted as: L(EP |E550)).

From the second factor, the measured effective stiffness E550 is not a fixed value, but a likeli-

hood distribution ((EAg)) accounting for measurement error and sample to sample variation. The

effect of E550 distribution is accounted for by weighted integration of L (EP |EAg) with weights

equal to (EAg), which is summarized as follows:

L (EP |Ag) =

∫ ∞
−∞
L (EP |EAg)L (EAg) dEAg, (C.1)

where, EAg represents the specific heating treatment and L (EAg) is the likelihood of the EAg

from multiple experiments and samples.

In the current modeling, the precipitate stiffness is assumed to be constant with heat treatment.

In that case, the effective stiffness should be estimated as a cumulative effect from different heat

treatments. Thus, the estimation should follow the following steps:

• The likelihood distribution of precipitate stiffness is obtained for individual heat treatment.
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(a) (b)

Figure C.2: Figures showing the uncertainty propagation in the micromechanical model for ef-
fective stiffness solution: (a) shows the likelihood of precipitate stiffness for fixed effective value
and (b) shows the estimation of precipitate stiffness considering the likelihood of effective stiffness
with uncertainty.

• The overall likelihood of the precipitate stiffness is obtained from the heat treatment cases,

taking the product of the likelihood distributions.

With the likelihood of precipitate stiffness from the individual aging conditions, the effective

likelihood function L(EP ) is determined to be the product of likelihood functions. This is summa-

rized in the following equation:

L(EP ) =
∏

Ag=1,2,3

L (EP |Ag) , (C.2)

where Ag = 1, 2, 3 represents the three aging conditions corresponding to 550◦C, 600◦C and

650◦C respectively, and EAg corresponds to the austenite stiffness of the aged SMA. The analysis

gives EP to be 95 ± 26 GPa based on the maximum likelihood estimation (MLE). Table C.1 also

compares the estimations from MLE with the experimental measurements.

Studying figure C.2 (a), several observations can be made about the uncertainty in the precip-

itate stiffness. It is apparent that the confidence interval in the precipitate stiffness for fixed value

of E550 increases along the y-axis from 75 GPa to 85 GPa. This follows from the micromechanics
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in the effective stiffness. If the effective stiffness is less than that of matrix stiffness (≈ 80 GPa), it

would mean softer stiffness in the precipitates. The bound for the stiffness in the precipitate would

then be [0 ≈80) GPa, where the lower value corresponds to the void stiffness and the upper value

corresponds to the matrix stiffness. However, if the effective stiffness is higher than that of matrix

stiffness, this would mean a stiffer precipitate phase. In that case the bound for the stiffness would

be (≈80 ∞) GPa, where the lower value corresponds to the matrix stiffness and the upper value

is ∞ as any value higher than the matrix stiffness can make the material stiffer. The difference

in the ranges is reflected in the uncertainty in the estimations for larger value and higher stiffness.

Corresponding to the tight limit, whenever the effective stiffness is lower than the matrix, the pre-

cipitate stiffness can be estimated with tight confidence intervals. In higher effective stiffness, the

precipitate stiffness estimation will have higher uncertainty, as a result of the large range.
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APPENDIX D

DESCRIPTION OF STRAIN DISTRIBUTION IN RVE REALIZATIONS

In order to derive the strain response statistics from Representative Volume Elements (RVEs),

the individual RVE responses were described with respect to their ensemble average behavior. In

this section, details on the reasoning for describing the particular RVE behavior through pertur-

bations from the ensemble average behavior are presented, using the micromechanics problem of

RVEs with precipitates. Although the images used in this section are based on 2D, the reasoning is

the same as in the case of 3D RVEs. The current work focuses on the effective strain behavior from

the RVEs. However, the process should be similar for any other behavior modeled using RVEs.

Fig.D.1(a) shows the schematic of a precipitated RVE loaded with uni-axial tension. When

this RVE models only a finite number of randomly oriented particles, the behavior of the material

described in the RVE is not isotropic but anisotropic. When this RVE is solved in different orienta-

tions, the resultant strain produced can be different. In Fig.D.1(b), a polar plot is used to represent

the normalized strain this RVE may produce for the loading along different 2D orientations. The

radius along a specific orientation represents the magnitude along that orientation.

(a) (b)

Figure D.1: Schematics showing the problem of single RVE with uniaxial loading. (a) the RVE
with loading (b) polar plot showing the normalized effective strain.
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Next, the ensemble average behavior of these RVEs is examined. As the precipitates are chosen

randomly, there are no preferred orientations in these RVEs. Hence, the ensemble average behavior

can be assumed to be isotropic, with the same magnitude of effective strain for loading in any

direction. Fig.D.2 shows a schematic of the isotropic ensemble average behavior of the RVEs,

which is a circle or sphere with equal magnitude in all orientations. Taking the average behavior

as the reference for describing the individual RVE behavior, the individual RVE strain magnitudes

are described as a ratio to the average value.

Figure D.2: Schematics showing the ensemble average behavior of RVEs in a polar plot.

All the perturbations that can happen to the average behavior to simulate the individual RVE

should be considered. This might include an increase/decrease of magnitude equally along all

orientations, which can be referred to as an isotropic perturbation. Fig.D.3 (a) shows a schematic

of the isotropic perturbation from the average behavior. The change due to isotropic perturbation

can be quantified as magnitude multiplied by (1 + δ), where δ is a distribution with mean of zero.

The isotropic perturbation captures the uniform increase of magnitude along all orientations.

The isotropic perturbation alone is not sufficient, as the anisotropy in the RVE has not been

captured. Hence, an anisotropic perturbation from the average isotropic behavior is introduced.

Fig.D.3(b) compares the modified effective behavior with an anisotropic perturbation. Here, only

the perturbation in 11-direction is considered. Anisotropic perturbation in the effective strain can
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be modeled by multiplying with a factor of (1 + zij) on the compliance matrix of the RVE, where

zij are perturbations with mean equals zero.

In addition to the anisotropic perturbation, a rotation may also be needed to capture the orien-

tation differences between the coordinates. The material coordinates might be oriented differently

compared to coordinates in the anisotropic perturbations. Thus, through a rotation, the random

orientation of anisotropy in the RVE can be captured. In Fig. D.3(c), the rotation on the perturbed

behavior is shown. This rotation enables to include all RVEs with the same anisotropy but differ-

ent orientations in the statistics analysis. It should be noted that if the principal strain matrix is

perturbed by multiplying with (1 + zij), the shear components will not be captured, as they are

zero. However, the rotation of the principal strain matrix will capture the shear.

Using the two types of perturbations and rotations together, the individual RVE behavior can

be assumed to be captured. This concept is summarized in Fig. D.4. In Fig. D.5, two individ-

ual RVE behaviors obtained through the three-step process are compared to the isotropic average

response. The two cases shown have smaller and higher radial magnitude compared to the aver-

age response. Also, they have differences in their anisotropy and are rotated in different directions.

These comparisons show the extent of behaviors that can be described in the presented perturbation

theory.
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(a) (b)

(c)

Figure D.3: Schematics showing (a) isotropic perturbation, (b) anisotropic perturbation and (c)
rotation of the perturbed behavior with respect to the average behavior. The solid line is used for
the behavior before perturbation, and the dotted line for the behavior after the perturbation.

Figure D.4: Schematics showing the two perturbations and rotation defining the behavior of the
individual RVE.
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Figure D.5: Schematics of individual RVE behaviors compared to the isotropic average behavior.
The individual RVE behaviors are shown with dotted lines.
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APPENDIX E

DETAILS OF ARTIFICIAL NEURAL NETWORK MODEL FOR SMA RESPONSE

E.1 Weights and biases in the neural network model

Figure E.1: Neural network architecture for modeling SMA actuation response.

Input and output normalization

The inputs and the outputs in the neural network model are normalized by mapping minimum

and maximum values to [-1 1]. The normalization function is given by the following equation:

y =
(ymax − ymin)(x− xmin)

(xmax − xmin)
+ ymin, (E.1)

where, x is the input variable and y is the normalized value, xmax and xmin are the maximum and

minimum values of the data used in the training, and ymax and ymin are the target maximum and

minimum values, which in this case are taken to be 1 and −1 respectively. The following table

summarizes the minimum and maximum value for the input and target. The input to the neural

network is a column matrix following the same order shown in the table. In order to get the actual

value from the normalized value, a reverse transformation is performed, which is given by the

inverse equation of equation E.1 given as the following:

x =
(y − ymin)(xmax − xmin)

(ymax − ymin)
+ xmin. (E.2)
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Table E.1: Input and output for the ML model

Parameter xmin xmax
Input
σzz 43.0000 393.0000
εzz(T ) -0.1043 3.8275
T 80.0000 195.0000
Sign(∆T ) -1.0000 1.0000
Target
exp(10 ∗ dεzz(T,σzz)dT ) 0.0413 1.0650

Hidden Layer 1 parameters

The equation of the Hidden Layer 1 is the following:

H1 = tansig ([w] ∗ Input + [b]) , (E.3)

where the tansig is a hyperbolic tangent sigmoid transfer function or hyperbolic tangent function

given by the following equation (equation E.4):

tansig(x) =
2

(1 + exp(−2x))
− 1 (E.4)

The weights [w] and biases [b] in equation E.3 are defined by the following matrices:

[
w

]
=



−0.2021 1.5268 0.6701 0.1691

0.5578 0.3051 −1.1083 −0.0071

0.1194 −1.2973 0.2836 −0.4568

−0.7240 0.6657 −1.6536 −0.0321

−0.6550 1.8522 0.6516 2.2017

1.0144 0.2214 1.3141 0.7210


[
b

]
=



−1.0815

0.7229

−0.3915

−0.6939

1.6228

2.2853
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Hidden Layer 2 parameters

The equation of the Hidden Layer 2 follows:

H2 = tansig ([w] ∗ H1 + [b]) , (E.5)

where the tansig follows equation E.4, and weights [w] and biases [b] given in the following matri-

ces:

[
w

]
=



0.0844 0.7067 −0.3732 −0.8597 −1.1867 −0.8299

0.1463 −1.6497 −2.2026 −1.1570 −0.7605 1.5479

−0.2723 1.6385 −1.4868 2.3816 −1.2083 1.1984

0.1212 1.1463 −0.9947 0.1601 −1.1288 −1.7626

−1.1706 −1.3779 3.3846 −0.8548 −0.0335 −1.5071

−0.5717 1.9129 −0.0364 −1.1046 −1.8124 0.9991


[
b

]
=



−1.8227

−1.5151

0.3379

−0.6379

−2.0530

−1.9297


Hidden Layer 3 parameters

The equation of the Hidden Layer 3 follows:

H3 = tansig ([w] ∗ H2 + [b]) , (E.6)

where the tansig follows equation E.4, and weights [w] and biases [b] given in the following matri-

ces:

[
w

]
=



−0.2829 0.9268 1.0115 −0.8684 0.4009 −0.6485

0.5884 −1.1177 0.8139 −1.1498 −1.7354 1.0300

0.9664 −0.3711 −0.5597 1.0517 −0.1145 0.8905

1.0864 0.1691 0.0475 −1.0652 −1.2324 −0.3705

−0.9072 −1.4208 −1.9061 0.8620 1.8428 −0.6094

0.6215 −0.1965 2.2827 0.8882 1.5640 2.9501


[
b

]
=



1.8301

−1.1650

−0.3231

−0.2385

−1.9373

−2.3321
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Hidden Layer 4 parameters

The equation of the Hidden Layer 4 follows:

H4 = tansig ([w] ∗ H3 + [b]) , (E.7)

where the tansig follows equation E.4, and weights [w] and biases [b] given in the following matri-

ces:

[
w

]
=



0.9888 −1.4559 0.1577 1.5692 −2.2115 0.5138

0.1378 1.8843 0.9027 1.0502 −0.3496 −0.6959

0.1677 1.0720 0.6189 −1.6078 2.2571 −1.4248

−0.8514 0.8315 0.6170 0.9836 −0.3636 1.2126

−0.0236 1.4341 0.0302 −1.4513 1.0824 −1.3539

−1.0606 −0.9529 1.0411 0.1185 0.4651 0.7543


[
b

]
=



−1.6158

−1.6710

0.5499

−0.4499

1.1102

−2.0891


Output Layer parameters

The equation of the Output Layer follows:

Output = ([w] ∗ H4 + [b]) , (E.8)

where weights [w] and biases [b] given in the following matrices:

[
w

]
=
[

0.5475 0.0839 0.4659 −0.8835 1.1739 1.1398

] [
b

]
=
[

0.1437

]
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