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ABSTRACT

The field of nuclear physics relies heavily on the innovation of detectors. Development of a

next-generation fast-neutron detector with high position and timing resolution is essential for the

advancement of nuclear science and applications. In particular, new neutron detection technologies

may improve the regulation of dangerous materials such as highly enriched uranium (HEU) and

weapons-grade plutonium (WGPu). Current generation portal monitors have limited sensitivity

and usually do not utilize advantages that come with position sensitivity. Also, since the existing

systems are normally based on the detection of thermal neutrons, active interrogation techniques

with low energy neutron beams cannot be implemented. They also rely on increasingly expensive

and rare 3He . By designing a highly-segmented array of organic scintillators, we posit that we

can overcome the limitations of the current-generation detectors as well as accurately and quickly

identify these hard to detect fissile materials. Simulations and analyses were conducted as a proof-

of-principle investigation to test the viability of this next-generation neutron detector.

Another innovation is the development of a detector apparatus that allows for the study of sub-

Coulomb α-transfer reactions, the Texas CsI Array for Astrophysical Measurements (TexCAAM).

TexCAAM has been constructed in efforts to bring sub-Coulomb α-transfer reaction study capa-

bilities through γ-ray spectroscopy to the Cyclotron Institute at Texas A&M University using ra-

dioactive ion beams. The development of this array has opened the possibilities to study questions

such as the reaction rates of the hot-pp chain. This particular study may influence our understand-

ing of the early universe and how the first generation of stars evolved, producing the necessary

elements to create the current universal landscape and provide us with the elemental cradle of life.

The full development of TexCAAM has provided the capabilities to study such reactions, among

others.
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1. INTRODUCTION

The field of nuclear physics started with the discovery of radioactivity by Henri Becquerel

in 1896. The possibilities of the nucleus were almost immediately realized with scientists such as

Frederick Soddy, saying that it could change the world or transform the whole world into a "smiling

Garden of Eden" [18]. As early as 1914, nuclear power was brought to science fiction writing, and

the public’s eye, in H.G. Well’s book The World Set Free. In the past century, radioactivity has

had its place in every household from uranium glass dinnerware to smoke detectors. The immense

power of the nucleus has led to the development of nuclear reactors that can power energy grids or

power vessels like aircraft carriers and submarines. In 1957, Ford even made a concept car called

the Ford Nucleon that was fueled by uranium, however, it was never realized due to the immense

cost of it.

Over the past century, our knowledge of nuclear physics has made giant leaps. Facilities such

as the Cyclotron Institute at Texas A&M University have allowed us to probe fundamental ques-

tions about radioactive nuclei and enlighten our understanding of the universe, whether it’s the

fundamental properties of the nucleus or how the universe came to be through nucleosynthesis

and similar processes. In the process, complex and novel radiation detectors have been developed,

and continue to be developed, to answer the evolving questions of the nucleus. Detectors such

as TexCAAM, the Texas CsI Array for Astrophysical Measurements, and the novel fast neutron

detector TexNeut are among those detectors that will allow for novel discoveries and further push

our understanding of nuclear physics as a whole.

1.1 Fundamentals of Nuclear Physics

Nuclear physics revolves around radioactive decay, where a parent nucleus decays into a daugh-

ter nucleus, usually via α, β, or γ decay or fission. The daughter nucleus, which can be the same

isotope as the parent nucleus, can further decay via nucleon emission or any of the other decay

methods. Our understanding of the properties of both the parent and daughter nuclei can be probed
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by detecting the decay products.

1.1.1 Excited states and the Nuclear Shell Model

Nuclear excited states are the basis of nuclear physics. As we can have excited electrons in an

atom, we can have excited nucleons in a nucleus. Excited states in the nucleus occur when energy

is added to the nuclear core, in the form of rotation or vibrations, or when an individual nucleon

is moved to a higher energy state. Excited states are determined by quantum mechanics and are

characterized by a state’s angular momentum, parity, and isospin. Commonly, states are denoted in

the Jπ notation, referred to as spin and parity, such as a 0+ or 2+ state. The shell model describes

the structure of the nucleus as shells, where nucleons fill in a specific order according to the Pauli

Principle.

Similar to in chemistry, the nucleons sequentially fill orbitals denoted as s,p,d,f,g,h,i, and j

(l=0,1,2,3,4,5,6). The occupation number, given by the Pauli principle, is (2j+1) which arises

from the degeneracy of the total angular momentum quantum number (mj). Shell closures, or

magic numbers, appear when shells are completely filled which creates gaps between the shells

(labeled in Figure 1.1). The original nuclear shell model potential was based on a combination of

an infinite well and a harmonic oscillator. However, this did not reproduce the shell closures that

were found experimentally. Instead, multiple terms have been added as corrections to the potential.

By including a spin-orbit potential, the second term, and a Coulomb potential, the third term, shells

are accurately reconstructed using the Woods-Saxon potential [19]:

V (r) =
−V0

1 + exp[(r −R)/a]
+ Vso

dfSO(r)

rdr
l · s+ VC(r) (1.1)

with V0 being the well depth that is determined by the separation energies, R=1.25A1/3 f m (mean

radius), a being the diffuseness, Vso being the spin-orbit potential, l being the angular momentum,s

being the spin, and VC is the Coulomb potential. The spin-orbit fermi shape, fSO(r), is defined as:

fSO(r) =
1

1 + exp[(r −RSO)/aSO]
(1.2)
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The Coulomb term, VC , is defined as:

VC(r) =
Ze2

r
for r ≥ RC (1.3)

or

VC(r) =
Ze2

r

[3
2
− r2

2R2
C

]
for r < RC (1.4)
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Figure 1.1: The Woods-Saxon potential for both protons and neutrons. A few shells are also
depicted to show how the nucleons are filled in each of the levels. The shell closures, or magic
numbers, are shown in the gaps between the shells.

Accordingly, the Woods-Saxon potential is different for protons and neutrons. The proton

potential well is shifted up and will observe the effect of Coulomb repulsion (Figure 1.1). However,
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both neutrons and protons observe the same shell structures and fill the same way.

1.1.2 α Decay

The Coulomb force grows as Z2, therefore as we look at heavier nuclei we see a stronger

Coulomb repulsion effect. As the nuclear binding energy grows proportional to A, we see a point

in which the Coulomb repulsion energy overcomes the nuclear binding energy. When this occurs

we may observe spontaneous α emission. Since an α particle is tightly bound, very stable, and

has a low mass, heavier nuclei tend to decay by emitting α particles with large amounts of kinetic

energy (typically around 5 MeV to 10 MeV). Residual daughter nuclei are often themselves α or

β radioactive [19].

Spontaneous α emission can occur when the α Q-value (Qα) is greater than zero. Qα is defined

as the difference between the binding energies for the parent, daughter, and α nuclei:

Qα = B(N − 2, Z − 2) +B(2, 2)−B(N,Z) (1.5)

where B(2,2) is 28.296 MeV. Qα generally becomes positive above Z∼ 50.

1.1.3 β Decay

β decay can take one of three forms: β−-decay, β+-decay, and electron capture (ε). During

beta decay, a neutron (β−-decay) or a proton (β+-decay) is transformed into the other releasing

an electron or positron, respectively. For this to occur, one of the quarks in the nucleon changes

flavor, emitting a W boson which leads to the creation of the electron or positron. In each case,

an electron neutrino or antineutrino is released to conserve lepton number and subsequently take

a part of the kinetic energy from the reaction resulting in β particles having a continuous energy

distribution instead of discrete energy.

Unlike the traditional β-decay methods, electron capture (ε) can occur when an inner atomic

electron is captured by a proton. The proton then transforms into a neutron and the process releases

a neutrino. ε is allowed where β+-decay is energetically allowed and is a competing decay method

in these situations. However, ε is also allowed in proton-rich nuclei where there is not enough
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energy for β+-decay to occur. β+ decay is energetically allowed when the mass excess of the

parent nucleus is greater than that of the daughter nucleus by more than 2mec
2 (two electron rest

masses).

For the traditional β decays, β−-decay, and β+-decay, two types of transitions are allowed:

Fermi decay and Gamow-Teller decay. The process selection is determined by the spins of the

electrons and neutrinos. The electron and neutrino both have spins of 1
2

and can spin parallel or

anti-parallel to one another. If the spins are anti-parallel (Fermi decay) then the nuclear spin cannot

be changed. If the spins are parallel (Gamow-Teller) then the nuclear spin can remain the same

or change by 1. However, transitions from a 0 spin state to another 0 spin state are purely Fermi

decay as Gamow-Teller transitions must carry a unit of angular momentum. In either case, a parity

change does not occur for allowed β decay. Larger isospin changes, as well as parity changes, can

occur under “forbidden" β decays (Table 1.1).

Transition L ∆I ∆π

Fermi 0 0 0

Gamow-Teller 0 0,1 0

First-Forbidden 1 0,1,2 1

Second-Forbidden 2 2,3 0

Third-Forbidden 3 3,4 1

Fourth-Forbidden 4 4,5 0

Table 1.1: β-decay selection rules in terms of L, angular momentum, ∆I, change in isospin, and
∆π, change in parity. This table is adapted from the β-decay selection rules table found in [15].
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1.1.4 γ Decay

Unlike the previous decay methods, γ decay occurs when the parent and the daughter nucleus

are the same. During γ decay the nucleus doesn’t undergo a change to the number of neutrons and

protons that are in it, but rather the nucleus deexcites and emits a γ ray. γ decay may occur after

another decay or after a reaction takes place, leaving the nucleus in an excited state.

During γ decay, the γ ray carries away at least one unit of angular momentum from the nucleus.

The γ ray can also cause a parity change during the decay. This is determined by the multipolarity

of the γ ray. The parity change for electric multipoles goes as (−1)l and for magnetic multipoles,

it goes as (−1)l−1. Table 1.2 shows the multipolarity, the angular momentum, and the change of

parity for five magnetic and five electric multipolarities.

Multipolarity Angular Parity Multipolarity Angular Parity

(Magnetic) Momentum (l) Change (Electric) Momentum (l) Change

M1 1 No E1 1 Yes

M2 2 Yes E2 2 No

M3 3 No E3 3 Yes

M4 4 Yes E4 4 No

M5 5 No E5 5 Yes

Table 1.2: A table displaying the correlation between parity change and angular momentum for
various magnetic and electric multipolarities. As a nucleus γ decays the γ ray carries a non-
zero amount of angular momentum with it. The quanta for angular momentum, along with the
multipolarity, determine the parity difference between the initial and final states.

1.1.4.1 Pair Production

γ rays of energies above 1022 keV can undergo pair production where the photon can spon-

taneously produce an electron and positron pair. 1022 keV is the minimum energy required to
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produce a 511 keV electron and a 511 keV positron, where 511 keV is the rest energy of an elec-

tron. However, it is important to understand the energy ranges of the detection processes that occur

for γ-ray spectroscopy. The photoelectric effect, or the complete absorption of a γ ray in a ma-

terial such as a detector, is the primary detection mode at energies below 0.1 MeV. Above that

energy and below 2.5 MeV the detection mode is split between photoelectric effect and Compton

scattering. Compton scattering is an inelastic scattering on a charged particle where the photon

loses some of its energy. Generally in this region a photon will Compton scatter until the energy

is sufficiently low in order to undergo photoelectric effect. Above 2.5 MeV (2.5 MeV for large Z

such as U or Pb) Compton scattering is accompanied by pair production. As the photon produces

the electron-positron pair the remaining energy above 1.022 MeV is split between the two products

as kinetic energy.

1.1.5 Spontaneous and Induced Fission

Fission is a product of binding energy, as a nucleus becomes heavier the binding energy per

nucleon is less favorable than if the nucleus split into two fragments. These two fragments will be

more tightly bound systems than the original nucleus and energy will be released in the process.

The release of energy is favorable in many applied scenarios such as fission reactors. In order for

the fission process to occur, the Coulomb barrier has to be overcome, which requires an amount

of energy known as the activation energy or fission barrier (Figure 1.2). The two types of fission

processes are spontaneous and induced fission. Spontaneous fission is when the fission process

competes with other decay modes, making it a major decay type for a specific nucleus. Fission

will occur naturally at a rate determined by effects from non-spherical structures. The deformed

liquid drop model is used to estimate the non-spherical nature of a heavy nucleus prior to fission.

A ‘fissility parameter’, x, is defined to determine the favorability condition for fission to occurr

[20]

x =
Z2/A

(Z2/A)crit
≈ Z2

50A
(1.6)
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Very accurate nucleus deformation calculations have been done with up to 2.6 million grid

points to accurately estimate elongation, mass asymmetry, neck and fragment deformations, as

well as mathematical features such as saddle points and valleys [21]. Spontaneous fission becomes

a more favorable decay mode in nuclei that are A >∼ 230 [20, 1].

Activation Energy

Separation Distance

En
er

gy

Figure 1.2: A plot showing the necessary activation energy to excite a nucleus (specifically 238U
for this case) above the Coulomb barrier so that fission can occur. This figure was reproduced from
one found in [1].

Induced fission is the second type of fission mode. Induced fission is when a heavy nucleus is

granted the energy needed to overcome the Coulomb barrier. These nuclei don’t undergo sponta-

neous fission alone or their spontaneously fissioning decay branch is very small. One example is

235U where fission can easily be induced by introducing a neutron. This neutron may come from

a neutron generator or a neighboring decay. In fact, neutron emission in certain heavy elements

can fuel induced fission in neighboring nuclei. When a mass of this heavy element can sustain
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continuous fission, this is called critical. If the rate of fission is uncontrolled, or the fission process

grows exponentially, then it is considered supercritical. In criticality studies, the effective neutron

multiplication factor (keff ) is used to denote the criticality of a system. If keff < 1 the system is

considered subcritical, if keff = 1 the system is considered critical, and if keff > 1 the system is

considered supercritical. The quantity keff is just the average number of neutrons that cause new

fission events. For the case of inducing fission in 235U, the 235U will capture the neutron and be-

come 236U for a very short time before it fissions. This is important when considering safeguards,

which will be mentioned later. 235U is difficult to detect because it won’t decay on its own, however

inducing fission makes it much easier to detect. In the quantities being sought the system cannot

enter the critical or supercritical states during the fission-inducing process.

1.2 Radiation Detection

In order to study the nucleus, one must detect and infer from the products of a nuclear reaction.

An early example is Ernest Rutherford’s gold-foil experiment where an α-particle emitter was

used to determine the scattering angles on a gold foil. From this experiment, Rutherford developed

his model of the atom, where a tightly formed nucleus is surrounded by a large area of orbiting

electrons.

Scintillators, as well as semiconductor detectors, make up the majority of current detectors

used. The detector chosen is dependent on the type of radiation being detected as well as detection

efficiency and energy resolution. Energy resolution is a product of drift in operating characteristics

of the detector and data acquisition, random noise in the detector and data acquisition, and statisti-

cal noise. Statistical noise is a property of the detector chosen as it derives from the generation of

discrete charge carriers during interactions with the detector. Detection efficiency is also a prop-

erty of the chosen detector. Efficiency, for interactions such as γ-ray spectroscopy and neutron

detection, is usually substantially lower than 100% as neutral radiation must undergo significant

interactions to deposit their energies. As a product, these particles can partially interact or not

interact at all before leaving the detector array.
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1.2.1 γ-ray Detection

As mentioned in section 1.1.4.1, the energy of a γ ray directly affects the process in which it is

detected. There are a few modes of γ-ray detection: the Photoelectric effect, Compton scattering,

and Pair Production (which was described in section 1.1.4.1).

1.2.1.1 Photoelectric Effect

The first mode of γ-ray detection is the photoelectric effect and it is the dominant mode at

extremely low energies (< 100 keV ). In this process, a γ ray is directly absorbed by the detection

medium. Particularly, the γ ray will produce a photoelectron by converting all of its energy to

electron kinetic energy. The energy of the photoelectron will be equal to the energy of the γ-ray

energy (minus a small activation energy, on the order of 1 eV). The energy of this photoelectron

is measured by charged-particle detectors, such as HPGe or scintillators, providing information on

the initial energy of the γ ray.

1.2.1.2 Compton Scattering

Another process is dominant above the photoelectric effect energies up to about 2.5 MeV (Z

dependent). This is the Compton Scattering mode. A photon will scatter off of an electron in

the detection medium. The angle of scattering determines the amount of energy transferred to

the electron. Since all possible angles can be observed, we observe a continuum of energies (i.e.

the Compton continuum) behind the photopeak. This occurs up to a maximum energy (i.e. the

Compton edge) where the angle of the scattering is maximum (π). A γ ray may observe multiple

Compton scatters in the detector volume, losing more and more energy each time it scatters. The

γ-ray energy may reduce to the point where the photoelectric effect will become dominant again.

1.2.1.3 CsI(Tl) as a γ-ray Spectrometer

Two popular choices for γ-ray detection are CsI and high-purity germanium (HPGe), among

others. CsI, or CsI(Tl) (thallium doped CsI), is a scintillator detector that γ rays can propagate

through, interact with, excite electrons, and transfer a fraction or all of the energy to the electron.
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The electrons will lose energy as they propagate through the crystal and a small fraction of this

energy will be converted to visible light through a complex multi-step mechanism which involves

luminescence. The thallium doping in the CsI crystal improves the luminescence at room temper-

atures, shifts the wavelength of the emitted photons, and in turn, improves the detection efficiency.

Generally, the scintillator will be wrapped in a reflective foil that will direct the photons from the

fluorescence back into the crystal at the surfaces. The photons are then directed to the semiconduc-

tor photodiode that will collect the light and produce a voltage signal which can be read out. CsI,

as a scintillator, is also sensitive to other forms of radiation such as electrons and other charged par-

ticles. The characteristics of CsI(Tl) as a γ-ray spectrometer will be probed further in the sections

below.

1.2.1.4 Escape Peaks

Escape peaks are a phenomenon that is a direct result of pair production, as described in section

1.1.4.1. The positron will annihilate creating two photons that can be detected. However, these

photons can go undetected resulting in an energy deposition equal to the photopeak energy minus

the rest mass of an electron (if only one photon is lost). If both are lost, an energy deposition equal

to the photopeak minus the rest mass of two electrons can be observed. If one is lost it is referred

to as an escape peak, and if two, a double escape peak. In some cases, escape peak information

can be utilized to probe photopeak information to determine values such as γ-ray intensities [22].

1.2.2 Neutron Detection via Scintillation Detectors

There are two types of neutron detection modes. The first is thermal neutron detection, which

uses thermalized neutrons, and the second is fast neutron detection.

1.2.2.1 Thermal Neutron Detection

Thermal neutron detection relies heavily on the thermalization of neutrons to make them de-

tectable. Generally, a neutron moderator can be used to induce a series of scatterings that allow

the neutron to lose its energy. Once the neutron is of sufficiently low energy, the neutron capture

cross-section for reactions such as 3He(n,p) will be large enough to efficiently detect the neutrons.

11



As described in section 2.1, the international supply of 3He is limited and the production of such

detectors is increasingly difficult. Multiple thermal neutron detector types exist, however for the

scope of this work 3He detection methods will be described.

As a thermal, or slow, neutron enters the 3He the gas will absorb the neutron. The neutron

capture in 3He produces a proton (3He(n,p)) which is typically measured using proportional counter

techniques. The thermal neutron capture cross-section for the 3He(n,p) may be up to 5330 barns

[23].

1.2.2.2 Fast Neutron Detection

Fast neutron detection relies on neutron scattering in a medium such as an organic scintillator.

Fast neutrons have a large cross-section for scattering on hydrogen and a slightly lower cross-

section for scattering off of carbon. Naturally, hydrocarbon (or organic) scintillators are used to

detect these fast neutrons. Fast neutrons can elastically scatter off of the hydrogen and can deposit

all of its energy into the recoiling hydrogen atom. This produces an excitation in the hydrocarbon

molecule that produces fluorescence. The photons produced during the excitation of the hydrocar-

bon permeate through the crystal, oftentimes redirected on the surface of the crystal using specular

film. The photons are directed to the light-collection device such as a photomultiplier tube (PMT)

or a silicon photomultiplier (SiPM).

Examples of organic scintillators used for fast-neutron detection are para-terphenyl (p-terphenyl)

and stilbene. P-terphenyl [C18H14] has a light output of about 20,000 ph/MeV and a decay time

of 14.1 ns [24]. P-terphenyl is especially interesting as it has a high light output and has great

pulse-shape discrimination (section 1.2.3.1).

1.2.2.3 Light Collection Photodiodes

The three types of light-collection devices used in this work are photomultiplier tubes (PMTs),

silicon photomultipliers (SiPMs), and Si PIN diodes. Photomultiplier tubes use an array of dyn-

odes to multiply the electrons produced when the photons interact with the photocathode, which

converts the photons to electrons. The electrons produced at the photocathode are focused, using
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focusing electrodes, to the start of the dynode array. In the dynodes the electrons deposit their

energy which can cause secondary electron emission, causing the re-emission of more than one

electron. The number of secondary electrons depends on the dynode potential and the number of

primary electrons hitting the dynode [23]. This process continues through an array of dynodes,

producing more secondary electrons at each of the dynodes. Eventually, the electrons are directed

to the anode, which produces a current when the electrons hit it. This current is then read out as

the signal.

Silicon photomultipliers are semiconductor photodetectors. A SiPM is a pixelated array of

avalanche photodiodes (APDs) and quenching resistors. The array of APDs is connected in par-

allel, needing only one anode and one cathode. The SiPM is biased such that the voltage on each

APD is above its breakdown voltage, which is called an overvoltage. Once the SiPM absorbs a

photon, the charge carrier triggers an avalanche in the APD. The avalanche can produce 105 to 106

charge carriers [25]. The quenching resistor then recovers the APD back to overvoltage, ready-

ing it for another detection. SiPMs offer a substantial decrease to the size of the photomultiplier,

with a size on the order of millimeters in length and width and around a millimeter in thickness.

SiPMs generally require reflow soldering onto a PCB which can be designed to minimize the nec-

essary clearance for the photodetector arrays, reducing the impact on the detector geometry when

compared to PMTs.

Relatively similar to SiPMs, silicon PIN diodes are often used because they are virtually in-

sensitive to magnetic fields and they have a very small footprint compared to PMTs [23]. Si PIN

diodes are conventional photodiodes instead of the avalanche photodiodes used in SiPMs. A PIN

diode is a p-n junction (p-type semiconductor coupled to an n-type semiconductor) intersected by

an intrinsic (i) semiconductor, hence the PIN diode naming. A photon can be detected by creating

electron-hole pairs inside of the intrinsic (depleted) region. The charges are collected at the bound-

aries and the current is recorded. For the CsI(Tl) detectors, the signal is processed by an on-board

preamplifier. PIN diodes, unlike SiPMs or PMTs, are unity gain devices and are therefore normally

used with the brightest of scintillators, such as CsI(Tl).
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1.2.3 Waveforms and Their Properties

Detectors are read out by observing a change in the current, such as an abundance of electrons

hitting an anode in the case of a PMT. This surge in current produces a voltage change which can

decay over time, the time depending on the detector. For the case of fast-neutron detection, a quick

rise and a short decay are observed. For TexCAAM, a γ-ray signal produces a relatively long decay

time (Figure 1.3).
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Figure 1.3: A typical CsI waveform after digitization through STRUCK.

The decay signature is unique to the interaction process. For example, a neutron scatting off of

a proton produces a slightly different decay signature than a photon being absorbed and exciting an

electron in some scintillator materials. The difference in these decay signatures can be exploited

to determine the particle of interaction, allowing for pulse-shape discrimination.
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1.2.3.1 Pulse-Shape Discrimination Techniques

There are various techniques to perform pulse-shape discrimination. PSD used to require novel

and complicated circuitry in order to separate the fine differences between the waveforms [26].

Fortunately, computers have made PSD easier and a lot more sophisticated. A simple PSD tech-

nique (Figure 1.5) shows neutron/γ separation in p-terphenyl using SiPMs. This technique simply

takes the amplitude of the signal and compares it to the ratio of the amplitude and the charge (the

integral of the waveform). Much more sophisticated techniques may be used to improve the PSD

band separation. One of these techniques utilizes machine learning to lower the PSD threshold and

lower the false-identification rate [27].

Figure 1.4: Two signals coming from SiPMs. One of the signals comes from a neutron interacting
in p-terphenyl (blue online) and the second comes from a photon interacting with the p-terphenyl
(red online). The slightly different waveform tails can be used to perform pulse shape discrimina-
tion.

The goodness of the PSD is defined in a quantity called the figure-of-merit (FOM). The FOM

is simply defined as
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Figure 1.5: A simple type of pulse shape discrimination that shows a neutron (bottom band) and
a γ-ray band (top band). This PSD was done with SiPMs and p-terphenyl. More advanced tech-
niques can be used to separate the two bands further. Band separation in synonymous with particle
identification confidence.

FOM =
Cγ − Cn

FWHMγ + FWHMn

(1.7)

where C refers to the centroid of the γ or neutron (n) bands and FWHM is the full-width at half

maximum of the bands.
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I THE SIMULATION OF A MODULAR NEXT-GENERATION

FAST NEUTRON DETECTOR FOR PORTAL MONITOR-
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17



2. BACKGROUND

2.1 Detection of Special Nuclear Materials

Special nuclear materials (SNM) such as 239Pu , the main component of weapons-grade plu-

tonium (WGPu), and 235U , the main component of highly-enriched uranium (HEU), present a

danger to the international community and should be strictly monitored. While WGPu emits a sig-

nificant amount of neutrons, making it easier to detect with current methods, HEU is challenging

since it has a low neutron emission rate and produces low-energy γ rays that can be easily shielded.

Even though detection of these materials is difficult, these SNMs can be identified using γ-ray and

neutron detection methods. A combination of the two methods is typically used since it allows

for lower detection of natural background radiation and the identification of radioactive materials

used in industrial and medical applications. However, the methods are not perfect and the false

alarm rates for γ rays is about 1 in 102 and for neutrons about 1 in 104 due to naturally occurring

radioactive materials and electronic noise or failures [28].

Current neutron portal monitoring techniques rely heavily on thermal neutron detectors, of

which many require 3He . 3He is used universally with applications in many different fields, but

it has a dwindling terrestrial supply [29]. 3He is solely produced via tritium decay and available

through only the USA and Russia. Production of 3He corresponds directly with the stockpile of

nuclear weapons as it is produced during the tritium cleaning process. As of 2010, the demand of

3He was approximately 65 m3 while the supply was approximately 20 m3 [30]. This means that

the current supply has become increasingly expensive and difficult to acquire [30, 31]. Due to this,

efforts to move away from 3He detectors have been an area of interest for more than a decade.

Thermal neutron detectors rely on moderating fast neutrons, which for SNMs generally average

energies of around 1 MeV, to detector them. However, moderation of such low-energy neutrons

can make them indistinguishable from ambient thermal neutrons. After moderation, these detectors

rely on counting techniques, which are not position sensitive, to identify a source by looking for

18



an increase in the total neutron flux. By detecting solely on a flux deviation, it doesn’t allow the

detectors to be sensitive to low-emission fissile materials [32, 33, 34]. These techniques may also

be prone to high false alarm rates.

Active interrogation techniques can be used to enhance sensitivity to SNMS by inducing fis-

sion. Using a low-energy neutron generator, which may use the 7Li(p,n)7Be reaction to produce

the neutrons, a beam of neutrons can be created with energies around a 60 keV. These neutrons

induce fission in 235U and 239Pu while not inducing fission in other isotopes such as 238U and 232Th.

The 60 keV neutron beam produces a small dose and can penetrate bulky materials nearly as well

as higher-energy neutrons. These low-energy neutrons also lose their energy primarily from elastic

collisions rather than reactions or inelastic scattering, creating an easily identifiable neutron back-

ground. Previous studies have shown positive results in the identification of small quantities of

235U , even when shielded by various materials [35, 36, 37]. However, this technique is not usable

for thermal neutron detectors as the generated neutrons would be indistinguishable from moderated

source neutrons.

2.2 Current Techniques for Next-Generation Portal Monitoring

In an attempt to overcome the limitations of thermal neutron detection methods, various tech-

niques have been tested. In 2012, Hausladen et al. [38] prototyped a fast-neutron coded-aperture

imager that was made of a segmented array of custom-built liquid scintillator detectors (EJ-309)

which backed a rank-19 modified uniformly redundant array coded aperture placed 67.3 cm from

the detectors. While this detector was developed with the intention of counting the number of

nuclear warheads present, it presents itself as a direct replacement of moderated thermal neutron

detectors. To meet the goals of a compact pixelated detector with high efficiency and a workable

amount of readouts, the design consisted of an array of 4 x 4 detector modules. Each of the mod-

ules consisted of a liquid scintillator volume segmented into a 10 x 10 array of 1 x 1 x 5 cm3

optically isolated liquid scintillators, which combined produced an overall detector with a size of

43 x 43 cm and consisted of 1600 pixels. The pixels for each module were read out by a 2.8 cm

thick segmented acrylic light guide connected to four 51 mm Hamamatsu R9779 photomultiplier
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tubes. The PMTs were read out by an XIA Pixie-16 100MS/s waveform digitizer. Waveform

amplitudes were used to calculate the pixel of interaction and the overall waveform was used to

perform PSD.

The detector prototype was tested with SNMs, including HEU and WGPu, at the Idaho Na-

tional Laboratory Zero Power Physics Reactor facility. Testing was completed with polyethylene

shielded and unshielded 240Pu with a mass of ∼96 g, as well as a 5.25 kg HEU source. Testing

concluded that in a half-hours time the moderated and unmoderated 240Pu sources were detectable

and identifiable in both the neutron and γ-ray spectra. However, the HEU source was absent in the

neutron spectrum and was only visible via γ-ray detection. The authors of the study presumed that

it would take about 12 hours of statistics to identify the HEU neutrons with an acceptable signal-to-

noise ratio. The result from the HEU is due to the low spontaneous fission rate of the uranium, but

the same result was found when using the WGPu source to induce fission in the HEU. Ultimately

the testing of the detector was successful for higher-rate neutron emitters such as plutonium but

was unable to identify an HEU source in the time scale needed for portal monitoring.

Rose et al. (2016) [39] developed a method of spatial imaging utilizing high-energy γ rays

(Eγ > 4 MeV) and fast-neutron active interrogation. Active interrogation is achieved using the

11B(d,nγ)12C reaction to produce a fast-neutron beam. The reaction also yields γ-rays with the

energies of 4.438 MeV and 15.1 MeV. The ratio of the cross-sections gives insight on the atomic

number for the element being scanned, as σpe
σC
∼ Z3−4 [39]. Similarly, the Rose et al. method

can utilize the two primary γ energies 4.438 MeV, which is dominated by Compton scattering

(σC ∝ Z), and 15.1 MeV, which is dominated by pair production (σpp ∝ Z2), to probe the atomic

number of the imaged element. However, a stated downside is that elemental mixtures cannot be

adequately identified as it probes a singular effective atomic number. To accurately identify SNMs,

they would then have to rely on the decay of the daughter nucleus, such as β-delayed radiation.

Relying on daughter decays, especially when using an active interrogation technique, poses

a challenge based on the high intensity of the background. In the case of β-delayed neutrons

(E∼0.5 MeV) it becomes difficult to separate from the photon background through methods such
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as pulse shape discrimination (PSD). While this can be overcome, another issue comes from having

produced neutrons of energies around 0.5 MeV. Such low-energy neutrons are also susceptible to

being shielded by whatever may surround the SNM.

Hamel et al. (2017) [40] proposed another active interrogation-based detector system, which

was specifically designed to detect HEU, the most difficult of the SNMs to identify. The sys-

tem begins with a deuterium-tritium (DT) neutron generator that produces neutrons of energies

14.1 MeV at a rate of ∼7x107 neutrons per second. The neutron generator induces fission events

in the HEU which causes an increase in neutron and γ-ray flux. The study proposed a ‘dual-particle

imager’ (DPI) which, as the name states, independently localizes both neutrons and γ-rays. The

DPI uses a stochastic origin ensemble (SOE) statistical technique to perform image reconstruction

in order to localize both γ-rays and neutrons [41]. For both Compton scattering and neutron scat-

tering a backprojection cone can be constructed to determine the location of the source. However,

a simple backprojection technique only gives a broad cone projection. To improve the resolution

of the localization the SOE can be used with only the cone information and the angular resolution

of the system.

The detector apparatus consisted of two planes separated 30 cm apart. The first plane is a 4 x 4

grid of EJ-309 liquid scintillators spaced 15 cm apart with each having a thickness of 5.1 cm and a

diameter of 7.6 cm. The second plane, located behind the first, consists of mixture of the same EJ-

309 liquid scintillators and NaI(Tl) scintillators, with the same thickness as the liquid scintillators,

placed in a similar 4 x 4 grid but alternating in a checkerboard pattern spaced 25 cm apart.

Testing of the DPI system was done with a control setup (no SNM), three cases of HEU with

different moderation, and a tungsten sphere without moderation. For the cases without the SNM,

there was negligible rate change from control. However, with the HEU present, regardless of

moderation, clear increases in both the neutron and γ-ray rates were found. Imaging was also done

with a control and two HEU cases, one with HDPE moderation and one without moderation. In all

three cases, the neutron generator was identified and in the cases with HEU present, localization

of the HEU source was obvious in both the neutron and γ-ray images [40]. However, for the test
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cases, the observation time was on the order of 10 minutes to an hour. At the end of the collection

time, it still requires a multi-step analysis to localize the sources.
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3. MONTE CARLO SIMULATIONS

3.1 Design

In order to overcome the existing limitations of the current-generation neutron detectors, as

well as provide a viable alternative to the 3He-based thermal neutron detectors, a novel direct

technique for fast-neutron portal monitoring is being developed. The new technique overcomes

the sensitivity limitations of fast-neutron thermalization and can utilize neutron generators for ac-

tive interrogation. By using small hydrocarbon, para-terphenyl or more commonly p-terphenyl,

organic scintillators in a large array, the detector array is capable of detecting fast neutrons to lo-

calize SNMs such as HEU and WGPu. The large array is modular, allowing for different sizes and

multiple detector arrays at various locations around a suspect payload.

For this simulation study we have chosen a 4000 p-terphenyl crystal array, each crystal having a

size of 2.5 x 2.5 x 2.5 cm3. The array is arranged with a size of 50 x 50 cm2 in cross-section, relative

to the source, and 25 cm deep. The cross-section size was arbitrarily chosen and the depth was

specifically chosen as it is approximately two mean free paths of a 1 MeV neutron in p-terphenyl

(Figure 3.1), which is the mode energy expected from a Watt fission spectrum for the SNMs of

interest. For the purposes of the simulations, the crystals are grouped in layers of one crystal in

height and have no space between the crystals in the x and y coordinates. Each of the layers is then

stacked on top of one another with a spacing of 20 mm between the layers. An exploded view of

the detector array is shown in figure 3.2. While a more realistic setup will likely result from the

choice of light collection technology, the simulations were conducted with this idealized geometry.

Current testing has lead to the development of pseudo-bars, or reconstructed bars of p-terphenyl

that allow for individual crystal energy and position sensitivity [42]. Pseudo-bars consist of 6 crys-

tals with zero gap between them. The bar itself is wrapped with enhanced specular reflective film

on the long sides while leaving the ends exposed. Each end is read out by Hamamatsu R1450

PMTs. The development of the pseudo-bars allows for the construction of a detector with virtually
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Figure 3.1: The mean free path of neutrons through p-terphenyl until the first collision for a range
of energies up to approximately 11 MeV. The cross section data were taken from ENDF libraries
[2, 3]. At 1 MeV, the mean free path is approximately 12.9 cm.

no gap between the crystals while retaining the position and energy resolution of individual crys-

tals. The pseudo-bar based prototype array has been constructed at Texas A&M University and

was commissioned in December of 2021.

3.1.1 Materials

The detector array consists of p-terphenyl [C18H14] organic crystalline scintillators. Due to its

large light output (about 20,000 ph/MeV [24]), excellent time resolution (477(12) ps [43]), fast

decay time (14.1 ns [24]), and exceptional pulse-shape discrimination (PSD), p-terphenyl has been

of high interest in the fast-neutron detection community. These properties give confidence for

positive neutron and γ-ray separation, resulting in accurate neutron identification, with good de-

tection efficiency and fast response times. Previous studies have shown PSD for p-terphenyl down

to about the 100 keVee level [44, 45]. Testing with the pseudo-bars has shown position resolution

and PSD down to 150 keVee, which is in line with previous measurements of a 100 keVee level

PSD threshold.
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Figure 3.2: a) Exploded CAD drawing of how the scintillators of the proposed device may be
distributed. This drawing serves to display the segmentation of the crystals and not the actual
geometry of the detector. The cross-sectional face, the side facing the neutron source, is the side
facing up. The cross-section is 50 cmx50 cm and the depth is 25 cm. The top third of the drawing
shows the compact layer arrangement that the detector would have and the bottom two-thirds of
the drawing are blown up to show the individual layers. The middle layer is further exploded to
show the orientation of individual crystals. They are tightly arranged in each layer as shown in
all other layers. b) A more realistic view of the neutron detector with appropriate spacing. The
cross-sectional face, the face closest to the source, is facing to the left of the page.

3.2 MCNP6

MCNP6, or Monte Carlo N-Particle 6, is a simulation software developed for the simulation

of single neutron events. However, it can accurately simulate photons, electrons, muons, neutrons,

protons, heavy and light ions, as well as others [46]. MCNP6 achieves a large array of simulations

due to a mixture of evaluated data libraries and theoretical models to provide a large energy range
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for each of the particles. Given the accuracy of the single-particle simulations, MCNP6 is widely

used in fields such as nuclear engineering where it is possible to simulate small- and large-scale

reactors. MCNP6 is also used frequently in radiation therapy situations such as medical physics.

MCNP6 offers a simple input file construction, which is in FORTRAN format. MCNP6 con-

sists of 4 ‘cards’ which contain all of the essential information for the simulation [47]. The cards

are a cell card, a surface card, a source card, and a material card. While all four of the cards

are directly dependent on each other, it allows for a simplified construction of the simulation. Of

most importance is the source card which allows for the definition of the radioactive source which

prompts the simulation. The simplicity of the source is determined by the user. Most ‘complex’

sources are predefined in libraries that allow the user to call and fine-tune the appropriate source.

The prebuilt libraries of MCNP6 allow for the most powerful simulations. MCNP6 has libraries

available to accurately recreate the terrestrial neutron and photon backgrounds at various locations

around the country and the world [48]. For the continental United States, there are 39 grid points

for the terrestrial background. For the purposes of developing the neutron detector at Texas A&M

University, the closest grid point at New Orleans, LA was chosen. At the ground level of this data

point, the ambient neutron flux is 0.9907x10−2 n/cm2/s. Libraries also exist to reproduce fission

and reaction events such as the induced fission of 235U+n. This particular library allows for a Watt

fission spectrum to be produced. The Watt fission spectrum reproduces an array of energies, which

has a mode of approximately 1 MeV, to accurately reconstruct the spread of neutron energies

expected from the actual induced fission of 235U. Implementing the Watt fission source in the

source card mainly consists of looking up the correct identifiers to input.

Source definitions in MCNP6 allow for directional and solid angle biases. For example, a

252Cf source can be placed a meter away from the source. Instead of just simulating this source

as isotropic, computational power can be conserved by limiting the source particles to be spawned

only in the direction and specific solid angle to hit the detector. The isotropic rate can then be

recovered after the simulation, but few simulated particles will be wasted.

The output of the MCNP6 simulations can be defined by the user in either counting values, such
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as dosimetry measurements, or complete particle tracks. Particle tracks give interaction locations

and energy deposition throughout the life of the particle before it loses all of its energy or escapes

the world.

3.2.1 Simulations

For the simulation of the neutron detector both the ambient neutron background at New Or-

leans, LA as well as the Watt fission spectrum of 235U+n was chosen to create as accurate a simu-

lation to real life as possible. Given the size of the detector, given in section 3.1, and the ambient

neutron flux of 0.9907x10−2 n/cm2/s, it is expected that approximately 100 neutrons/s enter the

detector from the background. The number of source neutrons can be defined in relation to the

background neutrons in the form of a ratio. For example, one can set a total of 1 million neutrons

to be spawned and define that 30% of those are background neutrons and the remaining are source

neutrons. Given the known ambient neutron background rate, it is then possible to calculate the

real-world time that the simulation occurs.

Various simulations were conducted for both the fast-neutron detector described and a current-

generation 3He detector [16]. Source distances and moderation materials were the most frequently

changed variables between the simulations. Variations of simulations will be described later as

they are used.
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4. DATA ANALYSIS

Analysis of the neutron tracks included recoil energy calculations [49] and a PSD threshold of

approximately 100 keVee was used. Any neutron interactions below this threshold were discarded.

At this point it is also important to point out with the high modularity of the detector, similar

analyses to Hamel et al. [41] can be used to localize a source using neutron scatterings between

two crystals. The time of flight (TOF) for a fast neutron between two crystals may be small, but

with the time resolution of around 600 ps for the pseudo-bar [42] most double-scattering events

may be resolvable (Figure 4.1).
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Figure 4.1: The time of flight for a single neutron between two scattering events, where the scat-
terings happen in different crystals. The total neutrons simulated are arbitrary, the ratio between
different bins should be recognized.

Sole reliance on double-scattering events would reduce the efficiency of the detector substan-

tially, but utilization in conjunction with single-scattering events can be used in the future. For this

reason, the neutron detector is optimized for single-scattering events. Due to the high segmentation
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of the array, it is possible to utilize the scattering density in each of the individual crystals to detect

and localize a source, especially if multiple arrays are utilized. Crystals closest to the source will

show a much larger density of scatterings than crystals further from the source due to attenuation

in the detector itself. This effect is the key to the identification and localization of a source. Figure

4.2 shows this effect for a 235U +n source located 100 cm away from the apparatus as well as an

ambient neutron background distribution over the entirety of the apparatus.
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Figure 4.2: Scatterings of neutrons inside of the detector projected on the x-z plane. a) Neu-
tron scatterings are represented as dots due to both source neutrons (gray or magenta online) and
ambient background neutrons (black). The 235U +n neutron source is located in the middle of the
detector on the x and y axes and at -100cm on the z-axis. b) The black dots are solely from ambient
background neutrons.
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Due to the chosen depth being approximately two mean free paths for a 1 MeV neutron, source

neutrons primarily scatter within the first half of the detector apparatus. Depending on the location

of the source the scattering density on the three-dimensional detector array can give localization

information on the source in three dimensions as well. Since the ambient neutron background

has a homogeneous distribution around the detector apparatus, it is easy to identify an increase in

scattering events from the source. Normalization of the ambient neutron background can be well

characterized by periodic sampling in each crystal. Comparisons between the scattering rate in the

front half of the detector and the back half of the detector can occur in real-time. Figure 4.3 shows

the layer dependence of the background and a present 235U +n source. Since the background is

homogeneous it gives a parabolic-like shape to the distribution. This is because the interior of the

detector array is less likely to see scatterings from the lower energy neutron background. When a

neutron source is applied on top of the ambient neutron background then it is easy to identify the

source as well as the direction that the neutrons are originating from.
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Figure 4.3: Histogram showing the difference between source neutrons and background neutrons
from figure 4.2(a) and comparing them to the total neutron count per layer of the detector. The
source is positioned closest to layer 0 and furthest from layer 9. The inset plot is a zoomed-in view
of the background neutron counts with respect to the layer. The zoomed-in version clearly displays
the relatively parabolic shape of the background, which is expected.

4.1 Uniformly Most Powerful Bayesian Tests

The Uniformly most powerful Bayes tests (UMPBTs) [50] were used to determine positive

identification of a source. The UMPBTs are derived by assuming that the counts observed in a

crystal in the arbitrary coordinate location of (i, j), denoted as yij , can be described as a Poisson

distribution of the form

yij ∼ Pois(g(j)λ∆t) (4.1)

with λ being an unknown source intensity, g(j) the average fraction of neutron scatterings per

crystal j relative to the ambient neutron background, and ∆t the real-world time the simulation

encompasses. Naturally, the sum of all g(j) is less than unity (Σg(j) = 0.244) and specific values
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depend on the location of the crystal in the detector. In the real-life settings, these numbers can be

directly measured periodically when there is no sample and corrected automatically (if necessary)

in real-time. There are then two scenarios that this distribution describes. The first, when λ=λ0,

which is equal to the background intensity. The second, when λ=λ1 6= λ0, or the unknown inten-

sity λ surpasses the ambient background neutron rate of λ0. In order to determine the minimum

unknown λ1, the UMPBT(γ) methodology is then used. γ, which denotes the evidence threshold,

is set such that the Bayes Factor must exceed the chosen γ to provide a positive identification

(BF10 > γ). For the purpose of the simulations, γ is set to 106, which means that the ratio of

likelihoods evaluated at λ1 and λ0 is required to exceed 106 for detection. The likelihood for some

λ can be expressed as

L =
∏
ij

e−g(j)λ∆t(g(j)λ∆t)yij

yij!
(4.2)

which is the product sum of the probability mass function. Therefore, the ratio of the likelihoods

can then be described as

BF10 =
∏
ij

e−g(j)λ1∆t(g(j)λ1∆t)yij

yij !

e−g(j)λ0∆t(g(j)λ0∆t)yij

yij !

(4.3)

or,

BF10 =
∏
ij

e−g(j)(λ1−λ0)∆t
(λ1

λ0

)yij (4.4)

Then the evidence threshold can be compared to the Bayes factor

BFg > γ → log
(
BF10(g)

)
> log(γ) (4.5)

which is can be expanded to

∑
ij

−g(j)(λ1 − λ0)∆t+
∑
ij

yijln
(λ1

λ0

)
> log(γ) (4.6)

This can further be simplified to the form
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∑
ij

yij >

ln(γ) +
∑
j

g(j)(λ1 − λ0)∆t

ln(λ1

λ0
)

= f(λ1). (4.7)

If a positive identification requires that the Bayes factor for a test exceeds the given γ, then

maximizing the probability of a positive identification can be accomplished by assuming the rate

through the detector λ1 [n/s], which is chosen to maximize f(λ1), or the RHS of equation 4.7. For

the purpose of the following calculations, g(j) was averaged over 50 simulations of the ambient

neutron background, with 10 million events each. The distribution of the number of counts in each

crystal was fit with a Poisson function, providing the average, which was then normalized to the

total ambient neutron flux. The function f(λ1) is minimized with respect to λ1 for a fixed time (∆t).

This would give the minimum source intensity for which identification can be made at the required

significance (γ) within a fixed time interval. Conversely, one can determine the minimum amount

of time required to identify a source with a given intensity at the required level of significance.

The limit is set by equation 4.7, where the sum of events in the detector as a whole,
∑
yij , must be

greater than f(λ1). The limit occurs at the point where
∑
yij=f(λ1), inferring that a source can be

detected if it emits enough neutrons to satisfy equation 4.7.

The minimization of f(λ1) is done by varying the value of λ1 down to just before the limit is

reached. When f(λ1) and λ1 are plotted against each other, it is clear where the minimum lies for

the chosen ∆t (Figure 4.4). As expected, the trend is asymptotic at λ1=λ0.

Since the UMPBT method gives the number of source neutrons interacting with the detector,

the total source neutron rate can be derived if the geometric efficiency is taken into account. The

estimated number of source neutrons emitted per second is simply

Isrc,det = (λ1 − λ0), (4.8)

Isrc = Isrc,det ×
4π

Ωsim

, (4.9)

with Isrc,det being the number of source neutrons detected per second. The intrinsic efficiency of
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Figure 4.4: Minimization of f(λ1) (equation 4.7) with respect to λ1, with ∆t=32.13 seconds. The
dashed line represents the location of λ0. The trend of f(λ1) is asymptotic as it approaches λ1=λ0

and is approximately linear as it increases to infinity.

the detector is given by:

εsim =
Ndet,sim

Ntot,sim

× 4π

Ωsim

, (4.10)

where Ndet,sim is the number of neutrons from the source that produce a signal above the

threshold in the detector, Ntot,sim is the total number of source neutrons in the simulation, and Ωsim

is the solid angle encompassed by the detector with respect to the point source in the simulation.

The intrinsic efficiency is a function of the energy threshold, which is set to the PSD threshold of

p-terphenyl to have clean neutron identification.

The time it takes for the detector to identify the source can also be calculated using

t =
f(λ1)/εsim

Isrc × Ω
4π

, (4.11)

where Ω is the solid angle from the source position being calculated. The identification time scales
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with the solid angle and detector efficiency.
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5. SIMULATED DETECTOR PROPERTIES

5.1 Comparison to Industry Standards

The standards for radiation portal monitors are set by the National Committee on Radiation

Instrumentation (NCRI). In a Pacific Northwest National Laboratory (PNNL) study (Kouzes et

al. ) in 2010, the requirements for a neutron portal monitor are described [16]. The requirements

are set with a 252Cf spontaneous fission source placed 2 m away from the detector. It is important

to identify a notable conversion, 1 ng of 252Cf corresponds to a neutron rate of 2.1x103 n/s. The

efficiency requirement set by these standards is 2.5 cps/ng (counts per second per nanogram). The

252Cf source is also required to be moderated by polyethylene with a thickness of 2.5 cm, which is

unnecessary for a fast-neutron detector but is required for a 3He detector to moderate the neutron

to allow for detection. In the MCNP6 simulations, the 252Cf source emitted a total of 950,000

neutrons over a span of 1.388 seconds. This corresponds to a source mass of 326 ng.

In order to create a comparable scenario between the proposed neutron detector and a current-

generation 3He detector, both were simulated in MCNP6 using the same moderation and generic

parameters such as distance from the source. The 3He detector simulated is the one described in

Kouzes et al. [16]. The specific geometry was replicated according to previous MCNP simulations

for the detector, described in [28]. A single 3He tube, with a gas pressure of 3 atm, was simulated.

The simulations yielded a rate of 597 n/s being detected. This neutron rate corresponds to an

efficiency of 1.83 cps/ng. This differs from the quoted 3.0 cps/ng and the discrepancy is likely due

to the undefined polyethylene thickness of the real 3He detector.

The same simulation was done with the proposed detector in place of the 3He detector. The sim-

ulation yielded a detected neutron rate of 3203.22 n/s after the 2.5 cm thick polyethylene moderator.

It should again be noted that the polyethylene is unnecessary for the function of the fast-neutron

detector but was included in order to comply with the standards set by the NCRI. The detected

neutron rate of 3203.22 n/s corresponds to an efficiency of 9.83 cps/ng. However, this efficiency
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should be corrected for the size difference of the two compared detectors. Normalization was done

by taking the ratio of the two detector volumes, the same method used to scale the efficiencies in

Kouzes et al. [16]. It should be noted that this method only provides an estimate for the scaling

of the efficiency. The total volume of the 3He detector is 170,190 cm3 (183 cm x 15 cm x 62 cm)

[28]. The total volume of the proposed detector is 62,500 cm3. This leads to a scaled efficiency

of the proposed detector of 26.8 cps/ng that is directly comparable to the current generation portal

monitors. Table 5.1 shows the comparison of the calculated efficiency of the proposed detector to

commercially-available detectors tested in Kouzes et al. [16].

Detector Type Efficiency (cps/ng)
Proposed Detector 26.8

3He proportional detector (1 Tube) 3.0(2)†

BF3 proportional detector (3 tubes) 3.7(2)†

Boron-lined proportional detector 3.0(2)†

Lithium-loaded glass fibers 1.7(6)†

Coated non-scintillating plastic fibers 2.0(1)†

Table 5.1: Comparison of neutron detection efficiency of the proposed detector and commercially-
available detectors studied in Kouzes et al. [16]. Values marked with a † were taken from Kouzes
et al.

The above comparison takes the proposed detector as a counting detector and neglects the

benefits from using the UMPBT statistical model. In order to make the comparison to the statistical

model, positive detection confidence levels were calculated for a 252Cf source (rate of 3112 n/s)

located 2 m from the detector for various exposure times. A series of 50 MCNP6 simulations

were performed for the 3He detector for each of the chosen times with both a source and no source

present. A Poisson average was taken for the sets of simulations to get the average number of

neutrons detected from the source, Csrc, and from the background, CBG. For each exposure time,

the error on the background was calculated as
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ε =
√
CBG. (5.1)

With ε, the confidence interval was calculated with

x =
CTotal − CBG

ε
, (5.2)

with CTotal being the sum of Csrc and CBG. The confidence interval was then used to calculate the

confidence level in the form 1 in γ, with

γ =
1

1− Erf( x√
2
)
. (5.3)

0.5 1 1.5 2 2.5 3
Time (seconds)

1

10

210

310

410

510

610

710

C
o

n
fi
d

e
n

c
e

 L
e

v
e

l

UMPBT

Helium­3

 

Figure 5.1: Confidence levels γ (i.e. γ=106 corresponds to a confidence level of 1 in 106) calculated
for a 3He detector (triangles and green online) and the proposed detector (squares and black) using
the UMPBT model. The confidence levels were derived from sets of 50 MCNP simulations with
and without a source present. The confidence levels show a sensitivity comparison of the proposed
detector to a standard 3He detector.

The confidence levels were also calculated for the proposed detector using the same data and
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equation 4.7. Figure 5.1 shows the two sets of confidence levels plotted against each other for the

various times chosen. This plot shows the sensitivity advantage that comes from using the UMPBT

model with the proposed detector over the current-generation 3He detectors.

5.2 Active Interrogation Technique

One of the major obstacles of SNM detection, specifically HEU, is the low rate of spontaneous

fission (7x10−9% for 235U and 5.7x10−6% for 239Pu [51]). Current generation thermal neutron de-

tectors for portal monitoring are not sensitive to HEU due to the incredibly low spontaneous fission

rate. Since the proposed detector is using fast neutrons to detect the presence of fissile materials, it

becomes possible to use a beam of low-energy (En < 1 MeV) neutrons from a neutron generator,

often referred to as active interrogation. One example of a neutron generator uses the 7Li(p,n)7Be

reaction to produce a low-dose beam of 60 keV neutrons at a rate of approximately 5x106 neu-

trons/s [36]. This particular neutron generator has good efficacy through non-hydrogenous shield-

ings such as steel and plywood but can struggle with hydrogen-rich shielding. Using 235U as an

example, it is possible to use the UMPBT model to estimate the minimum time required to detect a

neutron source of a particular intensity. The dependence on time (t, equation 4.11) and the number

of neutrons entering the detector array (Isrc,det, equation 4.8) can be visualized by plotting them

against one another (Figure 5.2). This provides a sensitivity limitation trend for the detector. Ta-

ble 5.2 shows a variety of different scenarios and the time it would take the proposed detector to

identify the source.
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Figure 5.2: Detection time vs source-neutron intensity entering the detector. The overlaid plot is
a zoomed-in portion of the main plot to highlight the low-intensity region. The confidence level
used is γ=106.

It is also possible to convert the source intensities to masses of the SNM. For example, the

conversion between mass and spontaneous fission rate for 252Cf is known, as described in section

5.1. In order to do the conversion for 235U, we assume the neutron flux for the 60 keV neutron

generator to be φ = 5×106 cm −2 s−1, as stated in Ref. [36]. The fission cross section, σ ≈ 2 barns

[52] at 60 keV, and the prompt neutron multiplicity, νp = 2.42 [52], of the 235U +n reaction were

used. Using equation 5.4, Avagadro’s number, NA, and the mass M235U = 235 g, the conversion

was performed to estimate the mass for a range of source neutron intensities (Table 5.3). A similar

plot to figure 5.2 was then made with respect to mass (Figure 5.3).

M =
Isrc

νpNAσφ
M235U (5.4)
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Source Distance Isrc,det Isrc Time
(m) (n/s) (n/s) (sec)
1 1 50.3 16703

10 502.7 1477
100 5027 192
200 10053 120
800 40212 60

2 50 10053 331
200 40212 120

3 22 9953 686
89 40263 209

5 8 10053 1851
32 40212 487

10 2 10053 7966
8 40212 1851

Table 5.2: 235U +n neutron source intensity vs the time needed to identify the source at various
distances. The source is centered on the face of the detector, and the distance is the distance
of the source relative to the detector. The time was found using the UMPBT statistical model
and represents the minimum time, with the assumptions previously stated, that it would take to
positively identify a neutron source. The confidence level used is γ=106.

Isrc,det x103 (n/s) Mass (g) Time (sec)
0.01 0.0081 1477
0.1 0.0807 192
0.2 0.161 120
0.8 0.646 59.8
1.5 1.21 47.4
2 1.61 43.1
3 2.42 38.2
4 3.23 35.3
5 4.03 33.4
10 8.07 28.4
25 20.2 23.7

Table 5.3: Source-neutron intensity entering the detector, with a source distance of one meter, and
the mass conversion for 235U . The detection time found for the various masses at one meter from
the detector is also displayed. The confidence level used is γ=106.
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Figure 5.3: Similar to figure 5.2, but in terms of the mass of 235U instead of source-neutron inten-
sity. The overlaid plot is a zoomed-in portion of the main plot to highlight the low mass region.
The confidence level used is γ=106.
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6. CONCLUSION

The current-generation neutron portal monitors generally rely on 3He and neutron thermal-

ization. 3He has a finite terrestrial supply with only the United States and Russia producing the

isotope. However, the production rate is negligible compared to the demand throughout the world.

As a result, the terrestrial supply is decreasing rapidly and the prices have skyrocketed, driving

an effort for next-generation neutron detectors that can replace 3He dependent detectors. Neutron

thermalization is also a disadvantage to the current-generation neutron portal monitors. Neutron

thermalization makes it impossible to use active interrogation techniques which makes it nearly im-

possible to detect non-spontaneous fissioning SNMs such as HEU. Neutron thermalization relies

on counting as the main detection method which doesn’t allow for source localization.

The analysis discussed provides an answer to the call for next-generation neutron portal mon-

itors. The proposed detector vastly outperforms current-generation neutron portal monitors with

and without active interrogation, as well as with or without the use of the UMPBT statistical model.

Using MCNP6 simulations the limitations for the detector array were studied. Without moderation,

any fissile source one meter from the detector, emitting ∼500 n/s, isotropically, can be positively

identified in just under 25 minutes. Similarly, a source emitting ∼5000 n/s can be detected in

about 192 seconds. For the case of 235U, these neutron emission rates correspond to approximately

8.1 mg and 80.7 mg, respectively assuming the use of the active interrogation technique described

in the previous section.

Using the standards set by the National Committee on Radiation Instrumentation (NCRI), the

proposed detector was directly compared to current-generation neutron portal monitors described

in Kouzes et al. [16]. These comparisons were discussed in table 5.1. The limitations set by the

NCRI resulted in a minimum required detector efficiency of 2.5 cps/ng (counts per second per

nanogram). The proposed detector surpasses both the requirements set by the NCRI as well as

the performance of current-generation neutron portal monitors. The proposed detector boasts an

efficiency of 26.8 cps/ng, after taking into account inflation due to the differences in the volumes

43



of the detectors in the comparison. The efficiency calculated was without the utilization of the

UMPBT statistical model, taking the detector array as a single counting detector rather than uti-

lizing the modularity of the array. Since the efficiency is not affected by the use of the model a

straight comparison with the UMPBT model and the current-generation portal monitors would not

yield a different result as described above. Instead, a comparison of confidence levels was made in

order to determine the effectiveness of the statistical model. As shown in figure 5.1, the UMPBT

model provides a sensitivity advantage over the counting techniques, particularly the 3He detector.

The times probed scale linearly with the solid angle of the detector with respect to the source.

Ideally, an array of multiple detectors can be used in various positions to further increase the

detection and identification efficiencies found. Multiple detectors will also reduce the time needed

to positively identify a source and increase the sensitivity of the setup.

The MCNP6 simulations, along with the abundance of analyses done, provides a strong basis

for the development of the next-generation neutron portal monitor described. Utilizing advance-

ments such as the development of the pseudo-bar [42] allows for a compact detector array with

optimal position and energy resolutions. The eventual construction and testing of a full-scale de-

tector array will hopefully perform similarly to what the simulations have revealed, providing the

community with an answer to the call for non-3He next-generation neutron portal monitors. This

work has been compiled into a manuscript that has been published in the Nuclear Science and

Techniques journal.
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ASTROPHYSICAL MEASUREMENTS (TexCAAM)
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7. ORIGIN OF ELEMENTS

It is widely accepted that the Big Bang theory describes the origin of the universe. This theory

was proposed by Georges Lemaître after his 1927 work on the continual expansion of the universe

[53]. The synthesis of elements occurred during and shortly after the birth of the universe, as

discussed by Peebles [54] in 1966. Through big-bang nucleosynthesis, the composition of the

beginning of the universe was nearly 100% helium and hydrogen along with infinitesimal amounts

of lithium and beryllium [55].

Shortly after the discovery of the mass of a helium atom in 1920, Atkinson (1936) proposed the

fusion of two hydrogen nuclei into deuterium [56]. In 1938 Bethe and Critchfield showed that the

fusion of deuterium (p+p reaction) produces energy similar to that produced in the Sun [57]. In the

same year Weizsacker discovered that the CNO cycle produces similar energy to that of other stars

[58]. Hoyle in 1946 and later in 1954 proposed the theory of nucleosynthesis [59, 60]. In 1952

Salpeter suggested that 12C could be produced in stellar environments through the 8Be+α capture

reaction, or commonly known as the triple-α process [61].

The birth of modern nuclear astrophysics occurred in 1957 with the publication of Synthesis

of Elements in Stars [62] and Nuclear Reactions in Stars and Nucleogenesis[63]. These works

explained the energy generation in stars and the origin of elements through nucleosynthesis.

7.1 Stellar Evolution

The formation of stars begins with interstellar matter, which comprises of elemental gases and

dust, pre-stellar metallic grains formed in prior nucleosynthetic events. The interstellar matter un-

dergoes gravitational contraction, forming a spherical molecular cloud. As it collapses, the density

increases and so does the temperature. The density of this molecular cloud is heterogeneous, with

the core being significantly denser. The core releases energy which is absorbed by the gaseous en-

velope surrounding it and radiated away as infrared light. During the gravitational contraction, the

core of the star will steadily increase in temperature, eventually becoming hot enough to overcome
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the Coulomb repulsion and fuse hydrogen [4, 17].

During the formation of stars, their fate is determined. Stars can be plotted on the Hertzsprung-

Russell diagram, which is a luminosity vs temperature plot of known stars (Figure 7.1). Their

position on the Hertzsprung-Russell diagram is primarily determined by the mass of the star. The

vast majority of stars lie along the main sequence branch where they undergo hydrogen-burning

through the proton-proton (pp) chain and the Carbon-Nitrogen-Oxygen (CNO) cycle. As main

sequence stars run out of fuel for hydrogen burning, most (including the sun) will become red

giants (RGB), shedding their layers. The core contracts as the pressure from the nuclear reactions

subside, increasing the temperature of the star dramatically. The star will then start its helium-

burning phase producing carbon and oxygen. A thermonuclear runaway will occur due to the

cyclic fusion of these elements and the star undergoes a core helium flash, expanding the core

and subsequently expanding the hydrogen-burning shell, entering the horizontal branch. The core

will collapse creating two discrete burning regions, the core burning helium and the shell burning

hydrogen, that are separated by helium. The core will continue to undergo thermonuclear runaway

and pulsing. This will heat the shell and hydrogen burning in the shell will once again be the

primary energy source of the star. The hydrogen layer of the star will get ejected and once the

star’s surface gets hot enough, it will radiate ultraviolet light which will ionize the ejecting layer,

now referred to as planetary nebula. The remaining core is called the planetary nebula nucleus,

eventually becoming inert, becoming much less luminous, and transitioning into a white dwarf

[17].

With respect to the solar mass, M�, the star types, initial branches, and initial stages are listed

for various masses of stars in table 7.1. The initial stage of most stars is hydrogen burning, however

it is segmented into two regimes: stars with masses less than 1.5 M� and stars with greater masses

than 1.5 M�. In the first regime, the stars start with the pp chain and in the second the stars can go

straight into the CNO cycle.
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Mass (M�) Star Type Initial Branch Initial Stage
0.013-0.08 Brown Dwarf – –
0.08-0.4 Red Dwarf Main Sequence Hydrogen Burning (pp)
0.4-1.5 Low Mass Star Main Sequence Hydrogen Burning (pp)
1.5-2 Low Mass Star Main Sequence Hydrogen Burning (CNO)
2-11 Intermediate Mass Star Main Sequence Hydrogen Burning (CNO)

11-100 Massive Star Main Sequence Hydrogen Burning (CNO)

Table 7.1: A table of the evolution of stars. This table is adapted from one found in [17].

Figure 7.1: Hertzsprung-Russell diagram showing the evolution of stars. The central band, or the
main sequence band, is where stars live during their pp chain and CNO cycle stages. (via European
Southern Observatory (ESO) /eso.org)
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7.1.1 Stellar Populations and The First Stars

Stellar populations were first proposed in 1944 by W. Baade [64]. In a detailed analysis of stars

in the Andromeda galaxy, two stellar populations were identified: population-I (pop-I) and pop-II.

Pop-I stars were grouped as highly luminous O- and B-type stars and those in open clusters, or

those that are characteristic of the spiral arm. Pop-II stars were grouped as short-period Cepheids1

and globular clusters, or those characteristic of the spaces between the spiral arms.

More commonly, observed stars are categorized in the two populations where pop-I stars are

the youngest most metal-rich stars in the universe and pop-II stars are the oldest observed and are

metal-poor 2. In the Hertzsprung-Russell diagram most are pop-I stars with only a few being pop-II

stars [65].

7.1.1.1 Population-III Stars

While observed stars are segregated into the two stellar populations, a theoretical pop-III stellar

grouping exists [66]. Pop-III stars are the first stellar formations after the Big Bang. Having only

a composition of hydrogen and helium, these stars are called zero-metal stars. Pop-III stars are the

key to the transition from a hydrogen/helium-dominated universe to the very complex, metal-rich

universe that we observe today.

In the early part of the universe, in the Cosmic Dark Ages, the universe consisted of gaseous

hydrogen and helium clouds. Gravitational clustering of the gaseous clouds formed proto-galaxies.

Gravitation contraction, Jeans instability [67], began the formation of the first stars, but gravita-

tional contraction alone would be too strong to create the hydrostatic equilibrium required to form

stars. Thermal energy is believed to be radiated during this contraction through the production of

H2 through charge exchange reactions [68].

Through numerical fragmentation of primordial gas clouds and numerical simulations, pop-III

stars are believed to be mainly very massive (M≥100 M�) and have very short lifetimes, which

1Cepheid [variable]: A radial-pulsating star with a well-defined period of luminosity variation. Cepheid stars
evolved off of the main sequence into the ‘Cepheid instability strip’

2As this is astronomy, anything more massive than helium is considered a metal.
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were on the scale of a million years [69]. However, very low-mass low-metallicity stars have been

observed. One, in particular, was found in 2002 with a metallicity of [Fe/H]=-5.3 and a mass of

0.8 M� [70]. It is theorized that low-mass low-metallicity stars could undergo a similar formation

process through cooling of deuterium hydride instead of H2 [71].

It is believed that supernovae of pop-III stars are the cause of the initial metal enrichment

in the intergalactic medium [69]. In massive zero-metal stars, pair-instability supernovae (PISN)

may also occur. PISN occurs when the internal pressure is disrupted by collisions of pair-produced

electrons and positrons and atomic nuclei. The internal pressure may decrease significantly enough

to cause a gravitational collapse [72]. An interesting consequence of PISN is the possibility of the

core being destroyed, leaving no remnant [73].

The age of pop-III stars ended due to radiative feedback [69]. Radiative feedback from soft UV

photons, from already established stars, could photo-disintegrate the H2 molecules in the collapsing

proto-stellar gas clouds, preventing the clouds from cooling enough for the stars to form. The

age of pop-III stars could have also been ended due to the heavy element enrichment from the

supernovae. In this case, we would observe a transition from pop-III stars to pop-II stars.

7.2 Nucleosynthesis

Nucleosynthesis falls in one of the two main categories - quiescent and explosive, with further

sub-categories, such as stellar nucleosynthesis, supernovae, novae, neutron star collision, black

hole accretion disk nucleosynthesis, and cosmic-ray spallation. In the early universe, after Big

Bang nucleosynthesis had produced the building blocks of the universe, the formation of the first

stars would have opened the possibility for both, quiescent and explosive nucleosynthesis (super-

novae and novae). The first stars provided a bridge between the Big Bang and the vastly diverse

universe that we observe today.

7.2.1 Big Bang Nucleosynthesis

After the Big Bang, the universe rapidly expanded and cooled. Once the universe reached

a temperature ∼7.5x109K, the neutron to proton ratio stagnated at 1:7. As the universe cooled
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even further to 1x109K deuterons and heavier elements were able to form. As the temperature

continued to decrease, T�1x109K, the neutrons, whose lifetimes are finite, either β− decayed

or coupled with protons to form deuterium. The majority of the primordial deuterium became

4He through d(p,γ)3He and 3He(n,γ)4He reactions. Charged particles then stopped forming as the

thermal temperature was below that required to overcome the Coulomb barriers [5].

Big Bang nucleosynthesis calculations can predict hydrogen, helium, and lithium abundances

shortly after the Big Bang with unprecedented precision [74]. However, isotopic abundances in

population II dwarfs and other old metal-poor stars have suggested that the abundance of lithium is

greatly lower than predicted (a factor of 2 or 3 lower) [75, 76]. Some have theorized that the cosmo-

logical lithium discrepancy is due to diffusion theory, where the lithium diffuses deep into the star

creating lithium-free superficial layers [74]. More recent studies of the 3He(α, γ)7Be reaction have

seen an increase in the reaction rate and have better constrained the uncertainty. Baryon density

studies, which have increased the discrepancy further, anticipate a lithium abundance between 2

and 5 times higher than observed [77]. While nuclear astrophysics is not expected to be the cause

of the cosmological lithium discrepancy, reactions such as the 7Be(α, γ)11C reaction have been

proposed, and dismissed, to have an impact on the abundance of lithium [78]. Constraining the

7Be(α, γ)11C reaction rate can further prove its irrelevancy in the cosmological lithium problem.

7.2.2 Stellar Nucleosynthesis

Most main sequence stars undergo two processes during the hydrogen-burning phase of their

lifetime. First is the proton-proton chain which starts with the fusion of hydrogen which begins

at ∼5x106 K [4]. The second is the Carbon-Nitrogen-Oxygen (CNO) cycle, which doesn’t begin

its hydrogen-burning until ∼15x106 K. [4]. The overlapping region, shown in figure 7.2, comes as

the temperature rises and sufficient 12C is produced to support the CNO cycle. The 12C abundance

in pop-I stars depends on the 12C abundance in the proto-stellar environment. Massive stars with a

significant abundance of 12C can reach CNO temperatures during their formation and can bypass

the pp-chain (table 7.1).
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Figure 7.2: The relationship between stellar temperature (T) and relative energy output (ε) for the
pp chain (green online) and the CNO cycle (blue online). The shift from the pp chain to the CNO
cycle is represented by the red dashed line. As the temperature of the star increases it shifts from
the pp chain into the CNO cycle. At the transition point the pp chain will become insignificant to
the CNO cycle. This figure was reproduced from the one found in [4].

7.2.2.1 Proton-proton Chain

It is commonly accepted that the pp chain has multiple stages that encompass proton fusion

to the production of 8B through proton capture (Figure 7.3). The primary route of the pp chain is

proton-proton fusion then immediate β decay into 2H. The 2H then picks up a proton to form 3He.

The 3He particles can fuse forming 4He + 2p. The two protons are then free to restart the pp chain.

As the abundance of 4He increases, it is more likely to fuse with 3He forming 7Be and later 7Li or

8B, which may capture an α particle to form 12C via the triple-α process.
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p + p → 2H + e+ + νe p + e− + p → 2H + νe

2H + p → 3He + γ

3He + 3He → 4He + 2p

ppI

3He + 4He → 7Be + γ 3He + p → 4He + e+ + νe

7Be + e− → 7Li + νe

7Be + p → 8B + γ

99.76% 0.24%

83.30% 16.70% 2x10-5%

99.88% 0.12%

7Li + p → 4He + 4He 8Be* →4 He +4 He

ppII

8B → 8Be* + e− + νe

ppIII

Figure 7.3: The proton-proton chain, which is the primary reaction chain for low-temperature main
sequence stars. The chain starts with the fusion of two protons to form deuterium. The deuterium
can then fuse with another proton to form 3He. The 3He then feeds the ppI, ppII, and ppIII chains
that produce 4He. This diagram is adapted from the one found in [5]

7.2.2.2 Carbon-Nitrogen-Oxygen Cycle

Once enough 12C has been produced in the late reactions of the p-p chain, main sequence stars

will kick off the CNO cycle. The CNO cycle consists of a group of reactions that are split into four

groups: CNO1, CNO2, CNO3, and CNO4 (Figure 7.4). Each of these groups represents a circular

chain of reactions where the final reaction produces the element needed for the initial reaction.

The point of these cycles is to produce helium from four hydrogen atoms, producing substantial

53



amounts of energy.
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(p, γ)(e+ν)

(e+ν)
(e+ν)

Figure 7.4: The CNO cycle, which picks up after the production of 12C after the proton-proton
chain. The gray (pink online) square marks the location of 12C, which is the start of the CNO
cycle. The four CNO cycles are shown along with the reactions required to step forward in each
of the cycles. The 19F (p, γ)20Ne reaction is a possible material loss reaction as well as a possible
link to the NeNa cycle [5]. This diagram is adapted from the one found in [5].

7.2.3 Alternate 12C Production in Zero-Metal Main Sequence Stars

The formation of 12C is the crucial step to kick off the CNO cycle. The creation of 12C through

the triple α process requires temperatures around 108K [79]. The triple-α process is primarily

temperature dependent, predicting that the time in which it begins depends on the mass of the star.

Figure 7.5 shows the temperature and density dependence on the processes that occur in zero metal
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stars. It describes a distinct transition from the pp chain into the CNO cycle.

For low mass pop-III stars the triple-α process takes place towards the very end of the H-

burning phase. For the lowest mass, zero-metallicity stars, M ≤ 0.8 M�, the triple-α process may

not be able to produce enough 12C before the star inevitably collapses on itself [6].

For massive pop-III stars, in the regime of M ≥ 20 M�, the triple-α process may begin before

the pp-chain terminates. However, some studies claim that supermassive zero-metal stars will not

undergo thermonuclear explosions before they collapse on themselves. Since the triple-α process is

such a slow reaction, it may not be able to produce enough CNO nuclei in the very short timeframe

before the star collapses [80]. With enough CNO nuclei during the collapse of a supermassive low

metallicity star, the hot CNO cycle can prevent the collapse of the star into a black hole.

Without the crutch of pre-stellar metals, the triple-α process cannot solely prevent the collapse

of some of the first generation stars. There may be an alternative to the triple-α process that can

produce 12C in pop-III stars. R. Mitalas in 1985 [81] suggested an extension to the pp chain which

is now commonly known as the hot-pp chain. It was hypothesized that minor constituents of the

pp chain could react to create 12C through two primary chains:

7Be(α, γ)11C(p,γ)12N(β+, ν)12C

11B(p,γ)12C

With the theoretical calculations presented in R. Wagoner [82], they found that the reaction rates

for these processes were small, and if there aren’t high densities, the alternate 12C production meth-

ods were insignificant. The reaction rate data published by Harris et al. [83] did slightly increase

the calculated abundance of 11C in the system resulting in a similar shift in the 12C abundance.

The conclusion of this study was that high densities were needed in pop-III stars in order for an

alternative 12C production method to be significant against the triple-α process.

In 1989, Wiescher et al. [7] performed a study on hot pp chains. Now, instead of a direct chain
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Figure 7.5: Temperature vs density plot for zero-metal stars. The lines represent: (a) onset of
central H-burning, (b) onset of 3-α and hence start of the CNO-cycle, (c) end of core H-burning, (d)
onset of central He-burning, (e) end of core He-burning, (f) energy balance between carbon burning
and neutrino losses [6]. P. Marigo et al., A&A, 371, 152, 2001, reproduced with permission ©ESO.

to produce 12C to kick off the CNO cycle, the paper looks at processes that link the pp chain and

the rapid proton capture (rp) process or alpha capture process to circumvent the triple-α process.

These reaction chains are named the rap-processes and shown in Table 7.2. Figure 7.6 shows a

density vs temperature plot that shows where the rap-processes lie. The new processes, that are

proposed in Wiescher et al., provide an alternate 12C production method that could solve the issue

of the direct collapse of supermassive zero-metal stars into black holes.
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Figure 7.6: Density vs temperature plot proposed in Weisher et al. [7] that shows the prevalent
processes and the breakout regions to the rp-process. The rap processes provide a link between the
traditional pp chain and the rp or α-capture processes. This figure was reproduced with permission
from [7] ©AAS.

7.3 Important Reactions to Study with TexCAAM

7.3.1 The 7Be(6Li, dγ)11C Reaction

The 7Be(α, γ)11C reaction is the reaction in common between the different proposed alterna-

tives of 12C production. The primary study of this reaction was by Hardie et al. in 1984 where

they aimed to determine the reaction rate of this process. This study was performed in forward
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Chain/Process Reaction Sequence
pp-III 7Be(p, γ)8B(β+ν)8Be(α)4He
pp-IV 7Be(p, γ)8B(p, γ)9C(β+ν)9B(p)8Be(α)4He
pp-II 7Be(e−, ν)7Li(p, α)4He
pp-V 7Be(α, γ)11C(β+ν)11B(p, 2α)4He

rap-I 7Be(p, γ)8B(p, γ)9C(α, p)12N(p, γ)13O(β+ν)13N(p, γ)14O
rap-II 7Be(α, γ)11C(p, γ)12N(p, γ)13O(β+ν)13N(p, γ)14O
rap-III 7Be(α, γ)11C(p, γ)12N(β+ν)12C(p, γ)13N(p, γ)14O
rap-IV 7Be(α, γ)11C(α, p)14N(p, γ)15O

rp 14O(α, p)17F(p, γ)18Ne(β+ν)18F(p, α)15O(α, γ)19Ne(p, γ)20Na

Table 7.2: A table of the processes for the hot-pp chain, rap process, and the rp processes. The
bold reaction is the main reaction of interest and is further described in section 7.3.1. This table is
adapted from the one found in [7].

kinematics, leading to technical difficulties in producing a 7Be target. 7Be was electrophoretically

deposited onto a platinum disc, causing solids of light elements to form on the disc. The total

amount of 7Be is quoted to decay to half of the original amount at the time of the experiment.

The inhomogeneities and thermal diffusion of the target may have lead to distortions of the reso-

nance shapes. While not well constrained themselves, the Γα (alpha partial widths) of the states of

interest were found and helped constrain the reaction rate (Figure 7.7).

In 1995, the data from Hardie et al. was used by P. Descouvemont [8] in a microscopic three-

cluster theoretical model to determine their contributions to the total reaction rate for 7Be(α, γ)11C ,

and the analog 7Li(α, γ)11B reaction, up to temperatures of 109 K. The theoretical model in this

paper failed to observe the 5
2

− state at 8.4 MeV and the 3
2

− state at 8.1 MeV (Figure 7.7). With

this along with the very weak Γα in Hardie et al. ’s work, P. Descouvemont claimed that these two

states were intruder states. Calculations continued to the 3
2

+ sub-threshold state at 7.4997 MeV (-

44 keV below the α threshold). Interestingly, the contribution of this sub-threshold state was found

to significantly influence the reaction rate in the hot-pp/rap chain temperature regime. Figure 7.8

shows that at lower temperatures the non-resonant contribution substantially changes the reaction

rate compared to previous studies.

58



���

�/�-
����

�/�- ���� 	
�

�/�- 
����� 	
�
�/�- 
��
�� 	
�

�/�+ ������ 	
�
�/�- �
���� 	
�
�/�+ ���
�� 	
�

�/�+ �
���� 	
�

�/�- ���
�� 	
�
�/�- �
�� 	
�
�/�+ ���
 	
�

��
��� 	
�
��
+α

�����
 	
�
��
+�

Figure 7.7: Level scheme of 11C . The alpha threshold is at 7.5436 MeV. The two states that were
studied by Hardie et al. are the 5

2

− state at 8.4 MeV and the 3
2

− state at 8.1 MeV. This level scheme
is cut short because states above the proton threshold have little contribution to this study therefore
could be omitted.

7.3.2 The 7Li(6Li, dγ)11B Reaction

The 7Li(α, γ)11B reaction is an analogue reaction to the 7Be(α, γ)11C reaction. As shown in fig-

ure 10.4, the structure of 11B is analogous to 11C . The analogue state to the 3
2

+ state at 7.499 MeV

in 11C is the 3
2

+ state at 7.9778 MeV in 11B . By doing the same reaction with a 7Li beam, instead of

a 7Be beam, the 3
2

+ state in 11B can be probed and the properties for the analogue state in 11C can

be inferred.

Hardie et al. [84] studied the 7Li(α, γ)11B reaction alongside with the 7Be(α, γ)11C reaction.

The target produced for the 7Li(α, γ)11B reaction didn’t see the same defects that the previous target

had. Resonance strengths as well as γ and α partial widths were found for the 5
2

− at 8.92 MeV,

7
2

+ at 9.19 MeV, 5
2

+ at 9.27 MeV states in 11B. However, just like the 7Be(α, γ)11C reaction, the

3
2

+ sub-threshold state was not observed, nor could it have been. This sub-threshold state is also

59



Figure 7.8: The reaction rate contribution from the states studied in [8]. The solid lines are the
calculated reaction rates and they use the left scale. The dashed line is the ratio of the contribution
compared to Caughlan and Fowler [9] and uses the right-hand scale. Reprinted from Nuclear
Physics, Section A, vol. 584, no. 3, P. Descouvemont, "The 7Be(α, γ)11C and 7Li(α, γ)11B
reactions in a microscopic three cluster model", pp.532-546 (1995) with permission from Elsevier.

predicted to have a significant contribution to the reaction rate at lower temperatures [8].

Norbeck et al. [85] studied the 7Li+6Li reaction using a 2 MeV beam of 7Li. The products

of the reaction were: 11C+2n, 12B+p, and 12C+n. These products have the Q-values of 2.2, 8.34,

and 20.92 MeV, respectively. While the reactions to 12B and 12C have high Q-values neither have

observed γ-rays that may compete with the 3
2
+ state of interest in 11B [86].

Similarly, if the same reactions occurred for 7Be+6Li, the products of the reaction would be

12C+p and 12N+n. They have a Q-value of 15.07 and 4.45 MeV, respectively. As in the 7Li case,

12C does not have any observed γ-rays that may compete with the 3
2
+ state of interest in 11C.
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Figure 7.9: Level scheme of 11B. The α threshold is at 8.6641 MeV. The analogue state to the
3
2

+ state at 7.4997 MeV in 11C is the 3
2

+ state at 7.9778 MeV (-686.3 keV below α threshold) in
11B. The level scheme is truncated to exclude higher states above 9.1835 MeV since these higher
energy excited states will not contribute in the analysis. The γ-ray cascades are only shown for
states with energies below that of the initial beam energy.

7.3.3 The 12C(6Li, dγ)16O Reaction

The 12C(6Li, dγ)16O reaction has been well studied, particularly with the same methodology

proposed with TexCAAM. In particular, the 2+ state at 6.92 MeV and the 1− state at 7.12 MeV in

16O have been well studied. The ANCs for these states were found to beC2=(1.24± 0.24)x1010 fm−1

and C2=(4.33 ± 0.84)x1028 fm−1, respectively [87, 88]. The 12C(6Li, dγ)16O reaction would fur-

ther prove the viability of TexCAAM, as well as further constrain its efficiency.

7.3.4 Resonance Reactions

TexCAAM is also well designed to perform resonance reactions such as (p, p’) and (α, α’). One

interesting reaction is the 7Be(p, p’) reaction to probe the structure of 8B. 8B is one of the heaviest

elements created in the pp chain and understanding the structure is crucial to understanding the
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bridge between A=8 (pp chain) elements and heavier elements. 8B β decay is also responsible for

the majority of neutrinos above 1 MeV and understanding its structure is crucial in understanding

the 8B solar neutrino flux. 8B does not have any bound excited states [89]. It is also believed that

the 2+ ground state is a proton halo state, which would make it the only known proton halo ground

state. The 8B halo ground state can be imagined as a 7Be+p system with a 7Be core and extended

proton wavefunction. Therefore, proton capture reactions can illuminate the structure of 8B [89].

Previous studies of the proton elastic scattering on 7Be have observed evidence for an array

of resonance states in 8B. Gol’dberg et al. [90] observed a 1− or 2− resonance state at 3 MeV,

a 1+ resonance state at 2.8(15) MeV, and a 3+ resonance state at 2.32(20) MeV. Rogachev et al.

[91] provided evidence for the existence of a broad 2− resonance state at 3.5(5) MeV. Yamaguchi

et al. [92] confirmed a 2− resonance state at 3.2(3) MeV, and suggested a 1− resonance state at

5.0(4) MeV, and a 3+ resonance state somewhere near 7 MeV. Mitchell et al. [93] observed a 0+

state at 1.9 MeV as well as a 2+ state at 2.55 MeV. Paneru et al. [94] also observe a 0+ state

at 1.9 MeV and a 2+ state at 2.21 MeV. This work also determined the scattering length for the

2− state at 3.5 MeV. A low-lying 1+ resonance state at 770(3) keV has also been observed [95].

Additionally, a 0+ resonance at 10.6 MeV has been observed through the 11B(3He,6He)8B reaction

[96]. Understanding the full structure of 8B is necessary to constrain the 7Be(p, γ)8B reaction rate.

Using TexCAAM, a high statistics measurement of the 7Be(p, p′) excitation function can confirm

the 0+ and 2+ states observed in Mitchell et al. and Paneru et al.

Similar resonance reactions can be performed with TexCAAM as well. The structure of 11N can

be probed via the 10C+p scattering to verify previously observed states, and to search for new states.

The structure of 12N can be studied via the 11C+p. Another important study is the structure of 18Ne

via the 17F+p scattering to determine the spin and parity assignments for the 5 MeV and 5.1 MeV

states, among others. The structure of 18Ne is important for both the 17F(p, γ)18Ne reaction rate

and the 14O(α, p)17F reaction rate [97]. Determining the nuclear structure of 18Ne is of importance

for the hot CNO cycle, in particular the 14O(α, p)17F(p, γ)18Ne(α, p)21Na chain [98, 99].
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8. SUB-COULOMB ALPHA TRANSFER REACTIONS

As described in detail in the previous chapter (chapter 7), some of the most interesting reactions

to be studied with TexCAAM are sub-Coulomb α transfer reactions. In fact, the primary purpose

of the development of TexCAAM was the ability to study these reactions with rare isotope beams,

which has not been possible until now at Texas A&M University.

The 7Be(6Li, dγ)11C reaction (Figure 8.1), and other α-transfer reactions, typically rely on an

incident beam bombarding a 6Li (deuteron ejectile) or a 7Li (triton ejectile) target. The lithium

will transfer an α particle to the incident beam forming a heavy product nucleus and eject the light

ejectile particle (the deuteron or triton). This product nucleus may be excited, which would lead to

the nucleus decaying via γ-ray emission.

The cross section for sub-Coulomb α-transfer reactions provides crucial information on the

α-cluster properties of the near and sub-threshold resonances, constraining the α-capture reaction

rates.

8.1 Cross Section

The cross section for low energy (sub-barrier) fusion or capture reaction is a result of the

transmission probability through the Coulomb barrier. The transmission probability quantity, P , is

defined as [5]:

P = e−2πη, (8.1)

where η is defined as the Sommerfeld parameter (in Gauss system of units)

η =
Z1Z2e

2

h̄ν
, (8.2)
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Figure 8.1: A diagram depicting the 7Be(6Li, dγ)11C reaction. A 7Be beam is produced through
MARS and bombards a 6Li target. For ease of visualization, the 6Li can be thought of as an
α-deuteron cluster. The 7Be beam will pick up the α particle from the 6Li leaving behind the
deuteron. The deuteron is ejected from the reaction, taking away energy from the system. The 7Be
and the α particle combine to form a 11C nucleus, which may be left in an excited state. An excited
11C nucleus will deexcite via γ-ray emission. The 11C nucleus may come out of the α-transfer
reaction with kinetic energy, contributing a doppler shift to the emitted γ rays. Eventually, the 11C
(T1/2=20.364(14) min [10]) will ε or β+ decay to 11B.

where ν is the particle velocity. In terms of particle energy, E, the Sommerfeld parameter is

η = αZ1Z2

√
µc2

2E
, (8.3)

where α is the fine structure constant (∼ 1
137

) and µ is the reduced mass. Since the cross section

is just a definition of the reaction probability, it makes sense to suggest that the cross section, σ,

is proportional to the tunneling probability, P (i.e. σ(E) ∝ e−2πη). However, additional terms are

required to account for physical effects. The first is accounting for the particle wavelength, i.e.

the de Broglie wavelength 1
E

. The second accounts for the remaining nuclear effects and is just

defined as the astrophysical S-factor, S(E). Therefore, we can define the total cross section as

σ(E) =
1

E
e−2πηS(E) (8.4)

The astrophysical S-factor is generally the term that is investigated and determined experimen-
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tally. The major benefit of using the astrophysical S-factor, opposed to using the cross section, is

that the S factor varies smoothly and gradually with respect to the c.m. energy unless a resonance

is encountered. This makes it favorable when extrapolating to the lower energies, observed in

astrophysical environments [5].

8.2 Reaction Rate

The rates at which reactions take place in stellar environments heavily influence how stars

evolve and the final abundance of elements. In the case of the specific reactions of interest, the

reaction rate can be compared to the reaction rate of the triple-α process to determine the contri-

bution of the specific hot-pp chains to the total 12C abundance in zero metallicity stars, therefore

giving insight on when the CNO cycle kicks off.

The reaction rate is defined as:

NA < σν >=

∫ ∞
0

σ(ν)Φ(ν)νdν, (8.5)

where σ(ν) is the cross section, Φ(ν) is the Maxwell-Boltzmann distribution, and ν is particle

velocity. In terms of the center-of-mass energy, E = 1
2
µν2, we can rewrite it as:

NA < σν >=
( 8

πµ

)1/2 1

(kT )3/2

∫ ∞
0

σ(E)Ee
−E
kT dE (8.6)

When substituting the astrophysical S-factor into the reaction rate, it becomes

NA < σν >=
( 8

πµ

)1/2 1

(kT )3/2

∫ ∞
0

S(E)e
− E
kT
− b

E1/2 dE, (8.7)

where b, which arises from the barrier penetrability, is

b =
√

2µπe2Z1Z2

h̄
(8.8)

The Gamow energy is defined as EG = b2. The Gamow energy is used to determine the

tunneling through the Coulomb barrier which is ∝ e−
√
EG/E . A combination of the Coulomb
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barrier penetration and the Maxwell-Boltzmann distribution (∝ e−
E
kT ) leads to the Gamow peak

(Figure 8.2). The integrand of equation 8.7 comes from the Gamow peak formulation, hence the

area under the Gamow peak determines the reaction rate. The Gamow peak is maximal about

the energy E0 =
(
bkT

2

)2/3

= 1.22(Z2
1Z

2
2µT

2
6 )1/3 keV with T6 as the temperature in 106 Kelvin

or one MK (Mega-Kelvin). E0 is the effective mean energy for thermonuclear fusion reactions

at the temperature T. The full-width half-maximum (FWHM) of the Gamow peak is defined as

∆E = 4
31/3 (E0kT )1/2 = 0.749(Z2

1Z
2
2µT

5
6 )1/6 keV.

Energy

R
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Φ(E) ∝ Ee− E
kT

Coulomb Tunneling
∝ e− EG /E

E0kT

ΔE0

Gamow Peak

Figure 8.2: A realtive probability vs. energy plot to show how the Gamow Peak is formed from
the Maxwell-Boltzmann distribution (Φ(E)) and the Coulomb tunneling terms. E0 is the effec-
tive mean energy for thermonuclear fusion reactions and is the point where the Gamow peak is
maximal. This figure was adapted from one found in [5].

Additionally, the reaction rate can take another form under the approximation of narrow reso-

nances. The approximation produces a reaction rate in the form of
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NA < σν >r=
1.539x1011

(µA−a,aT9)3/2
e−11.605Er/T9(ωγ)r, (8.9)

where µA−a,a is the reduced mass (µA−a,a = mA−ama
mA−a+ma

), Er is the resonance energy, T9 is the

temperature in MK, and (ωγ)r is the resonance strength defined as

(ωγ)r =
2Jr + 1

(2JA−α + 1)(2Jα + 1)

ΓαΓγ

Γ
, (8.10)

where Jα is the spin of the α cluster, JA−α is the spin of the A − α cluster (see Figure 8.3, α is

x in the figure), Jr is the spin of the narrow resonance, Γα is the α width, and Γγ
Γ

is the γ-decay

branching ratio [100, 101].

8.2.1 Optical Model Potentials

Theoretical analysis of nuclear reaction cross sections often involves optical model potential,

which I introduce in this chapter. The optical model has been shown to successfully describe the

interaction between two nuclei, even heavy ions such as uranium. Apart from a possible spin

dependence, the interaction between the two nuclei is assumed to depend only on the distance

between the center of masses [102]. For the analysis of scattering experiments, the widely used

form of optical model potentials (OMPs) is described as

U(r) = −V f(r, R, a)− iWf(r, R′, a′)− iWDg(r, R′, a′), (8.11)

where f is the Woods-Saxon form factor

f(r, R, a) = (e
r−R
a + 1)−1, (8.12)

where a is the diffuseness, R=1.25A1/2 fm, V is the real component and W is the imaginary

component of the particle potential, WD is the imaginary surface potential depth, and g is defined

as
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g(r, R′, a′) = 4a
d

dr
f(r, R′, a′) (8.13)

The Woods-Saxon form factor is 1 at the origin (f (r=0)≈1) and 1
2

at r = R. The potential dies

off quickly as the Woods-Saxon form factor will fall almost 90% over a range of 4.4a centered at

r = R [102]. To account for particle spin, a spin-orbit term (Uso) can be added with the form

Uso = gso(r)
−→
l · −→s , (8.14)

where

gso(r) ∝
1

r

d

dr
f(r, Rso, aso) (8.15)

Commonly used potential terms in the optical model are the Coulomb term (Vc(r)), a real vol-

ume term (−VRfR(r)), an imaginary volume term (−iWSfS(r)), a real surface term (4aDVD
dfD(r)
dr

),

an imaginary surface term (i4aDWD
dfD(r)
dr

), a real spin-orbit term

(Vso
(

h̄
mπc

)2
gso(r)(

−→
l · −→s )), an imaginary spin-orbit term (iWso

(
h̄

mπc

)2
gso(r)(

−→
l · −→s )), and for

charged particles with l > 0 a centrifugal barrier term (Vcf (r) = l(l+1)h̄2

2µr
) [12].

Solving Schrödinger equation with the potential of the form given above leads to a good de-

scription of elastic scattering and many other experimental data over the large range of energy and

masses.

8.2.2 Distorted-Wave Born Approximation

The scattering amplitude for some wave function χ(r) with a fixed potential V (r) can be de-

termined by solving the Schrödinger equation

[
− h̄2

2m
∇2 + V (r)

]
χ(r) = Eχ(r), (8.16)

where E is the particle energy. If a plane wave is chosen for χ(r), then the scattering amplitude for

the outgoing scattered wave is
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f(θ, φ) = − 1

4π

∫
e−ik

′·r′U(r′)χ(k, r′)dr′ (8.17)

The Born approximation assumes a weak potential (V), which will weakly interact with the

initial plane wave, and takes the unknown χ(r′) as the initial plane wave. Therefore the Born

approximation is just

fBA(θ, φ) = − 1

4π

∫
e−iq·r

′
U(r′)dr′, (8.18)

where q = k− k′ and represents the change in momentum of the scattered particle. The scattering

amplitude depends on θ, as q2 = k2 + k′2 − 2kk′cos(θ). Since U(r) is spherically symmetric, the

integral becomes

fBA(θ, φ) = −1

q

∫
sin(qr′)U(r′)r′dr′ (8.19)

Similarly, the distorted-wave Born approximation (DWBA) assumes that the potential U is the

sum of two potentials U1 and U2. The DWBA scattering amplitude is

fDWBA(θ, φ) = f1(θ, φ)− 1

4π

∫
χ

(−)
1 (k′, r′)U2(r′)χ(+)

1 (k, r′)dr′, (8.20)

where f1(θ, φ) is the scattering amplitude from the potential U1, χ(−)
1 (k, r) is the ingoing scattered

wave, and χ(+)
1 (k, r) is the outgoing scattered wave. This approximation can be used to address

multiple interactions, such as U1 accounting for elastic scattering and U2 accounting for interac-

tions that induce non-elastic transitions [102]. The differential cross section for some A(a.b)B

reaction is

dσ

dΩ
=

µαµβ

(2πh̄2)2

kβ
kα
|T |2, (8.21)

where the |T |2 term is the transition amplitude and α, β denote the entrance and exit channels,

respectively. For DWBA, this transition amplitude can be described as
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TDWBA =

∫
χ(−)(kβ, r)F (r)χ(+)(kα, r)dr, (8.22)

where F (r) is defined as

F (r) =

∫
Ψ∗BΨ∗bVΨAΨadτ

′, (8.23)

where τ ′ just represents all variables to be integrated over.

For most transfer reactions, the first-order DWBA transition amplitude is used (equation 8.22).

An assumption that the reaction is zero range is used to simplify the integral, reducing it to a single

vector coordinate. We can take the reaction A+a→ B+b, where A is the projectile, a is the target

that consists of the ejectile nucleon(s) b and the transferred nucleon(s) x (a=b+x), and the product

nucleus B which consists of A and x (B=A+x). Relative distance vectors R and ρ can be used to

define the distance between A and x, and b and x, respectfully (Figure 8.3). Relative vectors that

connect A to a and B to b can be defined as rα = R− (b/a)ρ and rβ = (A/B)R− ρ.

The variables of integration can be converted from R and ρ to rα and rβ via dρdR = Jdrαdr.

J is a Jacobian defined as

J =
∂(ρ,R)

∂(rα, rβ)
=
(a
x

B

A+ a

)3

(8.24)

The DWBA transition amplitude becomes

TDWBA
αβ = J

∫
χ

(−)∗
β (kβ, rβ)(ΦBΦb|Vβ − Uβ|ΦAΦa)χ

(+)
α (kα, rα)drαdrβ, (8.25)

where Uβ is the optical potential for the exit channel, Vβ is the two-nucleon interaction for the exit

channel, and (ΦBΦb|Vβ−Uβ|ΦAΦa) is the nuclear overlap function [11]. Following equation 8.21,

the DWBA differential cross section is

( dσ
dΩ

)
DWBA

=
µαµβ

(2πh̄2)2

kβ
kα
|TDWBA
αβ |2 (8.26)
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Figure 8.3: Finite-range interaction for a transfer reaction. A is the projectile nucleus, a is the
target (a=b+x), B is the product nucleus (B=A+x), b is the ejected particle, and x is the transferred
nucleon or nucleon group. This figure is modified from the one found in [11].

The DWBA differential cross section relates to the experimental differential cross section via

dσ

dΩ

∣∣∣
exp

= SαSβ
dσ

dΩ

∣∣∣
DWBA

, (8.27)

where Si is the spectroscopy factor for i = α or β.

8.2.3 FRESCO

FRESCO [103], similar to other programs such as DWUCK [104], can be used to determine

differential cross sections via DWBA calculations. FRESCO can perform calculations for nearly

any reaction that can be described in coupled-channel form. Physics inputs, such as excited states

and spins and parities, are required along with OMPs, overlap functions, and couplings. Calculated

differential cross sections are often given as a ratio to the Rutherford differential cross section

71



dσ

dΩ

∣∣∣
Ruth

=
(Z1Z2αh̄c

4Esin2 θ
2

)2

, (8.28)

where α is the fine structure constant and E is the particle energy.

The effective Coulomb barrier is needed to determine the beam energy at sub-Coulomb ener-

gies to input into FRESCO calculations. The effective Coulomb barrier can be found via

VC ≈ αh̄c
Z1Z2

r0(A
1/3
1 + A

1/3
2 )

, (8.29)

where r0 ≈ 1.25 fm and h̄c=197.3 MeV fm.

An example of a FRESCO calculation for a sub-Coulomb α-transfer reaction can be seen in

Figure 8.4. This is an example of an output from FRESCO using OMPs from [12]. Further work

will need to be done for future analyses to properly calculate the OMPs for this specific reaction in

order to determine the exact differential cross section.
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Figure 8.4: An example of a FRESCO differential cross section output. This is for the
7Li(6Li,dγ)11B transfer reaction. The effective Coulomb barrier for this interaction is ∼2.41 MeV.
For this output, the interaction occurs at a beam energy of 2.25 MeV. The total cross section from
FRESCO is 17.66 mb. The FRESCO calculations were done with estimated OMPs for a 7Li beam,
which were taken directly from [12]. Further work should be done to incorporate the proper OMPs.
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8.2.3.1 Effective Target Thickness

In conjunction with FRESCO calculations, the effective target thickness needs to be estimated.

Since the target is thick and the beam ions are stopped inside the target the effective target thickness

will be different of each interaction energy bin. It is inversely proportional to the specific energy

losses of the beam ions which can be accurately calculated using SRIM code and experimentally

verified. The effective target thickness can be used to determine the experimental cross section.

8.2.4 Asymptotic Normalization Coefficients

When considering the overlap function, nuclear interactions are negligible at large r. At sub-

Coulomb energies, only the asymptotic part of the overlap function is important and only influences

the overall normalization of the asymptotic wave function [19]. For Li-induced α transfer reactions

at very low energies, slightly negative Q-values mean that the outgoing ejectile particle will also

be sub-Coulomb in energy. Since interaction potential at low (sub-Coulomb) energies is almost

Coulomb potential, the calculated cross sections are essentially model independent [87]. Hence,

asymptotic normalization coefficients (ANCs) are nearly independent of optical model parameters.

Moreover, since ANCs only depend on the asymptotic of the wave function, the ANCs are inde-

pendent on the number of nodes and the details of interaction potential for the DWBA form-factor

wave function. All this is not true for spectroscopic factors. The overlap function for the bound

state wave functions for A,a, and x (described in Figure 8.3) is

IAax = 〈φa(ζa)φx(ζx)|φA(ζa, ζx : rax)〉 (8.30)

where φi is the bound state wave function for a nucleus i, ζi are the internal coordinates for a

nucleus i, and rax is the relative coordinate of the center of mass of nuclei a and x. Generally the

overlap function can be described by the spectroscopic factor and the bound state wave function,

however the asymptotic normalization coefficient can be found, defining the amplitude of the tail

of the radial overlap function
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IAaxlAjA(rax)
rax>RN−−−−−→ CA

axlAjA

W−ηA,lA+1/2(2κaxrax)

rax
, (8.31)

whereRN is the nuclear interaction radius between a and x, W−ηA,lA+1/2(2κaxrax) is the Whittaker

function, κax =
√

2µaxεax is the wave number of the bound state A, µax is the reduced mass

of a and x, ηA = ZaZxµax
κax

is the Coulomb parameter for the bound state A, and CA
axlAjA

is the

asymptotic normalization coefficient. The Whittaker function describes the asymptotic behavior

of the bound state wave function of two charged particles [105]. The ANC can also be related to

the single-particle ANC (bAaxlAjA) via the spectroscopic factor

(CA
axlAjA

)2 = SaxlAjA(bAaxlAjA)2 (8.32)

According to equation 8.27, this implies the relationship between experimental and DWBA

differential cross sections

dσ

dΩ

∣∣∣
exp

=
(CA

ax)
2(CB

bx)
2

(bAax)
2(bBbx)

2

dσ

dΩ

∣∣∣
DWBA

(8.33)

ANCs can also be related to R-matrix reduced widths (γ2
i ) via

C2
i =

2µa

h̄W 2(a)

( γ2
i

1 + γ2
i
dS
dE

)
(8.34)

where µ is the reduced mass, a is the channel radius, and S(E) is the shift function with the

condition that the channel radius, a, is equal to S(Ei), where Ei is the bound state energy. The

α partial width, for the sub-Coulomb α-transfer reactions of interest, can be calculated from the

ANC. Partial particle widths relate to the particle widths via

Γ = 2Pl(E)γ2, (8.35)

where Pl is the penetrability according to the particle energy E [101]. The narrow resonance

reaction rate can then be found using the particle width with equation 8.9.
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To summarize, the α ANC for the near α-threshold state can be extracted from the sub-

Coulomb α-transfer reaction cross section on an almost model independent basis. This ANC can

be linked to the α reduced widths of the state, which in turn determine the cross section for the

α-capture reactions through the near α-threshold state in question.
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9. DETECTOR DESIGN AND SETUP

9.1 Momentum Achromat Recoil Separator Spectrometer

The Momentum Achromat Recoil Separator (MARS) spectrometer can produce rare isotope

beams in the low mass and low energy regime. Stable ions are produced in an ECR source [106]

via a gaseous or metallic source. The ionized nuclei are funneled out of the ECR source and

injected into the K150 or the K500 cyclotron, where the nuclei are accelerated in beam ‘packets’.

The accelerated beam is guided to MARS through a series of bending and focusing magnets.

The beam reacts with the gas chamber of MARS to produce a rare isotope beam cocktail. The

secondary beams are typically produced through reactions in inverse kinematics. The gas target

may consist of a variety of gasses and is kept at LN2 temperatures (∼ 77 K) to maximize the target

density while keeping thin windows to minimize energy loss [107]. A solid target ladder may also

be used in MARS to supply a broad range of rare isotope beams.

The stable beam from the cyclotron enters the MARS cave through the SW1 magnet (Figure

9.1). The beam is focused through a quadrupole magnet before being directed into the gas target

via the SW2 magnet. The reaction inside of the gas target produces a secondary rare isotope beam

that goes through the SL1 solid-angle collimating slits. The D1 dipole magnet will direct the beam

towards the SL2 horizontal momentum selection slits. The beam passes through the SL3 vertical

slits to limit ions with a large vertical recoil component from being bent into the velocity filter via

the D2 dipole magnet. The velocity filter is a Wien filter that selectively allows ions to pass through

via vpass = E
B

. The electric and magnetic fields are set to allow a specific velocity to pass through

while velocities greater or less than vpass will be bent into the filter. After the velocity filter, the

beam is bent vertically via the D3 dipole magnet and focused through the Q4 and Q5 quadrupole

magnets. The remaining two slits, SL4 and SL5, limit the solid angle of the secondary beam and

set a mass to charge filter, respectively [107].

One of the primary research interests in the development of MARS includes the determination
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Figure 9.1: The Momentum Achromat Recoil Separator. The beam enters from the right and is
directed by a series of dipole and quadrupole magnets. The beam either interacts with the gas
target or the solid target ladder to produce a secondary rare isotope beam cocktail. The cocktail is
filtered to the isotope of interest through the remaining slits, magnets, and the velocity filter. The
experimental apparatus (TexCAAM) is attached to the end of the MARS arm.

of the ANCs for astrophysically-motivated nuclei at stellar energies. In particular, ANCs for the

7Be+p reaction have been measured. MARS was able to deliver the 7Be beam at 12 MeV/u with a

purity >99.5% [107].

In order to study the 7Be(6Li, dγ)11C reaction, a 7Be beam at much lower kinetic energies

(8 MeV total) is required. MARS was able to produce an almost completely pure beam of 7Be

with a beam rate of approximately 4200 counts/nA of primary beam for a total of 105 pps (Figure

9.2). It was produced through the 1H(7Li,7Be)n reaction.

Background radiation is a concern for this experiment. During the beam development period,

TexCAAM was placed inside of the MARS cave (not connected to the MARS beamline) and

covered in a layer of lead bricks. Measurements of γ rays were performed with the beam on

and with the beam off to study the latent radiation in the vault as well as any prompt emission

produced during operation. It was found that for all channels combined, the background rate was

approximately 2 events per hour in the energy region of interest.

For the 11Be β-decay study, a 11Be beam of approximately 91% purity was delivered on target,

where the remainder of the beam was 8Li contamination. The beam rate at the detector, which was
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Figure 9.2: Particle identification of the beam produced by MARS during the 7Be beam develop-
ment. The beam was almost entirely composed of 7Be and had very few contaminants.

severely limited by what the detector could handle, was between 100 and 800 events per second.

9.2 Texas CsI Array for Astrophysical Measurements (TexCAAM)

In order to measure the sub-α threshold state, especially in a region with multiple states with

similar energies, γ-ray spectroscopy is required. To accomplish maximal detection efficiency, a

novel γ-ray detector array was designed and constructed. The Texas CsI Array for Astrophys-

ical Measurements (TexCAAM) consists of 32 CsI(Tl) detectors surrounding a 6Li target (95%

enriched) (Figure 9.4 and 9.5). CsI detectors were chosen to reduce costs as the detectors were

repurposed from other projects. The solid angle coverage of the CsI is∼90.5% of 4π. The 6Li was

backed by a single 1500 µm Micron Si detector. The Si detector was then backed by a veto that

consists of a small array of 10x10x10 mm3 EJ-200 plastic scintillators which were coupled to an

array of Hamamatsu S13360 multi-pixel photon counters (also referred to as Si photomultipliers

(SiPMs)). SiPMs were chosen because traditional PMTs cannot withstand the vacuum environ-
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ment. The bond between the photocathode and the PMT housing can leak during the stress of

vacuuming. As a result, the PMT will not function properly and eventually break. SiPMs are not

affected by vacuum, which makes them ideal for light collection in vacuum environments.

TexCAAM as a whole is enclosed in a grounded 1
8
"-thick aluminum box in an effort to sup-

press light pollution and DAQ noise (Figure 9.4). To reduce the background from natural radiation,

cosmic rays and also beam-induced background, TexCAAM was enclosed in a layer of lead bricks.

Since the Momentum Achromat Recoil Separator (MARS) cannot support the weight of both Tex-

CAAM and the lead bricks, a support structure was designed and built to support the total weight

(Figure 9.3).

9.2.1 CsI for γ-ray Detection

The core function of TexCAAM is γ-ray spectroscopy. Maximal solid angle coverage is re-

quired and to achieve this, an array of 32 CsI detectors were assembled in a box shape that covers

∼90.5% of the total solid angle with respect to the target. Each CsI detector has an integrated

preamplifier that produces a signal that is routed to one of two patch boards for cable management

purposes. The mapping of the CsI detectors is shown in Figure 9.6. The patch boards relay the

signals to a transition board that is designed to circumvent the need for openings in the aluminum

shielding. The transition board was originally developed for use with the Texas Active Target

(TexAT) [108] and was repurposed for use with TexCAAM. The signals are further routed to the

data acquisition system.

9.2.2 Target Arm

A 6Li target poses logistical issues as it can oxidize very quickly. The target must be mounted

on the target arm and placed in the beam pipe with little to no oxidation in the lithium. Therefore,

the target arm was designed to allow easy and quick installation as well as to support the Si and

SiPM detectors behind the target, creating a singular array of the detectors and the target (Figures

9.7 and 9.8). The detectors are biased and readout via two vacuum-grade SHVs and one vacuum-

grade BNC connector located in the target arm flange.
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Figure 9.3: MARS is unable to support the weight of TexCAAM with the addition of the lead brick
shielding. In order to attach TexCAAM to MARS, a custom support was designed and built to hold
TexCAAM during experiments. Depicted is the support system constructed for TexCAAM. Here,
TexCAAM is installed on the end of MARS and is surrounded by the lead bricks.

9.2.3 6Li Target

Creating the 6Li target is non-trivial. Lithium oxidizes rapidly, which can easily combust in

large quantities. Extra precaution should be taken to transport and work with the target in pure

nitrogen or argon environments.

The target thickness, ∼ 50 µm, was specifically chosen to stop the beam in the back third of
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Figure 9.4: A cut-away CAD drawing of TexCAAM that reveals its inner structure. The 32 CsI
detectors are tightly grouped around the beampipe and are held together via 3D-printed support
structures. The beampipe intersects TexCAAM and holds the target arm. The end of the target arm
sits in the center of the CsI array, maximizing the solid angle coverage of the CsI detectors. The
target arm consists of the target, the Si detector, and the SiPM/scintillator array.

the target. In order to make the target, a 90% pure rock of 6Li is taken and rolled into a foil. The

lithium is held up by a sandwich of machined metal supports. In order to work with the 6Li in a
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Figure 9.5: A second CAD drawing showing an alternative view of the inside of TexCAAM. The
beampipe, the aluminum box, and two CsI detectors are transparent to show how the target sits
inside of the CsI array.

pure nitrogen or argon environment, all work was conducted in a glovebox. The target was then

installed into TexCAAM in a portable glovebox.

9.2.3.1 Target Thickness Calculations

In order to determine the appropriate thickness of the target, Stopping and Range of Ions in

Matter (SRIM) (more specifically Transport of Ions in Matter (TRIM)) calculations [109] and
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Figure 9.6: A schematic showing the orientation of the CsI detectors in TexCAAM. It also shows
the two patch boards which transfer the CsI signals to the transition board.

LISE++ calculations [110] were conducted. LISE++ calculations were used to determine the ap-

propriate beam energy for the reaction of interest. The desired beam energy was used in SRIM to

determine the appropriate target thickness. The target thickness is specifically chosen to be thick

enough to stop the beam (ideally in the last third of the target, Figure 9.9) while being thin enough

to allow product deuterons to pass through (Figure 9.11) without large energy losses or angular

straggling (Figure 9.10). In general, the target thickness is usually calculated to be on the order of

50 µm.
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Figure 9.7: A CAD drawing of the target arm. The drawing is ‘blown up’ to clearly show each
of the components of the assembly. The target ‘sandwich’ holds the lithium target and is directly
backed by the Si detector. Behind the Si detector sits the scintillator array which is coupled to
the array of SiPMs. Each part of the assembly is secured to the target arm prior to installation,
allowing for quick installation in order to preserve the lithium target.

9.2.3.2 Production of 6Li targets:

In order to make a 6Li target of the desired thickness (around 50 µm) an array of items is

required. The required items are a glovebox, a 99%+ pure N2 or argon gas source, a metal roller (a

130MM Flat ULTRA Series X-DRIVE Direct Drive Rolling Mill), a scientific scale (Figure 9.12), a

solvent (petroleum ether), 6Li rock (Cambridge Isotope Laboratories LLM-827), thin high-density

metal such as titanium, diffusion oil, calipers or a precise ruler, a portable glovebag (Figure 9.13),

and a variety of tools such as plastic knives and tweezers. Purging should be done gradually as air

may be trapped in places such as electronics (wire insulation) and poorly sealed containers. Ideally,

this process should span 24 hours. If the glovebox isn’t fully purged, the lithium will oxidize.

Once fully purged, it is then safe to cut the 6Li rock into small, thin pieces. Pure 6Li is easily

malleable and can be cut with a blade or a knife. The small pieces of 6Li should be sufficiently

coated in diffusion oil before continuing. The original coat of oil that the lithium is shipped with
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Figure 9.8: Image of the completed target arm assembly. Various parts are reinforced with Kapton
tape to assure nothing moves while out gassing. The top most part of the assembly is a degrading
window which reduces the energy of the beam to the desired energy. Just behind is the lithium
target that is backed by the Si detector and scintillator/SiPM arrays.

may not be sufficient and more may need to be applied. The coated sliver of 6Li should be placed

inside of the dense metal sandwich. The sandwich can be run through the metal roller, starting at a

very coarse setting that compresses the sandwich minimally. The rollers should be incrementally

tightened very slowly. As the sandwich compresses, the lithium inside will want to stick to the

metal sheet surrounding it. In order to prevent this as much as possible, the lithium should be

frequently coated in diffusion oil.

In order to estimate the thickness of the lithium, the surface area of the 6Li should be measured

as precisely as possible. Cutting the lithium into easy-to-measure square pieces may be beneficial.
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Figure 9.9: SRIM simulation for a 7Be beam in a 6Li target. This particular reaction primarily
occurs in the last third of the target with only a small amount of angular straggling. The target in
this simulation is set to 50 µm which is designed to stop the beam (Tbeam = 8 MeV) well before
the end of the target while thin enough to allow product deuterons to pass through the remainder
of the target and enter of the Si detector located behind.

After removing the diffusion oil from the 6Li, it can be weighed with the scientific scale. Since the

density of lithium is known, the two pieces of information can be used to determine the average

thickness of the target produced. The thickness of the target will not be completely uniform, but

the thickness at a given location cannot be probed inside of the glovebox and would require energy-

loss measurements to accurately determine. Once the target thickness is acquired, the targets must

be kept in the nitrogen or argon environment to prevent oxidation (Figure 9.14 a). The lithium film

will also be fragile so it is safest to store the target with diffusion oil between two glass slides.

The same diligence is required while transporting the target to TexCAAM. Since the target is

produced in an inert gas environment, the target should also be transported in the same gaseous

environment. Ideally, the target can be transported in a mobile glovebag. Prior to transportation,

the target may be placed inside of its frame (Figure 9.14 b). At the location of TexCAAM, the target
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Reaction's Kinematics
 7Be +  6Li => 11C +  2H       6Li( 7Be,11C) 2H;  Reaction at the "entrance" of the target

Projectile Energy at the reaction place:  1.14 MeV/u         Grazing angle:  CMS = 58.21 deg;  Lab = 12.76 deg
Q reaction : -1.43 MeV  (Excitations 0.0+0.0=>7.5+0.0);   Plotted Energy option is "after reaction"
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Figure 9.10: LISE++ reaction kinematics calculations for the products of the 7Be(6Li,dγ)11C reac-
tion, specifically feeding the 3

2

+ state at 7.4997 MeV. The (blue online) line is the product deuteron
which is very forward angled and has a significant amount of energy after the reaction. The heavy
ion product (11C) is completely focused at forward angles and maintains a significant amount of
energy as well.

can be installed on the target arm. This installation should be done inside of a glovebag, which

should be connected to the beamline and backfilled with nitrogen coming from the beamline. Once

installed on the target arm, the entire target arm can be installed into the beamline.

Pin-holing effects can be substantial and need to be probed with the beam. By slowing the

production process and insuring adequate diffusion oil, pin-holing can be minimized. Targets have

been produced with few enough pin-holes to produce a few counts per second entering the Si

detector from a 106 pps beam.

9.2.3.3 Si Detector and Veto

Due to the likelihood of being overwhelmed with background radiation producing an undesir-

able trigger rate when the CsI detectors are used alone, the target is backed with a Si detector and

an array of plastic scintillators coupled to an array of SiPMs. Deuterons are expected to be forward
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Figure 9.11: SRIM calculations for the energy loss of product deuterons passing through the target.
While it may only see a small section of the target, a large target thickness was used to determine
if a deuteron can pass through in the case that the reaction occurred immediately.

angled (Figure 9.10), pass through the remainder of the target, and be detected by the Si detector.

Since the energy of the deuterons coming off the reaction for the specific state of interest does not

exceed certain maximum value (6 MeV for the 7.5 MeV state) and are limited by the very small

cross section at low energies, the energy range of deuterons can be used as a gate for the γ-rays.

Moreover, once the reaction is identified using a γ ray, fixing the reaction Q-value, the energy of

a deuteron in the Si detector indicates the beam energy at which the reaction was produced and

hence the c.m. energy of interaction. Therefore, the Si detector can be used as a gate for the γ

rays. Higher-energy deuterons and protons are expected to enter the Si detector from various other

reactions. While the Si detector is thick, 1500 µm, it is expected that protons and higher energy

deuterons will punch through.

In order to remove the events where particles punch through the Si detector, the Si detector is
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Figure 9.12: An image of the interior of the glovebox. At the top is the scientific scale and at the
bottom is the electric metal roller used to create the lithium film target.

backed by an array of plastic scintillators to act as a veto. Any signals that enter the veto detector

will be rejected in the analysis.

9.2.4 GEANT4

GEANT4 simulations were carried out to estimate the experimental data. The TexCAAM ge-

ometry was recreated in GEANT4 (Figure 9.15). For α-transfer reactions, a rare isotope beam was

produced. The initial beam position was randomly sampled to give an accurate beamspot accord-

ing to what was achieved in MARS during beam development. The simulation includes both the

β decay of implanted beam ions and the α-transfer reactions between the incident beam and the

target. All energetically allowed excited states in the heavy product were included and the states
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Figure 9.13: An image of the portable glovebag that is essential to the transportation and installa-
tion of the target into the beamline and TexCAAM.

were populated randomly with equal probabilities. PENELOPE libraries in GEANT4 were used to

handle the γ ray physics.

Simulations were constructed in GEANT4 to estimate the γ-ray efficiencies for the 11Be β decay.

A 11Be isotope was produced at the target location of TexCAAM and the β-decay branches were

modeled. The states of 11B were accurately filled and the γ-ray cascades were accurately recon-

structed. The β-decay simulations were conducted to compare to experimental 11Be β decay data

and confirm the γ-ray efficiency curve for high energy γ rays.

Monoenergetic γ-ray simulations were also conducted in GEANT4 to determine the γ-ray ef-

ficiency of TexCAAM. A series of energies were simulated between 1 and 9 MeV (the energy
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a) b)

Figure 9.14: a) An image of an improperly stored lithium target that has undergone oxidation
inside of the glovebox. Any exposed part of the lithium outside of the confinement of the slides
will allow oxidation creep in and react with the entirety of the target. b) An image of a target that
was produced and installed in the ‘target sandwich’. The target is stored in a clear plastic box and
multiple press-seal bags, awaiting transportation and installation.
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region of interest for TexCAAM) to determine the γ-ray efficiency for each energy chosen. The

monoenergetic γ-ray source was produced at the target location of TexCAAM and emitted γ rays

isotropically.

Along with the monoenergetic γ-ray simulations, a GEANT4 simulation was created to simulate a

60Co source. The source was placed at the target location and the γ-ray cascades were reproduced.

These simulations were conducted to estimate the effect of anisotropy from the 60Co source and

compare to experimental data to determine the γ-ray efficiencies at 1.1 and 1.3 MeV.

Figure 9.15: A screenshot of the GEANT4 simulation of TexCAAM for the
7Be(6Li, dγ)11C experiment. a) The semi-opaque cubes represent the CsI scintillators used
for γ-ray spectroscopy. b) The 6Li rolled target inside of the frame. c) Both the Micron Si detector
and the plastic scintillators that back the Si detector.
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9.3 Data Acquisition

The data acquisition system (DAQ) consists of three 16-channel STRUCK SIS3316 digitizers

which are read out via CycApps software. Two of the STRUCK digitizers were fed via the transi-

tion board and read out all 32 of the CsI channels. The third digitizer read out the Si detector and

the SiPMs. The three STRUCK digitizers were controlled by a STRUCK SIS3104 controller. The

data was recorded in GOOSY format [111]. Data acquisition live time was determined using an

external CAEN V830 scaler and an Ortec 448 research pulser.

The three SIS3316 digitizers were coupled via a front panel low-voltage differential signal-

ing (LVDS) bus to synchronize operation between the digitizers. The digitizer clocks were syn-

chronized along with trigger/vetos, timestamp clears, and sample controls. Sample logic busy

and address threshold flags were shared as well. Coupling the three digitizers allows the user

to synchronize the clocks, which is necessary to determine timing gates for β-γ, γ-γ, and β-γ-γ

coincidences, as well as the time of flight between the Si detector and the SiPMs.

9.3.1 STRUCK Moving Average Window Trapezoidal Filter

The STRUCK DAQ is able to determine the pulse amplitude and timing for each of the de-

tector signals. STRUCK takes the raw waveform and applies a moving average window (MAW)

trapezoidal filter in order to determine the amplitude and timing. The trapezoidal MAW filter rises

according to the peak timing parameter and plateaus according to the gap timing parameter. Nor-

mally, the trapezoidal filter is asymmetric about the time axis, however, a decay time, τ , correction

can be applied to form a symmetric trapezoidal MAW, like the one shown in Figures 9.16 and

9.17. The trigger threshold determines the trigger start time. The trigger gate has a variable width

which is set as a STRUCK parameter. The energy pickup index is determined by the peak timing

parameter and half of the gap timing parameter. The energy pickup index determines the pickup

energy, i.e. the energy at the half-gap width rather than the max energy. At the full gap timing the

max energy is recorded [112]. For TexCAAM, the max energy is read out.

STRUCK digitizers can also record full waveforms with a maximum sampling rate of up to
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Figure 9.16: A CsI waveform recorded with STRUCK with a trapezoidal MAW filter superimposed
(red online). The trapezoidal filter serves as a visual guide and is not the actual filter applied to
the signal. The peak and gap components of the MAW filter are labeled. The trigger threshold is
shown and the trigger start time corresponds to the apex of the signal.
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Figure 9.17: The trapezoidal MAW filter from Figure 9.16 is broken down even further. The
internal trigger, along with the trigger gate, are shown in relation to the trigger starting point on
the MAW filter. The energy pickup index is determined by the peak timing parameter and one-half
of the gap timing parameter. At the end of the energy pickup index, STRUCK saves the pickup
energy (blue dot online). At the end of the full gap timing gate, the maximum energy is recorded.
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250 MHz (4 ns timing resolution). Saving the full waveforms allows for more complex offline

analyses, such as PSD in the Si detector.
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10. DATA ANALYSIS AND DETECTOR CHARACTERIZATION

10.1 TexCAAM Analysis Tools

TexCAAM analysis tools is a package that allows TexCAAM users to easily work with the data

that is taken during experiments. TexCAAM analysis tools has three functions: data reduction,

theoretical calculations, and GEANT4 simulations (Figure 10.1). The main function of TexCAAM

analysis tools is analyzing raw data taken by TexCAAM. The analysis tools will automatically

reduce raw data and copy it to the online server where the reduced GOOSY [111] files will be

converted to histograms. Histogram creation utilizes a number of techniques including addback

reconstruction, β-γ-γ coincidences, and Si PSD.

10.1.1 Reaction Location Reconstruction

Using reaction kinematics, the reaction location can be reconstructed. Since the γ-rays and the

light product particles are directly detected and their energies are found, the reaction location can

be deduced. In practice, the location inside of the target is varied and the energy loss of the beam

is found for each of the locations. At each location, the beam energy is then used to determine

the heavy and light product particle energies. Once the detected light product particle energy is

reconstructed, the reaction location is determined (Figure 10.2).

10.1.2 Doppler Correction

For the reactions of interest, the light ejectile particle (deuteron) and the heavy recoil ion are

comparable in mass. Therefore, the deuteron will not take all of the kinetic energy from the reaction

and heavy recoil ion will not be stationary after the reaction. The motion of the heavy recoil ion

will contribute a Doppler shift to the de-excitating γ-rays that are emitted. Determining the kinetic

energy of the heavy recoil ion allows for Doppler corrections in the γ-ray energies. The center-of-

mass (COM) energy of the reactants can be found from the beam energy, the associated reaction

Q-value, and the excitation energy of the heavy recoil ion. With the heavy recoil kinetic energy, the

relativistic velocity can be found (β=v/c). The relativistic Doppler effect can be calculated and a
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Figure 10.1: A flow chart of the capabilities of TexCAAM analysis tools. There are three main
branches of the tool system: data reduction and conversion, theoretical calculations, and GEANT4
simulations. The GEANT4 simulations branch contains all necessary GEANT4 simulations for Tex-
CAAM including β-decay, α-transfer, 60Co source, and monoenergetic γ-ray simulations. The the-
oretical calculations branch contains the necessary frameworks to estimate TexCAAMs detection
efficiency and solid angle, estimated event rates for specific reactions, and FRESCO calculations.
The third branch contains the majority of the framework. Raw GOOSY data are reduced and trans-
ferred to the online server. Histograms can be produced using an array of techniques. Peak fitting
code and analysis calculations can be conducted on the produced histograms.

correction can be applied to the γ-ray energy. Doppler corrections reduce peak widths and enhance

the observed γ-ray energy resolutions.

10.1.3 Si PSD

Pulse-shape discrimination (discussed in depth in Section 1.2.3.1) is widely used in neutron/γ-

ray detecting scintillators to discriminate between the particles. PSD has also been demonstrated in

single surface barrier detectors (i.e. Si detectors) [113, 114, 115]. In these detectors, pulse height

is determined by the energy of the particle and the pulse shape is determined by the range of the
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Figure 10.2: Results of reaction location reconstruction with a small data set. The three bands are
from the three excited states that are populated in the 7Be(6Li,dγ)11C reaction.

particle. The rise time of the pulse is determined by the collection time of the produced electrons

and holes outside of the depletion layer of the semiconductor. The produced electrons and holes

diffuse towards the depletion layer creating a tangible time difference for different ranges of a

particle in the detector. Comparisons of the relative rise times for Si signals may lead to PID bands

separating different particles (i.e. proton, deuterons, and tritons) as well as different nuclei (i.e. Li,

Be, B, etc...). Furthermore, Si PSD has demonstrated the possibility of rejecting pile-up events and

defective signals [116].

Early testing of PSD in the Si detector for TexCAAM has indicated the possibility of using PSD

to distinguish particles (Figure 10.3). Two distinct bands can be observed with good separation,

especially between∼3 MeV to 10 MeV. One band is focused at lower energies where we would ex-

pect to see punch through events from particles such as protons. The other band is strongest above

3 MeV which is where we expect to observe deuterons, from the reactions of interest, stopping in

the detector. Further testing is needed to verify PSD capabilities for TexCAAM.
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Figure 10.3: Early testing of Si pulse shape discrimination with 12C(6Li,dγ)16O data. These tests
demonstrate the possibility of using Si PSD techniques to assist future analyses.

10.1.4 γ-ray Addback Reconstruction

γ-ray addback reconstruction was incorporated in the production of the γ-ray histograms to

account for multiple-crystal events. In the energy region of interest, the primary mode of γ-ray

interactions is Compton scattering. The likelihood of a γ ray scattering in a CsI crystal is relatively

large and the γ ray may scatter into an adjacent crystal before scattering again. Normally, this

would be read out as two separate signals. However, a +/- 200 ns CsI-CsI coincidence time gate

was applied to reconstruct the energy from a γ-ray interacting with two crystals. The addback

reconstruction also requires that the two crystals are adjacent to one another (Figure 9.6). If both

conditions are satisfied the energies are summed to produce the total γ-ray energy for the event.

10.2 Energy Calibration

Energy calibrations for the CsI detectors were performed using 22Na, 137Cs, and 60Co sources

as well as the 11Be(β, γ)11B decay. 22Na β decays into 22Ne and produces a 1274.5-keV γ ray

during its decay. 137Cs produces a 661.7-keV γ ray during its decay. 60Co produces 1173.2- and
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1332.5-keV γ rays during its decay. Figure 10.4 shows the decay scheme of 11B. The states with

the highest β feedings are the 7997.8-keV 3
2

+ state, the 6791.8-keV 1
2

+ state, the 2124.7-keV 1
2

−

state, and the 3
2

− ground state. The γ rays used for the energy calibrations are the 7997.8-keV,

the 6791.8-keV, and the 2124.7-keV γ rays. For each of the CsI detector channels, the γ-ray

histograms for each of the sources were fit with one or more Gaussian functions in addition to

a background estimate (Figure 10.5). The energy resolution for a single CsI crystal is generally

around 10-12% at the 1 MeV region. The ADC channel number for each of the peaks was plotted

against the known energy and fit with a second order polynomial to account for any non-linearity

that is intrinsic to CsI detectors [117] (Figure 10.6). The energy calibrations are slightly non-linear

over the energy ranges as expected.

Energy calibrations for the Si detector and SiPMs were performed with a multinuclide α source

which produces energies of 3.11 MeV, 5.147 MeV, 5.474 MeV, and 5.787 MeV for 148Gd, 239Pu,

241Am and 244Cm respectively. The energy calibration trend for the Si and SiPM detectors were

linear.

10.3 Absolute γ-ray Detection Efficiency

10.3.1 60Co Source

Efficiency calculations were conducted with a 60Co source, both through experiment and GEANT4

simulations. 60Co produces two γ rays, one at 1173 keV and one at 1332 keV. These two γ rays

are a product of the same cascade, therefore they are correlated. Since they are correlated, if one

is observed then the other must be observed unless it escapes without being detected. The number

of coincidence events, events where both γ rays are observed, follows the equation

NCoincidence = Ndecays ∗ εE1 ∗ εE2 , (10.1)

where Ndecays is the total number of decays and εE is the efficiency at energy E. Similarly, the

number of counts in each of the individual peaks follows the equation
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Figure 10.4: β-decay scheme for the 11Be(β−γ)11B decay. The right hand side shows the β feed-
ings into the various states of 11B accompanied by their β feeding strengths in percentage relative
to unity. The blue arrows are the γ-ray transitions from a given state. The relative γ-ray transi-
tion strengths accompany each of the γ-ray transitions. The uncertainties for each of the γ-ray
transition strengths were not included in order to create a legible decay scheme. Only the states
populated in the experiment are portrayed and higher energy states are omitted from the decay
scheme. The data that were used to construct this decay scheme are from [13].

NE = Ndecays ∗ εE (10.2)

The number of counts in each of the peaks is directly dependent on the number of events and

the detection efficiency at that energy. By taking the ratio of equations 10.1 and 10.2, the efficiency

of one energy can be determined with

εE1 =
NCoincidence

NE2

, (10.3)

where E1 is one γ-ray energy and E2 is the other γ-ray energy. NCoincidence was determined with
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Figure 10.5: A triple Gaussian peak fit, in addition to a background estimation, for 60Co source
data. The fit has a χ2/ν=1.69 and encompasses the two 60Co photopeaks (1173.2 and 1332.5 keV)
as well as their respective Compton edges. This histogram was produced by summing the signals
of all 32 CsI crystals. The energy resolution for the sum of the detectors is approximately 14.5 and
13% for the 1.1 MeV and 1.3 MeV peaks, respectively. The dashed vertical lines show the centroid
locations for each of the Gaussians and the solid vertical lines show the fit range.

γ-γ coincidences (Figure 10.7). The value is simply the total number of events where both the

1172 keV and 1332 keV γ rays are observed. The γ-γ coincidence gates are discussed in Section

10.3.2.4.

GEANT4 simulations were then performed for a 60Co source to estimate the effect of anisotropy

of the decay. It was found that the anisotropy has about a 2% effect on the efficiency and was

therefore deemed to be a second-order effect. The simulated 60Co efficiencies were found to be

36.7(9)% and 33.6(9)% for 1173 keV and 1332 keV, respectively. GEANT4 γ-ray efficiency un-

certainties were determined via the statistical uncertainty from the number of simulated events

(∝ 1√
N

). The ratio of the efficiencies for the simulated 60Co source ( ε1173

ε1332
=1.09(4)) and the ex-

perimental 60Co source ( ε1173

ε1332
=1.09(3)) are in agreement, providing evidence in the accuracy of the

γ-ray efficiencies found with the GEANT4 simulations. The average ratio between the simulated and

experimental efficiencies is 0.700, which is applied as an inflation on the GEANT4 simulated γ-ray
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Figure 10.6: An example of the energy calibration performed for the CsI detectors in TexCAAM.
Seven data points, from various source and experimental data, were used to determine the energy
calibration for the energy range between 661.7 and 7997.8 keV. The data points were fit with a
second order polynomial (χ2/ν=1.89) that is slightly non-linear. The fit (red online) is compared
to linearity (dashed line) and is only visibly different at higher energies. The residuals of the fit, in
relative percentage, are shown in order to visualize the accuracy of the energy calibration fit. The
maximum residual is approximately 1.5%.
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Figure 10.7: 2-dimensional CsI-CsI (γ − γ) coincidence histogram for a 60Co source. The γ − γ
coincidence gate depicted in Figure 10.16 was used to determine coincidences. The γ-ray energies
from one crystal are plotted against the γ-ray energies from a second crystal that is in coincidence.
A strict gate was set on coincidence γ rays in order to determine Ncoincidence in equation 10.1.

efficiencies.

10.3.2 11Be(β−γ)11B decay

In addition to the 60Co study, the 11Be(β−γ)11B decay was studied to determine the γ-ray effi-

ciencies for the energies at 2124.7 keV, 6791.8 keV, and 7977.8 keV. A 11Be beam was implanted

into the Si detector and populated states in 11B up to the 7977.8 keV state (Figure 10.4). The

β decay of 11Be is well known [13], allowing us to replicate the study to determine the γ-ray

efficiencies for the well fed states.

10.3.2.1 Experiment Setup

To study the 11Be(β−γ)11B decay, TexCAAM was attached to MARS with the arm raised to 5

degrees to optimize transmission of the rare isotope beam. A primary 13C4+ beam was accelerated
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in the K500 Cyclotron to an energy of 30 MeV/u. A 1 mm 9Be solid target was placed in the solid

target ladder in MARS to induce the 13C+9Be reaction. 11Be was produced through fragmentation

with a yield of 32 ev/nC. A secondary product (8Li) was produced at a rate of 3 ev/nC, implying a

beam purity of approximately 91.4% 11Be. 8Li β decays to 8Be but will only produce α particles

since the decay wont populate any bound states. The product 11Be beam after the solid target had

a total kinetic energy of approximately 247.7 MeV (∼22.5 MeV/u) and the 8Li contaminant had

a total kinetic energy of 191.3 MeV (23.9 MeV/u). Prior to the entrance of TexCAAM, the 11Be

beam was degraded to an energy of approximately 12.3 MeV/u, which is low enough to stop the

beam completely inside of the 1500 µm Si detector, and the 8Li beam was degraded to an energy of

approximately 17 MeV/u, which will punch through the Si detector. The cyclotron ran in intervals

of 30 seconds on and 30 seconds off during the course of the experiment. During the 30 seconds

on, the beam would bombard the Si detector. During the 30 seconds off, the decay products (the β

particles) were counted in the Si detector in coincidence with γ rays. A cycle time of 30 seconds

was chosen to encompass approximately two half-lives of 11Be (T1/2=13.76 sec).

10.3.2.2 GEANT4 Simulations

As described in Section 9.2.4, the 11Be(β−γ)11B decay was simulated in GEANT4. Due to the

simplicity of the decay scheme, only the γ-ray decay portion of the decay was simulated. The ap-

propriate states were filled according to the β-decay feedings and the γ-ray cascades were recreated

according to the relative γ-ray intensities (Figure 10.4). The γ-ray histogram (Figure 10.8) was fit

to determine the integral values for each of the photopeaks and their corresponding escape peaks.

The γ-ray efficiencies found with the simulated decay are: ε2124.7=29.6(4)%, ε6791.8=23.3(8)%, and

ε7977.8=23.1(17)%. If the inflation ratio found for the 60Co data (0.700, Section 10.3.1) is applied,

the efficiencies become: ε2124.7=20.7(3)%, ε6791.8=16.3(6)%, and ε7977.8=16.1(12)%. The γ-ray

efficiency uncertainties were estimated by taking the statistical uncertainties of the integral values

from the fit and inflating them by the
√
χ2/ν of the fit.
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Figure 10.8: GEANT4 simulation for the 11Be(β−γ)11B decay. The photopeaks are labelled accord-
ing to their γ-ray energies and the single escape peaks are labeled with an asterisk (*).

10.3.2.3 γ-ray Efficiencies from the 11Be(β−γ)11B decay

The γ-ray histograms were produced in coincidence with the β-particle signals in the Si de-

tector (β-γ timing coincidence, Figure 10.15). CsI signals outside of a 500 ns to 2750 ns time

window, with respect to the Si signal, were rejected to eliminate random, non-coincident events.

CsI signals were addback corrected, or adjacent CsI signals within a +/- 200 ns time gate were

summed to account for Compton scattering between multiple detectors (Section 10.1.4). A total

histogram was produced by summing the individual detector histograms (Figure 10.9). All peaks

in the total histogram were fit with a multi-Gaussian function with the addition of a background

estimation (examples of the fits are shown in Figures 10.10 and 10.11). The fit results are tabulated

in Table 10.1.
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Transition Observed Photopeak Integral Value

Energy (keV) (counts)

**(1/2−1 →3/2−1 ) 1120.29 5881.7 ± 1185.5

*(1/2−1 →3/2−1 ) 1643.0 ± 3.4 67046.0 ± 3146.6

(1/2−1 →3/2−1 ) 2117.0 ± 0.2 184850.0 ± 758.9

*(1/2+
1 →1/2−1 ) 4150.1 ± 8.1 4133.9 ± 464.5

(1/2+
1 →1/2−1 ) 4602.8 ± 13.9 7772.07 ± 1899.9

*(3/2+
1 →1/2−1 ) 5311.6 ± 7.1 6570.4 ± 1460.5

(3/2+
1 →1/2−1 ) 5792.5 ± 4.8 10921.2 ± 1454.9

*(1/2+
1 →3/2−1 ) 6254.4 ± 4.2 11638.8 ± 2157.0

(1/2+
1 →3/2−1 ) 6790.4 ± 6.8 18625.7 ± 1409.0

*(3/2+
1 →3/2−1 ) 7419.8 ± 5.4 5341.2 ± 1198.7

(3/2+
1 →3/21

−) 7962.2 ± 9.2 7094.3 ± 268.1

Table 10.1: The observed energies and integral values for the photopeaks, the first escape peaks (*),
and the second escape peaks (**) in the 11Be(β−γ)11B γ-ray histogram. the first column shows
the γ-ray transitions (Figure 10.4). The uncertainties in the integral values were inflated by the√
χ2/ν of the fit used to obtain the integral values.

The primary method of beam normalization was counting the total number of β particles in

the Si detector during the beam-off cycles. A total of 8.83x106 β particles were recorded during

the beam-off cycles, after Si background corrections. A secondary method of beam normalization

was performed by fitting the beam related events in the beam-on Si spectrum (Figure 10.12). 8Li

contaminants punched through the Si detector, making the main peak of the Si beam-on histogram

purely 11Be events. Using this, a total of 7.488x106 beam particles were found to be implanted in

the Si during the beam-on time of the experiment. The number of decays during each beam cycle

is determined via
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Figure 10.9: Labelled experimental γ-ray histogram for the 11Be(β−γ)11B decay. Asterisk (*)
peaks are single escape peaks. CE is the Compton edge for the 2124.7 keV photopeak. The
energies represent γ-ray photopeaks cascading from the three strongly populated excited states
(2124.7 keV, 6791.8 keV, and 7997.8 keV).
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Figure 10.10: A triple Gaussian function with a quadratic background estimation to fit the
2124.7 keV photopeak as well as the first escape peak and the Compton edge. The fit has a
χ2/ν=1.226. The residual plot underneath the histogram shows the relative error of the fit com-
pared to each bin in the histogram.
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Figure 10.11: A quadruple Gaussian function with a quadratic background estimation to fit the
6791.8 keV and 7997.8 keV γ rays as well as their escape peaks. The fit has a χ2/ν=1.17. The
residual plot underneath the histogram shows the relative error of the fit compared to each bin in
the histogram.

N = 1− e−λt, (10.4)

where λ is the decay constant and t is the mean lifetime. For each 30 second cycle, 77.9% im-

planted 11Be ions have decayed. Since we are cycling on and off and the implanted particles decay

during both cycles, the total number of implanted particles can be estimated by adjusted by twice

the number of decayed particles (77.9%·77.9%=60.6%). This results in a total of 4.544x106 11Be

decays during the experiment. The two beam normalization methods disagree in the total number

of decays during the experiment. The reason for this discrepancy is unknown, but it may come

from beam implantation on the Si detector frame or beamline. Instead of relying on either nor-

malization method, the efficiencies were calculated using the second normalization method and

inflated to match the efficiency curve found with the GEANT4 simulation (Section 10.3.3).

Using the second method of normalization, a total of 4.544x106 11Be decays were observed.
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Figure 10.12: Beam-on histogram for the Si detector for one half of the total data collected during
the experiment. The energy calibration was performed using the multinuclide source (Section 10.2)
and extrapolated to over 100 MeV. Therefore, the energies observed in the Si beam-on spectrum are
shifted from the correct energy values. Beam related events were confirmed with the Si beam-off
spectrum.

The β-decay branches and the relative γ-ray intensities are known [13] (Figure 10.4). Since the

7997.8 keV and the 6791.8 keV states are only fed via β decay, calculating the expected number

of events for the γ-ray cascades is straight forward. The ratio of the integral values (Table 10.1)

and the expected number of events becomes the absolute efficiency (Table 10.2).

The 2124.7-keV first excited state is fed directly via β decay as well as γ-ray cascades from

higher energy states. To take this into account, the contribution from the β feeding into 2124.7 keV

state is calculated the same way as the other states and the γ-ray cascades are calculated from the

β-branch to the initial excited state and the relative γ-ray intensity feeding to the 2124.7 keV state.

The sum of all of the expected number of events becomes the total number of expected events in the

2124.7 keV photopeak. The ratio of the integral value (Table 10.1) for the 2124.7 keV photopeak

and the total number of expected events becomes the absolute γ-ray efficiency (Table 10.3).
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γ-ray Energy β Branch Rel. γ-ray Number of Expected γ-ray Efficiency

(keV) (%) Intensity (%) Events (%)

4665.9 6.47(45) 28.5(11) 8.38(67)x104 9.28(74)

5851.5 4.0(3) 53.2(12) 9.67(76)x104 11.3(17)

6791.8 6.47(45) 67.5(11) 1.98(14)x105 9.39(98)

7997.8 4.0(3) 46.2(11) 8.40(66)x104 8.45(74)

Table 10.2: Calculations for the γ-ray efficiencies for the 4665.9 keV and 5851.5 keV γ-ray tran-
sitions and the 6791.8 keV and 7997.8 keV excited states (γ-ray transitions to the ground state).
The efficiencies were calculated as the ratio of the integral values (Table 10.1) and the expected
number of events for each of the energies.

The γ-ray efficiencies for the three strongly fed states were found to be: ε2124.7=11.48(66)%,

ε6791.8=9.39(98)%, and ε7977.8=8.45(74)%. When comparing to the simulated γ ray efficiencies, the

ratio of efficiencies relative to the 2124.7 keV photopeak efficiency are in agreement (Table 10.4).

A comparison between the ratio of escape peak to photopeak integral values was made between

the GEANT4 simulated and the experimental 11Be(β−γ)11B decay data. Agreement between these

ratios provides additional evidence for the accuracy of the GEANT4 simulated data (Figure 10.13).

Further, intrinsic γ-ray efficiencies were calculated for each of the individual crystals and averaged

for four rings of CsI detectors along the beam axis (Figure 10.14). Using the second method of

beam normalization, the averaged intrinsic efficiencies were found to be 25.3(49)%, 27.1(49)%,

26.5(92)%, and 4.8(14)% for rings 1, 2, 3, and 4, respectively, for the 2.1 MeV state in 11B. For

the first three rings, the efficiencies agree well with those of the inflated GEANT4 γ-ray efficiency

curve. It should be noted that the target (i.e. the Si detector) was not properly placed in the

center of the array. As a result, the γ-ray detection coverage was lower than the anticipated,

likely resulting in a lower absolute detection efficiency than expected. The cause of the lower
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efficiency found for the fourth ring is unknown, however it may be partially due to the CsI detectors

being obstructed by the target arm. The comparisons between GEANT4 and experimental data, as

well as the analysis of the intrinsic γ-ray efficiencies, implies accuracy in the constructed inflated

GEANT4 γ-ray efficiency curve. Therefore, the experimental γ-ray efficiencies were inflated by

the average ratio of efficiencies between experiment and simulation (inflation factor of 1.79) to

produce: ε2124.7=20.6(12)%, ε6791.8=16.8(17)%, and ε7977.8=15.1(13)%. Further, the inflated γ-ray

efficiencies for the γ-ray cascades to the first excited state were found to be: ε4665.5=16.6(13)%,

ε5851.5=20.2(31)%.

γ-ray Energy β Branch Rel. γ-ray Number of Expected γ-ray Efficiency

(keV) (%) Intensity (%) Events (%)

2124.7 31.4(18) 100 1.43(8)x106 –

2895.6 (3/2−2 →1/2−1 ) 0.282(20) 14.4(6) 1.85(10)x103 –

4665.9 (1/2+
1 →1/2−1 ) 6.47(45) 28.5(11) 8.38(67)x104 –

5851.5 (3/2+
1 →1/2−1 ) 4.0(3) 53.2(12) 9.67(76)x104 –

– – Total 1.61(9)x106 11.48(66)

Table 10.3: The calculation for the γ-ray efficiency for the 2124.7-keV first excited state. The
expected number of events, according to the number of β particles observed during the experiment,
is calculated and compared to the observed integral value for the 2124.7 keV photopeak (Table
10.1) to determine the γ-ray efficiency. The contribution from the β decay directly into the state is
calculated in the first row. The three additional rows calculate the contribution from γ-ray cascades
into the 2124.7 keV state from higher lying states. The last row, the total, is the sum of all expected
events from the β decay and γ-ray cascades.
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State (Ex) GEANT4 Experiment

(keV) ε/ε2124.7 ε/ε2124.7

2124.7 1 1

6791.8 0.79(3) 0.82(10)

7997.8 0.78(6) 0.73(8)

Table 10.4: Comparison of γ-ray efficiency ratios for GEANT4 simulations and experimental data.
The ratios are relative to the efficiency at 2124.7 keV. The experimental ratios are in agreement
with those found with the GEANT4 simulations.
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Figure 10.13: Comparison of the escape peak (EP) to photopeak (PP) ratios for the 11Be(β−γ)11B
decay between GEANT4 simulations and experimental data. The ratios are in agreement with the
furthest deviation of less than 2σ. The comparison of these ratios supports the accuracy of the
GEANT4 simulations.
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Direction of Beam
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Figure 10.14: A CAD drawing that shows the location of the four CsI rings as well as the rough
location of the Si detector, which also acted as the target, during the 11Be(β−γ)11B decay experi-
ment. The Si detector was roughly positioned in the center of the third ring of CsI detectors. One
row of CsI detectors are transparent to show the target arm assembly and the target location.

10.3.2.4 β − γ − γ Coincidences

γ − γ coincidences are a powerful tool to determine and verify γ-ray cascades. β − γ coin-

cidences, coincidences between the Si detector an a CsI detector, helps to remove uncorrelated

events from the final histogram. Only CsI events that are directly related to an event in the Si,

or a random coincidence event, are kept while the rest of the events are filtered out. The β − γ

coincidence gate was set between 500 ns and 2750 ns (Figure 10.15). The γ − γ coincidence gate

was set to +/- 200 ns which encompasses the range of correlated cascade events for the 60Co source

(Figure 10.16).

For the 11Be(β−γ)11B decay, β-γ-γ coincidences were be used to corroborate γ-ray cascades

observed in the β-γ coincidence histogram (Figure 10.17). β-γ-γ coincidence matrices can be

constructed to verify and assist in building more complex decay schemes with an abundance of

γ-ray cascades, such as in [22].
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Figure 10.15: The CsI-Si timing histogram for the 11Be(β−γ)11B decay. The timing gate between
β particle and γ ray events was set between 500 ns and 2750 ns to encompass off β-decay events
while eliminating events that originate from background and noise.
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Figure 10.16: CsI-CsI timing histogram for a 60Co source. The time difference between two CsI
detectors is plotted against the sum of the γ-ray energy of the two CsI detectors. The CsI timing
gate is set to +/- 200 ns, which is wide enough to encompass all coincidence events for the 60Co
source.
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Figure 10.17: β−γ−γ histogram (blue online) gated (+/- 60 keV) on the 2124.7 keV photopeak for
the experimental 11Be(β−γ)11B decay data. A background histogram (green online) was produced
using the same energy gate on the background next to the 2124.7 keV photopeak to estimate the
coincidence background. The two photopeaks at 4665.9 keV and 5851.5 keV are present as well
as their first escape peaks (labelled with an *) and are clearly identifiable above the estimated
background. Both of these γ rays are a result of γ-ray cascades from higher energy excited states.

10.3.3 Monoenergetic GEANT4 Simulations

GEANT4 simulations were conducted for TexCAAM to estimate the absolute γ-ray detection

efficiency for an array of energies spanning from 1 MeV to 9 MeV. The efficiency was simply

calculated by taking the ratio of the photopeak counts and the number of γ rays produced. The

γ-ray efficiencies were scaled by the average ratio of experimental and simulated γ-ray efficiencies

found for the 60Co source (0.700, Section 10.3.1). The γ-ray efficiencies found with the monoen-

ergetic GEANT4 simulations were fit with an seventh order polynomial (χ2/ν=0.364) to reconstruct

the trend and allow for accurate interpolation (Figure 10.18). The efficiency curve was compared

to a previous CsI γ-ray efficiency study [14] and the γ-ray efficiencies found for the 60Co and the

11Be(β−γ)11B decay data.

10.4 Efficiency Curve Systematic Uncertainty

The uncertainties for the absolute γ-ray efficiencies were found purely based off of the statis-

tical uncertainty in the fits and the statistics of the histograms. However, systematic uncertainties
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Figure 10.18: The absolute γ-ray efficiency curve constructed for TexCAAM. The γ-ray effi-
ciencies found with the monoenergetic GEANT4 simulations (black asterisks) were inflated by the
average ratio between the experimental ((green online) upside down triangles) and simulated ((red
online) triangles) 60Co source data (inflation ratio of 0.700). The monoenergetic efficiencies were
fit with an seventh order polynomial (cyan online) (χ2/ν=0.364) to allow for accurate interpola-
tion. The ξ data ((blue online) crosses) are photopeak efficiencies for a single 2"x2" CsI(Tl) crystal
[14]. The (blue online) circles are γ-ray efficiencies for the 11Be(β−γ)11B decay found via GEANT4
simulations and inflated by the same 0.700 factor. The (red online) squares are the γ-ray effi-
ciencies found directly from the analysis of the experimental 11Be(β−γ)11B decay. As described
in Section 10.3.2.3, the γ-ray efficiencies from the experimental 11Be(β−γ)11B decay data were
inflated (black squares) to match the monoenergetic GEANT4 efficiencies.
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also have to be addressed. To calculate the systematic uncertainties in the γ-ray efficiencies, the

maximal deviation between the efficiency curve and the experimental data points for the 60Co

source and the three main γ-rays from the 11Be(β−γ)11B decay were taken as the systematic un-

certainties. An uncertainty envelope was produced based off of these systematic uncertainties to

encompass the entirety of the γ-ray efficiency curve (Figure 10.19). The systematic uncertainties

will be folded into the total uncertainties for the γ-ray intensities found with TexCAAM in future

experiments.
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Figure 10.19: Systematic uncertainty envelope for the absolute γ-ray efficiencies found for Tex-
CAAM.
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III CONCLUSION AND OUTLOOK
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11. CONCLUSIONS

The MCNP6 simulations for the next-generation fast neutron detector have illuminated the pos-

sibility of using a large-scale p-terphenyl scintillator array for portal monitoring. Unlike current-

generation portal monitors, the proposed detector doesn’t rely on increasingly rare 3He nor does

it rely on fast neutron thermalization. Instead, fast neutrons can be directly detected allowing for

source localization and the use of active interrogation techniques. To determine the viability of

such a detector, MCNP6 simulations were used to accurately reconstruct the environments ex-

pected in portal monitoring situations by simulating real-world ambient neutron measurements as

well as appropriate thermal neutron induced fission of special nuclear materials (SNMs). The pro-

posed detector, used as a singular neutron counter, was compared to current-generation thermal

neutron detectors. It was found that, if accounting for the volume difference between the proposed

detector and the current-generation detectors, the neutron detection efficiency may be up to ∼10

times higher than current-generation thermal neutron detectors. The utilization of the Uniformly

Most Powerful Bayesian Tests (UMPBT) statistical model increases the neutron detection confi-

dence levels by orders of magnitude above the confidence levels observed for current-generation

thermal neutron detectors. Using the statistical model, it was also found that an ∼81 mg HEU

(235U) source may be positively identified in as little as 192 seconds. Construction of pseudo-bars

for a full-scale neutron detector is currently underway. Testing of the neutron detector in funda-

mental science applications is planned for this winter. Testing of the neutron detector for portal

monitoring purposes may be done to confirm the results of the MCNP6 simulations.

Various techniques were produced and used to develop and characterize TexCAAM. Tex-

CAAM consists of an array of 32 CsI(Tl) γ-ray detectors and a target arm that contains a lithium

foil target backed by a Si-SiPM telescope. The Si detector acts as confirmation gate, detecting the

light ejectile particle coming from a reaction, or as a β-decay counter. The SiPMs are used as a

veto to reject events where a particle punches through the Si detector. TexCAAM has ∼90.5%

solid angle coverage for γ-ray detection and has absolute γ-ray efficiencies adequate for the series
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of reactions of interest. An array of GEANT4 simulations were used to estimate the γ-ray efficiencies

and were confirmed via 60Co source data and the 11Be(β−γ)11B decay data. An analysis suite was

constructed to assist in the analysis of TexCAAM data through data reduction, histogram analy-

sis, GEANT4 simulations, and theoretical calculations. A number of critical analysis steps including

peak fitting, FRESCO calculations, and GEANT4 simulations have already been implemented, need-

ing only adjustments and/or inputs in order to complete many of the analyses that TexCAAM is

intended for.

Studying specific reactions, such as the 7Be(6Li, dγ)11C reaction, are of great interest for Tex-

CAAM. Constraining the reaction rate of the 7Be(α, γ)11C reaction can illuminate the 12C produc-

tion issue in pop-III stars. Further, the 7Li(6Li, dγ)11B reaction, the analogue to the 7Be(6Li, dγ)11C

reaction, can be used to verify the results for the 7Be(α, γ)11C reaction rate as well as determine

the reaction rate for the 7Li(α, γ)11B reaction. Resonance reactions may also be studied with Tex-

CAAM in order to determine the nuclear structure of important isotopes such as 11,12N, 18Ne, and

8B. The study of well-known reactions, such as the 12C(6Li, dγ)16O reaction, can be performed to

further verify the functionality and characterization of TexCAAM. As it stands, TexCAAM is ready

to study the sub-Coulomb α-transfer reactions and resonance reactions of interest. TexCAAM will

become the first detector in the community designed and used to study sub-Coulomb α-transfer

reactions with rare-isotope beams.
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