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 ABSTRACT 

 

Vadose zone well (VZW) injection is an effective method utilized in managed 

aquifer recharge and it plays an important role in semi-arid and arid regions. Accurately 

prediction of the recharge of VZW injection is still a challenge in the field of hydrology 

due to the nonlinear nature of the process in the vadose zone. To improve the water 

budget evaluation and management of VZW injection, three studies are conducted to 

investigate the influences of time-dependent ground surface flux (GSF) generated by 

infiltration or evapotranspiration on the VZW injection, the geometric and soil properties 

control on the recharge of VZW, and the subsurface heterogeneity control on the 

recharge of VZW. The semi-analytical solutions for the hydraulic head increments and 

recharge rate are derived for the coupled unsaturated-saturated governing equations by 

using Laplace-Hankel transforms. The analysis of the solutions indicates that GSF 

generated by infiltration can improve the recharge of VZW whereas GSF generated by 

evapotranspiration has the opposite influence. The influences of GSF on recharge of 

VZW are affected by the properties of the unsaturated zone. A finite-element numerical 

model based on the Van Genuchten-Mualem soil constitutive model is developed 

utilizing the COMSOL Multiphysics software to simulate VZW injection in a 

homogeneous aquifer and several numerical experiments are conducted to estimate the 

characteristic arrival time and cumulative recharge volume of injected water for different 

subsurface conditions. The simulation results indicate that coarser soils are beneficial to 

the recharge and the influences of well geometric properties (screen length and screen 
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depth) on recharge are mainly reflected in affecting the travel distance of the injected 

water. The injection plan including the injection rate setting and schedule arrangement 

also has a great influence on recharge when the total volume of injected water is 

constant. A finite-element numerical model is developed with COMSOL Multiphysics to 

simulate VZW injection in a heterogeneous aquifer and the subsurface heterogeneity is 

conceived as the presence of a low permeable layer or lens. The presence of a low 

permeable layer in the aquifer hinders the infiltration of injected water and reduces 

recharge rate and cumulative recharge volume. These influences are affected by depth, 

lateral extension, thickness and hydraulic conductivity of the low permeable layer and 

the condition of whether the well screen cuts through the low permeable layer or lens. 

The knowledge of the influences of GSF, soil properties, geometric properties and 

subsurface heterogeneity on the recharge of VZW provides physically-based guidance 

for the design and management of VZWs. 
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NOMENCLATURE 

 

Nomenclature of Chapter 2 

a initial unsaturated zone thickness [L] 

b initial saturated zone thickness [L] 

C(θ) soil moisture capacity at water content θ [L-1] 

C0(z) zero-order approximation of the soil moisture capacity at the initial water content [L-1] 

d elevation of the well screen bottom [L] 

GSF ground surface influx 

H(·) Heaviside step function 

hs hydraulic head in the saturated zone [L] 

hu hydraulic head in the unsaturated zone [L] 

I(t) time-dependent ground surface flux generated by infiltration or evapotranspiration [LT-1] 

J0(·) zero-order Bessel function of the first kind [-] 

j elevation of the well screen top [L] 

Kr saturated principal hydraulic conductivity in the horizontal (r) direction [LT-1] 

Kz saturated principal hydraulic conductivity in the vertical (z) direction [LT-1] 

k(θ) relative hydraulic conductivity at water content θ [-] 

k0(z) zero-order approximation of relative hydraulic conductivities at initial water contents [-] 

p parameter of the Laplace transformation [-] 

Q injection rate [L3T-1] 
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q infiltration rate at the interface of unsaturated and saturated zones [LT-1] 

Ss specific storage [L-1] 

Sy drainable porosity or specific yield [-] 

s hydraulic head increment in the saturated zone [L] 

t time [T] 

u hydraulic head increment in the unsaturated zone [L] 

ω constitutive exponent of the unsaturated zone [L-1] 

θ volumetric water content [-] 

θr residual water content [-] 

θs saturated water content [-] 

Θ(z) Box function 

ѱ pressure head in the unsaturated zone [L] 

ѱa pressure head at which the aquifer starts to desaturate [L] 

α parameter of the Hankel transformation [-] 

A, B, F  dummy parameters of solutions (2.30) - (2.41) 

M, N, R dummy parameters of solutions (2.30) - (2.41) 

U10, Y, η dummy parameters of solutions (2.30) - (2.41) 
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Nomenclature of Chapters 3 and 4 

a initial unsaturated zone thickness [L] 

Bc the thickness of the clay loam layer [L] 

b initial saturated zone thickness [L] 

C the specific soil moisture capacity [L-1] 

D the elevation head [L] 

Dc the depth of the top surface of the clay loam layer [L] 

d distance between the well screen bottom and the water table [L] 

hu hydraulic head in the unsaturated zone [L] 

h0 initial hydraulic head [L] 

J0 the zero-order Bessel function of the first kind 

j distance between the well screen top and the water table [L] 

K(θ) hydraulic conductivity at water content θ [LT-1] 

Ks the saturated hydraulic conductivity [LT-1] 

kr the relative permeability [-] 

l the pore size interaction term of the VGM model [-] 

m shape parameter of the VGM model [-] 

n shape parameter of the VGM model [-] 

p the Laplace transform parameter 

Q injection rate of VZW [L3T-1] 

Qwt water recharge rate at the initial water table [L3T-1] 

Rc the width of the clay loam layer [L] 
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Se the effective saturation [-] 

Ss the specific storage [L-1] 

Sy the specific yield [-] 

t time [T] 

ta the travel time of injected water to reach the saturated zone [T] 

u hydraulic head increment in the unsaturated zone [L] 

Vwt the cumulative recharge volume at the initial water table [L3] 

α a parameter corresponding approximately to the inverse of the air-entry value [L-1] 

α0 the parameter of the Hankel transformation 

ω constitutive exponent of the unsaturated zone [L-1] 

σ 

recharge index which equals to the ratio of the volumetric recharge rate at the water table 

over the injection rate of VZW. 

θ volumetric water content [-] 

θr residual water content [-] 

θs saturated water content [-] 

ѱ pressure head [L] 

ѱa the air entry pressure head [L] 
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CHAPTER 1 

INTRODUCTION  

 

Despite the significant improvements in relevant infrastructure, updated water 

management plans and technological solutions improving water use efficiency, water 

scarcity remains a major constraint to socio-economic development and a threat to 

livelihoods in expanding portions of the world (Liu et al., 2017; WEF, 2019). Millions of 

families around the world are vulnerable to water scarcity or do not have access to clean 

and adequate drinking water (Tzanakakis et al., 2020). Causes of water scarcity are 

related to drought, overuse, anthropogenic pollution, physical distance to drinking water 

sources and political and social stress (Gude, 2017). Managed aquifer recharge (MAR) is 

one of the effective measures that can alleviate water scarcity to realize sustainable water 

management. MAR entails the intentional recharge and storage of water within an 

aquifer for subsequent recovery or for environmental benefits (Sprenger et al., 2017). 

MAR is a cross-cutting technology which can be applied to: 1) secure water supply 

(Ghayoumian et al., 2007; Karlsen et al., 2012; Lacher et al., 2014); 2) process and 

handle groundwater quality and quantity (Kuster et al., 2010; Sharma and Kennedy, 

2017); and 3) protect and sustain groundwater dependent ecosystems (García-Menéndez 

et al., 2018; Shammas, 2008; Shi et al., 2016). MAR is expected to become increasingly 

important as growing populations require more water and greater storage capacity is 

needed to save water in times of surplus for use in times of shortage (Bouwer, 2002; 

Dillon, 2005; Dillon et al., 2010). 
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Based on storage and recharge techniques, Zhang et al. (2020) summarized that 

the five major categories of MAR techniques are: (1) spreading methods, (2) in-channel 

modifications, (3) recharge by wells or shafts and boreholes, (4) induced bank filtration, 

and (5) runoff harvesting. Figure 1-1 shows the schematic diagrams of these common 

MAR techniques. The application conditions are described in Table 1-1. Spreading 

methods are the most common and economical ways to implement MAR. These 

methods include infiltration ponds and basins, and soil aquifer treatment. In-channel 

modifications are techniques where rivers, streams or canals are modified to store water 

and to enhance vertical recharge. These methods include percolation ponds, and sand 

storage dams. The methods wells, shafts and boreholes include open wells and shafts, 

aquifer storage and recovery (ASR), and aquifer storage, transfer and recovery (ASTR). 

Induced bank filtration methods include bank filtration, which is extracting groundwater 

from a well near or under the surface water body to induce infiltration through the bank 

to improve the quality of recovered water. Runoff harvesting methods include rainwater 

harvesting. Rainwater is collected and redirected into a deep pit with percolation, and 

then reused by further purposes. 



 

3 

 

 

Figure 1-1 The schematic diagrams of common MAR techniques modified from Zhang 

et al. (2020) 
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Table 1-1 MAR technologies and their application conditions modified from Zhang et 

al. (2020) 

Graph letter MAR types MAR sub-types Applications 

(a), (b) Spreading 

methods 

Infiltration ponds and 

basins; 

Soil aquifer treatment 

(SAT); 

Controlled flooding; 

Excess irrigation, 

ditches, trenches, 

sprinkler irrigation. 

Where the unconfined aquifer to be 

recharged is at or near to the 

ground surface. 

Aquifer type: alluvium, sandstone 

and sometimes carbonate aquifers. 

(c), (d) In-channel 

modifications 

Percolation ponds; 

gabions among others; 

Sand storage dams; 

Subsurface dams; 

Leaky dams and 

recharge releases. 

Where it runs off in order to have 

water retention and storage. 

Especially used for flooding 

events. 

(e), (f), (g) Well, shaft and 

borehole 

recharge 

Open wells and shafts; 

Aquifer storage and 

recovery (ASR); 

Aquifer storage, 

transfer and recovery 

(ASTR). 

Where impermeable layer lies 

above the aquifer. 

Aquifer type: deep and clay 

covered aquifers. 

(h) Induced bank 

infiltration 

Bank filtration; 

Dume filtration. 

Where close to a surface water 

body, lowering the water pressure 

at the lake or river bank, and 

inducing the water to infiltrate into 

the aquifer. 

Aquifer type: Dry rivers with 

(subsurface) dams/sand dams or at 

perennial rivers or streams with 

adjacent permeable sand layers. 

(i) Run 

off/Rainwater 

harvesting 

Rainwater harvesting; 

Rainwater recharge 

from open spaces. 

Where runoff can be collected for 

productive use. 

 

Among these techniques, the type of well, shaft and borehole recharge is one of 

the most popular applications. Vadose zone wells (VZWs), also known as dry wells or 

recharge shafts (Figure 1-1e), are boreholes drilled in the vadose zone and then 

backfilled with highly permeable sands and gravels. VZW injection allows recharge to 
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begin further below ground. It is an important technique to implement MAR in semi-arid 

and arid regions where the groundwater table is deep or sufficiently permeable soils 

and/or sufficiently large land areas for surface infiltration are not available (Bouwer, 

2002). VZW injection has several advantages over surface infiltration and direct 

injections wells, including a minimal evaporative loss of water, a small installation area, 

removal of contaminants in the vadose zone, and a relatively low cost compared with 

deep well injection (Edwards et al., 2016; Sasidharan et al., 2018). VZW has been 

widely implemented around the world, including the United States (Bouwer et al., 2008; 

Jansen et al., 2007; Liu et al., 2016; Lluria, 2009), China (Hao et al., 2014; Wang et al., 

2010), Austria (Händel et al., 2016), Finland (Jokela and Kallio, 2015; Sprenger et al., 

2017), and Portugal (San-Sebastián-Sauto et al., 2018). 

Therefore, the goal of this dissertation is to improve the understanding of VZW 

injection performance and to obtain more efficient and effective VZW injection 

management. Three studies are conducted to: 1) investigate the influences of time-

dependent GSF generated by infiltration or evapotranspiration on the VZW injection; 2) 

the control of geometric and soil properties on recharge rate and recharge volume of 

VZW, and 3) the control of subsurface heterogeneity on recharge rate and recharge 

volume of VZW. The background and questions motivating the research are summarized 

in the following sections 1.1-1.3. 
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1.1 Influence of time-dependent ground surface flux on aquifer recharge with VZW 

VZW injection is an important technique to implement MAR in semi-arid and 

arid regions and it enables recharge to begin further below ground. In these regions, 

ground surface infiltration, which is often the sole source of water replenishment, and 

evapotranspiration, as a major source of water depletion, make a great difference on 

hydrological processes (Liu et al., 2013). Many studies have focused on understanding 

possible factors that affect the infiltration pattern (Kargas et al., 2012; Wang et al., 2007) 

and developing improved evapotranspiration estimation models (DehghaniSanij et al., 

2004; Weiß and Menzel, 2008). To enhance the efficiency of water management and to 

obtain more accurate water budget, it is of great importance to investigate the influences 

of ground surface flux (GSF) generated by infiltration or evapotranspiration on VZW 

injection. 

Hydrological models are effective tools for predicting and understanding 

hydrological processes, and making a quantitative assessment of the recharge capacity of 

MAR (Kim et al., 2012; Rahman et al., 2012). Since wells, shafts and boreholes are the 

most frequently applied methods to recharge an aquifer, most modeling studies were 

conducted for direct injection into saturated zones (Ringleb et al., 2016). For the VZW 

injection, Glover (1953) proposed a simple formula to calculate recharge rate of the well 

by assuming that the groundwater was deep and the downward flow has constant flow 

rate. Then a lot of groundwater flow models based on the hydraulics of wells were 

developed (Taneja and Khepar, 1996; Wang et al., 2012). Numerical models for 

constant-head borehole injection in the unsaturated zone were constructed by Stephens 
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and Neuman (1982) to examine previously derived formulae. Unsaturated flow models 

coupled with saturated flow models were recently developed and the applications of this 

type of model has proliferated (Liang et al., 2018; Ringleb et al., 2016). However, the 

existing VZW injection models usually do not take the influences of GSF generated by 

infiltration or evapotranspiration into consideration, which can cause some errors to the 

water budget estimation. 

This study focuses on obtaining a better understanding of the influences of GSF 

generated by infiltration or evapotranspiration on VZW injection to improve the 

efficiency and feasibility of artificial recharge in semi-arid and arid regions. The 

derivation of the mathematical model and results are explained in Chapter 2. 

 

1.2 Geometric and soil property control on the recharge of VZW 

The prediction of recharge rate and cumulative recharge volume of VZW 

injection is pivotal for sustainable management of water resources and successful design 

of VZW. Due to the nonlinear nature of the fluid flow process in the vadose zone, it is 

still a challenge to accurately predict the recharge of VZW in the field of hydrology 

(Scanlon et al., 2006; Wang et al., 2016). Some hydrological models have been proposed 

as effective tools to understand the process of VZW injection and many existing 

methods for evaluating VZW injection consider ideal scenarios which assume that the 

aquifer is homogeneous. Liang et al. (2018) solved the linearized Richards’ equation 

based on the Gardner (1958) model and Kroszynski and Dagan (1975) work, and 

developed a semi-analytical model to investigate hydraulic responses and recharge 
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capacity of VZW with a constant injection rate. Besides, although the VZW method has 

been applied in many countries, the data from most projects are not publicly available 

and published field tests on VZW injection are still limited. Jokela and Kallio (2015) 

performed short duration infiltration tests in VZWs to study the applicability of well 

infiltration in the neighborhood of the city of Tampere, Finland to provide potable water. 

Sasidharan et al. (2018) conducted experiments on drywells located at the National 

Training Center in Fort Irwin, California and a commercial complex in Torrance, 

California. Their study contributed to improving the knowledge of modern drywell 

system by developing a numerical model for the Maxwell Type IV drywell and 

simulating the dynamics of the drywell. A point to note is that the term of VZW used in 

this study is exchangeable with the term of drywell used in other published studies such 

as Sasidharan et al. (2018).  

With limited experimental data, numerical modeling has become one of the most 

powerful tools to evaluate the recharge of VZW and it has already been widely used in 

assessment of many MAR facilities (Ringleb et al., 2016). Groundwater flow models are 

widely used to examine the influence of hydraulic parameters on the various techniques 

within MAR (Figure 1-1). Händel et al. (2014) performed numerical simulations in the 

software HYDRUS (2D/3D) and investigated the impacts of the van Genuchten model 

parameters and saturated hydraulic conductivity (Ks) on recharge rates of small-diameter 

wells and surface basins. A point to note is that the small-diameter wells are installed 

using the direct-push (DP) technology and water is recharged entirely by gravity, so it is 

very different from either deep aquifer storage and recovery (ASR) wells or shallow 
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VZWs in which pumps are commonly used to inject pressurized water. Furthermore, the 

small-diameter wells cannot be used to simulate constant-rate injection scenario (which 

is the primary concern of this investigation) because of its reliance on gravity only. 

Händel et al. (2014) found that the recharge rates of small-diameter wells and surface 

basins had different sensitivity to van Genuchten parameters and Ks, and those 

parameters affected the downward infiltration area and time of water. Qi et al. (2021) 

built numerical models of infiltration basin in HYDRUS (2D/3D) to investigate the 

impacts of vadose zone characteristics such as thickness and lithology. Their results 

showed that vadose zone factors had various impacts on water distribution and the 

vadose zone played a significant role during artificial recharge via the infiltration basin. 

Therefore, the systematic research on soil property control on VZW injection with 

constant rate is necessary and it can serve as the basis for the research on VZW injection 

in heterogeneous aquifers, which is more common in field applications than the ideal 

homogeneous aquifer. Geometric property is another important factor that can greatly 

impact the recharge of VZW, which is analyzed in this study. In addition, the influences 

of different injection rate schedules with a given total injection water volume are also 

investigated in this study. For instance, we address the question: is it better to inject with 

a larger rate over a relatively short duration, or is it better to inject with a smaller rate 

over a relatively long duration? 
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1.3 VZW injection in heterogeneous aquifers 

Subsurface heterogeneity can substantially complicate the flow pattern of 

injected water and increase the difficulty in VZW management. Ringleb et al. (2016) 

reviewed 216 studies dealing with flow and transport modeling of MAR from 37 

countries to evaluate different modeling approaches. Specifically, Ringleb et al. (2016) 

focused on each MAR method and comprised applications and the choice of modeling 

software for each technique. For well, shaft and borehole recharge, they found that the 

aquifer heterogeneity was one of the key parameters that influenced the recovery rate. 

Most of these studies concerning aquifer heterogeneity in Ringleb et al. (2016) focused 

on aquifer storage and recovery (ASR) systems in the saturated zone without 

consideration of the unsaturated zone process (Guo et al., 2015; Vacher et al., 2006).  

The research examining the role of subsurface heterogeneity in hydraulic 

properties on drywell performance in the unsaturated zone is still limited (Sasidharan et 

al., 2019; Sasidharan et al., 2020). Sasidharan et al. (2019) conducted numerical 

experiments to systematically study the influence of subsurface heterogeneity on drywell 

infiltration under constant or falling head conditions and the heterogeneity was described 

deterministically by defining a high permeable layer/lens or by generating stochastic 

realizations of soil hydraulic properties. Their direct and indirect numerical experiments 

demonstrated how to develop field scale falling head and constant head experimental 

methods for drywells to determine the soil hydraulic properties and to characterize 

drywell infiltration. Sasidharan et al. (2020) studied the influence of various 

homogeneous soil types and subsurface heterogeneity on recharge from drywells under 
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constant head conditions by conducting numerical experiments using the HYDRUS 

(2D/3D) software package. The subsurface heterogeneity was described by generating 

stochastic realizations of soil hydraulic properties with selected stochastic subsurface 

heterogeneity parameters and the influence of these parameters on drywell infiltration 

and recharge were investigated.  

A few points are notable after a careful examination of the papers including 

Sasidharan et al. (2019) and Sasidharan et al. (2020). First, the geometry of drywell used 

in these studies is quite complex and close to reality, which is an advancement in 

technique and probably should be considered more often than the conventional vertical 

wellbore (which is often simplified as a cylinder shape) for future investigations of 

VZW. Second, although a stochastic method is employed to generate the random 

subsurface heterogeneity in these two studies, such a random subsurface heterogeneity 

must be axisymmetric because the simulations conducted in these two studies are all 

limited to axisymmetric cases only. Axisymmetric random subsurface heterogeneity is 

rarely seen in real settings, and it is not representative of realistic random subsurface 

heterogeneity which is three-dimensional (3D) in nature. Therefore, the extension of 

findings based on such an axisymmetric random subsurface heterogeneity to the realistic 

3D subsurface heterogeneity is questionable and not recommended.  

Our study simulates the deterministic subsurface heterogeneity in the 

axisymmetric model. When the geologic records show that the horizontal strata are 

continuous and have distinctively different hydraulic properties which can be quantified 

using various hydrological and geophysical methods such as slug tests (Bouwer and 
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Rice, 1976), multi-level tests with inflatable packers (Holloway and Waddell, 2008), 

flow meters (Hanson and Nishikawa, 1996), etc., this permits the layered subsurface 

heterogeneity to be characterized in great detail. Under such conditions, our model can 

be used to represent the deterministic subsurface heterogeneity. 

To date, analysis of the subsurface heterogeneity control on the recharge of VZW 

injection with constant rate is still lacking. VZW injection with constant rate can be used 

as a major MAR method in certain areas and can be used to inject large amounts of 

water. The investigation of the subsurface heterogeneity control on it is essential for 

efficient design, execution and long-term operation of VZW. Furthermore, the constant 

rate injection scheme can be used as a reference to study the variable rate injection 

scheme in a straightforward manner through superposition principle (or convolution 

computation). This study focuses on improving the knowledge of VZW recharge by 

conducting numerical experiments to study the influences of subsurface heterogeneity.
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584, 1-11, Copyright [2020] by Elsevier B. V. 

 

CHAPTER 2 

INFLUENCE OF TIME-DEPENDENT GROUND SURFACE FLUX ON AQUIFER 

RECHARGE WITH A VADOSE ZONE INJECTION WELL* 

 

The objective of this study is to advance our understanding of the influences of 

ground surface flux (GSF) generated by infiltration or evapotranspiration on VZW 

injection, which can improve the efficiency and feasibility of artificial recharge in semi-

arid and arid regions. The mathematical models presented here were derived based on 

the linearized Richards’ equation and the groundwater governing equation to couple the 

unsaturated and saturated flows during VZW injection. The coupled equations are solved 

after application of the Laplace and Hankel transformations. The Laplace domain 

solutions are inversed by the de Hoog algorithm (De Hoog et al., 1982) to obtain the 

time domain solutions for the hydraulic head and recharge rate. A finite-element 

numerical simulation is developed with COMSOL Multiphysics (COMSOL Inc., 

Burlington, MA, USA) to test our solutions. The obtained solutions can help people to 

get a more accurate water budget estimation and a better evaluation of VZW 

management. 

 

2.1 The conceptual model 

A vadose zone well in the unsaturated-saturated porous media is considered in 

this study, which is schematically shown in Figure 2-1. The initial water table is 
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horizontal and the saturated zone is below the water table with a uniform thickness of b. 

The unsaturated zone lies above the saturated zone and has a uniform thickness of a. 

Both the unsaturated and saturated zones are homogeneous and anisotropic. The bottom 

of the saturated zone is an impermeable horizontal boundary. At the horizontal top of the 

unsaturated zone, i.e. ground surface, a time-dependent GSF I(t) is applied. A vadose 

zone well with a constant recharge rate Q partially penetrates the aquifer and is screened 

from j to d, where j and d are distances from the top and bottom of the screen to the 

initial position of water table, respectively. The origin of the cylindrical coordinate 

system is set at the intercept of the central axis of the well and the water table. The r-axis 

is oriented horizontally, and the z-axis is oriented vertically where is positive upward. 

The initial elevation of the water table is z=0.

 

Figure 2-1 The schematic diagram of unsaturated-saturated flow induced by the vadose 

zone well injection and ground surface flux.  
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2.2 The mathematical models 

Based on the conceptual model described above, the mathematical models for 

unsaturated and saturated flows induced by VZW injection and GSF were derived. Then 

the settings of GSF generated by infiltration or evapotranspiration is discussed.  

2.2.1 Mathematical models of unsaturated and saturated flow 

The flow in the unsaturated zone is governed by Richards’ equation. The system 

described in Figure 2-1 is highly nonlinear because of (1) the nonlinear nature of 

Richards’ equation and (2) the presence of a moving interface (water table) between two 

different (saturated and unsaturated) flow regimes (Tartakovsky and Neuman, 2007). To 

solve this problem, Kroszynski and Dagan (1975) employed the method of perturbation 

expansion to simplify the Richards’ equation. The flow is assumed to depart slightly 

from equilibrium and the dependent variables in Richards’ equation can be expanded in 

perturbation series, whose higher order terms are neglected. Then the remaining terms 

are substituted into the equation to obtain a first-order linearized equation. This 

linearization method is widely used in previous studies on coupling unsaturated-

saturated flow problems (Chang et al., 2018; Liang et al., 2017b; Lin et al., 2017; 

Mathias and Butler, 2006; Mishra et al., 2012; Tartakovsky and Neuman, 2007). 

The linearized governing equation for the unsaturated zone describing 

groundwater flow response to the vadose zone injection well and the time-dependent 

ground surface infiltration is 

𝐾𝑟𝑘0(𝑧)
1

𝑟

𝜕

𝜕𝑟
(𝑟

𝜕𝑢

𝜕𝑟
) + 𝐾𝑧

𝜕

𝜕𝑧
(𝑘0(𝑧)

𝜕𝑢

𝜕𝑧
) = 𝐶0(𝑧)

𝜕𝑢

𝜕𝑡
,    0 ≤ 𝑧 ≤ 𝑎 (2.1) 

𝑢(𝑟, 𝑧, 0) = 0    (2.2) 
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𝐾𝑧𝑘0(𝑧)
𝜕𝑢

𝜕𝑧
(𝑟, 𝑧, 𝑡)|

𝑧=𝑎
= 𝐼(𝑡)   (2.3) 

lim
𝑟→∞

𝑢(𝑟, 𝑧, 𝑡) = 0  (2.4) 

lim
𝑟→0

𝑟
∂𝑢(𝑟,𝑧,𝑡)

∂𝑟
= −

𝑄𝛩(𝑧)

2𝜋𝐾𝑟(𝑗−𝑑)
,     0 ≤ 𝑧 ≤ 𝑎  (2.5) 

𝑘0(𝑧) = 𝑘(𝜃0), 𝐶0(𝑧) = 𝐶(𝜃0)  (2.6) 

where 𝑢 = ℎ𝑢 − ℎ0 is the hydraulic head increment in the unsaturated zone or buildup 

[L], ℎ0 is the initial hydraulic head [L], and ℎ𝑢 is the hydraulic head in the unsaturated 

zone [L]; 𝐾𝑟 and 𝐾𝑧 are the saturated principal hydraulic conductivities in the radial (𝑟) 

and vertical (𝑧) directions, respectively [LT−1]; 𝑄 is the constant injection rate [L3T−1]; 

𝛩(𝑧) is the Box function and is defined as 𝛩(𝑧) = 𝐻(𝑧 − 𝑑) − 𝐻(𝑧 − 𝑗) [−], and 𝐻(∙) 

is the Heaviside step function (𝐻(𝑥) = {
0, for 𝑥 < 0
1, for 𝑥 ≥ 0

 ); 𝑘0(z) and 𝐶0(z) are the zero-

order approximations of the relative hydraulic conductivity 𝑘(𝜃) (0 ≤ 𝑘 ≤ 1) [−] and 

the specific soil moisture capacity 𝐶(𝜃) = d𝜃/d𝜓 (≥ 0) [L−1] at the initial water 

content of 𝜃0 [−], respectively; 𝜓 is the pressure head in the unsaturated zone [L]; 𝜃 is 

the volumetric water content [−]; 𝐼(𝑡) is the time-dependent GSF generated by 

infiltration or evapotranspiration [LT−1], and it is positive when water flows vertically 

downward. 

It is noted that in Eq. (2.3) the real boundary condition of the ground surface 

should be 𝐾𝑧𝑘0(𝑧)
𝜕𝑢

𝜕𝑧
|

𝑧=𝑎
= 𝐾𝑧𝑘0(𝑧)

𝜕ℎ𝑢

𝜕𝑧
|

𝑧=𝑎
− 𝐾𝑧𝑘0(𝑧)

𝜕ℎ0

𝜕𝑧
|

𝑧=𝑎
= 𝐼(𝑡) since 𝑢 = ℎ𝑢 −

ℎ0. Define 𝐼𝑢 = 𝐾𝑧𝑘0(𝑧)
𝜕ℎ𝑢

𝜕𝑧
|

𝑧=𝑎
 as the total flux on ground surface and 𝐼0 =
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𝐾𝑧𝑘0(𝑧)
𝜕ℎ0

𝜕𝑧
|

𝑧=𝑎
 as the initial ground surface flux. Then 𝐼(𝑡) = 𝐼𝑢 − 𝐼0 describes the 

change in the time-dependent GSF with respect to that in the natural state. To make sure 

that the natural state can result in a static hydraulic condition before VZW injection, we 

make the assumption that 𝐼0 = 0. 

The key properties of the unsaturated soils are represented by the exponential 

constitutive relationship (Gardner, 1958), 𝑘 = 𝑒𝜔(𝜓−𝜓𝑎) and 𝜃 = 𝜃𝑟 + 𝑆𝑦𝑒𝜔(𝜓−𝜓𝑎), 

where 𝜃𝑟 is the residual water content [−]; 𝜃𝑠 is the saturated water content [−]; 𝜓𝑎 is 

the pressure head at which the aquifer starts to desaturate (𝜓 ≤ 𝜓𝑎); 𝑆𝑦 = 𝜃𝑠 − 𝜃𝑟 is 

drainable porosity or the specific yield [−]; 𝜔 > 0 is a constitutive exponent [L−1], 

reflecting the ability of the water holding in the unsaturated zone, and its value for most 

applications may range from 0.2 to 5 𝑚−1 (Philip, 1969). According to works of 

Kroszynski and Dagan (1975), the specific soil moisture capacity follows that 𝐶 =

dθ/dψ = 𝑆𝑦𝑒𝜔(𝜓−𝜓𝑎). Then the zero-order approximation functions 𝑘0(𝑧) and 𝐶0(𝑧) 

are given by  

𝑘0(𝑧) = 𝑒−𝜔𝑧  (2.7) 

𝐶0(𝑧) = 𝑆𝑦𝜔𝑒−𝜔𝑧  (2.8) 

The governing equation for the saturated zone, which describes the groundwater 

flow induced by the vadose zone injection, is given by  

𝐾𝑟
1

𝑟

𝜕

𝜕𝑟
(𝑟

𝜕𝑠

𝜕𝑟
) + 𝐾𝑧

𝜕2𝑠

𝜕𝑧2 = 𝑆𝑠
𝜕𝑠

𝜕𝑡
,     − 𝑏 ≤ 𝑧 ≤ 0    (2.9) 

𝑠(𝑟, 𝑧, 0) = 0  (2.10) 
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𝜕𝑠

𝜕𝑧
(𝑟, 𝑧, 𝑡)|

𝑧=−𝑏
= 0  (2.11) 

lim
𝑟→∞

𝑠(𝑟, 𝑧, 𝑡) = 0  (2.12) 

lim
𝑟→0

𝑟
∂𝑠(𝑟,𝑧,𝑡)

∂𝑟
= 0 ,     − 𝑏 ≤ 𝑧 ≤ 0  (2.13) 

where 𝑠 = ℎ𝑠 − ℎ0 is the hydraulic head increment in the saturated zone [L], and ℎ𝑠 is 

the hydraulic head in the saturated zone [L]; 𝑆𝑠 is the specific storage [L−1].  

At the water table, the unsaturated and saturated flows are coupled by interface 

conditions representing continuity of pressure and normal flux across the water table 

(Tartakovsky and Neuman, 2007). The linearized interface conditions at the water table 

are denoted as 

𝑠 − 𝑢 = 0,     𝑧 = 0  (2.14) 

𝜕𝑠

𝜕𝑧
−

𝜕𝑢

𝜕𝑧
= 0,     𝑧 = 0  (2.15) 

2.2.2 The setting of GSF generated by infiltration or evapotranspiration 

The time-dependent ground surface flux can be generated by the ground surface 

infiltration and evapotranspiration processes. However, those processes are complex and 

always dependent on the saturation of near-surface soils (Beven, 1979; Chu, 1978; Patil 

et al., 2019). To simplify the model and focus on their influences on flow induced by 

VZW injection, 𝐼(𝑡) is defined as a known time-dependent ground surface flux 

generated by infiltration or evapotranspiration. The sign of 𝐼(𝑡) value (positive and 

negative) represents its direction, and a positive value of 𝐼(𝑡) means that its direction is 

vertically downward. 



 

19 

 

For the demonstration purpose, the GSF 𝐼(𝑡) is considered as a piecewise 

function with time in this study 

𝐼(𝑡) = 𝐼𝑖 ,     𝑡 ∈ [𝑡𝑖−1, 𝑡𝑖),     𝑖 = 1, 2, 3, …  (2.16) 

where 𝐼𝑖 is constant for the time interval [𝑡𝑖−1, 𝑡𝑖) and 𝑡0 = 0.  

In field cases, GSF generated by surface infiltration or evapotranspiration can be 

expressed as complex functions with several parameters (DehghaniSanij et al., 2004; 

Weiß and Menzel, 2008). The simplification of GSF 𝐼(𝑡) as a constant value during a 

certain time interval is not unreasonable. The actual 𝐼(𝑡) can be discretized over many 

small time intervals, and the discretized part on any small time interval can be 

approximated by a simple function like what are used in this study. Once the impact of 

GSF for each small time interval can be obtained, the overall GSF impact can be 

straightforwardly obtained using the principle of superposition because of the linear 

nature of the initial and boundary conditions involved in this study. Therefore, although 

this study uses one piecewise function of GSF for the demonstration purpose, the 

procedure can be directly extended to a sequence of rather arbitrary piecewise functions 

to mimic an actual time-dependent GSF function I(t).  

 

2.3 Solutions  

The dimensionless variables are defined as follows: 

𝑠𝐷 =
2𝜋𝐾𝑟𝑎𝑠

𝑄
, 𝑢𝐷 =

2𝜋𝐾𝑟𝑎𝑢

𝑄
, 𝑟𝐷 =

𝑟

𝑎
, 𝑧𝐷 =

𝑧

𝑎
, 𝑏𝐷 =

𝑏

𝑎
, 𝑡𝐷 =

𝐾𝑟

𝑆𝑠𝑎2 𝑡,  

𝐾𝐷 =
𝐾𝑧

𝐾𝑟
, 𝑙𝐷 =

𝑙

𝑎
, 𝑑𝐷 =

𝑑

𝑎
, 𝜔𝐷 = 𝜔𝑎, 𝛽 = 𝜔𝐷𝑏𝐷𝑆𝑦𝐷, 𝑆𝑦𝐷 =

𝑆𝑦

𝑆
, 
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𝑆 = 𝑆𝑠𝑏, 𝛾 = 𝐾𝐷𝜔𝐷 𝐼𝐷 =
2𝜋𝑎2

𝑄
𝐼(𝑡), 𝜉 = 𝐾𝐷𝑒−𝜔𝐷 (2.17) 

where the subscript ‘D’ represents a dimensionless term hereinafter. Substituting these 

dimensionless variables into Eqs. (2.1) – (2.15), one obtains the dimensionless forms of 

the governing equations for the unsaturated zone, 

1

𝑟𝐷

𝜕

𝜕𝑟𝐷
(𝑟𝐷

𝜕𝑢𝐷

𝜕𝑟𝐷
) + 𝐾𝐷

𝜕2𝑢𝐷

𝜕𝑧𝐷
2 − 𝛾

𝜕𝑢𝐷

𝜕𝑧𝐷
= 𝛽

𝜕𝑢𝐷

𝜕𝑡𝐷
 ,    0 ≤ 𝑧𝐷 ≤ 1  (2.18) 

𝑢𝐷(𝑟𝐷, 𝑧𝐷 , 0) = 0 (2.19) 

𝜉
𝜕𝑢𝐷

𝜕𝑧𝐷
(𝑟𝐷 , 𝑧𝐷 , 𝑡𝐷)|

𝑧𝐷=1
= 𝐼𝐷(𝑡𝐷)       (2.20) 

𝑙𝑖𝑚
𝑟𝐷→∞

𝑢𝐷(𝑟𝐷 , 𝑧𝐷 , 𝑡𝐷) = 0 (2.21) 

𝑙𝑖𝑚
𝑟𝐷→0

𝑟𝐷
𝜕𝑢𝐷(𝑟𝐷,𝑧𝐷,𝑡𝐷)

𝜕𝑟𝐷
= −

𝛩(𝑧𝐷)

𝑗𝐷−𝑑𝐷
,     0 ≤ 𝑧𝐷 ≤ 1 (2.22) 

and for the saturated zone, 

1

𝑟𝐷

𝜕

𝜕𝑟𝐷
(𝑟𝐷

𝜕𝑠𝐷

𝜕𝑟𝐷
) + 𝐾𝐷

𝜕2𝑠𝐷

𝜕𝑧𝐷
2 =

𝜕𝑠𝐷

𝜕𝑡𝐷
,     − 𝑏𝐷 ≤ 𝑧𝐷 < 0  (2.23) 

𝑠𝐷(𝑟𝐷 , 𝑧𝐷 , 0) = 0 (2.24) 

𝜕𝑠𝐷

𝜕𝑧𝐷
(𝑟𝐷 , 𝑧𝐷 , 𝑡𝐷)|

𝑧𝐷=−𝑏𝐷

= 0        (2.25) 

𝑙𝑖𝑚
𝑟𝐷→∞

𝑠𝐷(𝑟𝐷, 𝑧𝐷 , 𝑡𝐷) = 0 (2.26) 

𝑙𝑖𝑚
𝑟𝐷→0

𝑟𝐷
𝜕𝑠𝐷(𝑟𝐷,𝑧𝐷,𝑡𝐷)

𝜕𝑟𝐷
= 0 ,     − 𝑏𝐷 ≤ 𝑧𝐷 < 0 (2.27) 

For the interface between the unsaturated and saturated zones, one has 

𝑠𝐷 − 𝑢𝐷 = 0,       𝑧𝐷 = 0 (2.28) 

𝜕𝑠𝐷

𝜕𝑧𝐷
−

𝜕𝑢𝐷

𝜕𝑧𝐷
= 0,    𝑧𝐷 = 0 (2.29) 
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Eqs. (2.18) – (2.29) are solved through sequential application of the Laplace 

transformation and Hankel transformation. The details of derivation are presented in 

Supplementary Material of Qi et al. (2020). 

The Laplace domain solution of hydraulic head increments in the unsaturated 

zone is 

�̅�𝐷(𝑟𝐷, 𝑧𝐷 , 𝑝) = ∫ [𝐴𝑒𝑀𝑧𝐷 + 𝐵𝑒𝑁𝑧𝐷 + 𝛩(𝑧𝐷)𝑌]𝛼𝐽0(𝛼𝑟𝐷)𝑑𝛼
∞

0
 (2.30) 

where 

𝐴 = 𝐴1 + 𝐵1                                                                                                                (2.31) 

𝐵 = 𝐴2 + 𝐵2                                                                                                               (2.32) 

𝐴1(z𝐷) =
(𝑒−𝑁𝑙D−𝑒−𝑁𝑑𝐷+𝑒−∆𝐻(𝑑𝐷−𝑧𝐷)−𝑀𝑑𝐷−𝑒−∆𝐻(𝑙𝐷−𝑧𝐷)−𝑀𝑙𝐷)𝑁𝑌

(𝑒−∆−1)∆
 (2.33) 

𝐴2(z𝐷) =
(𝑒−∆−𝑀𝑙𝐷−𝑒−∆−𝑀d𝐷+𝑒−∆𝐻(𝑧𝐷−𝑑𝐷)−𝑁𝑑𝐷−𝑒−∆𝐻(𝑧𝐷−𝑙𝐷)−𝑁𝑙𝐷)𝑀𝑌

(𝑒−∆−1)∆
 (2.34) 

𝐵1 = −
𝑈10𝜂(

𝑁

𝑀
)+[

𝜂

𝑀
−coth(𝜂𝑏𝐷)]

𝑁

𝑀
∙𝑅

𝑁𝑐𝑜𝑡ℎ(𝜂𝑏𝐷)∙(𝑒−∆−1)−𝜂(𝑒−∆−
𝑁

𝑀
)

+
𝑅

𝑀
               (2.35) 

𝐵2 =
𝑈10𝜂𝑒−∆+[

𝜂

𝑀
−coth(𝜂𝑏𝐷)]𝑒−∆∙𝑅

𝑁𝑐𝑜𝑡ℎ(𝜂𝑏𝐷)∙(𝑒−∆−1)−𝜂(𝑒−∆−
𝑁

𝑀
)
  (2.36) 

the overbar represents a variable in the Laplace domain hereinafter; 𝑝 is the Laplace 

transform parameter with respect to the dimensionless time; 𝐽0(∙) is the zero-order 

Bessel function of the first kind; 𝛼 is the parameter of Hankel transformation, the 

definition of 𝑀, 𝑁, ∆, 𝜂, 𝑌, 𝑈10 and 𝑅 can be found in Supplementary Material of Qi et al. 

(2020). 
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The Laplace domain solution of hydraulic head increment for the saturated zone 

𝑠𝐷 is 

�̅�𝐷 = ∫ (𝐹 +
𝑅

𝜂
) sin(𝜂𝑧𝐷) [1 + coth(𝜂𝑏𝐷) coth(𝜂𝑧𝐷)]𝛼𝐽0(𝛼𝑟𝐷)𝑑𝛼

∞

0
 (2.37) 

where 

𝐹 =
𝑌(𝑒−𝑁l𝐷−𝑒−𝑁𝑑𝐷+𝑒−∆−𝑀𝑑𝐷−𝑒−∆−𝑀l𝐷)+[

1

𝑀
−

1

𝜂
coth(𝜂𝑏𝐷)](𝑒−∆−1)∙𝑅

𝑐𝑜𝑡ℎ(𝜂𝑏𝐷)∙(𝑒−∆−1)−𝜂(
𝑒−∆

𝑁
−

1

𝑀
)

 (2.38) 

The dimensionless recharge rate from the unsaturated zone to the saturated zone 

is obtained by 

�̅�𝐷(𝑝) = 𝐾𝐷
𝑑�̅�𝐷

𝑑𝑧𝐷
|𝑧𝐷=0 = [

𝐾𝐷𝜂𝑌(𝑒−𝑁𝑙𝐷−𝑒−𝑁𝑑𝐷+𝑒−∆−𝑀𝑑𝐷−𝑒−∆−𝑀𝑙𝐷)

𝑐𝑜𝑡ℎ(𝜂𝑏𝐷)∙(𝑒−∆−1)−𝜂(
𝑒−∆

𝑁
−

1

𝑀
)

+ 𝑅1 + 𝑅2]

𝛼=0

 (2.39) 

where 

𝑅1 =
[

𝜂

𝑀
−𝑐𝑜𝑡ℎ(𝜂𝑏𝐷)](𝑒−∆−1)∙𝑒−𝑀𝑒𝜅𝐷𝐼�̅�(𝑝)

𝑐𝑜𝑡ℎ(𝜂𝑏𝐷)∙(𝑒−∆−1)−𝜂(
𝑒−∆

𝑁
−

1

𝑀
)

  (2.40) 

𝑅2 = 𝑒−𝑀𝑒𝜅𝐷𝐼�̅�(𝑝)  (2.41) 

�̅�𝐷 is the Laplace transform of 𝑞𝐷, and 𝑞𝐷 =
2𝜋𝑎2

𝑄
𝑞; 𝑞 = 𝐾𝑧

𝑑𝑠

𝑑𝑧
|

𝑧=0
 is the infiltration rate 

at the interface of the unsaturated and saturated zones [𝐿3𝑇−1]. 

This study evaluates the integration of the inverse Hankel transformation in Eqs. 

(2.30) – (2.41) by a numerical method proposed by Ogata (2005). Ogata (2005) 

discussed a numerical integration formula which solves an infinite integral involving the 

Bessel function by the quadrature formula with the zeros of the Bessel functions as 

nodes for the integrals. This numerical method is convenient to implement and has a 

high accuracy (Liang et al., 2018). 
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Note that Eqs. (2.30) – (2.41) are Laplace domain solutions, which are 

sufficiently complex to defy analytical inversion to obtain the time domain solutions. 

Therefore, the de Hoog algorithm (De Hoog et al., 1982) is adopted to numerically invert 

the Laplace domain solutions into the time domain solutions. 

The solutions of Eqs. (2.30) – (2.41) are tested by comparison with a finite-

element numerical model constructed within COMSOL Multiphysics. The axisymmetric 

model simulates the flow in the unsaturated-saturated zone induced by a vertical VZW 

and GSF. The dimensionless parameter values are set as follows. The initial saturated 

zone thickness 𝑏𝐷 is 1.0, the hydraulic conductivity anisotropy 𝐾𝐷 is 1.0, the constitutive 

exponent 𝜔𝐷 is 1 × 10−2, and the specific yield 𝑆𝑦𝐷 is 1 × 103. The screen top and 

bottom of the injection well are respectively 𝑗𝐷 = 0.7 and 𝑑𝐷 = 0.3. We assume that the 

GSF occurs during 𝑡𝐷 ∈ [10−2, 50) with a constant rate of 𝐼𝐷 = 0.5. The dimensionless 

governing equations are solved by the partial differential equation solver of COMSOL. 

This model is discretized by 36495 triangular elements. To improve accuracy, elements 

near the injection well, the ground surface, and the interface between the unsaturated and 

saturated zones are refined with the minimum element size of 0.001 and a growth rate of 

1.1. The total simulation time 𝑡𝐷 = 1 × 103 and the time step grows exponentially, 

starting at ∆𝑡𝐷 = 1 × 10−2. 

Figure 2-2 demonstrates the comparison in which the present solution results are 

represented by solid curves and the numerical simulation results are represented by 

circle symbols. Figure 2-2a shows the dimensionless time 𝑡𝐷 vs. the dimensionless 

hydraulic head increments 𝑢𝐷 or 𝑠𝐷 in the saturated zone (𝑧𝐷 = −0.1) and the 
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unsaturated zone (𝑧𝐷 = 0.1, 0.5, and 0.9) at 𝑟𝐷 = 0.1. For the same 𝑧𝐷, the 𝑢𝐷 and 𝑠𝐷 

values obtained by these two methods agree with each other well. Figure 2-2b shows the 

dimensionless hydraulic head increments 𝑢𝐷 or 𝑠𝐷 vs. 𝑧𝐷 at 𝑡𝐷 = 0.1, 1, 10 and 100. For 

the same 𝑡𝐷, the 𝑢𝐷 and 𝑠𝐷 values obtained by these two methods have very small 

differences which can be ignored. The comparison above indicates that our solution has 

sufficient accuracy to predict the hydraulic head changes induced by the VZW injection 

and GSF. 
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Figure 2-2 Comparison of the present solution (solid curves) with numerical solution 

(circle symbols).  
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2.4 Results  

2.4.1 Influences of GSF generated by surface infiltration 

 The response pattern of the hydraulic heads in the unsaturated and saturated 

zones induced by VZW injection is affected by GSF as well as properties of unsaturated 

and saturated zones, such as constitutive exponent of the unsaturated zone, specific yield 

of the unsaturated zone, and the anisotropy of the unsaturated and saturated zone. To get 

better understanding of influences of GSF, the impacts of unsaturated and saturated 

aquifer properties have to be taken into consideration and relative analyses are adopted. 

Other parameter values of the well and unsaturated and saturated zones are the same as 

that in Section 2.3.  

We first investigate how the hydraulic heads change with the GSF generated by 

infiltration for the dimensionless constitutive exponent 𝜔𝐷 = 1 × 10−4, 1 × 10−3, 1 ×

10−2 and 1 × 10−1, where 𝑆𝑦𝐷 = 1 × 103 and 𝐾𝐷 = 1. Figure 2-3 shows changes of 𝑢𝐷 

and 𝑠𝐷 with 𝐼𝐷 = 1 during 𝑡𝐷 ∈ [10−2, 50) (solid curves) and without 𝐼𝐷 (dotted curves). 

In Figure 2-3a, the hydraulic head increment 𝑢𝐷 increases with time and the presence of 

GSF 𝐼𝐷 enhances this increase. After 𝑡𝐷 = 50 when 𝐼𝐷 stops, 𝑢𝐷 gradually stops 

increasing and reaches a constant value. The value of 𝜔𝐷 has a significant effect on the 

influence of 𝐼𝐷 on 𝑢𝐷. A smaller 𝜔𝐷 leads to stronger influences of 𝐼𝐷 on 𝑢𝐷. A small 

𝜔𝐷 means that the storage capacity and/or thickness of the unsaturated zone are small, 

resulting in relatively large hydraulic head changes induced by the VZW injection and 

GSF. In addition, more water can be drained downward into the saturated zone, giving 
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rise to larger 𝑠𝐷. Figure 2-3b displays that the changes of 𝑠𝐷 with 𝑡𝐷 and the influences 

of 𝐼𝐷 on 𝑠𝐷 are similar to the curves of 𝑢𝐷 in Figure 2-3a. 

 
Figure 2-3 The dimensionless time tD vs. the dimensionless hydraulic head increments 

uD and sD with ID = 1 during tD ∈ [10-2, 50] (solid curves) and without ID (dotted curves): 

(a) tD vs. uD for different values of the dimensionless unsaturated constitutive exponent 

ωD, where rD  = 0.1, zD = 0.1, SyD = 1×103 and KD = 1; (b) tD vs. sD for different values of 

ωD, where rD = 0.1, zD = -0.1, SyD = 1×103 and KD = 1.  

 

Figure 2-4 shows the hydraulic heads change with the dimensionless GSF 

generated by infiltration 𝐼𝐷 = 1 during 𝑡𝐷 ∈ [10−2, 50) (solid curves) and without 𝐼𝐷 

(dotted curves) for the dimensionless specific yield 𝑆𝑦𝐷 = 1 × 102, 1 × 103, 1 ×
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104 and 1 × 105, where 𝜔𝐷 = 1 × 10−2 and 𝐾𝐷 = 1. In Figure 2-4, the presence of 𝐼𝐷 

enlarges 𝑢𝐷 and 𝑠𝐷, and the influence of 𝐼𝐷 is decreased as 𝑆𝑦𝐷 increases. The 

dimensionless specific yield 𝑆𝑦𝐷 represents the storage capacity of the unsaturated zone. 

A larger 𝑆𝑦𝐷 means that more water can be stored in the unsaturated zone, reducing the 

influences of 𝐼𝐷 and hydraulic head changes in the unsaturated and saturated zones.  

 
Figure 2-4 The dimensionless time tD vs. the dimensionless hydraulic head increments 

uD and sD with ID = 1 during tD ∈ [10-2, 50] (solid curves) and without ID (dotted curves): 

(a) tD vs. uD for different values of the dimensionless specific yield SyD , where rD  = 0.1, 

zD = 0.1, ωD = 1×10-2 and KD = 1; (b) tD vs. sD for different values of the dimensionless 

specific yield SyD, where rD  = 0.1, zD = -0.1, ωD = 1×10-2 and KD = 1.   
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Figure 2-5 displays the hydraulic head changes with the dimensionless GSF 

generated by infiltration 𝐼𝐷 = 1 during 𝑡𝐷 ∈ [10−2, 50) (solid curves) and without 𝐼𝐷 

(dotted curves) for the hydraulic conductivity anisotropy 𝐾𝐷 = 0.01, 0.1, 1, 10, where 

𝜔𝐷 = 1 × 10−2 and 𝑆𝑦𝐷 = 1 × 103. In Figure 2-5a, the presence of GSF 𝐼𝐷 enlarges 𝑢𝐷 

and this influence is delayed further as 𝐾𝐷 decreases. The reason is that a smaller 𝐾𝐷 

indicates that the horizontal flow is dominant in the unsaturated zone at early stage. 

After this early stage, the flow will move downward into the saturated zone, causing an 

obvious delay of 𝑠𝐷 increment shown in Figure 2-5b. 

 
Figure 2-5 The dimensionless time tD vs. the dimensionless hydraulic head increments 

uD and sD with ID = 1 during tD ∈ [10-2, 50]  (solid curves) and without ID (dotted 

curves): (a) tD vs. uD for different values of the hydraulic conductivity anisotropy KD, 
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where rD  = 0.1, zD = 0.1, ωD = 1×10-2, and SyD = 1×103; (b) tD vs. sD for different values 

of the hydraulic conductivity anisotropy KD, where rD  = 0.1, zD = -0.1, ωD = 1×10-2, and 

SyD = 1×103.  

 

Figure 2-6 presents the hydraulic head changes with different dimensionless GSF 

generated by infiltration 𝐼𝐷 = 0, 0.5, 1, and 2, where 𝜔𝐷 = 1 × 10−2, 𝑆𝑦𝐷 = 1 × 103, 

and 𝐾𝐷 = 1. In Figure 2-6(1), 𝐼𝐷 is applied during 𝑡𝐷 ∈ [10−2, 50). 𝑢𝐷 increases as 𝐼𝐷 

increases. A larger 𝐼𝐷 means more water can infiltrate into the unsaturated zone, leading 

to faster increase of 𝑢𝐷. Then the water enters the saturated zone, enlarging 𝑠𝐷. In Figure 

2-6(2), 𝐼𝐷 is applied during a later time 𝑡𝐷 ∈ [200, 250). After a relatively long period of 

VZW injection, the GSF is applied, which causes gradual increases of 𝑢𝐷 and 𝑠𝐷. Then 

𝑢𝐷 and 𝑠𝐷 will reach to constant values after 𝐼𝐷 stops.  
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(1) 
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(2) 

Figure 2-6 The dimensionless time tD vs. the dimensionless hydraulic head increments 

for different values of the dimensionless GSF ID generated by infiltration, where rD = 

0.1, ωD = 1×10-2, SyD = 1×103, and KD = 1: (1) ID is applied during tD ∈ [10-2, 50]: (a) tD 

vs. uD (zD = 0.1); (b) tD vs. sD (zD = -0.1). (2) ID is applied during tD ∈ [200, 250]: (a) tD 

vs. uD (zD = 0.1); (b) tD vs. sD (zD = -0.1).  

 

Figure 2-7 demonstrates that the dimensionless infiltration rate at the interface of 

the unsaturated and saturated zones changes with different dimensionless GSF generated 

by infiltration 𝐼𝐷 = 0, 0.5, 1, and 2 during 𝑡𝐷 ∈ [10−2, 50) where 𝜔𝐷 = 1 × 10−2, 

𝑆𝑦𝐷 = 1 × 103, and 𝐾𝐷 = 1. For 𝐼𝐷 = 0, 𝑞𝐷 increases as 𝑡𝐷 increases at the early stage 

and then reaches a constant value. The presence of 𝐼𝐷 increases 𝑞𝐷 and a larger 𝐼𝐷 

induces a larger 𝑞𝐷. The figure at the lower right corner of Figure 2-7 zooms in the 
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curves of 𝑡𝐷 ∈ [45, 55). It shows that after 𝑡𝐷 = 50 when 𝐼𝐷 stops, 𝑞𝐷 gradually 

decreases to a constant value, which is not influenced by the value of 𝐼𝐷. The reason is 

that 𝐼𝐷 increases the water into the unsaturated zone as well as the saturated zone, giving 

rise to higher 𝑞𝐷. When 𝐼𝐷 stops, this influence also stops.  

 
Figure 2-7 The dimensionless time tD vs. the dimensionless infiltration rate at the 

interface of the unsaturated and saturated zones qD for different values of the 

dimensionless GSF ID generated by infiltration, where rD = 0.1, ωD = 1×10-2, SyD = 

1×103, and KD = 1.  

 

To examine the influence of GSF after the steady state flow is somewhat 

established by the VZW injection, Figure 2-8 displays the profile contours of 𝑢𝐷 (𝑧𝐷 >

0) and 𝑠𝐷 (𝑧𝐷 < 0) with different GSF 𝐼𝐷 applied during 𝑡𝐷 ∈ [200, 250), where 𝜔𝐷 =

1 × 10−2, 𝑆𝑦𝐷 = 1 × 103, and 𝐾𝐷 = 1. In Figure 2-8(1), when 𝐼𝐷 = 0, the influence 
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area of VZW injection increases as time increases. In Figure 2-8(2), 𝐼𝐷 = 0.5 is applied 

during 𝑡𝐷 ∈ [200, 250). Before 𝐼𝐷 starts, the changes of 𝑢𝐷 and 𝑠𝐷 are the same with 

that in Figure 2-8(1)a. The presence of 𝐼𝐷 enlarges the influence area, especially at the 

top of the unsaturated zone. After 𝐼𝐷 stops, 𝑢𝐷 and 𝑠𝐷 gradually reach to constant values, 

which are larger than that in Figure 2-8(1)c. In Figure 2-8(3), 𝐼𝐷 = 1 is applied during 

𝑡𝐷 ∈ [200, 250). The change tendency of 𝑢𝐷 and 𝑠𝐷 is the same with that in Figure 2-

8(2), while the values of 𝑢𝐷 and 𝑠𝐷 are larger than those at the same time in Figure 2-

8(2).  
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Figure 2-8 The profile contours of uD (zD > 0) and sD (zD < 0) with different GSF ID 

applied during tD ∈ [200, 250], where ωD = 1×10-2, SyD = 1×103, and KD = 1: (1) the 

profile contours with ID = 0 at (a) tD = 175, (b) tD = 230, and (c) tD = 350; (2) the profile 

contours with ID = 0.5 at (a) tD = 175, (b) tD = 230, and (c) tD = 350; and (3) the profile 

contours with ID = 1 at (a) tD = 175, (b) tD = 230, and (c) tD = 350. 
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2.4.2 Influences of GSF generated by evapotranspiration 

Figure 2-9 shows the hydraulic head increments change with the dimensionless 

GSF generated by evapotranspiration 𝐼𝐷 = −0.3 during 𝑡𝐷 ∈ [10−2, 50) (solid curves) 

and without 𝐼𝐷 (dotted curves) for the dimensionless constitutive exponent 𝜔𝐷 =

5 × 10−3, 8 × 10−3, 1 × 10−2 and 1 × 10−1, where 𝑆𝑦𝐷 = 1 × 103 and 𝐾𝐷 = 1. In 

Figure 2-9, the presence of 𝐼𝐷 decreases 𝑢𝐷 and 𝑠𝐷 and a smaller 𝜔𝐷 leads to smaller 𝑢𝐷 

and 𝑠𝐷. 𝜔𝐷 represents the storage capacity and/or thickness of the unsaturated zone. A 

smaller 𝜔𝐷 means that more water can be evaporated through the ground surface and 

less water drains downward into the saturated zone, resulting in smaller 𝑢𝐷 and 𝑠𝐷. 

When 𝜔𝐷 is very small, 𝑢𝐷 and 𝑠𝐷 may become negative for some time and then 

increases after 𝐼𝐷 stops.  
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Figure 2-9 The dimensionless time tD vs. the dimensionless hydraulic head increments 

uD and sD with ID = -0.3 during tD ∈ [10-2, 50]   (solid curves) and without ID (dotted 

curves): (a) tD vs. uD for different values of the dimensionless unsaturated constitutive 

exponent ωD, where rD = 0.1, zD = 0.1, SyD = 1×103 and KD = 1; (b) tD vs. sD for different 

values of the dimensionless unsaturated constitutive exponent ωD, where rD = 0.1, zD = -

0.1, SyD = 1×103 and KD = 1.  

 

Figure 2-10 shows the hydraulic head increments change with the dimensionless 

GSF generated by evapotranspiration 𝐼𝐷 = −0.3 during 𝑡𝐷 ∈ [10−2, 50) (solid curves) 

and without 𝐼𝐷 (dotted curves) for the dimensionless specific yield 𝑆𝑦𝐷 =

5 × 102, 8 × 102, 1 × 103 and 1 × 104, where 𝜔𝐷 = 1 × 10−2 and 𝐾𝐷 = 1. Like in 

Figure 2-9, the presence of 𝐼𝐷 decreases 𝑢𝐷 and 𝑠𝐷. A smaller 𝑆𝑦𝐷 leads to smaller 𝑢𝐷 

and 𝑠𝐷, for the reason that it represents a smaller storage capacity of the unsaturated 
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zone. When 𝑆𝑦𝐷 is very small, 𝑢𝐷 and 𝑠𝐷 may become negative for some time and then 

increases after 𝐼𝐷 stops. 

 
Figure 2-10 The dimensionless time tD vs. the dimensionless hydraulic head increments 

uD and sD with ID = -0.3 during tD ∈ [10-2, 50] (solid curves) and without ID (dotted 

curves): (a) tD vs. uD for different values of the dimensionless specific yield SyD, where 

rD = 0.1, zD = 0.1, ωD = 1×10-2 and KD = 1; (b) tD vs. sD for different values of the 

dimensionless specific yield SyD, where rD = 0.1, zD = -0.1, ωD = 1×10-2 and KD = 1.  

 

Figure 2-11 shows the hydraulic head increments change with the dimensionless 

GSF generated by evapotranspiration 𝐼𝐷 = −0.3 during 𝑡𝐷 ∈ [10−2, 50) (solid curves) 

and without 𝐼𝐷 (dotted curves) for the hydraulic conductivity anisotropy 𝐾𝐷 =

0.01, 0.1, 1, 10, where 𝜔𝐷 = 1 × 10−2 and 𝑆𝑦𝐷 = 1 × 103. The presence of 𝐼𝐷 decreases 
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𝑢𝐷 and 𝑠𝐷. The smaller the 𝐾𝐷, the later this influence occurs. The reason is that a 

smaller 𝐾𝐷 indicates that the horizontal flow is dominant in the unsaturated zone at early 

stage and it is more difficult for water to be evaporated through the ground surface. Then 

the influence of GSF generated by evapotranspiration on 𝑠𝐷 in the saturated zone is also 

delayed.  

 
Figure 2-11 The dimensionless time tD vs. the dimensionless hydraulic head increments 

uD and sD with ID = -0.3 during tD ∈ [10-2, 50] (solid curves) and without ID (dotted 

curves): (a) tD vs. uD for different values of the hydraulic conductivity anisotropy KD, 

where rD = 0.1, zD = 0.1, ωD = 1×10-2, and SyD = 1×103; (b) tD vs. sD for different values 

of the hydraulic conductivity anisotropy KD, where rD = 0.1, zD = -0.1, ωD = 1×10-2, and 

SyD = 1×103.  
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Figure 2-12 shows the hydraulic head increments change with different values of 

dimensionless GSF generated by evapotranspiration 𝐼𝐷 = 0, −0.1, −0.3, and − 0.5, 

where 𝜔𝐷 = 1 × 10−2, 𝑆𝑦𝐷 = 1 × 103, and 𝐾𝐷 = 1. In Figure 2-12(1), 𝐼𝐷 is applied 

during 𝑡𝐷 ∈ [10−2, 50). 𝑢𝐷 and 𝑠𝐷 decrease as the absolute value of 𝐼𝐷 increases. A 

larger absolute value of 𝐼𝐷 means that more water is evaporated through the ground 

surface, leading to faster decrease of 𝑢𝐷. When the absolute value of 𝐼𝐷 is very large, the 

evapotranspiration effect is so strong that water will move upward through the saturated 

zone, leading to negatives values of 𝑠𝐷. In Figure 2-12(2), 𝐼𝐷 is applied during 𝑡𝐷 ∈

[200, 250). After relatively long VZW injection, the GSF is applied, which causes 

gradual decreases of 𝑢𝐷 and 𝑠𝐷. The decreases of 𝑢𝐷 and 𝑠𝐷 are less than those in Figure 

2-12(1). For short time VZW injection, injected water only flows in the vicinity of the 

well. GSF generated by evapotranspiration is playing a dominating role and can lead to 

more hydraulic head decreases over most parts of aquifer that are not in the vicinity of 

the injection well.  
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(1) 

Figure 2-12 The dimensionless time tD vs. the dimensionless hydraulic head increments 

for different values of the dimensionless GSF generated by evapotranspiration, where rD 

= 0.1, ωD = 1×10-2, SyD = 1×103, and KD = 1: (1) ID is applied during tD ∈ [10-2, 50]: (a) 

tD vs. uD (zD = 0.1); (b) tD vs. sD (zD = -0.1). (2) ID is applied during tD ∈ [200, 250]: (a) 

tD vs. uD (zD = 0.1); (b) tD vs. sD (zD = -0.1).  
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(2) 

Figure 2-12 Continued. 

 

Figure 2-13 demonstrates how the dimensionless infiltration rate at the interface 

of the unsaturated and saturated zones changes with different dimensionless GSF 

generated by evapotranspiration 𝐼𝐷 = 0, −0.3, −0.5, and − 1 during 𝑡𝐷 ∈ [10−2, 50) 

where 𝜔𝐷 = 1 × 10−2, 𝑆𝑦𝐷 = 1 × 103, and 𝐾𝐷 = 1. For 𝐼𝐷 = 0, 𝑞𝐷 increases as 𝑡𝐷 

increases at the early stage and then reaches a constant value. The presence of 𝐼𝐷 

decreases 𝑞𝐷 and a larger 𝐼𝐷 induces a smaller 𝑞𝐷. The figure at the lower right corner of 

Figure 2-13 zooms in the curves of 𝑡𝐷 ∈ [45, 55). It shows that after 𝑡𝐷 = 50 when 𝐼𝐷 

stops, 𝑞𝐷 gradually increases to a constant value, which is not influenced by the value of 
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𝐼𝐷. The reason is that GSF generated by evapotranspiration reduces the water into the 

unsaturated zone and the saturated zone, giving rise to a lower 𝑞𝐷. When 𝐼𝐷 stops, this 

influence also stops.  

 
Figure 2-13 The dimensionless time tD vs. the dimensionless infiltration rate at the 

interface of the unsaturated and saturated zones qD for different values of the 

dimensionless GSF ID generated by evapotranspiration, where rD = 0.1, ωD = 1×10-2, SyD 

= 1×103, and KD = 1.  

 

2.5 Discussion  

In this study, there are several assumptions and limitations which are needed to 

discuss here: 

1) The coupled unsaturated and saturated flow system is difficult to solve 

because of the nonlinear nature of Richards’ equation and the presence of a moving 
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interface (water table) between two different (saturated and unsaturated) flow regimes. 

To solve this problem, the method of perturbation expansion was employed by 

Kroszynski and Dagan (1975) to simplify the Richards’ equation by linearization. This 

method assumes that the flow departs only slightly from equilibrium and expands the 

dependent variables in Richards’ equation in perturbation series. Neglecting higher order 

terms in the series and substituting the remaining terms into the equation can obtain a 

first-order linearized equation. These simplifications have been tested and applied in 

previous studies on coupling unsaturated-saturated flow problems (Chang et al., 2018; 

Dagan, 1967; Liang et al., 2017a; Lin et al., 2017; Mathias and Butler, 2006; 

Tartakovsky and Neuman, 2007). For instance, Mishra et al. (2012) solved the problem 

of constant-rate pumping in a coupled saturated and unsaturated flow system and 

compared the drawdown curves predicted by the analytical solution with the Gardner’s 

model and the numerical solution with the van Genuchten-Mualem soil constitutive 

model. The comparison showed good agreement in the predicted drawdown curve at 

early and late times. This indicates that the linearization method can be adopted for 

approximating the flow induced by VZW injection and GSF for a coupled unsaturated-

saturated system when the flow differs slightly from its equilibrium state. However, this 

method may not be valid when flow differs considerably from its equilibrium state. For 

instance, when the injection rate is sufficiently large that the flow departs greatly from 

its equilibrium state. If this is true, one probably has to adopt a higher-order 

approximation to deal with the problem, which will make the analytical treatment 

difficult or even impossible. For such a case, we will recommend using a numerical 
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approach rather than analytical approach to tackle the problem of concern. All of these 

issues are out of the scope of this investigation and should be examined separately. 

2) This study applies Gardner (1958) constitutive model (the two-parameter 

model) and assumes that the relative hydraulic conductivity and water content vary 

exponentially with incremental capillary pressure head relative to the air entry pressure 

head. As the three- and four- parameters constitutive models (Mathias and Butler, 2006; 

Mishra and Neuman, 2010) have been proposed, the application of more flexible 

constitutive models in VZW injection should be investigated in the future.  

3) The well radius is assumed to be infinitely small in this study while 

Bouwer (2002) referred that VZWs are usually 1-2 m in diameter. For such finite radius 

wells, the wellbore storage may cause errors in prediction of hydraulic head changes at 

the early stage of VZW injection. And the presence of well skin during injection can 

change the hydraulic properties around the well and affect the recharge capacity. The 

effects of wellbore storage and well skin should not be ignored in the future.   

4) In VZW management, clogging of VZW is another issue that has not 

been included in this study but could affect the performance of VZW in real 

applications. Clogging of VZWs may include the physical clogging in which fine 

materials block the entrance of the well screen, or biological clogging in which growth 

of bacterial blocks the pathways of the well screen. Clogging can also reduce the 

permeability of formations immediately adjacent to VZWs. Further investigation is 

certainly needed to address the clogging issue of VZWs, which has been reported in 

several field applications (Bloetscher et al., 2014; Jeong et al., 2018; Martin, 2013). 
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2.6 Conclusion  

The conclusions of this study are summarized as follows: 

1. The presence of GSF generated by infiltration can increase the hydraulic head 

increments in the unsaturated and saturated zones, and the magnitude of this 

influence depends on properties of unsaturated and saturated zones and the value of 

GSF. Smaller 𝜔𝐷 and 𝑆𝑦𝐷 lead to larger increases of 𝑢𝐷 and 𝑠𝐷 when GSF is the 

same. A small 𝐾𝐷 can delay the increases of 𝑢𝐷 and 𝑠𝐷 and the value of 𝐾𝐷 does not 

affect the final values of 𝑢𝐷 and 𝑠𝐷. In addition, larger values of GSF generated by 

infiltration lead to larger increases of 𝑢𝐷 and 𝑠𝐷. 

2. The presence of GSF generated by evapotranspiration can decrease the hydraulic 

head increments in the unsaturated and saturated zones, and the magnitude of this 

influence depends on properties of unsaturated and saturated zones and the value of 

GSF. Smaller 𝜔𝐷 and 𝑆𝑦𝐷 lead to larger decreases of 𝑢𝐷 and 𝑠𝐷 when GSF is the 

same. A small 𝐾𝐷 can delay the decreases of 𝑢𝐷 and 𝑠𝐷 and the value of 𝐾𝐷 does not 

affect the final values of 𝑢𝐷 and 𝑠𝐷. In addition, larger absolute values of GSF 

generated by evapotranspiration lead to larger decreases of 𝑢𝐷 and 𝑠𝐷. 

3. The presence of GSF generated by infiltration can increase the infiltration rate at the 

interface of the unsaturated and saturated zones and larger values of GSF lead to 

larger increases of 𝑞𝐷. After GSF stops, the infiltration rate gradually decreases to a 

constant value, which is not influenced by the value of GSF generated by 

infiltration. 
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4. The presence of GSF generated by evapotranspiration can decrease the infiltration 

rate at the interface of the unsaturated and saturated zones and larger absolute values 

of GSF lead to larger decreases of 𝑞𝐷. After GSF stops, the infiltration rate 

gradually increases to a constant value, which is not influenced by the value of GSF 

generated by evapotranspiration. 
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CHAPTER 3 

GOEMETRIC AND SOIL PROPERTY CONTROL ON THE RECHARGE OF 

VADOSE ZONE INJECTION WELLS 

 

This study focuses on improving the knowledge of VZW performance by 

conducting numerical experiments. A finite-element numerical VZW model based on the 

commonly used Van Genuchten (1980) - Mualem (1976) constitutive model (the VGM 

model) is developed by COMSOL Multiphysics. Then numerical experiments are 

conducted to investigate the geometric and soil properties control on the performance of 

VZW injection and to evaluate their influences on the arrival time and cumulative 

infiltration volume of injected water. In addition, the influences of different 

arrangements of injection plan with a given total injection water volume are also 

investigated in this study. We will try to answer the question that when the total volume 

of injection is given, is it able to improve recharge of VZW by injecting with a larger 

rate within a relatively shorter duration, or is it able to improve recharge of VZW by 

injecting with a smaller rate within a relatively longer duration? 

 

3.1 The conceptual model 

Figure 3-1 demonstrates the conceptual model of this study: a vadose zone well 

is drilled into a slightly compressible unconfined aquifer resting on a horizontal 

impermeable boundary. Both the unsaturated and saturated zones are homogeneous, 

anisotropic, and extend sufficiently far laterally. The initial water table is horizontal and 
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the saturated zone has a uniform thickness of b. The unsaturated zone is lying above the 

saturated zone and has a uniform thickness of a. A vadose zone well with a constant 

recharge rate Q is screened from j to d, where j and d are distances from the top and 

bottom of the screen to the initial position of water table, respectively. The origin of the 

cylindrical coordinate system is set at the intercept of the central axis of the well and the 

ground surface. The r-axis is along the horizontally radial water flow direction, and the 

z-axis is vertically upward. The initial water table is at the elevation z = - a. 

 

Figure 3-1 The schematic diagram of unsaturated-saturated flow induced by the vadose 

zone well injection.  
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3.2 The numerical model 

The 2D axisymmetric numerical model is established by COMSOL Multiphysics 

and its geometry is shown in Figure 3-2. The Richards’ equation governs the saturated-

unsaturated flow of water in the aquifer: 

(𝐶 + 𝑆𝑒𝑆𝑠)
𝜕𝜓

𝜕𝑡
+ ∇ ∙ (−𝐾𝑠𝑘𝑟∇(𝜓 + 𝐷)) = 0       (3.1) 

 where 𝐶  is the specific soil moisture capacity [L−1]  and 𝐶 =
𝑑𝜃

𝑑𝜓
   𝑆𝑒  is the effective 

saturation of the soil [−]  𝑆𝑠 is the specific storage [L−1]  𝜓 is the pressure head [L]  𝑡 is 

time [T]  𝐾𝑠 is the saturated hydraulic conductivity [LT−1]  𝑘𝑟 is the relative permeability 

of the soil and 𝑘𝑟 =
𝐾

𝐾𝑠
 (0 ≤ 𝑘𝑟 ≤ 1) [−], 𝐾 is the hydraulic conductivity at water content 

θ [LT−1]  𝐷 is the elevation head [L]. 

 
Figure 3-2 The geometry of the 2D axisymmetric numerical model.  
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The VGM model is used to describe the water retention and relative hydraulic 

conductivity of the unsaturated zone: 

𝑆𝑒 = {

1

[1+|𝛼𝜓|𝑛]𝑚                               𝜓 < 0

1                                               𝜓 ≥ 0
         (3.2) 

𝑘𝑟 = {𝑆𝑒
𝑙 [1 − (1 − 𝑆𝑒

1

𝑚)
𝑚

]
2

      𝜓 < 0

1                                               𝜓 ≥ 0

                (3.3) 

where 𝛼 is a parameter corresponding approximately to the inverse of the air-entry value 

[L−1]; 𝑛 and 𝑚 are shape parameters [−] and 𝑚 = 1 −
1

𝑛
; 𝑙 is the pore size interaction 

term and an optimal value of 0.5 for 𝑙 is derived by Mualem (1976) when using 

measured 𝐾𝑠 as the matching point. 

The top and bottom boundaries of the model are set as no flow boundaries. The 

right boundary of the model is assigned as a pressure head boundary with pressure head 

𝜓 = −(𝑧 + 𝑎) m. The rectangular domain near the right boundary is set as the infinite 

element domain to simulate the region of infinite extent. Infinite elements represent a 

region that is stretched along certain coordinate axes such that boundary conditions on 

the outside of the infinite element layer are effectively applied at a very large distance. 

This feature enables us to truncate the model to a reasonable size and accurately capture 

the behavior in the region of interest. The left boundary of the model is on the symmetry 

axis and is set as the axial symmetry node. The initial condition in the domain is 

specified in terms of the pressure head 𝜓 and is set as −(𝑧 + 𝑎) m. The initial saturated 

zone thickness 𝑏 is 3 m and the unsaturated zone thickness 𝑎 is 10 m. The vadose zone 

well injection rate 𝑄 is 0.0015 m3/s and the well is screened from 𝑑 = 4 m to 𝑗 = 5 𝑚. 
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The values of hydraulic properties of different soil materials used in this study are 

summarized in Table 3-1 based on the research of Carsel and Parrish (1988).  

Table 3-1 Values of hydraulic properties of different soil materials 

 
Source: Data from Carsel and Parrish (1988). 

θr - residual water content; θs - saturated water content;  

𝛼 - a parameter corresponding approximately to the inverse of the air-entry value;  

𝑛 - shape parameter; 𝐾𝑠 - the saturated hydraulic conductivity;  

𝑙 - the pore size interaction term. 

 

The simulation domain is discretized by triangular elements. Since the injection 

flow changes significantly around the injection well and the interface between the 

unsaturated and saturated zones, the finite-element discretization meshes are refined at 

these positions with the minimum element size of 0.001 m and an element size growth 

rate of 1.01. The total number of triangular elements is 13795. The settings of the 

simulation time vary with different numerical tests, which will be given in the following 

sections. 

 

3.3 Issues of the soil constitutive model and numerical versus analytical approaches 

Before analyzing the results, it is essential to address a few issues associated with 

the selected soil constitutive model and the numerical and analytical approaches to solve 

the mathematical model discussed above. We will first discuss the issue related to the 
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Clay Loam 0.095 0.41 0.019 1.31 6.24 0.5

Loam 0.078 0.43 0.036 1.56 24.96 0.5

Sandy Loam 0.065 0.41 0.075 1.89 106.08 0.5
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chosen constitutive model and then address the issue associated with the approach, either 

numerical or analytical. 

First, we need to point out that although the VGM model is selected here as the 

constitutive model, this model is only an approximation of the unsaturated soil and 

usually cannot capture the entire complex soil moisture dynamics. In another word, 

uncertainty is inherent and inevitable when using a constitutive model with a few 

controlling parameters to describe the soil moisture dynamics in a complex soil 

structure. It is also likely that different investigators may use different constitutive 

models to deal with the same unsaturated soil. Therefore, how will the result depend on 

the chosen constitutive model should be addressed. 

Second, when a relatively complex constitutive model such as the VGM model is 

used, it is almost impossible to develop an analytical solution for the pressure head (or 

hydraulic head) distribution, and numerical solution appears to be the choice for solving 

the mathematical model. The highly nonlinear Richard’s equation is notorious for a host 

of numerical problems such as non-divergence (or slow convergence) of solutions and 

sometimes sizable numerical errors (Farthing and Ogden, 2017; Gao et al., 2019; Zha et 

al., 2019). Therefore, it is necessary to examine the performance of the numerical 

solution and if possible, assessing the numerical errors associated with the selected 

numerical method. Unfortunately, without an analytical solution, or a semi-analytical 

solution at least, the numerical solution cannot be benchmarked and tested. The semi-

analytical solution is often the case for analytically solving the partial differential 

equation in Laplace domain if Laplace transform is used (or frequency domain if Fourier 
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transform is used) and then subsequently obtaining the real-time solution using 

numerical inverse of Laplace transform (or solution in space domain using numerical 

inverse of Fourier transform). 

Facing with above challenges, we propose the following method to resolve the 

issue. First, we are trying to find a constitutive model that is not as complex as the VGM 

model but it can still faithfully describe the soil moisture dynamics, and furthermore, 

such a constitutive model is amendable for analytical treatment. The Gardner’s model 

(or G model hereinafter) (Gardner, 1958) is selected and it has the following equations to 

describe the relative permeability and volumetric water content. 

𝑘𝑟 = 𝑒𝜔(𝜓−𝜓𝑎)    (3.4) 

𝜃 = 𝜃𝑟 + 𝑆𝑦𝑒𝜔(𝜓−𝜓𝑎)  (3.5) 

where 𝜃 is volumetric water content [−]; 𝜃𝑟 is the residual water content [−]; 𝜃𝑠 is the 

saturated water content [−]; 𝜓𝑎 is the air entry pressure head (𝜓 ≤ 𝜓𝑎 ≤ 0); 𝑆𝑦 = 𝜃𝑠 −

𝜃𝑟 is the specific yield [−]; 𝜔 > 0 is a constitutive exponent [L−1], reflecting the ability 

of the water holding in the unsaturated zone.   

If one recalls the definition of the effective saturation Se as 𝑆𝑒 = (𝜃 − 𝜃𝑟)/(𝜃𝑠 −

𝜃𝑟) = (𝜃 − 𝜃𝑟)/𝑆𝑦, then from above Eqs. (3.4) and (3.5), one can see that Se=kr for the 

G model. In another word, the two separate equations used to describe Se and kr in the 

VGM model now merge into a single equation in the G model. In this sense, one may 

regard the G model as a simplified version of the VGM model. The relatively simple G 

model (in contrast to the more complex VGM model) is amendable for analytical 

solution and thus has been used extensively in modeling soil moisture dynamics in the 
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unsaturated zone, including the study associated with VZW (Liang et al., 2018; Qi et al., 

2020). In Chapter 2, a mathematical model of VZW injection with ground surface flux is 

established based on linearized Richards’ equation considering the G model for the 

unsaturated zone, and the semi-analytical solutions of hydraulic head increments and 

recharge rate at water table are derived. To use the solutions in Chapter 2, proper 

parameter values of the G model must be known in advance. For a loam aquifer 

previously described by the VGM model whose parameters listed in Table 3-1, we can 

use the G model to best-fit the VGM model by the least square method. Specifically, this 

is done by choosing the parameters of the G model that would minimize the deviations 

of the fitted G model from the VGM model. The effective saturation (𝑆𝑒) curve and the 

relative hydraulic conductivity (𝑘𝑟) curve of the G model become one curve as explained 

above. This curve is used to fit the 𝑆𝑒 and 𝑘𝑟 curves of the VGM model at the same time. 

The goodness of the fitting is evaluated by the adjusted R2 and its value of 0.932 is 

generally considered acceptable, where the adjusted R2 is a modified version of the 

conventional R2 value that has been adjusted for the number of predictors of concern, 

and it is always less than the R2 value. For detailed explanation of the adjusted R2, one 

can consult the reference of Westfall and Arias (2020). Figure 3-3 shows the best fit of 

the G model (dashed curves) to the VGM model (solid curves). The 𝑆𝑒 curves are 

represented by blue curves and the 𝑘𝑟 curves are represented by red curves. The best-

fitting yields parameter estimations of 𝜔 = 0.0318 cm−1 and 𝜓𝑎 = 0 cm for the G 

model. The ground surface flux is set as 0. The values of other parameters are the same 

as used in the developed numerical model. The total simulation time is 1005 hr and the 
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time step grows exponentially, starting at 1 × 10−2 hr. One can see that discrepancy is 

inevitable between the G model and the VGM model. More specifically, the G model 

gives an identical Se (and kr) curve that is between the curves of Se and kr for the VGM 

model. 

 

Figure 3-3 The best least square fit of the G model (dashed curve) to the VGM model 

(solid curves) for loam.  

 

For the G model, a numerical simulation with exactly the same finite-element 

mesh design and conceptual model setup as this study has been conducted in Chapter 2 

for homogenous aquifer. The numerical simulation result was compared with the 

analytical result and they agreed with each other very well. This implies that the 

numerical errors associated with the finite-element method are controlled under a 
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negligible level, at least for the case when the soil is described by the G model. Although 

one cannot completely assure that the same conclusion can be made when the soil is 

described by a different soil constitutive model such as the VGM model, there is no 

reason to believe that the change of a different soil constitutive model will dramatically 

introduce significant numerical errors, provided that the conceptual model and the 

numerical scheme both remain the same.  Based on this argument, we assume that any 

discrepancy between the hydraulic head distributions computed using the VGM model 

and the best-fitted G model comes from the different choices of the constitutive model, 

not from the numerical errors of the numerical simulation. 

Figure 3-4 shows the comparison of the numerical solutions (dashed curves) 

(using the VGM model) with the semi-analytical solutions (solid curves) (using the best-

fitted G model). The hydraulic head increments induced by VZW injection are plotted 

with time in a semi-logarithmic fashion for points with different values of 𝑧, where 𝑟 =

1 𝑚. The changes of 𝑢 at different points of the two solutions are similar. As 𝑧 decreases 

from −5 m to −9 m, both solutions of 𝑢 get a delayed increase and reach a smaller 

value at later stage. 

In summary, although the overall trend of the numerical solution and semi-

analytical solution are similar in Figure 3-4, the differences between the solutions for 

different soil constitutive models are clearly visible. Given the fact that the actual soil 

characteristics can be complex and may be approximated by different soil constitutive 

models such as the VGM model and the G model by different investigators, the inherent 

uncertainty of results associated with the choice of the soil constitutive model should not 
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be overlooked. Given the popularity of the VGM model, it will be used in the following 

numerical simulations of both homogeneous and heterogeneous soils. 

 

 

Figure 3-4 Comparison of the numerical solutions (dashed curves) with the semi-

analytical solutions (solid curves): the time t (hr) vs. the hydraulic head increments u (m) 

in the unsaturated zone (z = -9, -7 and -5 m), where r = 1 m.  

 

3.4 Numerical experiments 

The developed 2D axisymmetric model is applied to investigate the geometric 

and soil property control on the performance of VZW injection. As VZW injection is 

conducted in the region of infinite radial extent and the injection rate is relatively small, 

the flow departs slightly from equilibrium and the water table position remains 
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unchanged, except for the area directly below and near the VZW. Therefore, the initial 

water table is considered as the observation surface and two solutions are used to 

evaluate the performance of VZW injection during the numerical experiments. One 

solution is the characteristic arrival time of the injected water 𝑡𝑎, which is the travel time 

of injected water to reach the saturated zone. It has great effects on the geometric design 

of the VZW because the characteristic arrival time can tell us how long it takes for the 

injected water to recharge the water table through the vadose zone. A small enough 

recharge index σ (such as 1%-5%) is defined as the ratio of the overall volumetric 

recharge rate reaching the water table (𝑄𝑤𝑡) over the injection rate Q of VZW to 

quantify the characteristic arrival time. In the following analysis, we choose σ=2% as an 

example to compute the characteristic arrival time. The VZW injection rate 𝑄 is set as 

0.0015 m3/s based on the VZW design in Scottsdale, Arizona (ToddGroundwater, 

2019). The other solution is the cumulative recharge volume 𝑉𝑤𝑡 at the initial water 

table, which gives the estimation of amount of water entering the saturated zone. 𝑉𝑤𝑡 is 

computed using the integration of 𝑄𝑤𝑡 over time. 

To investigate the soil property control on the performance of VZW injection, 

three soils (sandy loam, loam, and clay loam) are selected as the aquifer materials to 

simulate VZW performance and the values of the aquifer parameters are summarized in 

Table 3-1. The total simulation time for sandy loam is 240 hr, for loam is 480 hr, and 

for clay loam is 720 hr. The values of other parameters are the same as described in 

chapter 3.2. 
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To investigate the well geometric control on the performance of VZW injection, 

two geometric parameters are considered in the simulation: the screen length (SL) and 

the screen depth (SD) where the screen depth refers to the depth of the center of the well 

screen. Two groups of numerical experiments are conducted in the loam aquifer to study 

their influences. The first group is designed to test the influences of SL on VZW 

performance. The SD is set as 6.5 m below the ground surface and remains the same 

during the simulation. The SL of 0.5, 1, and 1.5 m are tested and the total simulation 

time is 480 hr. The values of other parameters are the same as described in chapter 3.2. 

The second group is intended to test the influences of SD on VZW performance. The SL 

is remained as a constant of 1 m and the SD of 6, 6.5, and 7.5 m are tested. The total 

simulation time is 480 hr. The values of other parameters are the same as described in 

chapter 3.2. 

Another important factor controlling the performance of VZW is the injection 

plan, which is also investigated in this study for the loam aquifer with a VZW screened 

from 𝑑 = 3 m to 𝑗 = 4 𝑚. The total volume of injected water is fixed at 2592 m3. In 

plan 1, the water is injected through VZW with an injection rate of 0.0015 m3/s for 

480 hr. In plan 2, the water is injected through VZW with an injection rate of 

0.0025 m3/s for 288 hr. In plan 3, the VZW injection rate is 0.002 m3/s for the first 

240 hr and then is reduced to 0.001 m3/s for the second 240 hr. In plan 4, the VZW 

injection rate is 0.001 m3/s for the first 240 hr and then increases to 0.002 m3/s for the 

second 240 hr. The values of other parameters are the same as described in chapter 3.2. 
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The purpose to investigate different injection plans is to optimize the engineering 

application of the VZWs. 

 

3.5 Results 

3.5.1 Soil property control on recharge of VZW  

Figure 3-5 demonstrates the flow of injected water in sandy loam, loam and clay 

loam aquifers by the effective saturation 𝑆𝑒 profiles at different times. For coarser soils, 

the pore sizes are larger and the initial hydraulic conductivity 𝐾(𝜃) is lower in the 

unsaturated zone. During VZW injection, the wetting front gradually advances and 

eventually reaches the water table. After the arrival of the wetting front, the volumetric 

water content 𝜃 increases and 𝐾(𝜃) finally reaches the saturated hydraulic conductivity 

𝐾𝑠. As coarser soils have larger 𝐾𝑠, the wetting area in the sandy loam aquifer is larger 

than that of the other two aquifers at the same time. And it takes much less time for the 

injected water to reach the saturated zone in coarser soils. To learn about the soil 

properties control on the recharge of VZW injection, the volumetric infiltration rate at 

water table 𝑄𝑤𝑡 and the cumulative infiltration volume at water table 𝑉𝑤𝑡 are calculated 

and plotted in the following figures. 

The simulation results for the sandy loam, loam and clay loam aquifers are 

plotted and compared in Figure 3-6. Figures 3-6a and 3-6b show the recharge of VZW in 

three aquifers through the change of 𝑄𝑤𝑡 with time and the change of 𝑉𝑤𝑡 with time, 

respectively. The changes of 𝑄𝑤𝑡 are similar for three aquifers: 𝑄𝑤𝑡 increases rapidly at 

the early stage and then gradually approaches to an asymptotic value as time increases. 
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For coarse grained aquifers, it takes less time for water to reach the water table and the 

asymptotic value of 𝑄𝑤𝑡 is larger. Besides, the cumulative recharge volume 𝑉𝑤𝑡 is larger 

in coarse grained aquifers and less water is trapped in the vadose zone. The comparison 

of VZW injection in three different aquifers indicates that aquifer properties have a great 

influence on recharge of VZW. Coarse grained aquifers have larger pore sizes and it is 

easier for injected water to infiltrate into the saturated zone. The performance of VZW 

injection is greatly improved in the aquifer of coarser soils with much less travel time of 

the injected water and more cumulative recharge volume to the saturated zone. 
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Figure 3-5 The effective saturation Se profiles for sandy loam, loam and clay loam 

aquifers: (1) Se profiles for sandy loam aquifer at t = 2.40, 21.60 and 38.88 hr; (2) Se 

profiles for loam aquifer at t = 2.40, 64.80 and 110.40 hr; (3) Se profiles for clay loam 

aquifer at t = 2.40, 156.00 and 240.00 hr.  
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(a) 

 

 
                                                                  (b)           

Figure 3-6 (a) The recharge rate Qwt vs. time t for sandy loam, loam and clay loam 

aquifers; (b) the cumulative recharge volume Vwt vs. time t for sandy loam, loam and 

clay loam aquifers.  
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3.5.2 Geometric property control on recharge of VZW  

The simulation results in the loam aquifer for different SL (0.5, 1 and 1.5 m) are 

plotted in Figure 3-7, where the SD is −6.5 m: Figure 3-7a demonstrates the change of 

𝑄𝑤𝑡 with time and Figure 3-7b demonstrates the change of 𝑉𝑤𝑡 with time. In Figure 3-7a, 

the curves of 𝑄𝑤𝑡 for different SL have slight differences at early times and the values of 

𝑄𝑤𝑡 at the same time increase slightly when the SL increases. These differences of 𝑄𝑤𝑡 

gradually diminish over time. During the tests, the injection rate 𝑄 is set as a constant 

and SD remains the same. The increase of 𝑆𝐿 enables water to infiltrate through a larger 

area and promotes the diffusion of injected water in the unsaturated zone, causing slight 

influences on 𝑄𝑤𝑡 at early times. In Figure 3-7b, the change of 𝑉𝑤𝑡 corresponds to that of 

𝑄𝑤𝑡 and small differences of 𝑉𝑤𝑡 curves appear at early times, then diminish over time.  



 

66 

 

 
(a) 

 

 
(b) 

Figure 3-7 The recharge rate Qwt and cumulative recharge volume Vwt at water table in 

the loam aquifer for SL = 0.5, 1 and 1.5 m, where SD is -6.5 m: (a) Qwt vs. t; (b) Vwt vs. t.  

 

The simulation results in the loam aquifer for different SD (−6, −6.5 and −

7.5 m) are plotted in Figure 3-8, where SL is 1 m: Figure 3-8a demonstrates the change 
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of 𝑄𝑤𝑡 with time and Figure 3-8b demonstrates the change of 𝑉𝑤𝑡 with time. 𝑆𝐷 has a 

profound impact on the performance of VZW injection when other factors remain the 

same. In Figure 3-8a,  𝑡𝑎 decreases when 𝑆𝐷 becomes deeper. When 𝑆𝐷 becomes 

deeper, the distance between the well screen and the water table decreases, reducing the 

travel time of injected water to reach the water table. Figure 3-8b shows that 𝑉𝑤𝑡 

increases with SD. When 𝑆𝐷 becomes deeper, more water flows into the saturated zone 

in a shorter period of time.  
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(a) 

 

 
(b) 

Figure 3-8 The recharge rate Qwt and cumulative recharge volume 𝑽𝒘𝒕 at water table in 

the loam aquifer for SD = -6, -6.5 and -7.5 m, where SL is 1 m: (a) Qwt vs. t; (b) Vwt vs. t.  
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increases of SL and SD can shorten the travel distance, which reduce the time of 

recharging the target aquifer and improve the performance of VZW injection. 

3.5.3 Injection plan influence on recharge of VZW  

The simulation results in the loam aquifer for different injection plans are plotted 

in Figure 3-9: Figure 3-9a presents the change of 𝑄𝑤𝑡 with time and Figure 3-9b presents 

the change of 𝑉𝑤𝑡 with time. Plans 1 and 2 inject 2592 m3 water by VZW with a 

constant injection rate. In plan 1, VZW injects water at the rate of 0.0015 m3/s for 

480 hr and 𝑡𝑎 is 75.36 hr. The recharge rate 𝑄𝑤𝑡 keeps as 0 at the beginning and then 

increases rapidly after the injected water reaches the water table. After the VZW 

injection stops for a while, 𝑄𝑤𝑡 starts to decrease. In plan 2, VZW injects water at the 

rate of 0.0025 m3/s for 288 hr and 𝑡𝑎 is 59.44 hr. The increase of 𝑄𝑤𝑡 is larger than 

that in plan 1 and 𝑄𝑤𝑡 starts to decrease earlier than that in plan 1 since VZW injection 

stops at 288 hr. The cumulative recharge volume at the water table 𝑉𝑤𝑡 is larger than 

that in plan 1 and this difference decreases with time after VZW injection stops.  

Plans 3 and 4 inject 2592 m3 water by VZW with different injection rates at 

different stages. In plan 3, the VZW injects water at 0.002 m3/s for the first 240 hr and 

then at 0.001 m3/s for the second 240 hr. The value of 𝑡𝑎 in plan 3 is 65.73 hr. 

Compared with 𝑄𝑤𝑡 in plan 1, 𝑄𝑤𝑡 is larger at the first injection stage and smaller at the 

second injection stage in plan 3. The value of 𝑄𝑤𝑡 at 480 hr in plan 3 is smaller than that 

in plan 1. 𝑉𝑤𝑡 increases with time in plan 3, which is larger than that in plan 1. In plan 4, 

the VZW injects water at 0.001 m3/s for the first 240 hr and then at 0.002 m3/s for the 

second 240 hr. Compared with 𝑄𝑤𝑡 in plan 1, 𝑄𝑤𝑡 is smaller at the first injection stage 
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and larger at the second injection stage in plan 4. The value of 𝑡𝑎 is 93.12 hr in plan 4. 

In plan 4 𝑉𝑤𝑡 increases with time and is smaller than that in plan 1. 

Comparison of different injection plans indicates that the arrangement of 

injection plan has great influences on the performance of VZW injection when the total 

amount of injected water is constant. Adopting a larger injection rate at early stage of 

VZW injection can shorten the arrival time and increase the cumulative recharge water 

volume.  
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(a) 

 

 
(b) 

Figure 3-9 The recharge rate Qwt and cumulative recharge volume Vwt at water table in 

the loam aquifer for different injection plans: (a) Qwt vs. t; (b) Vwt vs. t.  
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3.6 Discussion  

There are several issues about assumptions and limitations of this study that 

deserve further discussion. 

Firstly, clogging, as one of the major obstacles to the sustainable operation of 

MAR, is not included in this study. There are four main types of clogging occurred in 

MAR: physical clogging, chemical clogging, biological clogging, and mechanical 

clogging (Martin, 2013; Xian et al., 2019; Zhang et al., 2020). VZW system is 

vulnerable and is easily affected by clogging. Clogging can cause declines in recharge 

rates and ultimately the failure of artificial recharge systems (Jeong et al., 2018). Various 

techniques have been proposed to estimate and predict clogging in MAR. The clogging 

issues of VZW such as decrease of injection rate certainly need further investigations in 

future studies. 

Secondly, this study simulates VZW injection in a homogeneous aquifer to 

access the impacts of various factors, which contribute to a better understanding of the 

role played by each factor. However, the heterogeneous aquifers are more common in 

field cases (Maples et al., 2019; Ward et al., 2008). Two types of media heterogeneity 

usually appear in the vadose zone: one type is layering as the aquifer is composed of 

several soil layers with different hydraulic properties; the other type is isolated lens in 

the aquifer with higher or lower hydraulic conductivity. The aquifer heterogeneity can 

substantially complicate the flow pattern of injected water and increase the difficulty in 

VZW management. Further investigations on including the aquifer heterogeneity into the 
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model are valuable to provide more guidance on VZW design and they are presented in 

Chapter 4. 

 

3.7 Conclusion  

The conclusions of this study are summarized as follows: 

1. The soil properties of the aquifer have great influences on the performance of VZW 

injection. Coarser soils are beneficial to the flow of injected water in the aquifer. Due 

to the significant decrease of travel time and increase of cumulative recharge volume, 

the performance of VZW can be greatly improved in coarser soils.  

2. The well geometric properties have relatively large impacts on the performance of 

VZW injection as well. When the injection rate and SD remain the same, the increase 

of SL leads to minor decrease of arrival time and minor increase of cumulative 

recharge water volume. When the injection rate and SL remain the same, the increase 

of SD leads to significant decrease of arrival time and considerable increase of 

cumulative recharge volume. By shortening the travel distance of injected water 

through changing the well geometric properties, the performance of VZW injection 

can be improved greatly.  

3. When the total amount of injected water is constant, the arrangement of injection plan 

has a great influence on the performance of VZW injection. The volumetric recharge 

rate at water table 𝑄𝑤𝑡 increases with the injection rate and the application of a higher 

injection rate at early times can shorten the arrival time 𝑡𝑎 . By adopting a larger 

injection rate at early stage of VZW injection, the performance of VZW can be 
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improved with less arrival time and increased cumulative recharge volume to the 

saturated zone. 
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CHAPTER 4 

VADOSE ZONE WELL INJECTION IN HETEROGENEOUS AQUIFER 

 

This study focuses on improving the knowledge of VZW recharge by conducting 

numerical experiments to study the influences of subsurface heterogeneity. A finite-

element numerical VZW model based on the commonly used VGM constitutive model 

is developed by COMSOL Multiphysics. Then numerical experiments are conducted to 

investigate subsurface heterogeneity control on the recharge of VZW injection. The 

subsurface heterogeneity in this study is considered as the deterministic subsurface 

heterogeneity which is presented as a low permeable layer/lens in the vadose zone. 

When the geologic records show that the horizontal strata are continuous and have 

distinctively different hydraulic properties which can be quantified using various 

hydrological and geophysical methods such as slug tests (Bouwer and Rice, 1976), 

multi-level tests with inflatable packers (Holloway and Waddell, 2008), flow meters 

(Hanson and Nishikawa, 1996), etc., the layered subsurface heterogeneity can be 

characterized in great details and our model can be used to represent such deterministic 

subsurface heterogeneity. 

 

4.1 The conceptual model 

Figure 4-1 shows the conceptual model of this study: a vadose zone well is 

drilled in a slightly compressible unconfined aquifer resting on a horizontal impermeable 

boundary. The saturated zone is homogeneous and extend sufficiently far laterally from 
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the well. The initial water table is horizontal and the thickness of the saturated zone is b. 

The unsaturated zone lies above the saturated zone and has a uniform thickness of a. A 

low permeable layer is considered in the unsaturated zone and it is horizontal. A vadose 

zone well with a constant recharge rate Q is screened from j to d, where j and d are 

distances from the top and bottom of the screen to the initial position of water table, 

respectively. The origin of the cylindrical coordinate system is set at the intercept of the 

central axis of the well and the ground surface. The r-axis is along the horizontally radial 

water flow direction, and the z-axis is vertically upward. The initial water table is at the 

elevation z = - a. 

 
Figure 4-1 The schematic diagram of vadose zone well injection in heterogeneous 

aquifer.  
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4.2 The numerical model  

The two-dimensional (2D) axisymmetric numerical model is established by 

COMSOL Multiphysics and its geometry is shown in Figure 4-2. The saturated-

unsaturated flow of water induced by VZW injection is governed by Richards’ equation: 

(𝐶 + 𝑆𝑒𝑆𝑠)
𝜕𝜓

𝜕𝑡
+ ∇ ∙ (−𝐾𝑠𝑘𝑟∇(𝜓 + 𝐷)) = 0  (4.1) 

where 𝐶  is the specific soil moisture capacity [L−1]  and 𝐶 =
𝑑𝜃

𝑑𝜓
   𝑆𝑒  is the effective 

saturation of the soil [−]  𝑆𝑠 is the specific storage [L−1]  𝜓 is the pressure head [L]  𝑡 is 

time [T]  𝐾𝑠 is the saturated hydraulic conductivity [LT−1]  𝑘𝑟 is the relative permeability 

of the soil and 𝑘𝑟 =
𝐾

𝐾𝑠
 (0 ≤ 𝑘𝑟 ≤ 1) [−], 𝐾 is the hydraulic conductivity at water content 

θ [LT−1]  𝐷 is the elevation head [L]. 

The VGM model is used to describe the water retention and relative hydraulic 

conductivity of the unsaturated zone: 

𝑆𝑒 = {

1

[1+|𝛼𝜓|𝑛]𝑚                               𝜓 < 0

1                                               𝜓 ≥ 0
         (4.2) 

𝑘𝑟 = {𝑆𝑒
𝑙 [1 − (1 − 𝑆𝑒

1

𝑚)
𝑚

]
2

      𝜓 < 0

1                                               𝜓 ≥ 0

                (4.3) 

where 𝛼 is a parameter corresponding approximately to the inverse of the air-entry value 

[L−1]; 𝑛 and 𝑚 are shape parameters [−] and 𝑚 = 1 −
1

𝑛
; 𝑙 is the pore size interaction 

term and an optimal value of 0.5 for 𝑙 is derived by Mualem (1976) when using 

measured 𝐾𝑠 as the matching point. 
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(a) 

 

 
(b) 

Figure 4-2 The schematic diagram of the 2D axisymmetric numerical model with a low 

permeable layer or lens: (a) the low permeable layer lies below the well screen; (b) the 

well screen cuts through the low permeable layer; (c) the low permeable lens lies below 

the well screen; and (d) the well screen cuts through the low permeable lens. 
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(c) 

 
(d) 

Figure 4-2 Continued. 
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The top and bottom boundaries of the model are set as no flow boundaries. The 

right boundary of the model is assigned as a pressure head boundary with pressure head 

𝜓 = −(𝑧 + 𝑎) m. The rectangular domain near the right boundary is set as the infinite 

element domain to simulate the region of infinite extent. Infinite elements represent a 

region that is stretched along certain coordinate axes such that boundary conditions on 

the outside of the infinite element layer are effectively applied at a very large distance. 

This feature enables us to truncate the model to a reasonable size and accurately capture 

the behavior in the region of interest. The left boundary of the model is on the symmetry 

axis and is set as the axial symmetry node. The initial condition in the domain is 

specified in terms of the pressure head 𝜓 and is set as −(𝑧 + 𝑎) m. The initial saturated 

zone thickness 𝑏 is 3 m and the unsaturated zone thickness 𝑎 is 20 m. The vadose zone 

well injection rate 𝑄 is 0.0015 m3/s and the well is screened from 𝑑 = 8 m to 𝑗 =

10 𝑚. The values of hydraulic properties of different soil materials used in this study are 

summarized in Table 3-1 based on the research of Carsel and Parrish (1988). 

Compared to homogeneous aquifers, heterogeneous aquifers are more common 

in field cases. Subsurface heterogeneity usually appears in two types in the vadose zone: 

one type is layering as the aquifer is composed of several soil layers with different 

hydraulic properties  the other type is isolated lens in the aquifer with higher or lower 

hydraulic conductivity. Investigation of subsurface heterogeneity is usually time 

consuming and expensive in terms of data collection and analysis, and its uncertainty is 

often inevitable even with massive effort. The scenarios in which layered subsurface 

heterogeneity presents either as high permeable layer or low permeable layer in the soil 
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will have profound effects on MAR and attract significant attention during MAR 

development and management, thus will be the primary concern of this investigation. 

The high permeable layer will not hinder the infiltration of the injected water. In fact, it 

will facilitate the infiltration of the injected water. The low permeable layer, on the other 

hand, can hinder the infiltration of the injected water, thus becomes a major concern in 

field practice. Therefore, we will only focus on the influences of the low permeable layer 

on the recharge of VZW in this study. In numerical tests, the aquifer material is set as 

loam and the low permeable layer material is set as clay loam. Figure 4-2 shows the 

geometry of the 2D axisymmetric numerical model with a low permeable layer or lens. 

For the numerical experiments considering the low permeable layer, Figure 4-2a shows 

the schematic diagram of the numerical model when the low permeable layer is directly 

below the well and Figure 4-2b shows the schematic diagram of the numerical model 

when the well screen cuts through the low permeable layer. For the numerical 

experiments considering the low permeable lens, Figure 4-2c shows the schematic 

diagram of the numerical model when the low permeable lens is directly below the well 

and Figure 4-2d shows the schematic diagram of the numerical model when the well 

screen cuts through the low permeable lens. 

The simulation domain is discretized by triangular elements. Since the injection 

flow changes significantly around the injection well and the interface between the 

unsaturated and saturated zones, the finite-element discretization meshes are refined at 

these positions with the minimum element size of 0.001 m and an element size growth 

rate of 1.01. The total number of triangular elements is 24760. The total simulation time 
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is 60 d and the time step settings vary with different numerical tests. The mass balance 

error is checked by COMSOL at the end of simulation. It is calculated by comparing the 

total amount of water injected with the recharge volume and the volume stored in the 

unsaturated zone. The mass balance errors were below 1% and these values are generally 

considered acceptable. 

 

4.3 Numerical experiments 

The developed 2D axisymmetric model is applied to investigate the subsurface 

heterogeneity control on groundwater recharge of VZW. As VZW injection is conducted 

in the region of infinite radial extent and the injection rate is relatively small, the flow 

departs slightly from equilibrium and the water table position remains unchanged, except 

for the area directly below and near the VZW. Therefore, the initial water table is 

considered as the observation surface and two solutions of the numerical simulation are 

used to evaluate the recharge of VZW. One solution is the characteristic arrival time of 

the injected water 𝑡𝑎, which is the travel time of injected water to reach the saturated 

zone. A small enough recharge index σ (such as 1%-5%) is defined as the ratio of the 

overall volumetric recharge rate reaching the water table (𝑄𝑤𝑡) over the injection rate Q 

of VZW. A pre-determined recharge index σ is used to quantify the characteristic arrival 

time. In the following analysis, we choose σ=2% as an example to compute the 

characteristic arrival time. The VZW injection rate 𝑄 is set as 0.0015 m3/s based on the 

VZW design in Scottsdale, Arizona (ToddGroundwater, 2019). The other solution is the 

cumulative recharge volume 𝑉𝑤𝑡 at the initial water table, which gives the estimation of 
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amount of water entering the saturated zone. 𝑉𝑤𝑡 is computed using the integration of 

𝑄𝑤𝑡 over time. 

The numerical experiments simulating VZW injection in homogeneous aquifer 

are conducted as base cases. The aquifer is set as loam aquifer and the influences of the 

VGM parameters 𝛼 (𝛼 = 0.036, 0.07, and 0.1 cm−1), 𝑛 (𝑛 = 1.3, 1.56 and 1.8) and 𝐾𝑠 

(𝐾𝑠 = 24.96, 50 and 100 cm/d) on the recharge of VZW are investigated. The values of 

𝛼, 𝑛 and 𝐾𝑠 are selected within the limits of variation in loam, which is summarized by 

Carsel and Parrish (1988). The values of other parameters in the model are the same as 

described in chapter 4.2. 

Several numerical experiments are conducted to investigate the effects of low 

permeable layer’s depth (the depth of the top surface of the clay loam layer 𝐷𝑐 =

10, 10.75, 11.5, 13.5, 15.5 and 17.5 m), lateral extension (the width of the clay loam 

layer 𝑅𝑐 = 1, 3, and 5 m), thickness (𝐵𝑐 = 0.2, 0.5, and 1 m) and hydraulic conductance 

(
𝐾𝑠

𝐵𝑐
= 0.062, 0.312, and 0.1248 d−1) on the recharge of VZW. The values of 𝐷𝑐 are 

selected based on the depth of the well screen and the thickness of the unsaturated zone. 

The values of 𝑅𝑐 are selected based on the change of the infiltration radius in base case 

simulation. The values of 𝐾𝑠 are selected based on the range of 𝐾𝑠 of loam aquifer in 

Carsel and Parrish (1988). The values of 𝐵𝑐 are selected based on the length of the well 

screen and the value of the hydraulic conductance. When investigating the effects of 

lateral extension, the clay loam layer becomes a clay loam lens in the vadose zone with a 

certain value of width. In field cases, the low permeable layer/lens can appear anywhere 

in the aquifer, but it has the greatest impact on the recharge when it is directly below the 
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well (i.e., the worst-case scenario). We consider this worst-case scenario in our study as 

shown in Figure 4-2. When the low permeable layer/lens is deep, it is usually below the 

well screen  when the low permeable layer/lens is shallow, the well screen cuts through 

the layer/lens. The values of other parameters in the model are the same as described in 

chapter 4.2. 

 

4.4 Results 

4.4.1 Base case analysis  

Figures 4-3, 4-4 and 4-5 demonstrates the recharge of VZW in the aquifers with 

different values of the VGM parameters 𝛼, 𝑛 and 𝐾𝑠, respectively. In Figure 4-3, the 

change of 𝑄𝑤𝑡 with time and the change of 𝑉𝑤𝑡 with time are presented for 𝛼 =

0.036, 0.07, and 0.1 cm−1 with 𝑛 = 1.56 and 𝐾𝑠 = 24.96 cm/d. Figure 4-3 indicates 

that the influence of 𝛼 on the recharge of VZW is small and the increase of 𝛼 leads to a 

slight increase of the recharge volume. In Figure 4-4, the change of 𝑄𝑤𝑡 with time and 

the change of 𝑉𝑤𝑡 with time are presented for 𝑛 = 1.3, 1.56 and 1.8 with 𝛼 =

0.036 cm−1 and 𝐾𝑠 = 24.96 cm/d. Figure 4-4 indicates that the influence of 𝑛 on the 

recharge of VZW is relatively small and the increase of 𝑛 can lead to a slight increase of 

recharge rate and recharge volume. In Figure 4-5, the change of 𝑄𝑤𝑡 with time and the 

change of 𝑉𝑤𝑡 with time are presented for 𝐾𝑠 = 25, 50 and 100 cm/d with 𝛼 =

0.036 cm−1 and 𝑛 = 1.56. Figure 4-5 indicates that 𝐾𝑠 has great influences on the 

recharge of VZW. Larger 𝐾𝑠 is beneficial to the infiltration of injected water into the 

saturated zone, resulting in shorter 𝑡𝑎 and larger 𝑄𝑤𝑡 and 𝑉𝑤𝑡. The investigation of 
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influences of VGM parameters on the recharge of VZW is necessary and of great 

practical value. In field cases, the measurement of VGM parameters can be time-

consuming and expensive, and often has high uncertainty. Since the influences of 𝛼 and 

𝑛 on the recharge of VZW are relatively small, the requirement for measuring these 

parameters can be reduced appropriately, saving much time and cost for field projects.  
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(a) 

 
(b) 

Figure 4-3 The recharge rate Qwt and cumulative recharge volume Vwt at water table in 

the loam aquifer for different values of α with n = 1.56 and Ks = 24.96 cm/d: (a) Qwt vs. 

t; (b) Vwt vs. t.  
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(a) 

 
(b) 

Figure 4-4 The recharge rate Qwt and cumulative recharge volume Vwt at water table in 

the loam aquifer for different values of n with α = 0.036 cm-1 and Ks = 24.96 cm/d: (a) 

Qwt vs. t; (b) Vwt vs. t.  
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(a) 

 
(b) 

Figure 4-5 The recharge rate Qwt and cumulative recharge volume Vwt at water table in 

the loam aquifer for different values of Ks with α = 0.036 cm-1 and n = 1.56: (a) Qwt vs. t; 

(b) Vwt vs. t. 
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4.4.2 Subsurface heterogeneity control on recharge of VZW  

The simulation results in the loam aquifer for depth of the clay loam layer 𝐷𝑐 =

10, 10.75 and 11.5 m and 𝐷𝑐 = 13.5, 15.5 and 17.5 m with 𝐵𝑐 =  0.5 m are plotted in 

Figure 4-6 and Figure 4-8, respectively (𝐷𝑐 represents the depth of the top surface of the 

clay loam layer). The grey line represents the reference case in which water is injected 

by VZW into the homogeneous loam aquifer. In Figure 4-6, the clay loam layer is 

shallow and the well screen cuts through it. In Figure 4-8, the clay loam layer is deep 

and below the well screen.  

The comparison with the reference case indicates that the presence of clay loam 

layer hinders the infiltration of injected water and reduces 𝑄𝑤𝑡 and 𝑉𝑤𝑡. When the well 

screen cuts through the clay loam layer, Figure 4-6 shows that 𝑄𝑤𝑡 and  𝑉𝑤𝑡 decrease as 

𝐷𝑐 increases. In this situation, the well screen can be divided into three parts based on 

the location of the clay loam layer: an upper part which is above the clay loam layer, a 

lower part which is below the clay loam layer, and a middle part contacting the clay 

loam layer. The downward infiltration of water injected through the upper part of the 

well screen is hindered by the clay loam layer. The downward infiltration of water 

injected through the lower part of the well screen is not affected by the clay loam layer. 

As 𝐷𝑐 increases, the upper part of the well screen becomes larger and the lower part of 

the well screen becomes smaller, thus the influences of the clay loam layer on recharge 

increases. Figure 4-7 demonstrates the profiles of change of pressure head in the aquifer. 

The change of pressure head is the difference between the calculated pressure head and 

the initial pressure head in the aquifer. Figures 4-7(a), (b) and (c) show the profiles for 
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VZW injection in a heterogeneous loam aquifer with Dc = 11.5 m and Bc = 0.5 m. 

Figures 4-7(d), (e) and (f) show the profiles for VZW injection in a homogeneous loam 

aquifer. Figure 4-7 shows that the water injected through the upper part of the screen 

tends to flow horizontally and its downward infiltration is slowed down by the clay loam 

layer. As the injected water flows horizontally, much water is absorbed by the aquifer 

medium and stored in the unsaturated zone, resulting in an increase in the pressure head 

and a decrease in the cumulative recharge volume. The change of pressure head is the 

highest around the screen and decreases with distance to the screen. When the well 

screen cuts through the clay loam layer, the areas with higher change of pressure head 

extend horizontally to a larger size compared to profiles of VZW injection in a 

homogeneous aquifer. 

When the clay loam layer is deep and below the well screen, Figure 4-8 shows 

that its presence reduces 𝑄𝑤𝑡 and 𝑉𝑤𝑡 and the change of 𝐷𝑐 only has mild influences on 

recharge. In this scenario, the injection of water is not directly affected by the clay loam 

layer at the beginning. However, when the injected water reaches the clay loam layer, it 

will be slowed down because of the low-permeability nature of the clay loam layer. As 

𝐷𝑐 increases, the distances between the bottom of the clay loam layer and the water table 

decreases. Consequently, the total time required for the injected water to reach the water 

table decreases. Figure 4-9 demonstrates the profiles of change of pressure head in the 

aquifer. Figures 4-9(a), (b) and (c) show the profiles for VZW injection in heterogeneous 

loam aquifer with Dc = 15.5 m and Bc = 0.5 m. Figures 4-9(d), (e) and (f) show the 

profiles for VZW injection in a homogeneous loam aquifer. Figure 4-9 shows that as the 
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injected water approaches the clay loam layer, part of water tends to flow horizontally 

and the infiltration radius increases, reducing 𝑄𝑤𝑡 and 𝑉𝑤𝑡. The change of pressure head 

gradually decreases with depth. Since the clay loam layer is deep, the infiltrated areas 

affected by the clay loam layer have lower change of pressure head than that when the 

well screen cuts through the clay loam layer. In this case, less water is absorbed by the 

unsaturated zone than that when the well screen cuts through the clay loam layer. 
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(a) 

 
(b) 

Figure 4-6 The recharge rate Qwt and cumulative recharge volume Vwt at water table in 

the loam aquifer for different values of Dc when the well screen cuts through the clay 

loam layer (Bc = 0.5 m): (a) Qwt vs. t; (b) Vwt vs. t. 



 

93 

 

 
Figure 4-7 The profiles of change of pressure head in the aquifer: (a), (b) and (c) are 

profiles for VZW injection in heterogeneous loam aquifer (Dc = 11.5 m and Bc = 0.5 m) 

at 𝑡 = 1, 3 and 8 d, respectively; (d), (e) and (f) are profiles for VZW injection in 

homogeneous loam aquifer at 𝑡 = 1, 3 and 8 d, respectively. 
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(a) 

 
(b) 

Figure 4-8 The recharge rate Qwt and cumulative recharge volume Vwt at water table in 

the loam aquifer for different values of Dc when the clay loam layer lies below the well 

screen (Bc = 0.5 m): (a) Qwt vs. t; (b) Vwt vs. t. 
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Figure 4-9 The profiles of change of pressure head in the aquifer: (a), (b) and (c) are 

profiles for VZW injection in heterogeneous loam aquifer (Dc = 15.5 m and Bc = 0.5 m) 

at 𝑡 = 10, 20 and 25 d, respectively; (d), (e) and (f) are profiles for VZW injection in 

homogeneous loam aquifer at 𝑡 = 10, 20 and 25 d, respectively. 

 

The simulation results in the loam aquifer for lateral extension of the clay loam 

lens 𝑅𝑐 = 1, 3, and 5 m with 𝐵𝑐 =  0.5 m and 𝐷𝑐 = 10.75 m are plotted in Figure 4-10. 

The simulation results in the loam aquifer for lateral extension of the clay loam lens 

𝑅𝑐 = 1, 3, and 5 m with 𝐵𝑐 =  0.5 m and 𝐷𝑐 = 15.5 m are plotted in Figure 4-11. The 

grey line represents the reference case in which water is injected by VZW into the 

homogeneous loam aquifer. Figure 4-10 shows that when 𝐷𝑐 = 10.75 m, the increase of 

𝑅𝑐 can lead to slight decrease of 𝑄𝑤𝑡 and  𝑉𝑤𝑡. Figure 4-11 shows that when 𝐷𝑐 =
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15.5 m, the change of 𝑄𝑤𝑡 and  𝑉𝑤𝑡 for 𝑅𝑐 = 1 m are similar to that in the homogeneous 

aquifer. When 𝑅𝑐 increases, the values of 𝑄𝑤𝑡 decrease in the early stage of VZW 

injection and then reach to similar asymptotic values in the later stage. During VZW 

injection, the infiltration radius gradually increases with time. For small values of 𝑅𝑐,  

the infiltration radius will become larger than 𝑅𝑐 after a certain period. After that time 

period, the downward infiltration of injected water is less affected by the low permeable 

lens since water can bypass it. As 𝑅𝑐 increases, the area of the low permeable lens 

increases and it can lead to longer 𝑡𝑎 and smaller 𝑉𝑤𝑡. When the well screen cuts through 

the low permeable lens, the infiltration area with higher water content extends 

horizontally to a larger size, causing more water to be absorbed by the unsaturated zone, 

and less water to infiltrate downward to reach the saturated zone. When the clay loam 

layer is below the well screen, the infiltration area with relatively low water content 

extends horizontally. The water being absorbed by the unsaturated zone in this condition 

is less than that when the well screen cuts through the low permeable lens. 
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(a) 

  
(b) 

Figure 4-10 The recharge rate Qwt and cumulative recharge volume Vwt at water table in 

the loam aquifer for different values of Rc with Bc = 0.5 m and Dc = 10.75 m: (a) Qwt vs. 

t; (b) Vwt vs. t.  
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(a) 

 
(b) 

Figure 4-11 The recharge rate Qwt and cumulative recharge volume Vwt at water table in 

the loam aquifer for different values of Rc with Bc = 0.5 m and Dc = 15.5 m: (a) Qwt vs. t; 

(b) Vwt vs. t.  
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The simulation results in the loam aquifer for hydraulic conductance of the clay 

loam layer 
𝐾𝑠

𝐵𝑐
= 0.062, 0.312, and 0.1248 d−1 are plotted in Figure 4-8. Figures 4-8a 

and 4-8b show cases in which the clay loam layer has depth 𝐷𝑐 = 10.75 m and Figures 

4-8c and 4-8d show cases in which the clay loam layer has depth 𝐷𝑐 = 15.5 m. The 

thickness 𝐵𝑐 and hydraulic conductivity 𝐾𝑠 are both important parameters that affect the 

flow of water in the porous media, and they are often combined into a single parameter 

hydraulic conductance 
𝐾𝑠

𝐵𝑐
 to be applied in field projects (Bear, 2013). In the numerical 

tests, we investigate the influences of 𝐵𝑐 and 𝐾𝑠 on the recharge of VZW and the 

feasibility of using hydraulic conductance 
𝐾𝑠

𝐵𝑐
 to describe the effects of low permeable 

layer on the recharge of VZW. In Figure 4-8, the grey line represents the reference case 

in which water is injected by VZW into the homogeneous loam aquifer. The solid lines 

represent cases in which 𝐵𝑐 changes from 0.2 m to 1 m and 𝐾𝑠 stays the same as 

6.24 cm/d. The dashed lines represent cases in which 𝐵𝑐 stays the same as 0.5 m and 𝐾𝑠 

changes for different values. The solid and dashed lines with the same color have the 

same value of 
𝐾𝑠

𝐵𝑐
. Figures 4-8a and 4-8b indicate that when the well screen cuts through 

the clay loam layer, the change of 𝐵𝑐 have a greater impact on water recharge than 𝐾𝑠. 

When 𝐵𝑐 increases, water injected above the low permeable layer has to infiltrate 

through the thicker layer at a smaller rate, leading to decrease of recharge and increase 

of water absorbed by the vadose zone. Figures 4-8c and 4-8d indicate that when the clay 

loam layer is below the well screen, the increase of 𝐵𝑐 or the decrease of 𝐾𝑠 can lead to 

decrease of 𝑄𝑤𝑡 and  𝑉𝑤𝑡. And their influences on the recharge of VZW are similar when 
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the value of 
𝐾𝑠

𝐵𝑐
 is the same. In this situation, the hydraulic conductance 

𝐾𝑠

𝐵𝑐
 can be used to 

describe the effects of low permeable layer on the recharge of VZW.  

 
(a) 

Figure 4-12 The recharge rate Qwt and cumulative recharge volume Vwt at water table in 

the loam aquifer for different values of Ks/Bc: (a) Qwt vs. t with Dc = 10.75 m; (b) Vwt vs. 

t with Dc = 10.75 m; (c) Qwt vs. t with Dc = 15.5 m; (d) Vwt vs. t with Dc = 15.5 m.  
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(b) 

 
(c) 

Figure 4-12 Continued. 
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(d) 

Figure 4-12 Continued. 

 

4.5 Discussion 

There are some issues about assumptions and limitations of this study that 

deserve further discussion. 

Firstly, the preferential flow is not considered in this study. The preferential flow 

refers to that water movement and solute transport occur through a small fraction of the 

medium along preferential paths (Nimmo and Likens, 2009). The common types of 

preferential flow include (1) macropore flow, through pores distinguished from other 

pores by their larger size, greater continuity, or other attributes that can enhance flow; 

(2) funnel flow, caused by flow-impeding features of the medium that concentrate flow 

in adjacent zones that are highly wetted and conductive; and (3) finger flow, which 
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concentrates flow in wet, conductive fingers (Nimmo and Likens, 2009; Zhang et al., 

2016). The presence of preferential flow in VZW injection can shorten the residence 

time of water in the vadose zone and complicate the recharge model. Further studies are 

needed to investigate the influences of preferential flow on the recharge of VZW. 

Secondly, there are limited published studies on experiments of VZW injection. 

Many difficulties exist in experimental studies of VZW injection. For example, the fluid 

flow can cause the particles in the column test to rearrange and change the hydraulic 

properties of the porous media. More research is still in need to improve the 

experimental setup for VZW injection. And numerical model is a good method to learn 

about the recharge of VZW and guide the design of well tests. Difficulties also lie in the 

development of numerical model of VZW injection. Because of the nonlinearity of 

Richards’ equation, it may take more than 20 hours in a Dell Precision workstation 

(Processor: Intel Core i7-10700) to solve the model. Therefore, the setting of dimension 

and time step of numerical model should be carefully considered on the basis of 

accuracy and feasibility. 

 

4.6 Conclusion 

The conclusions of this study are summarized as follows: 

1. Subsurface heterogeneity has large influences on groundwater recharge of VZW. The 

presence of the low permeable layer in the aquifer hinders the infiltration of injected 

water and reduces 𝑄𝑤𝑡  and 𝑉𝑤𝑡 . And its influences depend on depth 𝐷𝑐 , lateral 

extension 𝑅𝑐, thickness 𝐵𝑐 and hydraulic conductivity 𝐾𝑠 of the low permeable layer.  
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2. When 𝑅𝑐, 𝐵𝑐 and 𝐾𝑠 remain the same, the influences of 𝐷𝑐 on the recharge of VZW 

have two forms. When the well screen cuts through the low permeable layer, 𝑄𝑤𝑡 and  

𝑉𝑤𝑡 decrease a lot as 𝐷𝑐 increases. When the low permeable layer is below the well 

screen, the change of 𝐷𝑐 only has slightly influences on recharge. Besides, when the 

low permeable layer is cut through by the bottom of the well screen, its impacts on 

water recharge are greater than that when the low permeable layer lies below the well 

screen. 

3. When 𝐷𝑐, 𝐵𝑐 and 𝐾𝑠 remain the same, the influences of 𝑅𝑐 on the recharge of VZW 

have two different characteristics as well. When the well screen cuts through the low 

permeable lens, the increase of 𝑅𝑐 can lead to slightly decrease of 𝑄𝑤𝑡 and  𝑉𝑤𝑡 and 

this effect is more obvious in the later stage of VZW injection. When the low 

permeable lens is below the well screen, the increase of 𝑅𝑐 makes 𝑄𝑤𝑡 decrease in the 

early stage of VZW injection and then 𝑄𝑤𝑡 for different values of 𝑅𝑐 reach to similar 

asymptotic values in the later stage. In addition, when the well screen cuts through 

the low permeable lens, the impacts on water recharge are greater than that when the 

low permeable lens lies below the well screen. 

4. When 𝐷𝑐  and 𝑅𝑐  remain the same, the influences of 𝐵𝑐  and 𝐾𝑠  on the recharge of 

VZW have two distinctive forms. When the well screen cuts through the low 

permeable layer, the change of 𝐵𝑐 have a greater impact on water recharge than 𝐾𝑠 

and the hydraulic conductance 
𝐾𝑠

𝐵𝑐
 cannot be used to describe the combined impacts of 

𝐵𝑐 and 𝐾𝑠. When the low permeable layer is below the well screen, the cases with the 
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same value of 
𝐾𝑠

𝐵𝑐
 have similar changes of 𝑄𝑤𝑡 and 𝑉𝑤𝑡 and the hydraulic conductance 

𝐾𝑠

𝐵𝑐
 can be used to describe the effects of low permeable layer on the recharge of VZW. 
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CHAPTER 5 

CONCLUSIONS AND FUTURE WORK 

 

To improve the understanding of VZW injection performance, three studies are 

conducted to investigate the influences of time-dependent GSF generated by infiltration 

or evapotranspiration on the VZW injection, the geometric and soil properties control on 

the recharge of VZW, and the subsurface heterogeneity control on the recharge of VZW. 

The conclusions of three studies are summarized in the following section and the future 

works are also discussed.  

 

5.1 Conclusions of three studies on VZW injection 

To investigate the influences of time-dependent GSF generated by infiltration or 

evapotranspiration, the semi-analytical solutions for the hydraulic head increment and 

infiltration rate at the interface of the unsaturated and saturated zones are derived by 

applying the Laplace and Hankel transforms to the coupled unsaturated-saturated 

governing equations. The unsaturated flow is described by a linearized Richards’ 

equation and the saturated flow is described by a three-dimensional groundwater flow 

equation. The unsaturated and saturated flows are coupled by interface conditions 

representing continuity of pressure and normal flux across the water table. The time-

domain solutions are obtained by using the de Hoog algorithm and they are tested by 

comparing with the numerical simulation results solved by COMSOL Multiphysics. The 

analysis of results indicates that the presence of GSF generated by infiltration can 
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increase the hydraulic head increments in the unsaturated and saturated zones and the 

recharge rate at the water table. The presence of GSF generated by evapotranspiration 

plays the opposite effects on VZW injection and it can decrease the hydraulic head 

increments in the unsaturated and saturated zones The magnitude of the influence of 

GSF on VZW depends on properties of unsaturated and saturated zones and the value of 

GSF. 

The geometric and soil property control on the recharge of VZW is investigated 

by developing a finite-element numerical model in COMSOL Multiphysics. Different 

injection plans including injection rates and injection durations are also assessed for the 

sake of optimizing the application of VZWs. The flow induced by VZW injection is 

described by the Richards’ equation and the VGM model is used to describe the water 

retention and relative hydraulic conductivity of the unsaturated zone. The simulation 

results indicate that the soil properties of the aquifer have great influences on the 

recharge of VZW and coarser soils are beneficial to the flow of injected water. The well 

geometric properties have relatively large impacts on the performance of VZW injection 

and the impacts are reflected mainly in affecting the travel distance of injected water. 

The arrangement of injection plan given a constant total volume of injected water has a 

great influence on the performance of VZW injection. The application of a higher 

injection rate at early times can shorten the arrival time and improve the recharge of 

VZW.  

The subsurface heterogeneity control on the recharge of VZW is investigated by 

developing a finite-element numerical model in COMSOL Multiphysics. The flow 
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induced by VZW injection is described by the Richards’ equation and the VGM model is 

used to describe the water retention and relative hydraulic conductivity of the 

unsaturated zone. The subsurface heterogeneity is considered as the presence of a low 

permeable layer or lens in the unsaturated zone. Several numerical experiments are 

conducted to evaluate the influences of subsurface heterogeneity on the recharge of 

VZW. The simulation results indicate that subsurface heterogeneity has large influences 

on groundwater recharge of VZW and the presence of the low permeable layer in the 

aquifer hinders the infiltration of injected water. The influences of the low permeable 

layer on recharge of VZW depend on depth, lateral extension, thickness and hydraulic 

conductance of the low permeable layer. The influences of the low permeable layer on 

recharge of VZW also depend on the position of the low permeable layer relative to the 

well screen. 

 

5.2 Future works 

As discussed in previous chapters, clogging is one of the obstacles that hinders the 

application and ongoing development of MAR. Bloetscher et al. (2014) reviewed 204 

aquifer storage and recovery sites in the United States and examined the reasons for the 

terminated projects. They found that different degrees and types of clogging were 

encountered by 37% of these sites and clogging problems led to termination of 27% of the 

sites. Clogging generally occurs at the interface between MAR facilities and the aquifer, 

and it involves four types process: physical clogging associated with the accumulation of 

suspended solids; biological clogging including the growth and accumulation of bacteria 
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and algae; chemical clogging involving precipitation of elements; and mechanical 

clogging such as entrained air or gas binding (Glass et al., 2020; Martin, 2013). To 

evaluate clogging during MAR operation, some analytical models have been proposed.  

Bianchi et al. (1978) developed an exponentially reduced permeability model to reflect 

the clogging effect on aquifer permeability: 

𝐾(𝑡) = 𝐾∞ + (𝐾0 − 𝐾∞)−𝜆𝑡  (5.1) 

where 𝐾0 and 𝐾∞ denote the initial and asymptotic hydraulic conductivity, respectively 

[LT−1]; 𝜆 is the permeability reduction rate [T−1]. The applicability of Eq. (5.1) has been 

supported in laboratory testing and numerical modeling (Chu et al., 2019; Reddi et al., 

2000; Reddi et al., 2005; Zheng et al., 2014). This model has been widely used in 

developing clogging-related analytical or semi-analytical solutions for artificial recharge. 

For instance, Li et al. (2020) considered exponentially decayed model of Bianchi et al. 

(1978) and developed analytical solutions for aquifer recharge using partially penetrating 

wells in confined aquifers based on analysis of in-situ observation data.  

At present, the analytical or semi-analytical solutions for VZW injection 

considering clogging is still lacking. One direction for the next step of our research is to 

include the exponentially decayed model of Bianchi et al. (1978) in the coupled 

unsaturated-saturated equations for VZW injection and to develop the mathematical model 

for VZW injection with clogging-induced permeability reduction. 

Besides, many laboratory experiments and numerical models have been proposed 

to investigate the clogging process during MAR. Chu et al. (2019) conducted a 1D 

laboratory column experiment to simulate recharge by surface infiltration basin and 
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developed a numerical transient model coupled with experimental monitoring data to 

simulate the evolution of the permeability affected by suspended solids clogging. They 

found that clogging led to reduction of the hydraulic conductivity in the upper layer which 

extended to a depth of approximately 50 cm during the experimental period of 129 hr and 

the clogging rates decreased with the depth. Glass et al. (2020) conducted two laboratory 

experiments representing recharge from infiltration basins and injection wells, 

respectively, and corresponding numerical models were developed by HYDRUS-2D to 

describe the implementation and validation of a simplified representation of clogging into 

the variably saturated flow model. They focused only on the infiltration process in MAR 

systems and their simulation results showed the successful implementation of using a 

time-dependent scaling factor decreasing exponentially with time to represent hydraulic 

conductivity changes over time.  

For VZW, such variably saturated flow model considering clogging is still lacking. 

The other research that we are going to conduct is to develop a variably saturated flow 

model for VZW by COMSOL Multiphysics and include effects of clogging as time-

variable hydraulic conductivities to investigate the influences of clogging on the recharge 

of VZW. We believe that these studies will be innovative contributions to MAR by 

improving the knowledge of the recharge of VZW and will be valuable to serve as 

guidance for VZW design and management. 
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