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ABSTRACT

Velocity gradients embody the small-scale behavior of turbulence and hold the key to un-

derstanding important phenomena such as small-scale intermittency, local-streamline geometry,

scalar-mixing, and material-element-deformation. The goal of this dissertation is to investigate

velocity-gradient dynamics using direct numerical simulation (DNS) data of turbulent flows to (i)

develop deeper understanding of the small-scale dynamics and turbulence processes and (ii) derive

a model for the Lagrangian velocity-gradient dynamics in incompressible turbulent flows.

We begin with the proposal that improved insight can be obtained by investigating the internal-

structure and the magnitude of the velocity-gradient tensor, individually. This is done by factoriz-

ing the velocity-gradient tensor into a bounded normalized velocity-gradient tensor, that represents

local-streamline geometry and an intermittent magnitude, that represents the scale of the stream-

lines. Analysis of the DNS datasets of isotropic turbulence and turbulent channel flow demon-

strates that the normalized velocity-gradient geometry exhibits a distinct universality across differ-

ent Reynolds numbers, while the magnitude grows with Reynolds number.

The dynamics of the velocity-gradient geometry and magnitude in turbulence are investigated

within the state-space of the normalized velocity-gradient tensor. The effects of different turbu-

lence processes – inertial, pressure, viscous, and large-scale forcing – on velocity-gradient dy-

namics are clearly identified and explicated. The key findings are that pressure along with inertia

drive all flow geometries toward pure-shear, while viscosity not only reduces the velocity-gradient

magnitudes but also drives the local-flow towards strain-dominated geometries.

The turbulence small-scale dynamics is revisited using a novel velocity-gradient triple decom-

position. In this decomposition, the effects of normal-strain and pure-rotation are clearly demar-

cated from that of shear. The analysis of DNS data reveals that shear constitutes the most dominat-

ing contribution toward velocity gradients in a turbulent flow field and may be the most responsible

for its intermittent nature.

A new Lagrangian velocity-gradient model is derived by modeling the bounded dynamics of

ii



the normalized velocity-gradient tensor and the dynamics of intermittent magnitude separately.

The nonlocal flow-physics are captured by a data-driven closure in the bounded four-dimensional

state-space of normalized velocity gradients, while the magnitude is modeled as a near-lognormal

diffusion process. The resulting velocity-gradient model shows improved agreement with the

small-scale statistics of DNS.
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1. INTRODUCTION

1.1 Motivation

The ubiquity and complexity of turbulent flows have long been recognized. The phenomenon

of turbulence critically impacts many flows of interest in nature and engineering. At the largest

scales, turbulence plays an important role in astrophysical, atmospheric and oceanic flows. At

intermediate scales, turbulence is encountered in fluid flows of engineering interest such as air

flow past wind turbine blades, flow of water past marine risers or propellers and fuel-air mixing

in engines. Even at the small scales, turbulence can be extremely important in biological flows

such as turbulent blood streams and swimming organisms in water. In some flows, turbulence can

be advantageous due to its tendency to enhance mixing capabilities, while in other flows it can

be a hindrance as it increases the drag. However, despite several decades of research, turbulence

remains a challenging phenomenon to understand or predict.

Turbulence is a complex, chaotic and multi-scale system, which is highly dissipative in nature.

In a turbulent flow, energy is generally injected at the largest scales of motion which cascades down

to smaller scales as the system becomes increasingly chaotic, and eventually the smallest scales

dissipate due to viscosity. The behavior of the large scales depend on the physical geometry or

the driving mechanism of the flow and thus varies from one flow to the other. On the other hand,

the small scales of motion tend to be isotropic and "universal" in different types of turbulent flows

at sufficiently high Reynolds numbers (Kolmogorov, 1941; Monin and Yaglom, 2013), and even

at lower Reynolds numbers if resolved accurately (Schumacher et al., 2014). As a consequence,

canonical turbulent flows have been widely used to understand the small-scale characteristics of

turbulence. In this dissertation, we examine two such flows – homogeneous isotropic turbulent

flow and turbulent channel flow, to study small-scale dynamics. It is expected that the inferences

and physical understanding of small-scale behavior developed in this work can be extended to

more complex and practical turbulent flows.
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Velocity gradients embody the small-scale behavior of turbulence. The notion of small-scale

universality has evolved significantly over the years. It began with the theory of Kolmogorov

(1941) and was later refined to include the strong variability of velocity gradients (Oboukhov,

1962; Kolmogorov, 1962) and to account for turbulence intermittency (Sreenivasan and Antonia,

1997; Schumacher et al., 2014). The phenomenon of small-scale intermittency in turbulence is

characterized by very localized extreme values of velocity gradients in the flow (Yeung et al.,

2018; Buaria et al., 2019). Velocity gradients demonstrate intermittency in the form of its increas-

ing deviation from Gaussian behavior at higher Reynolds numbers (Yakhot and Donzis, 2017), its

self-similar nature and multifractal properties (Meneveau and Sreenivasan, 1991), and the geome-

try of its intense clusters in the flow (Moisy and Jiménez, 2004). Velocity gradient dynamics is also

important in the study of energy cascades in a Lagrangian framework (Yu and Meneveau, 2010a).

It regulates phenomena such as vortex-stretching and strain self-amplification, which in turn deter-

mine the direction of energy cascade. Naturally, deeper understanding of velocity gradients will

help elucidate a number of unanswered questions in the theory of turbulence.

The geometry of the small-scale flow structures in turbulence is also determined by the local

velocity gradient tensor. The local streamline geometry of the flow can be classified into four

distinct topologies based on the invariants of the tensor (Chong et al., 1990). Numerous studies in

the past few decades have demonstrated a universal form of the probability distribution of these

local streamline patterns in different types of turbulent flows (Soria et al., 1994; Chong et al., 1998;

Chacin and Cantwell, 2000; Dodd and Jofre, 2019). Further, investigating the evolution of these

geometries in turbulent flows has led to important insights into the nature of turbulence processes.

The study of velocity gradient dynamics and turbulence small-scale behavior directly enhances

our understanding and control over flows of practical significance. Velocity gradient dynamics gov-

ern the deformation and orientation dynamics of small-scale entities immersed in a turbulent flow

such as bubbles, droplets, red-blood-cells and polymer molecules. For instance, the deformation

of a red blood cell in a turbulent blood stream is determined by the local velocity gradient tensor.

Thus, improved modeling of velocity gradient dynamics provides better predictability of the dam-
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age of red blood cells (hemolysis), a concerning issue in mechanical heart valves and ventricular

assist devices (Arora et al., 2004; De Tullio et al., 2012). Similarly, the deformation dynamics of

bubbles and droplets in a turbulent flow (Biferale et al., 2014), the motion of swimming microor-

ganisms in water bodies (Luchsinger et al., 1999; Pujara et al., 2018) and the stretching of polymer

molecules in turbulent wall-bounded flows (Balkovsky et al., 2000), strongly depend on the evo-

lution of the velocity gradients along the particle trajectories. Velocity gradient dynamics further

governs material element deformation in turbulent flows, such as flamelet propagation in premixed

combustion (Girimaji and Pope, 1990b; Dresselhaus and Tabor, 1992; Zheng et al., 2017), and

plays an important role in turbulence-mixing of passive scalars (Fischer, 1973; O’Neill and Soria,

2005; Danish et al., 2016; Sreenivasan, 2019).

Overall, a study of velocity gradient dynamics leads toward a better understanding of the com-

plex physics underlying small-scale turbulence and an enhanced control over several flow phenom-

ena of importance. This further leads to improved modeling of velocity gradients in turbulence

which can reproduce small-scale dynamics in a number of practical flows.

1.2 Background and literature review

1.2.1 Velocity gradient tensor

The velocity gradient (VG) tensor is defined as,

Aij ≡
∂ui
∂xj

(1.1)

where ui represent the fluctuating velocity components and xj represent the spatial directions in

the flow field. The trace of this tensor is the local dilatation of the flow, which is zero by definition

in the entire incompressible flow field. The VG tensor is a Galilean invariant quantity (Pope, 2000)

which holds a plethora of information about the localized small-scale behavior of turbulence. The

small-scale statistics are commonly investigated by decomposing the VG tensor into a symmetric
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strain-rate tensor (Sij) and an anti-symmetric rotation-rate tensor (Wij) as follows

Aij = Sij +Wij where Sij =
1

2
(Aij + Aji) , Wij =

1

2
(Aij − Aji) (1.2)

Here, the dual vector or axial vector of Wij is the vorticity vector (~ω ≡ ∇ × ~u), given by ωi =

−εijkWjk, where εijk is the Levi-Civita symbol. The three real eigenvalues of the symmetric strain-

rate tensor represent expansion/compression depending upon the signs of the eigenvalues and the

corresponding eigenvectors constitute the three orthogonal axes of the principal frame of Sij . Note

that the divergence-free condition (Sii = 0) further implies that there is at least one strongly

positive (most expansive) eigenvalue and one strongly negative (most compressive) eigenvalue.

While the intermediate strain-rate eigenvalue can be either positive or negative, previous numerical

as well as experimental studies have shown that it is more likely to be positive in a turbulent flow

field (Kerr, 1987; Ashurst et al., 1987; Tsinober et al., 1992). Thus, an average fluid element in a

turbulent flow field is likely to be compressed strongly in one direction and expanded in the other

two orthogonal directions. An important quantity of interest is the alignment of the vorticity vector

with the strain-rate eigenvectors, particularly due to its relevance to the vortex stretching term

(ωiSijωj) that generates enstrophy (Taylor, 1938). In a turbulent flow field, vorticity shows a strong

preferential alignment with the intermediate strain-rate eigenvector, as has been demonstrated by

numerous studies for different types of turbulent flows and a wide range of Reynolds numbers

(Ashurst et al., 1987; Tsinober et al., 1992; Lüthi et al., 2005). This preference of vorticity to align

with the intermediate strain-rate eigenvector and not with the most expansive one is what limits the

growth rate of vorticity, as opposed to much higher growth rates of material elements and passive

vectors in turbulence (Ohkitani, 2002; Lüthi et al., 2005).

While the Cauchy-Stokes decomposition of the VG tensor into strain-rate and vorticity has

helped us develop a better understanding of turbulence, it consists of a certain ambiguity – vorticity

is unable to distinguish between pure rotation and shearing of the fluid element (Kolář, 2007; Gao

and Liu, 2019; Nagata et al., 2019). The effect of shear is present in both Sij and Wij tensors,
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which often obscures our understanding of some of the fundamental phenomena in turbulence.

Investigating the small-scale behavior of turbulence using a decomposition of the local velocity

gradient tensor into three distinct elementary transformations – normal-strain, pure shear and pure

rotation, will lead to further clarity into several aspects of turbulence.

1.2.2 Turbulence small-scale behavior

The small-scale universality of turbulence has received a lot of attention since it was first postu-

lated by Kolmogorov (1941). It was later refined by Kolmogorov (1962) and Oboukhov (1962) to

consider the strong variability of velocity gradients. Eventually, it led researchers to delve deeper

into intermittency of velocity gradients and its multifractal nature. Certain statistical properties

of small scales continued to show universality, for example the scaling of velocity derivatives are

nearly universal across turbulent flows with different large-scale forcing mechanisms and flow ge-

ometries at sufficiently high Reynolds numbers. Over the years, several studies (Donzis et al.,

2008; Ishihara et al., 2009) have illustrated this universality and further enhanced our understand-

ing of small-scale behavior of turbulence. In fact, a recent study (Schumacher et al., 2014) has

presented evidence for universality even in lower Reynolds number flows.

Velocity gradient components as well as velocity gradient magnitude exhibit unique probability

distributions in turbulence. Here, the velocity gradient magnitude is the Frobenius norm squared

(AijAij) of the tensor, which is often referred to as "pseudodissipation" in turbulence when mul-

tiplied with kinematic viscosity. The probability density functions (PDFs) of velocity gradient

components as well as its magnitude in a turbulent flow field are heavy-tailed distributions that

grow wider with Reynolds number. Several different heavy-tailed functions such as stretched ex-

ponential (Kailasnath et al., 1992; Buaria et al., 2019) and log-normal (Yeung and Pope, 1989;

Pope and Chen, 1990) have been used to fit these PDFs. This indicates that extreme velocity gradi-

ent values that are orders of magnitude greater than the mean have a finite probability of occurrence

in a turbulent flow field, which in turn reflects intermittency of small-scales in turbulence. The lon-

gitudinal velocity gradient (e.g. A11) has a negatively skewed PDF, while the transverse gradients

(e.g. A12) have symmetric distributions (Meneveau, 2011).
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The higher order moments of velocity gradients and its magnitude follow universal scaling

laws as a function of Reynolds number, 〈An11〉 ∼ Ref(n), where f(n) is the scaling exponent and

n is the order of the moment. Such relations have been derived theoretically as well as obtained

numerically/experimentally in several studies (Yakhot, 2006; Schumacher et al., 2014; Yakhot and

Donzis, 2017). The moments emerge from nearly Gaussian values at low Reynolds numbers to

strongly non-Gaussian values as the Reynolds number increases. This so called anomalous scaling

of velocity gradient moments is one of the key measures of small-scale intermittency in turbulence.

In order to study and model this intermittent behavior of velocity gradients, a multifractal formal-

ism based on the concept of multiplicative processes is often employed (Mandelbrot, 1974; Frisch,

1985; Meneveau and Sreenivasan, 1987b, 1991).

While the intermittent nature of velocity gradients has been studied extensively in different

kinds of turbulent flows, there is still a number of unanswered questions towards a complete

understanding of the fundamental nature of small-scale turbulence. For instance, it is now well

known that velocity gradient magnitude squared or pseudodissipation (∼ AijAij) along with its

constituents – dissipation (∼ SijSij) and enstrophy (∼ WijWij) are strongly intermittent. In fact,

various studies have shown that enstrophy is more intermittent than dissipation (Yeung et al., 2018;

Buaria et al., 2019), but the reason for this continues to be unclear. Surprisingly, the Laplacian

of pressure which is a function of these intermittent quantities in incompressible turbulence, i.e.

∆p = −AijAji = WijWij − SijSij , is non-intermittent and follows Kolmogorov scaling for its

lower order moments (Iyer et al., 2019). A deeper investigation and perhaps a different perspective

are required to understand these puzzling aspects of small-scale turbulence.

1.2.3 Geometry of local flow streamlines

The trajectory of a fluid particle in a velocity field ~u is obtained by solving the equation

dxi
dt

= ui (1.3)
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Using critical point analysis and first order Taylor series expansion of the velocity field (Perry and

Fairlie, 1975; Perry and Chong, 1987, 1994), the particle trajectory is governed by

dxi
dt

= Aijxj (1.4)

Assuming a steady flow and a spatially uniform velocity gradient field in the immediate vicinity of

the critical point, the solution trajectories from the above equation represent the local instantaneous

streamlines of the flow. It is evident that the geometry of the local streamlines depends on the

velocity gradient tensor (Aij).

The work of Chong et al. (1990) is one of the earliest attempts at a well-defined classification

scheme of the local streamline geometry. The local streamlines are classified into four distinct

topologies based on the values of second (Q) and third (Q) invariants of the velocity gradient

tensor,

Q = −1

2
AijAji and R = −1

3
AijAjkAki (1.5)

The first invariant P = −Aii = 0 in an incompressible turbulent flow. It was discovered by

Cantwell (1993) that the joint PDF of Q-R (streamline topology) in a turbulent flow field has

a unique teardrop shape with a high probability of occurrence along the right discriminant line

(Q3 + (27/4)R2 = 0, R > 0). It is now well established that this characteristic tear-drop shape

of the Q-R joint PDF occurs in different types of turbulent flows including but not limited to

isotropic turbulence, wall-bounded flows, mixing layers, droplet-laden turbulent flows, and flow

over an airfoil (Soria et al., 1994; Blackburn et al., 1996; Chong et al., 1998; Chacin and Cantwell,

2000; Dodd and Jofre, 2019; Wu et al., 2019).

Several key features of the local streamline geometry have been established in the last few

decades. The preferential alignment of vorticity vector with the intermediate strain-rate eigenvec-

tor, which has a higher tendency to be positive than negative in a turbulent flow field, has been

demonstrated by several studies since that of Ashurst et al. (1987). Chevillard et al. (2008) illus-

trated that the vorticity alignment with the most expansive and compressive strainrate eigenvectors
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varied with the topology type, while that with the intermediate eigenvector remained the same in-

dependent of topology. Study of the non-local part of the velocity gradient tensor led Hamlington

et al. (2008) to conclude that vorticity is more aligned with the most expansive eigendirection

of the non-local strain-rate. A recent study by Keylock (2018) highlights the effects of non-

normality/non-locality of velocity gradient tensor on strainrate production in different topology

types. Danish and Meneveau (2018) studied the dependence of the topology (Q-R) distribution on

the length scale and reported discernible changes when transitioning from inertial scale to small

scale.

The topological classification has enabled important advances in identifying key universal fea-

tures of local streamline structure and characterization of important velocity gradient processes

(section 1.2.4) conditioned upon topology. However, there are two major drawbacks of this frame-

work. Firstly, topology only provides information about the connectivity of the geometric shape;

it does not completely define the shape. In other words, any point in the Q-R plane cannot be

uniquely mapped to a particular geometric shape, for example, the origin in the Q-R plane not

only represents zero-velocity-gradient uniform flow but also represents shear layer (Elsinga and

Marusic, 2010a). This leads to ambiguity in the characterization of local streamline geometry of

turbulence within this plane. Secondly, owing to the intermittent nature of velocity gradients, the

Q-R phase space grows unboundedly with Reynolds number, thus making it difficult to character-

ize geometry uniquely and completely in this phase space. A unified framework is required that

combines and includes all the above mentioned shape features to provide a complete description

of the streamline geometric shape in a well-defined phase space. With the enormous amount of

numerical simulation data that has been generated in the last few decades, our understanding of

self-similarity and universality of scaling in small-scale statistics of turbulence has made tremen-

dous progress. On the other hand, the universal features of small-scale geometry continue to

require a more quantitative and complete characterization.
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1.2.4 Velocity gradient dynamics

The evolution equation of the velocity gradient tensor, derived from the Navier-Stokes equa-

tion for the velocity fluctuations, depends on four important processes - inertial, pressure, viscous

and large-scale forcing. The inertial and isotropic pressure terms, referred to as the nonlinear or

restricted Euler (RE) contribution, are closed since they are functions of the VG tensor itself. If the

intention is to model the VG dynamics in a turbulent flow without solving the entire turbulent flow

field, only the anisotropic pressure, viscous and large-scale forcing terms require closure modeling.

The dynamics of local streamline geometry is commonly studied by examining the conditional

mean trajectories in the phase space of VG invariants Q-R. The nonlinear or RE effect on the

evolution of VG invariants (Q,R) has a closed form solution (Vieillefosse, 1982, 1984; Cantwell,

1992) and it takes trajectories from the stable topologies on the left of the plane towards the un-

stable topologies on the right of the plane following the discriminant line. The nonlocal effects

of pressure and viscosity on the evolution of Q-R have been thoroughly investigated using nu-

merical simulation data of different turbulent flows (Martín et al., 1998b; Bikkani and Girimaji,

2007; Chevillard et al., 2008; Lawson and Dawson, 2015; Johnson and Meneveau, 2016a; Bech-

lars and Sandberg, 2017a; Wu et al., 2019). The studies have shown that the anisotropic pressure

tends to oppose the nonlinear action, while the viscous contribution simply directs all trajectories

toward the origin. Further, the mean trajectories in the Q-R plane due to the aggregate of nonlin-

ear, pressure and viscous processes constitute a tendency of spiraling inward toward the origin of

the plane (Ooi et al., 1999; Atkinson et al., 2012). However, this spiraling toward origin does not

agree with the statistically steady nature of most of these turbulent flows (Elsinga and Marusic,

2010a; Lozano-Durán et al., 2015). While there is some understanding of the role played by pres-

sure and viscosity in evolution of small-scale topology, the contribution of large-scale forcing on

small-scale VG dynamics has often been overlooked and requires further investigation.
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1.2.5 Modeling turbulence small-scale behavior

The earliest attempts at modeling small-scale behavior of turbulence constituted development

of models for dissipation or pseudodissipation rate in turbulence. Based on the idea of self-similar

cascade with an associated multiplicative process, Kolmogorov (1962) and Oboukhov (1962) hy-

pothesized that the dissipation rate exhibits lognormal distribution. This was further examined

by Yeung and Pope (1989) and Pope and Chen (1990) using numerical simulation data of tur-

bulence, to reveal that the PDF of pseudodissipation or VG magnitude remarkably resembles a

lognormal distribution, more closely than dissipation. However, some inadequacies were pointed

out in the lognormal assumption in prediction of rare events and higher order moments (Novikov,

1971; Sreenivasan et al., 1977; Meneveau and Sreenivasan, 1991). This was followed by a series

of more advanced multiplicative intermittency models that led to the widely accepted multifrac-

tal formalism (Mandelbrot, 1974; Frisch et al., 1978; Frisch, 1985; Meneveau and Sreenivasan,

1987a).

Modeling the Lagrangian evolution of the entire nine-component velocity gradient tensor in-

volves further intricacies. It is not only important to model the intermittent VG magnitude cor-

rectly but also accurately capture all the internal shape features of the local streamline structure

(section 1.2.3) contained within the VG tensor. The earliest and most elementary velocity gra-

dient models were formulated as low-dimensional autonomous dynamical systems based on the

so-called restricted-Euler or RE assumption (Vieillefosse, 1982; Cantwell, 1992). Such models

reproduce the dynamics of inertial and isotropic pressure contributions, neglecting the unclosed

non-local anisotropic-pressure and viscous contributions. However, the solutions of these models

diverge toward infinite R along the right zero-discriminant line in the Q-R plane, thus exhibit-

ing the so-called finite-time singularity, This is primarily due to the absence of the pressure and

viscous effects to counter the growing inertial action. Girimaji and Speziale (1995) showed that

the Reynolds averaged RE equation violated the balance in mean momentum equation for most

homogeneous turbulent flows and proposed a modified restricted-Euler equation for the fluctuat-

ing VG tensor, which captured certain features of the VG geometry but failed to avoid finite-time
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singularity.

With the intention of avoiding this singularity, Martín et al. (1998a) included a linear damping

term to constitute the missing anisotropic pressure and viscous contributions in the evolution equa-

tions of VG invariants. While the model solution reaches quasi-stationary states reproducing some

key small-scale statistics of turbulence, it is unable to counteract finite-time singularity completely.

Girimaji and Pope (1990a) developed the first stochastic model for Lagrangian VG dynamics that

produces a statistically stationary solution. They imposed lognormality of VG magnitude using

exponentiated Ornstein-Uhlenbeck process (Pope and Chen, 1990) and included additional mean

drift terms to counteract the growth of the nonlinear inertial term and tune the convergence to cor-

rect moment values. A tetrad model for the coarse-grained velocity gradient tensor was proposed

by Chertkov et al. (1999) based on the Lagrangian dynamics of four points (tetrad). The geometry

of the tetrad is used to model the local pressure effects, while the nonlocal pressure contribution

and small-scale fluctuations are modeled by a Gaussian white-noise term. The model solution

results in excessive accumulation of points along the right discriminant line and a distorted Q-R

joint PDF. Several studies that followed (Naso and Pumir, 2005; Naso et al., 2006) have presented

variations of the model for improved performance and accuracy. A Lagrangian linear diffusion

model with a variable timescale for the viscous term was proposed by Jeong and Girimaji (2003),

which successfully avoids finite-time singularity, but produces a distorted Q-R joint PDF with an

overestimated probability density along discriminant line, similar to the tetrad model. Combining

a simplified form of the tetrad model for the pressure Hessian and a variant of the Lagrangian

linear diffusion model for the viscous Laplacian, Chevillard and Meneveau (2006) developed the

recent fluid deformation (RFD) approximation model. The stochastic model predicts the velocity

gradient PDF, relative scaling of moments and vorticity-strainrate alignment with a reasonable ac-

curacy, but the Q-R joint PDF continues to be distorted (Chevillard et al., 2008). A variant of this

model with Gaussian isotropic field statistics as the upstream condition for the RFD closure, re-

ferred to as the recent deformation of Gaussian fields (RDGF) closure, was developed by Johnson

and Meneveau (2016a). This model shows improvements in the PDFs and moments of velocity
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gradient tensor as well as its invariants over previous models. A recent stochastic model (Pereira

et al., 2018) uses the RFD closure as the mean drift term along with an additional damping term

and constrains the dynamics of the VG magnitude along the lines of Girimaji and Pope (1990a) to

follow a causal and stationary multiplicative chaos instead of exponentiated Ornstein-Uhlenbeck

process. The model is consistent with the turbulence multifractal formalism and thus it reproduces

the Reynolds number scaling of the VG moments reasonably accurately but the geometric features

of the VG tensor deteriorate.

There is still a significant scope for improvement in our modeling capabilities of velocity gra-

dient dynamics in turbulence. The goal is to develop a robust velocity gradient model that ac-

curately reproduces both the self-similarity of the small-scale geometry as well as the Reynolds

number dependence of the magnitude. The field of small-scale turbulence has witnessed tremen-

dous advancements owing to the increased computational capacity of simulating highly resolved

turbulence. These advanced knowledge and data should be utilized to develop enhanced closures

for the non-local pressure and viscous processes in turbulence, leading toward a highly accurate

and robust velocity gradient model.

1.3 Dissertation objectives and research tasks

There is an abundance of data available from highly resolved direct numerical simulations

(DNS) of canonical turbulent flows. The goal of this dissertation is to utilize these extensive DNS

datasets to improve our understanding of velocity gradient dynamics in incompressible turbulent

flows and enhance our predictive modeling capabilities. The research objectives are as follows:

1. Propose a new framework to study velocity gradient dynamics by segregating the bounded

normalized velocity gradients that represent the internal structure from the intermittent mag-

nitude that represents the scale.

2. Present a triple decomposition technique to separate the pure-rotation and the normal-strain

from the shear deformation and revisit key small-scale properties of turbulence using this

decomposition.
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3. Examine and identify the role of different turbulence processes – inertia, pressure, viscos-

ity and large-scale forcing – on velocity gradient dynamics using the normalized velocity

gradient state-space.

4. Based on the foundation of the new physical understanding developed, construct a data-

driven Lagrangian velocity gradient model for incompressible turbulent flows, that accu-

rately models the bounded dynamics of velocity gradient structure as well as the dynamics

of the intermittent magnitude.

The research tasks undertaken to fulfill these objectives are outlined below.

Chapter 2: The intermittent nature of the velocity gradient tensor renders characterization of its

dynamics and its modeling quite challenging. In this chapter, we propose an alternative framework

to study velocity gradient dynamics. We present a normalized velocity gradient tensor that is

mathematically bounded and contains all the geometric information of the VG tensor. We analyze

DNS datasets of forced isotropic turbulence to compare and contrast the statistics of normalized

VG tensor with that of VG tensor. The Reynolds number dependence of velocity gradient statistics

and processes in turbulence is examined within this framework to reveal a distinct universality of

the normalized velocity gradients.

Chapter 3: This chapter begins with a description of the fundamental difference between topol-

ogy and geometry of local flow streamlines. While geometric features such as local streamline

topology and vorticity-strainrate alignment have been studied individually, the complete geometric

shape has not been characterized. In this chapter, we integrate all these shape features to pro-

vide a further refined framework that completely characterizes the local streamline geometry. The

complete geometric description is presented as a function of four shape-parameters by extending

critical point analysis to the normalized VG tensor. The VG magnitude is shown to represent

the scale of the local streamline structure. The probability distribution of the geometric shape as

well as the scale of local streamlines is examined in homogeneous isotropic turbulent flow and

inhomogeneous anisotropic turbulent channel flow.

Chapter 4: Decomposition of VG tensor into the symmetric strain-rate and the anti-symmetric
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rotation-rate tensors is unable to segregate the effect of shear present in both these tensors. In

this chapter, we present a procedure to decompose the VG tensor of the entire turbulent flow

field into three elementary transformations - pure shear, normal-strain and rigid-body-rotation.

Next, we derive the important kinematic properties of these constituent tensors and determine the

interrelation between this decomposition and the local streamline shape. DNS data sets of forced

isotropic turbulence at different Reynolds numbers are analyzed to understand the role of shear,

normal-strain and pure rotation in turbulence intermittency. The study further investigates the

pressure field and alignment properties using this triple decomposition.

Chapter 5: This chapter identifies the role of fundamental physical processes in the evolution

of the geometry of velocity gradient tensor in turbulence. First, the governing differential equations

of normalized VG invariants, representing streamline geometry, are derived in terms of the inertial,

pressure and viscous processes. Using DNS data of homogeneous isotropic turbulence, we illus-

trate the conditional mean trajectories in the phase-space of normalized VG invariants and discuss

the key features of this dynamical system. We further examine the individual contributions of the

inertial, pressure and viscous processes to reveal novel insights into the nature of these processes

and their impact on small-scale flow geometry.

Chapter 6: While the influence of inertia, pressure and viscous mechanisms on the evolution

of velocity gradients has been investigated considerably in literature, the role of large-scale forcing

is not well understood. In this chapter, we illustrate this subtle but crucial role of forcing in the

evolution of both geometry as well as magnitude of the velocity gradient tensor. The study begins

with the derivation of the required velocity gradient evolution equations including the forcing term.

We investigate the interplay among large-scale forcing, inertia, pressure and viscous effects that

leads to the universal small-scale geometric statistics in turbulent flows with isotropic as well

as anisotropic forcing. We further explicate the role of these processes in the dynamics of VG

magnitude or pseuododissipation.

Chapter 7: Modeling the Lagrangian evolution of velocity gradients in a turbulent flow requires

the closure of complex non-local flow physics. Previous attempts at modeling have shown promis-
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ing results but continue to require improvement and better accuracy. We propose a generalizable

model for the normalized velocity gradient tensor using a data-driven closure of the non-local pro-

cesses in its bounded state-space, universally applicable to turbulent flows at different Reynolds

numbers. A separate diffusion model for the intermittent scalar – velocity gradient magnitude, is

presented with parameters depending on Reynolds number. The stochastic model equations are

numerically propagated with a much smaller ensemble of particles than a typical DNS and leads

to a statistically stationary state closely resembling the small-scale behavior of DNS. The resul-

tant statistics are analyzed in detail and compared with that of DNS and previous models to show

improved agreement of small-scale behavior.

Chapter 8: The final conclusions of the dissertation and future research directions are presented

in this chapter.
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2. NORMALIZED VELOCITY GRADIENT TENSOR

2.1 Introduction

Velocity-gradient (VG) dynamics underlies many critical turbulence phenomena such as in-

termittency, multi-fractality, streamline topology, material-element deformation and scalar mixing

(Soria et al., 1994; Blackburn et al., 1996; Martín et al., 1998b; Suman and Girimaji, 2010; Dan-

ish et al., 2016). It is of fundamental interest to understand velocity-gradient dynamics and de-

velop Lagrangian closure models that capture key turbulence features (Girimaji and Pope, 1990a;

Martín et al., 1998a; Jeong and Girimaji, 2003; Chevillard et al., 2008; Meneveau, 2011; Pereira

et al., 2018). The multi-fractal and intermittent nature of velocity gradients renders characteriza-

tion of its dynamics quite challenging (Yakhot and Sreenivasan, 2005; Donzis et al., 2008; Yeung

et al., 2015). It has been demonstrated in recent literature (Yakhot and Donzis, 2017) that inter-

mittency effects manifest even at Taylor Reynolds number Reλ ∼ O(10) and are significant by

Reλ ∼ O(100). To complement the findings of the above studies, the goal of this investigation

is to establish the Reynolds number dependence of the internal structure of the velocity gradients

and constituent dynamical processes. We demonstrate that such an examination leads to improved

insight into important aspects of velocity gradient dynamics, including a clear distinction between

internal structure and magnitude effects.

We factorize the velocity gradient tensor (Aij) into the magnitude (A- Frobenius norm of A)

and normalized velocity gradient tensor b (Girimaji and Speziale, 1995; Bikkani and Girimaji,

2007; Bechlars and Sandberg, 2017b):

bij =
Aij
A

where A =
√
A2 =

√
AmnAmn (2.1)

Reprinted with permission from: Das, R. and Girimaji, S. S. (2019). On the Reynolds number dependence of
velocity-gradient structure and dynamics. Journal of Fluid Mechanics, 861:163–179, Copyright 2018 Cambridge
University Press.
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The tensor b is of intrinsic physical interest as it provides insight into many turbulence structural

features such as local streamline topology and the orientation between strain-rate eigendirections

and vorticity (Ashurst et al., 1987; Wang et al., 2014). The bij-tensor is mathematically bounded

and thus expected to be more amenable to analysis and closure modeling. Furthermore, it is demon-

strated that the processes requiring closure in the bij and A2 equations are identical. Thus, the

evolution of unbounded-A2 can be cast in terms of bounded-bij dynamics.

The goal of the present study is to exploit the bounded nature of the bij tensor to examine the

velocity-gradient structure and non-local processes. We seek to:

1. Develop appropriately scaled bij and A2 evolution equations and exhibit that the processes

requiring closure in the two cases are similar.

2. Examine the Reynolds number dependence of the velocity gradient structure: bij- moments,

probability density functions (PDFs) and invariants (q and r). Although q and r are bounded,

the normalization does not guarantee self-similarity at different Reynolds numbers.

3. Establish the Reynolds number dependence of the unclosed non-local pressure and viscous

processes in the bij and A2 evolution equations conditioned upon q and r.

The work employs forced isotropic turbulence simulation data in the Taylor-scale Reynolds

number range Reλ = 1 to 588. The remainder of the paper is arranged as follows. Section 2.2

contains the evolution equations of A2, bij and its invariants. A brief description of the data sets

used in the study is given in Section 2.3. TheReλ -dependence of various velocity gradient features

are presented in Section 2.4. The paper concludes in Section 2.5 with a brief summary.

2.2 Governing equations

Differentiating the incompressible Navier Stokes equation with respect to spatial coordinates

(xj) yields the evolution equation of the velocity gradient tensor (Cantwell, 1992),

d

dt
(Aij) + AikAkj = − ∂2p

∂xi∂xj
+ ν

∂2Aij
∂xk∂xk

; i, j = 1, 2, 3 (2.2)
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Using the incompressibility condition Aii = 0, the isotropic pressure Hessian term can be written

as

AikAki = − ∂2p

∂xi∂xi
(2.3)

The non-local anisotropic pressure Hessian and the viscous diffusion term are:

Hij = − ∂2p

∂xi∂xj
+

∂2p

∂xk∂xk

δij
3

; Tij = ν
∂2Aij
∂xk∂xk

(2.4)

Thus, the velocity gradient equation may be written as,

dAij
dt

+ AikAkj −
1

3
AmkAkmδij = Hij + Tij (2.5)

In a Lagrangian reference frame, the Aij-dynamics depends upon the non-local pressure and vis-

cous terms. One of the earliest attempts at developing closure models for velocity gradient dy-

namics was made by Vieillefosse (1982) by neglecting the non-local terms. There have since been

several Lagrangian velocity-gradient models that develop closure for Hij and Tij to replicate tur-

bulence behavior. However, the intermittent nature of the velocity-gradient magnitude renders the

modeling rather challenging. Recently, Pereira et al. (2018) have used multifractal considerations,

to first model A2 and then determine the closure for Aij-evolution.

We seek an alternative approach by segregating the evolution of the magnitude (A) from that

of normalized velocity gradient tensor bij as defined in equation (2.1). We propose that modeling

bij first has advantages due to the boundedness of the tensor components. Further, bij is of intrinsic

interest as it characterizes the orientation of velocity gradients and local flow structures.

2.2.1 Mathematical bounds of normalized VG tensor

Longitudinal bij-components satisfy the incompressibility condition,

bii = b11 + b22 + b33 = 0 (2.6)
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⇒ b33 = −(b11 + b22) (2.7)

By virtue of normalization, the following inequality holds true:

b211 + b222 + b233 ≤ 1 (2.8)

Applying equation (2.7) in the above inequality we obtain the following constraint:

b211 + b222 + b11b22 ≤
1

2
(2.9)

The bounds of b11 subject to the above constraint can be obtained as

1

2

(
−
√

2− 3b222 − b22
)
≤ b11 ≤

1

2

(√
2− 3b222 − b22

)
(2.10)

Now let us examine the minimum possible value of the lower bound. Minimizing the lower bound

yields a b22 value of

b22 =
1√
6

(2.11)

Similarly, the upper bound attains the maximum value when

b22 = − 1√
6

(2.12)

Therefore, b11 or any other longitudinal velocity gradient is bounded as:

−
√

2

3
≤ bij ≤

√
2

3
∀ i = j (2.13)

Transverse components can be the sole non-zero element in the velocity gradient tensor. These

components are only constrained by normalization and are therefore only limited by unity,

− 1 ≤ bij ≤ 1 ∀ i 6= j (2.14)
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2.2.2 Evolution equations of VG magnitude and normalized VG tensor

Multiplying the velocity-gradient equation (2.5) through by Aij/A3 yields

Aij
A3

d

dt
(Aij) = −AijAikAkj

A3
+

1

3A3
AkmAmkδijAij +

AijHij

A3
+
AijTij
A3

(2.15)

Using the incompressibility condition, we obtain the following equation:

1

A3

dA2

dt
=

1

A3

d

dt
(AijAij) = −2bijbikbkj + 2bijhij + 2bijτij (2.16)

where the non-local physics is incumbent in the normalized anisotropic pressure Hessian and vis-

cous diffusion terms:

hij =
Hij

A2
and τij =

Tij
A2

(2.17)

It is convenient to describe magnitude evolution in terms of θ ≡ lnA ≡ 1
2

lnA2:

dθ

dt′
=

1

2

(
Nθ + Pθ + Vθ

)
, (2.18)

where the normalized time increment and nonlinear (inertial), pressure and viscous contributions

are:

dt′ ≡ Adt, Nθ = −2bijbikbkj , Pθ = 2bijhij , Vθ = 2bijτij (2.19)

Next we turn our attention to the evolution of the normalized tensor bij:

dbij
dt

=
d

dt

(
Aij
A

)
=

1

A

dAij
dt
− Aij

2

(
1

A3

dA2

dt

)
(2.20)

Using equations (2.5), (2.16) and (2.20), the governing equation for bij is obtained in normalized

time t′:

dbij
dt′

= −bikbkj + hij + τij +
1

3
bmkbkmδij + bij(bmkbkn − hmn − τmn)bmn (2.21)
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The processes that require closure in the bij-equation – the non-local pressure term hij and

viscous term τij – are same as those in the A2-equation. Although the boundedness of hij and

τij are not guaranteed, the requirement that bij be bounded renders the modeling of pressure and

viscous terms more tractable. Once the bij-evolution closure model equation is developed, the

magnitude equation requires no further closure modeling.

2.2.3 Evolution equations of normalized VG invariants

Let p, q and r represent the invariants of b:

p = −bii = 0, q = −1

2
bimbmi, r = −1

3
bimbmkbki (2.22)

These invariants are of interest as the local streamline structure can be classified into four distinct

topologies based on q and r (Chong et al., 1990). Now, we seek equations for q and r. Using

(2.21), the following equation for inner product of b is obtained

d

dt′
(binbnj) = −2bikbknbnj +

2

3
bmkbkmbij + 2binbnjbmqbmkbkq + hinbnj + binhnj

−2hmqbmqbinbnj + τinbnj + binτnj − 2τmqbmqbinbnj (2.23)

Taking the trace of equation (2.23), the evolution equation of q is determined as

dq

dt′
= −3r + 2qbijbikbkj − hin(bni + 2qbin)− τin(bni + 2qbin) = Nq + Pq + Vq (2.24)

where Nq, Pq and Vq represent nonlinear inertial, pressure and viscous contributions toward the

evolution of q:

Nq = −3r + 2qbijbikbkj , Pq = −hin(bni + 2qbin) , Vq = −τin(bni + 2qbin)

To obtain the equation of r, we first derive the equation for triple inner product of b using
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equations (2.21) and (2.23),

d

dt′
(bilblnbnj) = −3bilblkbknbnj + bilbljbmkbkm + 3bilblnbnjbmqbmkbkq + (bilhlnbnj

+bilblnhnj + hilblnbnj − 3hmqbmqbilblnbnj) + (bilτlnbnj + bilblnτnj

+τilblnbnj − 3τmqbmqbilblnbnj) (2.25)

Applying the Cayley-Hamilton Theorem,

bilblkbkj + pbikbkj + qbij + rδij = 0 (2.26)

in the trace of equation (2.25), the evolution equation of r is obtained as follows,

dr

dt′
=

2

3
q2 + 3rbijbikbkj − hmn(bimbni + 3rbmn)− τmn(bimbni + 3rbmn) = Nr +Pr +Vr (2.27)

where the local nonlinear (inertial and isotropic pressure), anisotropic pressure and viscous contri-

butions in the evolution of r are

Nr =
2

3
q2 + 3rbijbikbkj , Pr = −hmn(bimbni + 3rbmn) , Vr = −τmn(bimbni + 3rbmn)

The goal of the remainder of this paper is to use DNS data sets to establish the Reynolds

number dependence of the statistics of bij , q and r. Then we will also characterize the effect of

changing Reynolds number on unclosed pressure (hij) and viscous (τij) processes by examining

the evolution of q, r and θ. The investigation of the unclosed invariants will yield further insight

into velocity-gradient dynamics and provide guidance for developing closure models.

2.3 Numerical simulation data

DNS datasets of homogeneous isotropic turbulent flow with stochastic forcing are used in this

study. The details of these simulations are presented in appendix A. Twelve forced isotropic in-
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compressible turbulence datasets with Taylor Reynolds numbers,

Reλ ≡
u′λ

ν
= 1, 6, 9, 14, 18, 25, 35, 86, 225, 385, 414 and 588

are used in this work. All the datasets have been used previously to study intermittency, anomalous

exponents, Reynolds number scaling and non-linear depletion (Donzis et al., 2008; Donzis and

Sreenivasan, 2010; Donzis et al., 2012; Gibbon et al., 2014). Here, u′ is the root-mean-square

(RMS) velocity and ν is the kinematic viscosity. λ (Taylor microscale) and ε (dissipation rate) are

given by

λ =

(
15ν(u′)2

ε

)1/2

, where ε = 2ν〈SijSij〉 (2.28)

and Sij = (Aij+Aji)/2 is the strain-rate tensor. All the derivatives used in this study are calculated

using spectral method.

2.4 Results and discussion

We start by exhibiting the known features of velocity gradients as a function of Reynolds num-

ber - anomalous scaling of the normalized higher-order moments and increasingly stretched expo-

nential tails of the probability density functions (PDFs). We then contrast the known Aij behavior

against the bij moments and PDF. Then theReλ -dependence of various velocity-gradient dynamics

processes conditioned on q and r is established.

2.4.1 Unnormalized velocity gradient statistics

Even-order moments (MA
2n for n = 2, 3, 4, 5, 6) of the longitudinal velocity gradient (A11 = ∂u

∂x
)

given by,

MA
2n =

A11
2n

A11
2
n (2.29)

are plotted as a function of Reλ in figure 2.1. Here, ( ) implies volume averaging. It is observed

that for Reλ ≤ 9, the moments are nearly Gaussian. For Reλ > 9, the values of all the mo-

ments steadily increase with Reλ in agreement with the anomalous scaling observed by Yakhot

and Donzis (2017). Note that the Reλ -range considered in this study is much wider than that
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Figure 2.1: Even order moments (M2n for n = 2, 3, 4, 5, 6) of A11 as a function of Reλ. Dashed
lines represent Gaussian moments, i.e. MG

2n = (2n−1)!!, for reference. Reprinted with permission
from Das and Girimaji (2019).

of Yakhot and Donzis (2017). Anomalous scaling of the moments is a clear indication of the

intermittent behavior of Aij . This observation is further reinforced in the PDF plots of velocity

gradients.

The PDFs of A11 and A12 are shown in figure 2.2. As expected, at sufficiently high Reλ , the

longitudinal and transverse PDFs exhibit stretched exponential tails that grow with increasing Reλ

(Kailasnath et al., 1992; Chevillard and Meneveau, 2006; Schumacher et al., 2014).

Another feature of turbulent flows relevant to this study is dissipative anomaly (Donzis et al.,

2005). In the asymptotic limit of highReλ , the normalized energy dissipation rate (εL/u′3) asymp-

totes to a constant value of approximately 0.4 − 0.45. Here, L is the integral length scale and u′

is the RMS velocity. In other words, the normalized mean energy dissipation rate is independent

of viscosity provided the value of Reλ is sufficiently high. The onset of this dissipative anomaly

in forced isotropic turbulence is observed at Reλ ∼ 200 (Sreenivasan, 1998; Kaneda et al., 2003;

Donzis et al., 2005). We will invoke this result later in the study.
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(a) (b)

Figure 2.2: PDF of velocity gradient component (a) A11/
√
〈A2〉 (b) A12/

√
〈A2〉 for different

Reλ. Reprinted with permission from Das and Girimaji (2019).

2.4.2 Normalized velocity gradient statistics

In this subsection, we investigate the statistical characteristics of the tensor b. The even-order

moments of b11 are given by

M b
2n =

b11
2n

b11
2
n (2.30)

Even-order moments (M b
2n for n = 2, 3, 4, 5, 6) of b11 at different Reλ are plotted in figure 2.3.

b11-moments are sub-Gaussian and nearly invariant across the entire Reλ -range. This behavior is

to be expected as bij is bounded by unity. This also clearly demonstrates the contrast between the

Reynolds number scaling of bij and Aij .

We will next examine the PDFs of bij at different Reλ . In figure 2.4 (a) and (c) we present b11-

and b12- PDFs respectively over the lower range of Reynolds numbers (Reλ ≤ 35). In this range,

the PDF undergoes slight changes in shape with changingReλ . Figure 2.4 (b) and (d) show that for

Reλ ≥ 35, both b11- and b12- PDFs converge to a characteristic shape, which remains unchanged

at higher Reλ . This statistical self-similarity is anticipated from the collapse of higher-order
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Figure 2.3: Even order moments (M2n for n = 2, 3, 4, 5, 6) of b11 as a function of Reλ. Dashed
lines represent Gaussian moments, i.e. MG

2n = (2n− 1)!! for reference. Reprinted with permission
from Das and Girimaji (2019).

moments of b11 to constant values. Note that the minimum and maximum longitudinal (b11) and

transverse (b12) velocity gradient values are in accordance with the bounds obtained analytically in

equations (2.13) and (2.14).

2.4.3 Invariants of normalized VG tensor

Delving further, we examine the marginal PDFs of q and r in figures 2.5 and 2.6. Figure 2.5(a)

shows that in the range where Reλ ≤ 25, the q-PDF appears to have a characteristic shape but

shows discernible statistical variation about this shape. For 25 ≤ Reλ ≤ 225 (figure 2.5 b), the

distribution shifts towards more negative values of q with increasing Reλ . In this range the prob-

ability of strain dominated topology (q < 0) increases, while that of rotation dominated topology

(q > 0) decreases. This is due to the fact that viscosity affects the strain-dominated topologies

more than rotation-dominated topologies and lower viscous influence at higher Reynolds numbers

causes a higher percentage of strain-dominated topologies to be generated. Finally, q-PDF attains

a self-similar shape for flows above Reλ ∼ 200. In the middle range of Reλ ∈ (25, 200) the PDF
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(a) (b)

(c) (d)

Figure 2.4: PDF of (a-b) normalized longitudinal velocity gradient b11 (c-d) normalized transverse
velocity gradient b12 forReλ = 1-35 and 35-588. Reprinted with permission from Das and Girimaji
(2019).
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(a) (b)

Figure 2.5: q-PDF for (a) Reλ = 1, 6, 9, 14, 18 and 25 (b) Reλ = 25, 35, 86, 225, 385, 414 and
588. Reprinted with permission from Das and Girimaji (2019).

transitions from one characteristic shape to another.

Unlike q-PDF, the r-PDF shows only a subtleReλ -dependence. It may be noted from figure 2.6

that irrespective of the Reλ value, r-PDF peaks at r = 0. The shape of r-PDF remains fairly

unchanged while its peak increases withReλ in the rangeReλ ∈ (1, 200). It appears to be invariant

above Reλ ∼ 200. Note that the variation in r-PDF with Reλ is minimal compared to q-PDF.

The q-r joint PDFs are plotted in figure 2.7 for different Reλ . Figure 2.7(a-f) shows the

variation in shape of the q-r joint PDF in the low Reλ range. At Reλ = 1, the joint PDF is fairly

symmetric about the q-axis and does not have a preferential distribution along the zero-discriminant

(restricted Euler) line in the fourth quadrant. In fact, at this Reλ the distribution resembles that of

invariants of a Gaussian field (Pereira et al. (2016)). As Reλ increases in the range (1, 9), the q-r

joint PDF changes shape significantly and begins to develop a high-density region along the zero-

discriminant line. It acquires a teardrop-like shape aroundReλ = 9. This value is in the same range

as the transition Reλ for onset of anomalous scaling of Aij moments (Yakhot and Donzis (2017)).

For 9 < Reλ ≤ 225, the contours undergo refinements in the teardrop shape. Figure 2.7(g) clearly
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(a) (b)

Figure 2.6: r-PDF for (a) Reλ = 1, 6, 9, 14, 18 and 25 (b) Reλ = 25, 35, 86, 225, 385, 414 and
588. Reprinted with permission from Das and Girimaji (2019).

depicts these changes amounting to an increase in probability of strain dominated topologies with

respect to rotation dominated topologies with increasing Reλ . This reiterates the observation from

marginal PDF of q (figure 2.5). Finally, the joint PDF contours become invariant for Reλ > 200 as

shown in figure 2.7(h).

The joint q-r PDF exhibits three distinct ranges of variation with Reλ . In the range Reλ ∈

(1, 10), it shows significant qualitative variation from near-Gaussian behavior to a teardrop-like

shape. Small quantitative changes are evident in the contours for 10 ≤ Reλ ≤ 200. Finally, an

invariant joint distribution in the characteristic teardrop shape is attained for Reλ ≥ 200.

2.4.4 Evolution of normalized VG invariants and VG magnitude

In this subsection we study the dynamics of q- and r-evolution which lays the foundation for

modeling both bij and A2. We also characterize the Reynolds number dependence of θ-dynamics

conditioned on q and r. We consider the Reynolds number range: Reλ ∈ 86, 588, in this subsection

to understand the role of different turbulent processes in q,r-phase space.

The averages of nonlinear inertial, pressure and viscous terms of dq
dt′

(equation 2.24) conditioned

29



(a) (b) (c)

(d) (e) (f)

(g) (h)

Figure 2.7: q-r joint PDF filled contour plots for Reλ = (a) 1 (b) 6 (c) 9 (d) 14 (e) 18 (f ) 25.
q-r joint PDF line contour plots for Reλ = (g) 25 to 225 (h) 225 to 588. The contour levels are
identical for all plots: color scheme for (a-f) is as shown in (a). Reprinted with permission from
Das and Girimaji (2019).
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(a) (b)

(c) (d)

Figure 2.8: Conditional averages of nonlinear (circles), anisotropic pressure (triangles) and vis-
cous (squares) contributions in (a) 〈 dq

dt′
|q〉 (b) 〈 dq

dt′
|r〉 (c) 〈 dr

dt′
|q〉 (d) 〈 dr

dt′
|r〉 for different Reλ (Refer

to equations (2.24) and (2.27); Color scheme: as given in (b)). Reprinted with permission from
Das and Girimaji (2019).
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(a) (b)

Figure 2.9: Conditional averages of inertial (circles), pressure (triangles) and viscous (squares)
contributions in θ-evolution equation conditioned on (a) q (b) r for differentReλ (Refer to equation
2.18; Color scheme: as given in (a)). Reprinted with permission from Das and Girimaji (2019).

on q and r have been plotted in figure 2.8 (a) and (b). The inertial and pressure terms conditioned on

q showReλ dependence at lowReλ’s and attain nearly invariant forms forReλ ≥ 225. The viscous

term conditioned on q shows a significant Reynolds number dependence at low Reλ values, but is

nearly invariant in the higher range. All q-evolution terms conditioned on r appear to be completely

insensitive to Reλ.

The conditional averages of local nonlinear (inertial and isotropic pressure), anisotropic pres-

sure and viscous contributions in dr
dt′

(as shown in equation 2.27) are reasonably insensitive to Reλ,

as shown in figure 2.8 (c) and (d). The average viscous contribution (Vr) conditioned on both q

and r is negligible in comparison to the other terms. This suggests that r-evolution is relatively

impervious to viscosity and dominated by inertial and pressure terms. The fact that the probability

distribution of r is nearly insensitive to Reλ (figure 2.6 b) is consistent with this inference.

The different processes in the θ-evolution (as given in equation 2.18) conditioned on q and

r are plotted in figure 2.9 (a) and (b). The average nonlinear inertial term (Nθ) is positive for

almost all q and r values – implying that inertia is a source of A2. The sign of the anisotropic
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pressure contribution (Pθ) depends on the q and r values. Expectedly, the viscous term (Vθ) is

negative across all values of q and r indicating that it is always a sink of A2. Viscous effects

are stronger in strain-dominated topologies (q < 0) and weaker in rotation-dominated topologies

(q > 0). However, it is nearly independent of r. Overall, the conditionally-averaged inertial and

pressure processes in the θ-equation appear to approach asymptotic behavior at high Reλ (∼ 200).

The viscous term on the other hand appears to have a discernible Reynolds number dependence

throughout the Reλ range.

Finally, we plot the conditional variance of the unclosed pressure and viscous terms in the

q-, r- and θ-evolution equations in figure 2.10. The variance of the pressure term in q-evolution

conditioned on both q and r have invariant forms irrespective of Reλ (figure 2.10 a,c). However,

the conditional variance of the viscous contribution to dq/dt′ (figure 2.10 b,d) does not converge

even in the high-Reλ limit. In fact, it shows a progressive increase in the variance-magnitude with

increasing Reλ . Similarly, the conditional variance of the anisotropic pressure contribution in the

r-evolution is invariant with changing Reλ (figure 2.10 e,g). On the other hand, the variance of

the viscous term increases with increasing Reλ (figure 2.10 f,h). We also observe that the variance

of Pθ conditioned on both q and r exhibits reasonable collapse, while that of Vθ exhibits a distinct

Reynolds number dependence with the magnitude increasing with Reλ (figure 2.10 i-l).

Therefore, we find that conditional statistics (mean and variance) of the pressure contribution to

q-, r- and θ-evolution become nearly invariant for Reλ > 200. The mean viscous contribution to q-

and r-evolution also exhibits self-similarity beyond Reλ > 200. On the other hand, the conditional

mean of the viscous term in θ-evolution shows a quantitative increase in magnitude with Reλ . The

conditional variance of pressure processes in q-, r- and θ-evolution are independent of Reλ while

that of the viscous contribution shows steady growth in magnitude with increasing Reλ . This

implies that all of the Reλ -dependence in the velocity gradient dynamics is due to viscous effects,

which is to be expected.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure 2.10: Conditional variance of anisotropic pressure and viscous terms in q-, r- and θ-
equations conditioned on q and r: (a) V ar(Pq|q) vs q (b) V ar(Vq|q) vs q (c) V ar(Pq|r) vs r
(d) V ar(Vq|r) vs r (e) V ar(Pr|q) vs q (f ) V ar(Vr|q) vs q (g) V ar(Pr|r) vs r (h) V ar(Vr|r) vs r (i)
V ar(Pθ|q) vs q (j) V ar(Vθ|q) vs q (k) V ar(Pθ|r) vs r (l) V ar(Vθ|r) vs r for different Reλ (Color
scheme: as given in (a)). Reprinted with permission from Das and Girimaji (2019).
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2.4.5 Lagrangian velocity gradient modeling

One of the long-term goals of this work is to develop a Lagrangian stochastic model for velocity

gradients along the lines of Girimaji and Pope (1990a). The main distinction is that we plan to

develop a model for bij-evolution rather than Aij-evolution as was the case in Girimaji and Pope

(1990a).

It is anticipated that hij and τij will be more tractable than their Aij-counterparts. The proposal

is to decompose each term into a conditional mean and a stochastic (white noise) term:

hij(b) = 〈hij|q, r, b〉+ h′ij(q, r, b) (2.31)

τij(b) = 〈τij|q, r, b〉+ τ ′ij(q, r, b) (2.32)

The conditional statistics (means and variances) established in this paper (figures 2.8, 2.9 and

2.10) will provide guidance for this model development. Once hij and τij models are established,

Lagrangian evolution equations for A2 and Aij can be developed without need for any further

closures (equations 2.5 and 2.16).

2.5 Summary and conclusions

The main objective of the work is to clearly characterize the Reynolds number dependence of

the different aspects of velocity-gradient structure and dynamics. In the analysis, we segregate

the velocity-gradient magnitude (A ≡
√
AijAij) from the normalized-gradient tensor bij . The

bij-tensor and the evolution of its invariants are the subject of this study. Some of the key findings

of this study are summarized below:

1. Higher-order moments (M b
2n) of bij do not show any statistically significant variation across

the entire range of Reλ investigated in this study. This is in contrast with Aij , which exhibits

a significant increase of normalized moment values with increasing Reλ . Moreover, Aij-

PDFs exhibit clear stretch in tails as Reλ increases, while bij-PDFs achieve self-similarity

for Reλ > 35.

35



2. PDFs and joint PDFs of bij-invariants (q,r) are more sensitive to changing Reλ than individ-

ual bij-components:

(a) The q-r joint PDF changes qualitatively for Reλ ∈ (1, 10) from Gaussian to a teardrop

shape.

(b) For Reλ ∈ (10, 200), the q-r joint PDF and marginal PDFs undergo minor quantita-

tive changes with increasing Reλ to accommodate an increasing proportion of strain-

dominated topologies.

(c) The q and r individual PDFs as well as the q-r joint PDF converge to the characteristic

teardrop shape forReλ > 200. Note that this asymptotic behavior is observed in similar

range of Reλ as the onset of dissipative anomaly (Donzis et al., 2005).

3. Physical processes contributing to the evolution of bij-invariants and A2 are also examined:

(a) For Reλ ≥ 200, the conditional mean and variance of the unclosed pressure term in the

evolution of q, r and θ are independent of Reλ .

(b) The mean-viscous contribution to q- and r- evolution shows asymptotic convergence

for Reλ > 200. The mean viscous contribution to θ-evolution does not vary qualita-

tively but shows a continued quantitative dependence onReλ . The conditional variance

of viscous term in all three evolution equations continue to exhibit Reλ -dependence.

(c) It is surmised that viscous processes are the primary source of the Reynolds number

dependence of A2.

In future works, we plan to develop closure models for hij and τij as a function of q and r. This

will lead to a Lagrangian closure model for bij-evolution, and ultimately to A2-evolution.
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3. GEOMETRY OF LOCAL FLOW STREAMLINES

3.1 Introduction

The last few decades have witnessed many important advances toward understanding the in-

ternal structure of Aij (Ashurst et al., 1987; Kerr, 1987) and describing local streamline topology

in terms of Aij invariants (Chong et al., 1990). The topological classification of local streamline

structure has enabled further advances in (i) identifying key universal features of local streamline

structure (Soria et al., 1994; Blackburn et al., 1996; Chacín et al., 1996; Chacin and Cantwell,

2000; Elsinga and Marusic, 2010b) and (ii) characterization of important velocity gradient pro-

cesses conditioned upon topology (Martín et al., 1998b; Ooi et al., 1999; Elsinga and Marusic,

2010a; Atkinson et al., 2012; Bechlars and Sandberg, 2017a). Other studies on the structure of Aij

have led to improved understanding of internal alignment properties, characteristic length scales

and non-normality in different topologies (Hamlington et al., 2008; Chevillard et al., 2008; Danish

and Meneveau, 2018; Keylock, 2018).

The goal of this study is to develop a more complete description of local streamline geome-

try that can be used for enhanced characterization of velocity gradient dynamics. An important

feature of the approach is that it combines internal structural features of Aij (Ashurst et al., 1987)

with topological classification (Chong et al., 1990) to render a more complete geometric basis for

conditioning non-local velocity gradient processes. At the very outset, it is important to formally

distinguish between topology and geometry. The geometry of an object is constituted by its shape

and size (Yale, 1968; Smart, 1998). Shape and size are quantified in terms of shape-parameters and

scale-factor, respectively. Geometric shape is defined as the structural characteristics of the object,

that is invariant to translation, rotation and reflection independent of size. Topology, on the other

Part of this chapter is reprinted with permission from: Das, R. and Girimaji, S. S. (2020). Characterization of
velocity-gradient dynamics in incompressible turbulence using local streamline geometry, Journal of Fluid Mechanics,
895. Copyright The Author(s), 2020. Published by Cambridge University Press.
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hand, is a class of geometric shapes that have similar connectivity and can be transformed from one

to the other by continuous deformation (Kinsey, 1993; Blackett, 2014). Clearly, a description of

streamline geometry requires additional details to those derived from a topological classification.

The primary objectives of the present study are (i) to derive a description of local streamline

shape-parameters by extending critical point analysis (Perry and Fairlie, 1975; Perry and Chong,

1987); (ii) to employ DNS data sets of different turbulent flows to determine the statistical distribu-

tion of local shape-parameters and scale-factor of streamlines in turbulent flow fields. Toward this

end, we utilize the framework developed in the previous chapter. As shown in chapter 2, the VG

tensor can be factorized into the mathematically bounded normalized VG tensor and intermittent

VG magnitude. In this study, we analytically demonstrate that all the geometric features of local

streamlines are contained within the normalized VG tensor and that the scale of the streamline

depends upon the VG magnitude.

The remaining sections of this study are arranged as follows. Section 3.2 develops the frame-

work for the description of local streamline shape. Section 3.3 provides a brief description of

the DNS data used for analysis. The probability distributions of streamline shape parameters and

the mean scale-factor for different geometric-shapes are presented in section 3.4. Finally, the key

findings of the study are summarized in section 3.5.

3.2 Complete characterization of local streamline geometry

We first reiterate the fundamental distinction between topological and geometric descriptions

of an object in the context of the present work. These concepts are then used to establish that the

Aij-invariants cannot uniquely describe the local streamline geometry or shape. Then, we develop

a complete description of local streamline geometry in terms of shape parameters and scale factor.

3.2.1 Geometry and topology

The geometry of any object can be described with two principal attributes - shape and size.

Geometric shape is the structural characterization of an object that is independent of size and

invariant under translation, rotation, reflection and any other similarity transformation (Yale, 1968;
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Smart, 1998). Shape describes the internal structural arrangement and is parameterized by the

unique combination of angles between edges and ratios of lengths of edges. Scale-factor is a

measure of the size of such a geometric shape, which can be scaled through simple enlargement

or shrinking without altering the angles and ratios of distances. It is also known as stretching

factor (Yale, 1968) or ratio of similarity (Smart, 1998). In general the number of shape-parameters

required to describe an object depends upon the complexity of its geometry and its dimensionality.

In the present context, the shrinking and enlargement are the same in all directions (isotropic) and

therefore only one scale-factor is required to specify the size. The geometries of two objects are

similar if all the shape parameters are identical. If two objects have identical shape parameters and

scale factors, they are called congruent.

Topology describes a set of geometric shapes that exhibit the following attributes (Kinsey,

1993; Smart, 1998; Blackett, 2014): (i) different shapes of the set can be transformed from one

to the other by continuous deformations or homeomorphisms, such as stretching, compression,

torsion and shearing; and (ii) all shapes of the set have the same connectivity (e.g. singly or doubly

connected). Thus, topology does not completely define the specific geometric shape of an object,

but identifies a set of shapes with certain common features. We will next examine the topology

and geometry of local streamline structures.

3.2.2 Local flow streamlines

The fluid particle evolution equation forms the basis of the streamline structure analysis. The

position of a fluid particle in a velocity field evolves according to

dxi
dt

= ui (3.1)

The deformation of infinitesimal material line and area elements (Orszag, 1970a; Monin and Ya-

glom, 2013; Girimaji and Pope, 1990b) can be inferred from this equation. This Lagrangian de-

scription can also be used to describe the shape of streaklines and streamlines in a flow. Using

critical point analysis and first-order Taylor series expansion of the velocity field (Perry and Fair-
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Figure 3.1: Classification of local three-dimensional streamlines into non-degenerate topologies in
Q-R plane (Chong et al., 1990) for incompressible turbulence. The curved solid lines are discrim-
inant D = 0 lines. Reprinted with permission from Das and Girimaji (2020a).

lie, 1975; Perry and Chong, 1987, 1994), the particle trajectory is governed by

dxi
dt

= Aijxj (3.2)

Subject to simplification of a steady flow and spatially uniform velocity gradient field in the im-

mediate vicinity of the free-slip critical point, the solution trajectories from the above equation

represent the local instantaneous streamlines. The streamline structure can be described in differ-

ent levels of details such as (i) topological classification, or (ii) full geometry description.

3.2.3 Topological classification of streamlines

The topological classification of local streamline structure in incompressible flows can be

achieved with only the VG tensor invariants (Chong et al., 1990),

Q = −1

2
AijAji and R = −1

3
AijAjkAki (3.3)
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The R = 0 and the discriminant D = Q3 + (27/4)R2 = 0 lines divide the Q-R plane into

four regions, each representing a topology, as depicted in figure 3.1. These four non-degenerate

three-dimensional topologies are stable focus stretching (SFS), unstable focus compression (UFC),

unstable-node/saddle/saddle (UN/S/S) and stable-node/saddle/saddle (SN/S/S). This classification

groups together streamline shapes that are “topologically equivalent” or geometrically homeomor-

phic. In other words, different shapes related to each other by affine transformations are categorized

as the same topology. A representative streamline shape of each topology, based on a canonical

form of VG tensor, is shown in figure 3.1.

The topological description in the Q-R plane does not uniquely describe the geometric shape

of streamlines. This is best illustrated by the following example of an elliptic (closed) two-

dimensional streamline flow. A VG tensor of the form (Blaisdell and Shari, 1996),

A =

 0 −γ − e

γ − e 0

 where 0 < |e| < |γ| (3.4)

describes local elliptic streamlines in the x1-x2 plane with major axis along the x1 direction. It is

easy to recognize that in terms of VG magnitude (A ≡
√
AijAij) and invariants, the parameters γ

and e are:

γ =

√
1

2
+
Q

A2
, e =

√
1

2
− Q

A2
(3.5)

It may be recalled here that R = 0 for all two-dimensional streamlines. The shape of an ellipse

is defined by the aspect ratio E, which is the ratio of major to minor axes of the ellipse. It can be

shown that the aspect ratio of the elliptic streamlines is (Blaisdell and Shari, 1996):

E =

√
γ + e

γ − e
=

√√√√√
√

1
2

+ Q
A2 +

√
1
2
− Q

A2√
1
2

+ Q
A2 −

√
1
2
− Q

A2

(3.6)

It is evident from equation (3.6) that for the same value of Q, different values of VG magnitude A

results in different aspect ratios (E), i.e. different shapes, of the local streamlines. For example,
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for the same value of Q, A2 = 2Q represents circular streamlines while A2 >> Q represents an

infinitely elongated ellipse. Clearly, Q does not uniquely describe the aspect ratio. On the other

hand the variable

q ≡ Q

A2
(3.7)

uniquely determines the aspect ratio of the ellipse, i.e.

E(q) =

√√√√√
√

1
2

+ q +
√

1
2
− q√

1
2

+ q −
√

1
2
− q

(3.8)

Therefore, in this two-dimensional case, q is the only shape-parameter and it uniquely characterizes

the streamline shape.

The velocity components at any location (x1, x2) on a streamline can be obtained using equa-

tions (3.2) and (3.4) as follows,

u1 = A1kxk = − A√
2

(√
1

2
+ q +

√
1

2
− q
)
x2

u2 = A2kxk =
A√
2

(√
1

2
+ q −

√
1

2
− q
)
x1

(3.9)

Clearly, each of the velocity components scale by a factor of A. Therefore, A only influences the

speed along the streamline, the shape of which is defined by q. From equation (3.9), the major and

minor axis lengths of any given streamline are

Lmaj(A, q) ∝
1

A
×
(√

1

2
+ q −

√
1

2
− q
)−1

Lmin(A, q) ∝ 1

A
×
(√

1

2
+ q +

√
1

2
− q
)−1 (3.10)

If there are two geometrically similar ellipses of same aspect ratio E(q) and different VG magni-
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tudes - A1 and A2, then one can be scaled to the other by the ratio,

Lmaj1(A1, q)

Lmaj2(A2, q)
=
Lmin1(A1, q)

Lmin2(A2, q)
=
A2

A1

(3.11)

Therefore, the scale-factor of an elliptic streamline is inversely proportional to the VG magnitude

A.

This example illustrates that the shape of the ellipse is not uniquely defined byQ as it combines

the streamline shape and scale information. Similarly in three-dimensional flow, the invariants Q

and R can not uniquely define the streamline shape or scale. Any point in the Q-R plane can

represent multiple streamline shapes, which are homeomorphic but not necessarily similar.

3.2.4 Geometric description of streamlines

From equation (3.2), it is evident that all elements of Aij must be known to fully describe local

streamline geometry. The locally linearized velocity vector field is given by,

ui = Aijxj (3.12)

Since a streamline is always tangential to the velocity, the equation of a streamline can be obtained

as follows:

d~s× ~u = 0 where d~s = dx1î+ dx2ĵ + dx3k̂ (3.13)

Here, d~s is the infinitesimal arc-length vector along the streamline. Therefore,

(u3dx2 − u2dx3)̂i+ (u1dx3 − u3dx1)ĵ + (u2dx1 − u1dx2)k̂ = 0 (3.14)

Now, setting each vector component to zero, we obtain the following differential equations:

dx2
dx3

=
u2
u3

=
A2jxj
A3kxk

,
dx3
dx1

=
u3
u1

=
A3jxj
A1kxk

,
dx1
dx2

=
u1
u2

=
A1jxj
A2kxk

(3.15)

The above differential equations can be integrated to obtain the equations describing streamlines.
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Our goal is to derive a geometric description that separates shape and size features. We start

by factorizing the VG tensor A into its magnitude A and normalized VG tensor or VG structure

tensor b (Das and Girimaji, 2019) such that

Aij = Abij (3.16)

We now seek the streamline structure corresponding to the bij-field. We define a local velocity

field given by

u∗i ≡ bijxj (3.17)

The corresponding bij-streamlines are given by,

d~s∗ × ~u∗ = 0 where d~s∗ = dx∗1î+ dx∗2ĵ + dx∗3k̂ (3.18)

where d~s∗ is the infinitesimal arc-length vector along the bij-streamline. Using equations (3.15),

(3.16) and (3.18), we can write the following identities involving Aij- and bij- streamlines.

dx∗α
dx∗β

=
u∗α
u∗β

=
bαixi
bβjxj

≡ Aαkxk
Aβlxl

=
dxα
dxβ

∀ α, β = 1, 2, 3 and α 6= β (3.19)

Thus, all the internal structure features, including ratios of distances and alignments, of Aij- and

bij- streamlines are identical. Therefore, the shape-parameters of the two sets of streamlines must

be the same. It is now clear from equation (3.19) that all the bij-elements are required in order to

determine the streamline shape.

From equations (3.12) and (3.17), at any location (~x = ~x0) of a streamline, it can be shown that

~u = A~x0 = A b~x0 = A~u∗ =⇒ ~u = A~u∗ (3.20)

Therefore, it is clear that the velocities of Aij- and bij- streamlines only differ in magnitude by a

factor of A. As shown for the case of two-dimensional elliptic streamlines, this implies that the
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streamline scale-factor is inversely proportional to A. From the analysis so far, we conclude the

following:

1. The shape features of the streamline geometry are entirely contained in bij .

2. All independent elements of bij are required to completely describe the streamline geometric

shape.

3. The VG magnitude A determines the streamline scale-factor and is inversely proportional to

the scale-factor.

Now we examine the properties of normalized VG tensor (b) in order to understand the shape

characteristics of local streamline geometry. The second and third invariants of b,

q = −1

2
bijbji =

Q

A2
and r = −1

3
bijbjkbki =

R

A3
(3.21)

classify streamline topology as before, and have the added advantage of separating shape from

scale. The other advantage is that bij-elements are bounded as follows:

−
√

2

3
≤ bij ≤

√
2

3
∀ i = j and − 1 ≤ bij ≤ 1 ∀ i 6= j (3.22)

We now seek the smallest set of independent bij-elements or parameters required to characterize

the normalized VG tensor and hence the local streamline shape. The tensor b can be decomposed

into its symmetric and anti-symmetric counterparts as follows

b = s+w , where sij = (bij + bji)/2 and wij = (bij − bji)/2 (3.23)

Here, sij is the normalized strain-rate tensor and wij is the normalized rotation-rate tensor. Since

the orientation of streamlines with respect to the laboratory frame of reference is immaterial for

shape description, the tensor components can be considered in any coordinate system of choice to

simplify geometric shape description. Therefore, for present purposes, b can be expressed in the
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principal frame of s without any loss of generality as

b =


a1 0 0

0 a2 0

0 0 a3

+


0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0

 where a1 ≥ a2 ≥ a3 (3.24)

Here, ai are the normalized strain-rates, i.e. eigenvalues of tensor s. For incompressible flow,

a1(> 0) is the most expansive strain-rate, a3(< 0) is the most compressive strain-rate and a2 can

be positive, negative or zero. The corresponding eigenvectors - ~Ea1 , ~Ea2 and ~Ea3 - are mutually

orthogonal and constitute the principal directions of the symmetric tensor s. Further, ωi are the

components of normalized vorticity vector (~ω) along the strain-rate eigendirections (Note that the

unnormalized vorticity vector is given by 2A~ω). Therefore, these six parameters - a1, a2, a3, ω1, ω2

and ω3 - completely define the normalized VG tensor and thence the geometric-shape of the local

streamlines.

In a previous study, Chakraborty et al. (2005) describe the VG tensor in terms of a scale-factor

and four parameters. In that study, the scale-factor is the largest strain-rate eigenvalue and the four

shape-parameters are relative vorticity magnitude (a), strain-field parameter (ξ) and orientation

angles of vorticity vector with respect to strain-rate eigendirections (θ and φ). Then, they proceed

to reduce the system to three parameters - ||Ω||/||S||, ξ and ψ - that completely determines the

VG tensor eigenvalues, but not the entire geometric shape. Different local streamline geometries

are characterized in the phase space of ||Ω||/||S||-ψ at specific values of ξ. It must be noted that

one of the parameters describing the streamline shapes is unbounded: ||Ω||/||S|| ∈ (0,∞). In the

present study, we seek an alternate framework where all the shape-parameters are mathematically

bounded, thus providing a compact space for characterizing streamline-shapes. The Frobenius

norm of VG tensor (A) is selected as the scale-factor due to its inherent advantage of directly

representing pseudo-dissipation. As described in Das and Girimaji (2019), using A as the scale-

factor also leads to ease of VG tensor modeling.

We begin by reducing the six parameters defining VG tensor in equation (3.24) into the smallest
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independent set. First, we apply the incompressibility condition,

a1 + a2 + a3 = 0 =⇒ a3 = −(a1 + a2) (3.25)

Then, due to normalization of VG tensor, we have,

bijbij = sijsij + wijwij = a21 + a22 + a23 + 2(ω2
1 + ω2

2 + ω2
3) = 1 (3.26)

These constraints reduce the system to a total of four functionally independent parameters, which

completely specify b in the principal frame of s and therefore determine the exact local streamline

shape. It is expeditious to choose the frame-independent invariants, q and r, as two of the four

parameters.

Following the work of Ashurst et al. (1987), which demonstrates a preferential alignment of

vorticity vector with the intermediate strain-rate eigenvector in a turbulent flow field, we choose the

other two parameters to be the intermediate strain-rate eigenvalue a2 and the vorticity component

along the intermediate strain-rate eigendirection |ω2|. From equation (3.21), we have

− 1

2
bijbji =

1

2
(wijwij − sijsij) = q (3.27)

Note that a positive q represents rotation-dominated flow while a negative q represents strain-

dominated flow. Using equations (3.26) and (3.27),

sijsij = a21 + a22 + a23 =
1

2
− q (3.28)

Equations (3.25) and (3.28) can be used to show that:

a1 =
1

2
(−a2 +

√
1− 3a22 − 2q) and a3 =

1

2
(−a2 −

√
1− 3a22 − 2q) (3.29)

Therefore, a1 and a3 may be calculated from the four parameter set. Next, the third invariant in
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equation (3.21) can be expanded as follows

r = −1

3
bijbjkbki = −1

3
(sijsjkski + 3sijwjkwki)

=⇒ r = −a1a2a3 − a1ω2
1 − a2ω2

2 − a3ω2
3

(3.30)

From equations (3.26) and (3.27), we also obtain,

wijwij = 2(ω2
1 + ω2

2 + ω2
3) =

1

2
+ q (3.31)

Solving equations (3.30) and (3.31) leads to:

ω1 = ± 1

2
√

2

√
(1 + 2q − 4ω2

2)− 8a32 + 8r − a2(3− 2q − 12ω2
2)√

1− 3a22 − 2q
= f(q, r, a2, ω2) (3.32)

ω3 = ± 1

2
√

2

√
(1 + 2q − 4ω2

2) +
8a32 + 8r − a2(3− 2q − 12ω2

2)√
1− 3a22 − 2q

= g(q, r, a2, ω2) (3.33)

Equations (3.29), (3.32) and (3.33) exhibit that a1, a3, |ω1| and |ω3| can be completely and

uniquely determined in terms of q, r, a2 and |ω2|, thus completely specifying the tensor b. There-

fore, each combination of q, r, a2 and |ω2| represents a unique geometric shape. These four

quantities are now designated as the shape-parameters.

This four-parameter system is consistent with that of Chakraborty et al. (2005), as previously

mentioned. Each of their four parameters can be expressed in terms of the shape-parameters as

follows:

a ≡ |ω|
2a1

=

√
1 + 2q

2a1
=

√
1 + 2q

−a2 +
√

1− 3a22 − 2q
,

ξ ≡ −2a2
a1

= −2a2
a1

= − 4a2

−a2 +
√

1− 3a22 − 2q
,

θ = cos−1
(

2ω1√
1 + 2q

)
= cos−1

(
2f(q, r, a2, ω2)√

1 + 2q

)
and

φ = tan−1
(
ω3

ω2

)
= tan−1

(
g(q, r, a2, ω2)

ω2

)
(3.34)
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Figure 3.2: Summary of the key points of different frameworks for studying local flow streamline
structure. Reprinted with permission from Das and Girimaji (2020a).

As mentioned earlier, the advantage of the current approach is that the shape is completely defined

in a compact parameter space.

The streamline-shape and its scale-factor together constitute the complete geometry of the local

streamlines. Figure 3.2 summarizes the important distinctions between topological and geometric

descriptions of streamlines.

3.2.5 Kinematic bounds of shape-parameters

We now seek to establish the bounds of the shape-parameters. Let us first determine the bounds

of the invariant parameter q. From equations (3.28) and (3.31), we can write

sijsij =
1

2
− q ≥ 0 and wijwij =

1

2
+ q ≥ 0 (3.35)

leading to

− 1

2
≤ q ≤ 1

2
(3.36)
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Applying the conditions a1 ≥ a2 ≥ a3 in equation (3.29) and solving for a2 in the resulting

inequality equations, we obtain

−
√

1− 2q

12
≤ a2 ≤

√
1− 2q

12
(3.37)

The most expansive strain-rate (a1) is non-negative by definition and attains its maximum value

when a2 is minimum, thus,

0 ≤ a1 ≤
√

1− 2q

3
(3.38)

Similarly, the most compressive strain-rate (a3) has the following bounds,

−
√

1− 2q

3
≤ a3 ≤ 0 (3.39)

From equation (3.31) it is seen that all vorticity components have identical bounds:

|ωi|2 ≤
q

2
+

1

4
=⇒ −

√
q

2
+

1

4
≤ ωi ≤

√
q

2
+

1

4
∀ i = 1, 2, 3 (3.40)

Determining the bounds of the third invariant r is quite involved and the steps are not displayed

here. Substituting the upper bounds of ω1 and ω3 (equation 3.40) into equations (3.32) and (3.33)

and applying the bounds of a2 and |ω2| (equations 3.37 and 3.40) leads to the following inequality:

− 1 + q

3

(
1− 2q

3

)1/2

≤ r ≤ 1 + q

3

(
1− 2q

3

)1/2

(3.41)

This represents the kinematic bounds of r for a given value of q and therefore the boundary of the

realizable region of q-r plane. The extreme values of r occur at q = 0. Therefore, the absolute

bounds of r (also derived by Wang et al. (2014) in a different context) are

−
√

3

9
≤ r ≤

√
3

9
(3.42)
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Equations (3.36), (3.37), (3.40) and (3.41) define the kinematic bounds of the shape-parameters -

q, a2, |ω2| and r. Further constraints may be possible and will be investigated in future work.

3.2.6 Characterization of geometric shape in q-r plane

First, we classify the topologies in q-r space in a manner similar to that in Q-R space (Chong

et al., 1990), as shown in figure 3.3. The r = 0 and discriminant d = q3 + (27/4)r2 = 0 lines

divide the plane into four non-degenerate topology types. A schematic representation of the general

streamline shapes belonging to these topologies are depicted in figure 3.3. The difference here is

that q-r provides a mathematically bounded phase plane and each (q, r) combination represents

a unique streamline shape. For the sake of completeness, we reiterate this classification in the

context of the present framework.

In focal streamlines (d > 0), b has one real (λ2) and two complex conjugate (λ1,3) eigenvalues:

1. Stable focus stretching or SFS streamlines (r < 0 or λ2 > 0) spiral towards a stable focus

while stretching out of the focal plane.

2. Unstable focus compression or UFC streamlines (r > 0 or λ2 < 0) spiral away from the

center while being compressed into the focal plane.

In nodal streamlines (d < 0), b has three distinct real eigenvalues (λ1 > λ2 > λ3) and three

solution planes (not necessarily orthogonal):

3. Stable node/saddle/saddle (SN/S/S) streamlines consist of a stable node (λ2 < 0 or r < 0)

in one plane and saddle nodes in two planes.

4. Unstable node/saddle/saddle (UN/S/S) streamlines consist of an unstable node (λ2 > 0 or

r > 0) in one plane and saddle nodes in two planes.

The focus is now on the complete description of various streamline shapes associated with

different locations in the q-r plane. We examine the streamline shapes at several lines and points

of geometric significance in the q-r plane as marked in figure 3.3. The corresponding streamline
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Figure 3.3: Streamline shapes represented by different points, lines and regions of the q-r plane.
Reprinted with permission from Das and Girimaji (2020a).
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Streamline shape Location in (q,r)
plane

Description Schematic diagram

(a) Elliptic: q > 0, r = 0 λ1,3 = ±iλ, λ2 = 0

(b) Saddle: q < 0, r = 0 λ1,3 = ±λ, λ2 = 0

(c) Pure rotation: q = 1
2
, r = 0 λ1,3 = ±iλ, λ2 =

0, ai = 0

(d) Pure shear: q = 0, r = 0 All λi = 0

(e) Orthogonal saddle: q = −1
2
, r = 0 λ1,3 = a1,3, ~ω = 0

(f) Pure strain: q = −1
2

λi = ai, ~ω = 0

(g)
Stable star-node/
saddle/saddle: left d = 0 line λ2 = λ3 = −λ1

2

(h)
Unstable star-node/
saddle/saddle: right d = 0 line λ1 = λ2 = −λ3

2

(i)
Axisymmetric
compression: q = −1

2
, r = − 1

3
√
6

λ2 = λ3 = −λ1
2

,
~ω = 0

(j)
Axisymmetric
expansion: q = −1

2
, r = 1

3
√
6

λ1 = λ2 = −λ3
2

,
~ω = 0

(k)
Orthogonal stretching
of stable spiral: r = −1+q

3

(
1−2q
3

) 1
2 ~ω aligned with ~Ea1 if

a2 = a3 = −a1
2

(l)
Orthogonal compression
of unstable spiral: r = 1+q

3

(
1−2q
3

) 1
2 ~ω aligned with ~Ea3 if

a1 = a2 = −a3
2

Table 3.1: Description of streamline shapes at points/lines marked in q-r plane in figure 3.3.
Reprinted with permission from Das and Girimaji (2020a).
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shape descriptions are listed in table 3.1, along with a schematic representation of each shape. The

details of the various shapes are further discussed below:

Two-dimensional streamlines: The r = 0 line represents two-dimensional planar flow stream-

lines. At every point along this line the intermediate eigenvalue of b is zero (λ2 = 0) but the

intermediate strain-rate eigenvalue (a2) is not necessarily zero. In the event that the vorticity vec-

tor (~ω) is perfectly aligned with the intermediate strain-rate eigenvector ( ~Ea2), a2 is zero. The

specific shapes at different q values along this line are as follows:

1. Elliptic: Upper half of the r = 0 line represents closed elliptic streamlines or centers (Kaplan

(1958) figure 11-10) with the aspect ratio of the ellipse dependent on the q-value as given in

equation (3.8). Here, b has one real and two purely imaginary eigenvalues (λ2, λ1,3 = ±iλi).

2. Pure-rotation: The top-most point in the plane, (i.e. q = 1/2, r = 0), represents circular

streamlines undergoing pure or solid-body rotation. A pure rotation flow is elliptic flow with

aspect ratio 1. Here, the strain-rate eigenvalues are zero, i.e. a1 = a2 = a3 = 0, and the

normalized VG tensor, b, is only composed of vorticity/rotation rate tensor (w).

3. Pure-shear: The entire q = 0 line represents streamlines with equal contributions of strain

and rotation (sijsij = wijwij). The r = 0 point on this line is of particular significance

since at this point all the eigenvalues of b are zero and therefore it represents only shear

deformation of the local fluid element. The eigenvalues of s and w are individually non-

zero due to the contribution of shear to each of these tensors. Thus, the origin of the q-r

plane represents pure-shear parallel streamlines (Kaplan (1958) figure 11-11).

4. Saddle: Any point on the lower half (q < 0) of the r = 0 line has two real equal and

opposite eigenvalues (λ1,3 = ±λ) of b. These points represent open hyperbolic streamlines,

constituted by a saddle point with compression in one eigendirection and expansion in the

other (Kaplan (1958) figure 11-4). These eigenvectors of b are in general oblique and become

progressively orthogonal as q approaches its lower limit.
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5. Orthogonal saddle: At the bottom-most point (q = −1/2, r = 0) on this line, there is no

vorticity and the two real eigenvectors of b are perpendicular to each other. This results in

a two-dimensional orthogonal saddle with the compressing streamlines perpendicular to the

expanding streamlines.

Pure-strain: The entire bottom-most line (q = −1/2) represents three-dimensional nodal

streamlines with three orthogonal solution planes (b-eigenvectors) of compression and expansion.

This is due to the fact that along this line streamlines have zero vorticity (~ω = 0 and wij = 0)

and thus, b (= s) is a symmetric tensor. The q = −1/2 line, therefore, represents pure-strain

streamlines.

Star-node/saddle/saddle: The zero discriminant lines demarcating the focal streamlines from

nodal streamlines also have a specific streamline shape. At any point on the left d = 0 line, the

tensor b has one positive real eigenvalue, λ1, and two equal negative real eigenvalues, λ2 = λ3 =

−λ1/2. This results in a stable symmetrical node or star-node, i.e. straight streamlines directed

towards the critical point (see Kaplan (1958) figure 11-9a), in one of the three eigenvector planes

and saddles in the other two eigenvector planes. Similarly, on the right d = 0 line, b has two

equal positive eigenvalues, λ1 = λ2 = −λ3/2, thus representing an unstable symmetrical node or

star-node (straight streamlines directed away from the critical point) in one of the solution planes

and saddles in the other two.

Axisymmetric compression/expansion: A special case of the above mentioned shape occurs at

the points of intersection of the d = 0 lines with the pure-strain line, i.e. at the corner points

(q = −1/2, r = ±1/3
√

6) of the q-r plane. Due to the orthogonality of the eigenvector planes,

the bottom-left corner of the plane represents axisymmetric compression accompanied by twice as

strong expansion perpendicular to it, forming an elongated tube-like streamline structure. And the

bottom-right corner represents axisymmetric expansion with twice as strong compression perpen-

dicular to it, forming a flatter disk-like streamline geometry.

Orthogonal focal stretching/compression: Next we emphasize on the significance of the left

and right boundaries of the q-r plane as given by equation (3.41). When r is at its lower bound
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for a given q (left boundary), ~ω is perfectly aligned with the most expansive strain-rate eigenvector

( ~Ea1) provided a1 is equal to its upper kinematic limit for that q value (or a2 is equal to its lower

kinematic limit, implying a2 = a3 = −a1/2). In other words, when:

ω1 = ω =

√
1

4
+
q

2
, ω2 = ω3 = 0 and a2 = −

√
1− 2q

12
(3.43)

solving equation (3.32) yields,

r = −1 + q

3

(
1− 2q

3

)1/2

, (3.44)

which is the left boundary of the q-r plane. This result is important as it will be shown in section

3.4.3 that in a turbulent flow field, a1 achieves its maximum value along the left boundary and

therefore ~ω is indeed most likely aligned with ~Ea1 along the left boundary of the plane. This

line therefore represents SFS streamlines stretching in a direction perpendicular to the plane of

rotation/spiraling. Similarly, the right boundary of the q-r plane represents perfect alignment of ~ω

with the most compressive strain-rate eigenvector ( ~Ea3) provided a3 is at its most negative limit for

a given q value (i.e. a1 = a2 = −a3/2). This line represents UFC streamlines with compression

perpendicular to the focal plane. Again, the DNS data substantiates this result.

It is evident that shape-defining geometric properties, such as strain-rate eigenvalues and align-

ment of vorticity with strain-rate eigendirections, vary in a specific manner across the q-r plane.

There is scope for further characterization of this variation within the non-degenerate topologies

of the q-r plane, which will be pursued in future work.

3.3 Numerical simulation data

Direct numerical simulation (DNS) datasets of incompressible forced homogeneous isotropic

turbulence (FIT) have been used in this study to investigate streamline geometry and scale. Three

different flow cases of Taylor Reynolds numbers, Reλ = 225, 385 and 588 are used for the present

analysis. Further details of the DNS data sets are included in appendix A. All these datasets

are well-resolved and have been used previously to study intermittency, anomalous exponents,

Reynolds number scaling and non-linear depletion (Donzis et al., 2008; Donzis and Sreenivasan,
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2010; Donzis et al., 2012; Gibbon et al., 2014). The spatial derivatives are computed using Fourier

transforms.

DNS data of turbulent channel flow from the Johns Hopkins Turbulence Database (Li et al.,

2008; Lee and Moser, 2015) is also used in this study to examine the universality of small-scale

geometry across different types of turbulent flows. The friction velocity Reynolds number of the

channel flow is

Reτ ≡
uτh

ν
= 5186 (3.45)

where uτ is the friction velocity and h is the channel half-height. Other details about the data set

are presented in appendix A. The velocity field is homogeneous in the stream-wise (x) and span-

wise (z) directions and inhomogeneous in the wall-normal (y) direction. In order to circumvent

averaging over statistically inhomogeneous wall-normal (y) direction, we use data at specific y+

planes, each corresponding to a particular Taylor Reynolds number: y+ = 100 (Reλ = 81), y+ =

203 (Reλ = 110), y+ = 302 (Reλ = 132), and y+ = 852 (Reλ = 182). Data from multiple time

instants are considered to achieve adequate sampling.

3.4 Statistical characterization of local streamline geometry

Four independent shape-parameters - q, r, a2 and |ω2| - determine the local streamline shape

as shown in the previous section. Since the magnitude of vorticity (ω) is a function of q (equation

3.31), we propose a new independent parameter in place of ω2:

cosβ =
ω2

ω
=

ω2√
1
4

+ q
2

(3.46)

Here, β is the angle between vorticity and intermediate eigenvector of strain-rate.

Due to the complexity of illustrating the probability distribution of a four-dimensional state

space (q, r, a2, |cosβ|), joint PDFs of these parameters are presented in two-dimensional phase

planes to exhibit the shape characteristics. Then, we examine the conditional mean scale-factor as

a function of geometric-shape. Finally, the conditional averaged a2 and |cosβ| are investigated in
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the frame-invariant q-r plane.

3.4.1 Probability distribution of geometric shape parameters

The various shape-parameter joint PDFs are plotted in figure 3.4 for the turbulence flow field

of Reλ = 225. We now examine each joint PDF in detail. In what follows, we refer to the region

within kinematic bounds of the phase space as the realizable space.

1. q, r PDF (figure 3.4a): The q-r joint PDF resembles the teardrop shape of Q-R but with a

thicker tail, as previously shown by Das and Girimaji (2019). The distribution exhibits high

density along the right d = 0 or Vieillefosse line (Vieillefosse, 1984; Bikkani and Girimaji,

2007). Such behavior is also observed in the Q-R plane (Soria et al., 1994; Blackburn et al.,

1996; Chong et al., 1998). Joint PDF values as high as 40 occur along the right discrimi-

nant line and decreases monotonically on either side. Nearly 90% of the total distribution

occupies less than half of the total realizable area of the q-r plane.

2. q, |cosβ| PDF (figure 3.4b): The realizable region of q-|cosβ| phase plane is given by

the kinematic bounds: |cosβ| ∈ [0, 1] and q ∈ [−1/2, 1/2]. The upper and lower bound-

aries represent pure rotation and pure strain respectively. The right boundary (|cosβ| = 1)

represents perfect alignment of vorticity with the intermediate strain-rate eigenvector while

|cosβ| = 0 represents orthogonality between the two. The joint PDF demonstrates that

the highest probability of occurrence is when the vorticity vector is perfectly aligned with

the intermediate strain-rate eigenvector, consistent with the findings of Ashurst et al. (1987)

and other alignment studies in the literature. The joint PDF further shows that in rotation-

dominated streamlines, vorticity is likely to better align with the intermediate strain-rate

eigenvector.

3. q, a2 PDF (figure 3.4c): The q-a2 plane is bounded within a parabolic realizable domain

(equation 3.37). If a2 < 0, then expansion (a1) is the strongest strain-rate while a2 > 0

implies the strongest strain-rate is compression (a3). The q-a2 probability distribution is

more dispersed than other phase spaces, covering a large part of the total realizable area.
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(a) (b)

(c) (d)

(e) (f)

Figure 3.4: Joint PDF of (a) q-r (b) q-|cosβ| (c) q-a2 (d) a2-r (e) a2-|cosβ| (f) |cosβ|-r for Reλ =
225. Dashed line marks the boundary of the realizable region of the phase plane. Thick red line
marks the contour level that includes 90% of the field. Reprinted with permission from Das and
Girimaji (2020a).
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It is clear that the intermediate strain-rate eigenvalue (a2) is highly likely to be positive, in

agreement with the results of Kerr (1987) and Ashurst et al. (1987). The highest probability

is around a2 ≈ 0.15 and q ≈ 0. Furthermore, the intermediate strain-rate is likely to be more

expansive in the strain-dominated streamlines than in the rotation-dominated streamlines.

4. a2, r PDF (figure 3.4d): This figure suggests that a turbulent flow field is highly likely to

have unstable topologies, i.e. diverging streamlines directed away from the critical point

(r > 0), with expansive intermediate strain-rate (a2 > 0). The peak value of the PDF occurs

at a2 = 0 and r = 0, which further indicates that nearly planar or two-dimensional local

geometries are highly probable. The PDF contour value is high along the a2 = 2.17r line.

5. a2, |cosβ| PDF (figure 3.4e): The a2-|cosβ| plane has a rectangular realizable region with

the kinematic bounds of −1/
√

6 ≤ a2 ≤ 1/
√

6 (from equation 3.37) and 0 ≤ |cosβ| ≤ 1.

This joint PDF reinforces the previous observations that the local streamlines in turbulence

are most likely to have positive intermediate strain-rate while vorticity is most aligned with

the intermediate strain-rate eigendirection.

6. |cosβ|, r PDF (figure 3.4f): The top and bottom boundaries of this phase plane represent

alignment and orthogonality of vorticity with intermediate strain-rate eigen vector. The left

and right boundaries are obtained numerically from the DNS data set. The probability dis-

tribution is highly concentrated around |cosβ| = 1, r = 0 with a very high PDF value of 90

- maximum among all the phase spaces. This reaffirms that vorticity is most aligned with

intermediate strain-rate eigen direction in nearly planar streamlines. The PDF value reduces

nearly symmetrically with increase in r magnitude on either side of the r = 0 line.

The joint distributions of shape-parameters at Reλ = 385, 588 (not presented separately) are

nearly identical to that of Reλ = 225. Therefore, not only q-r, but all the other shape-parameters

exhibit “universal" distributions in high Reynolds number turbulence.
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(a) (b)

(c) (d)

(e) (f)

Figure 3.5: Conditional mean 〈A2|x, y〉/〈A2〉 in (a) q-r (x = r,y = q) (b) q-|cosβ| (c) q-a2 (d)
a2-r (e) a2-|cosβ| (f) |cosβ|-r planes for Reλ = 225. Reprinted with permission from Das and
Girimaji (2020a).
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3.4.2 Scale-factor in shape-parameter space

The scale-factor of a given streamline shape is defined by the Frobenius norm of VG tensor,

A =
√
AijAij , as shown in section 3.2.4. Higher magnitude A implies a smaller length-scale

of the streamlines. Average VG magnitude squared 〈A2〉 increases monotonically with Reynolds

number (Yeung et al., 2018; Buaria et al., 2019). Thus, scale-factor strongly depends on Reynolds

number. The distribution of streamline geometric shape, on the other hand, is nearly invariant

with Reynolds number (section 3.4.1). We now examine the dependence of scale-factor on shape.

Figure 3.5 shows the conditional mean distribution of A2, normalized by global mean 〈A2〉, in the

phase planes of shape-parameters. The primary observations from these figures are summarized

below.

1. Figure 3.5 (a-c) indicates that the highest conditional mean VG magnitude or smallest scale-

factor values occur when q ≈ 1/2 (pure-rotation streamlines) and decreases progressively as

q decreases.

2. Figure 3.5 (c-e) suggests that A2 tends to be high when intermediate strain-rate eigenvalue

is positive and in the range, a2 ∈ (0, 0.2).

3. VG magnitude is the highest when r is in the slightly negative range as shown in figure 3.5

(a,d,f). This represents stable converging streamlines directed towards the critical point.

4. Figure 3.5 (b,e,f) illustrates that conditional mean A2 is the highest when |cosβ| ≈ 1, i.e.

vorticity is aligned with the intermediate strain-rate eigen direction. Furthermore, the VG

magnitude tends to decrease monotonically with |cosβ| provided q > 0, a2 > 0 and r is

slightly negative.

5. The conditional average in q-r plane (figure 3.5 a) further shows that in rotation-dominated

streamlines (q > 0), A2 is high along a curved line slightly to the left of the r = 0 line,

representing nearly planar SFS streamlines. While in the strain-dominated streamline shapes
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(q < 0), A2 is high along the right discriminant line, with a slight preference towards the

sheet-like UN/S/S streamline shapes.

6. If a2 < 0, then the VG magnitude increases monotonically with a2 irrespective of vorticity-

strainrate alignment (see figure 3.5 e).

For the sake of completeness, the conditional averages of the shape-parameters (q, r, a2 and

|cosβ|) are plotted as a function of scale-factor (A2/〈A2〉) in figure 3.6. These results succinctly

summarize the above-mentioned findings: (a) q > 0 at high A2, (b) r has negligible variation with

respect to magnitude, except for a slight tendency to be negative at high A2, (c) a2 exhibits a small

positive conditional average at nearly all magnitudes, and (d) ~ω is most aligned with intermediate

strain-rate eigenvector at high A2.

3.4.3 Projection of geometric-shape on q-r plane

It is of interest to examine the internal alignment properties as a function of the invariants. The

conditional mean intermediate strain-rate eigenvalue (a2) in the q-r plane (figure 3.7 a) shows that

a2 is strongly positive along the densely populated right discriminant line, resulting in a positive

global average of a2 (Ashurst et al., 1987). In the nodal streamline region of the q-r plane, a2 shows

negligible dependence on q and a monotonic increase with r. At any q value, a2 is minimum

(most negative) along the left boundary and maximum (most positive) along the right boundary

of the plane. As mentioned before, minimum a2 for a given q implies that a1 is maximum for

that q. Thus, the left boundary represents SFS streamlines with the maximum possible expansive

strain-rate a1. Similarly, the right boundary of the q-r plane represents UFC streamlines with the

maximum possible compressive strain-rate a3.

As shown in section 3.2.6, the vorticity vector (~ω) is aligned with the most expansive strain-rate

eigenvector at the left boundary and with the most compressive strain-rate eigenvector at the right

boundary (figure 3.7 b). The conditional mean |ω1| and |ω3| in the q-r plane (not presented) for

the DNS datasets further reaffirms this result. Thus, the left boundary of the q-r plane represents

orthogonal stretching of stable spiral and the right boundary represents orthogonal compression
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(a) (b)

(c) (d)

Figure 3.6: Conditional average of shape-parameters (a) q, (b) r, (c) a2 and (d) |cosβ| conditioned
on VG magnitude (A2/〈A2〉) for Reλ = 225 case. The x-axes are in log-scale and the y-axes are
limited by the kinematic bounds of the corresponding shape parameter. Reprinted with permission
from Das and Girimaji (2020a).
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(a) (b)

Figure 3.7: Conditional average of (a) intermediate strain-rate: 〈 a2 |q, r〉 and (b) angle of align-
ment between vorticity and intermediate strain-rate eigenvector: 〈 |cosβ| |q, r〉. Reprinted with
permission from Das and Girimaji (2020a).

of unstable spiral.

Figure 3.7 (b) further shows that ~ω is most likely to be aligned with the intermediate strain-

rate direction in the region around r = 0 line for q > 0 and along the densely populated right

discriminant line for q < 0. Assuming perfect alignment along the right d = 0 line, i.e.

ω2 ≈
√

1

4
+
q

2
when r2 +

4

27
q3 = 0 , q ≤ 0 (3.47)

and solving equations (3.29) and (3.30), we obtain the following solution for a2 along the right

d = 0 line,

a2 ≈
√
−q/3 (3.48)

This analytical expression of a2 agrees reasonably well with the conditional mean a2 values along

the right d = 0 line in figure 3.7 (a).
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(a) (b)

(c)

Figure 3.8: Isocontour lines of q-r joint PDF of (a) forced isotropic turbulent (FIT) flow at Reλ =
225, 385, 427, 588, (b) turbulent channel flow atReλ = 81, 110, 132, 183, and (c) FIT atReλ = 225
and turbulent channel flow at Reλ = 183.
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3.4.4 Universality of geometric shape

It is evident from the previous subsection that both a2 and ω2 have a unique trend in the q-r

plane, which is similar in a broad range of Reynolds number. Therefore, we expect to be able to

express a2 and ω2 as approximate functions of (q, r). In doing so, we reduce the overall shape-

parameter space to only two dimensions, i.e. q, r phase plane. We now test the universality of

geometric shape in different types of turbulent flows - forced isotropic turbulence and turbulent

channel flow - at different Reynolds numbers. The q-r joint PDFs of forced isotropic turbulence

at Reλ = 225, 385, 427 and 588 are plotted in figure 3.8(a). These joint PDFs are nearly invariant

with Reλ. The q-r joint PDFs for turbulent channel flow at different y+ locations, corresponding

to Reλ = 81, 110, 132 and 183, are shown in figure 3.8(b). In this case, the PDF has a slight

dependence on Reynolds number. However, the variation is very negligibly small. The q-r joint

PDFs of forced isotropic turbulence and turbulent channel flow at the closest available Reynolds

numbers (Reλ = 225 & 183, respectively) are compared in figure 3.8(c). Clearly, the q-r joint

PDFs of the two different types of turbulent flows are nearly identical, particularly in the densely

populated regions of the plane. This result is a strong evidence of universality of small-scale

geometry in turbulent flows at sufficiently high Reynolds numbers.

3.5 Summary and conclusions

The study provides a description of the local streamline geometry by separating geometric-

shape and scale-factor of the streamlines and characterizes their statistics in turbulent flows. This

work is composed of two parts. In the first part, a complete description of the local streamline

geometry is developed in terms of geometric-shape and scale-factor. It is established that the nor-

malized VG tensor bij completely determines the streamline shape while the scale of the streamline

structure depends on VG magnitude A (inversely). Geometric-shape is characterized by only four

shape-parameters - q, r, a2 and |ω2|. The study further demonstrates that the frame-invariant shape-

parameters q and r constitute a bounded phase-space with unique specification of streamline shape

and therefore, provide a useful platform to study VG dynamics.

67



In the second part of this work, DNS data of forced isotropic turbulence is employed to in-

vestigate the statistical distribution of streamline shape and scale features in turbulence. It is

demonstrated that the probability distribution of local streamline shape in this four-dimensional

shape-parameter space is invariant with Reynolds number for Reλ > 200. The PDFs reaffirm that

the streamlines are most likely to have positive intermediate strain-rate and vorticity aligned with

the intermediate strain-rate eigen direction. Furthermore, DNS data reveals that the VG magnitude

is highest (streamline scale-factor is smallest) in stable streamlines undergoing nearly pure rota-

tion with vorticity vector along positive intermediate strain-rate. Finally, the comparison between

the q-r joint PDFs of isotropic turbulence as well as turbulent channel flow, reveals the universal-

ity of small-scale geometry across different types of turbulent flows at sufficiently high Reynolds

numbers.
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4. TRIPLE DECOMPOSITION OF VELOCITY GRADIENT TENSOR INTO SHEAR,

ROTATION, AND NORMAL STRAIN

4.1 Introduction

The velocity gradient (VG) dynamics and small-scale behavior of turbulence have largely been

investigated in literature by decomposing the velocity gradient tensor (Aij = ∂ui/∂xj) into sym-

metric (strain-rate tensor, Sij) and anti-symmetric (rotation-rate or vorticity tensor, Wij) parts:

Aij = Sij +Wij where Sij =
1

2
(Aij + Aji) , Wij =

1

2
(Aij − Aji) (4.1)

This decomposition has led to important insight into small-scale intermittency (Sreenivasan and

Antonia, 1997; Yeung et al., 2018; Buaria et al., 2019), intense structures in turbulence (Sanada

et al., 1991; Hosokawa et al., 1997; Jimenez and Wray, 1998; Moisy and Jiménez, 2004) and local

streamline geometry (Ashurst et al., 1987; Kerr, 1987; Lüthi et al., 2009). However, recent studies

(Kolář, 2007; Gao and Liu, 2019; Nagata et al., 2019) have shown that strain-rate and vorticity

do not clearly identify the presence of normal-straining and rigid-body-rotation of the fluid. The

presence of shear in both strain-rate and vorticity often obscures our understanding of some of the

fundamental phenomena in turbulence. The purpose of this work is to revisit some of the prominent

results of small-scale turbulence by segregating the role of normal-strain, shear and pure rotation

in fluid motions. Reinterpretation of the classical results leads to further clarity and deeper insight

into velocity gradient behavior in turbulence.

The triple decomposition in this study partitions the local velocity gradients into three elemen-

tary constituent transformations - normal strain, rigid-body-rotation and pure shear (figure 4.1).

The normal strain-rate tensorNij is a diagonal tensor that represents the compression and extension

Reprinted with permission from: Das, R., and Girimaji, S. S. (2020). Revisiting turbulence small-scale behavior
using velocity gradient triple decomposition. New Journal of Physics, 22(6), 063015. Copyright 2021 IOP Publishing.
(Das and Girimaji, 2020b)
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of the fluid element in different directions in a volume-preserving manner. The rigid-body-rotation

tensor Rij is an anti-symmetric tensor that represents pure-rotation of the fluid element by a cer-

tain angular velocity. The shear tensor Hij is a lower triangular tensor containing the transverse

gradients of velocity components that represent shearing of the fluid element.

Kolář (2007) presented a procedure for triple decomposition of the VG tensor by extracting the

pure-shearing motion from the swirling action of vorticity. The method comprises of determination

of a so-called basic reference frame among all possible frame rotations, which is computationally

very expensive for a three-dimensional flow field. This technique has been used for vortex-structure

identification and investigation of internal shear layers in wall-bounded flows (Eisma et al., 2015;

Šístek et al., 2012; Maciel et al., 2012). It has recently been used for investigating regions of strong

shearing or rotation and detecting internal shear layer in homogeneous isotropic turbulence at Tay-

lor Reynolds numbers, Reλ = 27 and 140 (Nagata et al., 2019). Aside from Kolář’s method, Gao

and Liu (2019) formulated a “Rortex"-based VG tensor decomposition for locally fluid-rotational

points (VG tensor has complex eigenvalues) in a turbulent flow field. This method (Tian et al.,

2018) of separating the rigid-body-rotation (Rortex) from shear in vorticity is computationally

more viable and has been employed in some studies (Dong et al., 2019; Li et al., 2019; Gui et al.,

2019; Arun et al., 2019) for investigation of coherent vortex structures in turbulent flows. In an-

other recent study, Keylock (2017) presented a decomposition of the VG tensor into normal and

non-normal tensors such that the non-normal counterpart represents the local effects of shear.

The goal of this study is to examine velocity gradient statistics in turbulence using the de-

composition of VG tensor into normal-strain-rate, rigid-body-rotation and pure-shear tensors. We

revisit certain important velocity gradient behavior and characterize them in terms of Nij , Rij and

Hij . The specific objectives of this study are as follows:

1. Develop a triple decomposition strategy valid for the entire flow field by combining the

above-mentioned proposals of Gao and Liu (2019) and Keylock (2017) and derive important

kinematic characteristics of the various constituents.

2. Characterize the local streamline shapes in terms of normal-strain, pure-shear and rigid-
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body-rotation tensors in the phase space of VG tensor invariants.

3. Establish the contribution of different velocity gradient constituents in a turbulent flow field

as a function of Reynolds number. Recall that the average strain-rate and vorticity contribu-

tions are approximately equal in an isotropic flow field.

4. Examine the velocity gradient constituents conditioned on magnitude at high Reynolds num-

bers to gain insight into intermittency. It is generally believed that vorticity magnitude or

enstrophy is more intermittent than strain-rate magnitude or dissipation (Yeung et al., 2018;

Buaria et al., 2019).

5. Analyze the behavior of the pressure field as a function of the velocity gradient constituents.

6. Examine the alignment properties of the local rigid-body-rotation axis.

The triple decomposition presented in the study can further our understanding of several aspects

of velocity gradient dynamics in turbulent flows: (i) the local-structure of flow field in regions of

intermittency; (ii) clear distinction between solid-body rotation and vorticity; and (iii) relation

between pressure and velocity gradient fluctuations. Such understanding is of intrinsic scientific

value and can also lead to improved modeling of sub-grid constitutive relations, material element

deformation (Orszag, 1970a; Girimaji and Pope, 1990b) and mixing enhancement (Ottino et al.,

1989; Ottino, 1990; Girimaji, 1994; Danish et al., 2016).

The next section of this work outlines the procedure for triple decomposition of VG tensor,

followed by a comprehensive description of the properties of its constituents and its implication in

local streamline geometry. In the third section, details about the DNS datasets of forced isotropic

turbulence are briefly discussed. The results are illustrated in the fourth section – velocity gra-

dient composition of a turbulent flow field is examined in detail along with its Reynolds number

dependence, followed by investigation of the pressure field conditioned on velocity gradient con-

stituents and examination of the alignment properties of the rotation axis in high Reynolds number

turbulence. Finally, the important findings of this study are summarized in the conclusions section.
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(a) (b) (c)

Figure 4.1: Two-dimensional example of fluid element deformation due to (a) normal-strain-rate
tensor, (b) shear tensor, and (c) rigid-body-rotation tensor. Reprinted with permission from Das
and Girimaji (2020b).

4.2 Triple decomposition of VG tensor

The additive decomposition of the VG tensor (A) into normal-strain-rate tensor (N ), pure-

shear tensor (H) and rigid-body-rotation-rate tensor (R) is given by

Aij = Nij +Hij +Rij (4.2)

The Nij , Hij and Rij tensors represent normal-straining, pure-shearing and rigid-body-rotation of

a fluid element, respectively. These transformations are illustrated with some elementary examples

in figure 4.1 for reference. The decomposition entails considerable level of effort and the technique

is different for a fluid element undergoing rigid-body-rotation (R 6= 0) and one that has no rotation

component (R = 0). The former is called local fluid rotational while the latter is referred to as local

fluid non-rotational (Tian et al., 2018) in the rest of this work. In this section, we first outline the

decomposition procedure for the two cases. Then we proceed to establish the kinematic properties

of the constituent tensors, including the streamline shapes of local fluid motion corresponding to

each tensor.
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4.2.1 Decomposition procedure

If A has two complex conjugate eigenvalues (λcr ± iλci) and one real eigenvalue (λr), then it

represents locally rotational flow. On the other hand, if A has only real eigenvalues (λ1, λ2, λ3),

it implies that the flow is locally non-rotational. Our procedure combines two different proposals

in literature for rotational and non-rotational parts of the flow field. The procedure of VG tensor

decomposition for both the cases are now discussed in detail.

4.2.1.1 Rotational case

For the rotational case, we follow the VG tensor decomposition procedure outlined by Gao and

Liu (2019). This method involves two coordinate-frame rotations to obtain the VG tensor in the

desired lower block triangular form for decomposition. The steps are listed below:

1. First we identify the rotation axis (~r), which is the eigenvector of the real eigenvalue of A.

Then the coordinate frame is rotated such that the Z-axis of the new frame is aligned with ~r.

The VG tensor in this new coordinate frame is given by

A′ = QAQT (4.3)

where,Q is a proper rotation matrix obtained from real Schur decomposition ofA as shown

by Liu et al. (2018).

2. Next, the coordinate frame is further rotated about the Z-axis, i.e. in the XY -plane, by

an azimuthal angle θ. This angle θ is chosen such that the angular velocity of the fluid is

minimum. The VG tensor in this new coordinate frame (A∗) is then given by

A∗ = PA′P T where P =


cos θ sin θ 0

−sin θ cos θ 0

0 0 1

 (4.4)

is also a proper rotation matrix.
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These steps result in the VG tensor in a rotated coordinate frame such that it is of the form

A∗ =


λcr −φ 0

φ+ s3 λcr 0

s2 s1 λr

 (4.5)

The VG tensor is then decomposed into the following constituent tensors,

A∗ = N +H +R where

N =


λcr 0 0

0 λcr 0

0 0 λr

 , H =


0 0 0

s3 0 0

s2 s1 0

 , R =


0 −φ 0

φ 0 0

0 0 0

 (4.6)

We define N as the normal-strain-rate tensor, which is a diagonal tensor containing the real parts

of eigenvalues of VG tensor. Here, λcr is the real part of the complex conjugate eigenvalues of

A and λr is the only real eigenvalue of A. The tensor N represents the normal compression and

expansion of the fluid element along different directions. It must be noted that the volume of the

fluid element is preserved. Incompressibility imposes the following condition:

λr = −2λcr (4.7)

The tensor H represents the pure shearing deformation of the fluid element. The shear tensor is a

lower triangular tensor with three elements - s1, s2 and s3 - that constitute the transverse gradients

of velocity components. The s3 component represents shearing within the plane of rigid-body-

rotation and is non-negative by definition (Gao and Liu, 2019). Moreover, the eigenvalues of such

a tensor are zero. Finally, the rigid-body-rotation tensor R is an anti-symmetric tensor depending

on only one unknown, φ. The tensor represents pure-rotation of the fluid element with an angular
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velocity given by φ. The rotational strength is defined as twice the value of this angular velocity

of the fluid element (R̃ ≡ 2φ). The rotation axis, ~r, lies along the axial vector of the rigid-body-

rotation tensor. Thus, the Rortex vector is given by (Gao and Liu, 2019),

~R = R̃~r = 2φ~r (4.8)

The rigid-body-rotation tensor has one zero and two purely imaginary eigenvalues (±iφ). Note

that this additive triple decomposition of the VG tensor is in the principal frame of the normal-

strain-rate tensor.

4.2.1.2 Non-rotational case

In this case, we use Schur decomposition to segregate the normal-strain-rate tensor from the

shear tensor, as the rigid-body-rotation is identically zero. In a previous study, Keylock (2017)

segregated the effect of shear from the VG tensor by performing complex Schur decomposition,

which however results in complex component tensors. In this study, we use real Schur decompo-

sition for locally non-rotational points in the flow. Since A contains only real eigenvalues in this

case, it can be transformed into an upper triangular tensor by real Schur decomposition:

A† = Q∗TAQ∗ (4.9)

such that A† is a real upper triangular tensor which can now be decomposed into a diagonal

(normal) tensor and a strictly upper-triangular (non-normal) tensor. Here, Q∗ is an orthogonal

matrix responsible for coordinate transformation of the VG tensor from A to A†. In order to be

consistent with the lower triangular form of the shear tensor obtained in the triple decomposition

method for the rotational case, we perform real Schur decomposition of the VG tensor transpose

(AT )

A∗∗ = QTATQ (4.10)

75



Then, the transpose of the resulting tensor yields

A∗ = A∗∗T = QTAQ (4.11)

where A∗ is the Schur decomposition of A in lower triangular form. Now, the VG tensor can be

decomposed into the following normal and non-normal tensors

A∗ = N +H where

N =


λ1 0 0

0 λ2 0

0 0 λ3

 , H =


0 0 0

s3 0 0

s2 s1 0

 (4.12)

Here,N is the normal tensor, i.e. a diagonal tensor containing the eigenvalues ofA. It is therefore

referred to as the normal-strain-rate tensor and reflects the compression and expansion that the fluid

element undergoes along different directions. In order to ensure that the VG tensor decomposition

is unique, the ordering of diagonal elements of the normal-strain-rate tensor is fixed to λ1 ≥ λ2 ≥

λ3. This tensor consists of only two unknowns due to the incompressibility condition,

λ1 + λ2 + λ3 = 0 (4.13)

The lower triangular tensor H is the non-normal tensor containing information about the eigen-

vectors ofA. This tensor consists of three independent elements representing shearing of the fluid

element in three orthogonal planes and is therefore, referred to as the shear tensor.

The VG tensor decomposition in both rotational and non-rotational cases are considered in the

principal frame of N . In the remaining sections of this work, the VG tensor will be used in this

coordinate frame for convenience and will be represented byA. The results presented in this study

are frame invariant and do not depend on the coordinate frame of reference.
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4.2.2 Properties of VG tensor constituents

The shear tensor can be further divided into symmetric (HS) and anti-symmetric (HW ) coun-

terparts:

HS =
1

2
(H +HT ) and HW =

1

2
(H −HT ) (4.14)

The symmetric-shear tensor along with the normal-strain-rate tensor recovers the strain-rate tensor

while the anti-symmetric-shear tensor along with the rigid-body-rotation tensor constitutes the

rotation-rate or vorticity tensor, i.e.

S = N +HS and W = HW +R (4.15)

It is evident that shear contributes to vorticity as well as strain-rate. In this subsection, we first

describe the composition of velocity gradient magnitude based on the VG tensor decomposition.

Next, we characterize the local streamline shape associated with each of these velocity gradient

constituents in the phase plane of VG tensor invariants.

4.2.2.1 Composition of velocity gradient magnitude

In terms of strain-rate and rotation-rate, velocity gradient magnitude (Frobenius norm squared:

A2 = AijAij) can be written as:

A2 = S2 +W 2 (4.16)

where S2 = SijSij is strain-rate magnitude related to dissipation (νS2) and W 2 = WijWij is

vorticity magnitude or enstrophy. The triple decomposition of VG tensor results in the following

expression for magnitude:

AijAij = NijNij +HijHij +RijRij + 2RijHij (4.17)

which can be restated as

A2 = N2 +H2 +R2 + 2RH (4.18)
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where N2 = NijNij , H2 = HijHij and R2 = RijRij are defined as the magnitudes (Frobe-

nius norm squared) of normal-strain-rate, shear and rigid-body-rotation tensors, respectively. For

locally fluid rotational case (equations 4.6 and 4.7), these are of the form

N2 = 6λ2cr , H2 = s21 + s22 + s23 , R2 = 2φ2 (4.19)

and for the fluid non-rotational case (equations 4.12 and 4.13), these constituent magnitudes are of

the form

N2 = 2(λ21 + λ22 + λ1λ2) , H2 = s21 + s22 + s23 , R2 = 0 (4.20)

The termRH = RijHij is defined as the correlation term between theR andH tensors. The other

possible correlation terms such as NijHij and NijRij are identically zero since N is a diagonal

matrix while both H and R are hollow matrices (all diagonal elements are zero). Using equation

(4.6) it can be shown that the shear-rotation correlation term, which exists only if the flow is locally

rotational, is given by,

2RH = 2RijHij = 2φs3 (4.21)

Therefore, the shear-rotation correlation term contributing to velocity gradient (VG) magnitude

depends only on the rigid-body-rotation strength (2φ) and the component of shear that is in the

plane of rigid-body-rotation (s3). Since both φ and s3 are non-negative (Gao and Liu, 2019) by

definition, 2RH ≥ 0.

In order to measure the contribution of each component toward VG magnitude, we normalize

these magnitudes by the local VG magnitude

n2 ≡ N2

A2
, h2 ≡ H2

A2
, r2 ≡ R2

A2
, 2rh ≡ 2RH

A2
(4.22)

Then, the normalized normal-strain, shear and rigid-body-rotation magnitudes have the following

bounds,

0 ≤ n2 ≤ 1 , 0 ≤ h2 ≤ 1 , 0 ≤ r2 ≤ 1 (4.23)
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It can be shown using equation (4.6) that the normalized correlation term 2rh have more restricted

bounds, i.e.

0 ≤ 2rh ≤ 1√
2 + 1

≈ 0.41 (4.24)

A detailed proof of the above result is included in Appendix B.

As shown previously in equation (4.15), the shear tensor contributes to both S as well as W

in the form of its symmetric (HS) and anti-symmetric (HW ) counterparts, respectively. Since the

shear tensor is a lower triangular tensor, the symmetric-shear and anti-symmetric-shear tensors are

of the form

HS =


0 s3/2 s2/2

s3/2 0 s1/2

s2/2 s1/2 0

 and HW =


0 −s3/2 −s2/2

s3/2 0 −s1/2

s2/2 s1/2 0

 (4.25)

The magnitudes ofHS andHW are equal since,

H2
S = H2

W =
1

2
(s21 + s22 + s23) =

H2

2
(4.26)

Therefore, the shear-magnitudeH2 is divided equally between strain-rate and vorticity magnitudes.

From equation (4.15) and equation (4.26), we then obtain

S2 = N2 +
H2

2
, W 2 = R2 + 2RH +

H2

2
(4.27)

It may be noted that vorticity has an additional dependence on shear via the shear-rotation correla-

tion term.

The occurrence of extreme values of A2 is critical in the investigation of turbulence intermit-

tency. The primary goal of this study is to examine the contribution of normal-strain-rate, shear

and rigid-body-rotation towards the overall VG magnitude and its relation with the pressure field.
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4.2.2.2 Invariants and local streamline geometry

In this subsection, we revisit local streamline topology and geometry using triple decomposi-

tion of VG tensor. The topology of local streamlines in incompressible turbulent flows is defined

by the second and third invariants of VG tensor as proposed by Chong et al. (1990),

QA = −1

2
AijAji , RA = −1

3
AijAjkAki (4.28)

In the fluid rotational case, the invariants can be expressed in terms of VG tensor constituents

(applying equations 4.6 and 4.7) as follows,

QA = −3λ2cr + φ2 + φs3 =
1

2
(R2 + 2RH −N2)

RA = 2λcr(λ
2
cr + φ2 + φs3) = λcr

(
N2

3
+R2 + 2RH

) (4.29)

It is important to note here that the invariants do not depend on the components of shear outside the

plane of rigid body rotation, i.e. s1 and s2. Therefore, the topology of locally rotational streamlines

can be expressed as a function of normal-strain-rate eigenvalues, rigid-body-rotation strength and

the component of shear within the plane of rigid-body-rotation. The invariants of each of the

constituent tensor (N ,R andH ) are given by,

QN = −3λ2cr, QR = φ2, QH = 0

RN = −2λ3cr, RR = 0, RH = 0

(4.30)

In the fluid non-rotational case (applying equations 4.12 and 4.13), the VG tensor invariants are

given by

QA = −(λ21 + λ22 + λ1λ2) = −N
2

2

RA = λ1λ2(λ1 + λ2) = −λ1
(
N2

2
− λ21

) (4.31)
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In this case, both QA and RA are functions of only the normal-strain-rate tensor and do not depend

on the shear tensor at all. In fact, invariants of the constituent tensorsN andH are given by

QN = QA, QH = 0

RN = RA, RH = 0

(4.32)

Therefore, the topology of locally non-rotational streamlines depends only on the normal strain-

rate tensor.

Topology, however, only provides information about the connectivity of a geometric shape.

The complete geometric shape, as shown by Das and Girimaji (2019, 2020a), is better represented

in the bounded phase space of normalized VG tensor invariants given by,

q =
QA

A2
, r =

RA

(A2)
3
2

(4.33)

Note that these normalized invariants depend on all the shear components due to the normalization.

Thus, shear might not be as critical in determining the topology of the local flow but it is important

in determining its complete geometric shape. We now examine the shape of the local streamline

geometry associated with the different velocity gradient tensor components N , H and R in the

q-r plane.

Degenerate geometries: These are the limiting cases, illustrated in figure 4.2 (a), that represent

a point or a line in the q-r plane. These degenerate shapes are discussed below:

1. Pure-rotation (A = R; N = H = 0): The top-most point in the plane (r = 0, q = 1/2)

represents an anti-symmetric VG tensor with one zero and two purely imaginary eigenval-

ues. This results in pure rigid-body-rotation of the fluid element or locally planar circular

streamlines.

2. Pure-shear (A = H;N = R = 0): The lower triangular tensorH has zero second and third

invariants by its definition. Therefore, the origin of the q-r plane represents pure shearing of

the fluid element.
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(a)

(b)

Figure 4.2: Local streamline shapes and composition of VG tensor in different points/regions of
the q-r plane: (a) degenerate cases (b) non-degenerate cases. Reprinted with permission from Das
and Girimaji (2020b).
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3. Normal-straining (A = N ; R = H = 0): The q = −1/2 line or bottom-most boundary of

the plane constitutes the case when the VG tensor itself is a normal matrix. This represents

pure stretching/compression of the fluid element in three orthogonal directions.

4. Rotation and shear (A = R + H; N = 0): The upper half (q > 0) of the r = 0 line

represents VG tensor with zero normal-strain-rate tensor. The VG tensor here has one zero

and two purely imaginary eigenvalues, resulting in planar closed circulating streamlines that

are elliptic in shape due to the presence of shear. In the absence of shear, the streamlines are

purely circular (at q = 1/2).

5. Normal-strain and rotation (A = N +R; H = 0): The shear tensor is zero at the left and

right boundaries of the plane given by (Das and Girimaji, 2020a)

r = ±
(

1 + q

3

)(
1− 2q

3

)1/2

(4.34)

The left boundary of the plane represents rigid-body-rotation about the expansive normal-

strain-rate eigenvector while the right boundary represents rigid-body-rotation about the

compressive normal-strain-rate eigenvector, both in the absence of any shear. This implies

locally stable/unstable spiraling streamlines stretching/compressing perpendicular to its fo-

cal plane.

Non-degenerate geometries: figure 4.2 (b) illustrates the four non-degenerate geometries cover-

ing the area of the q-r plane and the corresponding VG tensor decomposition. These are discussed

below:

1. Rotational geometries (A = N+R+H): Above the zero discriminant (d = q3+(27/4)r2 =

0) lines the VG tensor has complex eigenvalues and the flow is locally rotational. All three

constituent tensors are in general non-zero. In the stable-focus-stretching (SFS) topology,

the unique eigenvalue of N (λr: real eigenvalue of A) is positive, i.e. λr > 0, representing

stretching of the fluid element. The other two equal eigenvalues of N are negative, i.e.
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λcr < 0, representing convergence of the local streamlines towards a stable focus. Similarly

in unstable-focus-compression (UFC) topology, λr < 0 represents compression of the fluid

element and λcr > 0 represents diverging streamlines from an unstable focus. The non-

zero eigenvalues of tensorR (±iφ) denote the angular velocity of rigid-body-rotation of the

fluid element. The tensor H controls the shearing of the fluid element, resulting in varied

orientations of the spiraling with respect to the direction of stretching/compression. The

angle of alignment between the vorticity vector (~ω ≡ dual vector ofW ) and the eigenvectors

of S can take any value. On the contrary, in this decomposition the rotation vector (~r ≡ dual

vector ofR) is always aligned along the unique eigenvector ofN .

2. Non-rotational geometries (A = N + H; R = 0): Below the zero discriminant line, VG

tensor has only real eigenvalues. Stable-node-saddle-saddle (SN/S/S) topology region rep-

resents compression in two directions and expansion in one, i.e. λ1 > 0, λ2,3 < 0, while

unstable-node-saddle-saddle (UN/S/S) topology implies λ1,2 > 0, λ3 < 0. However, these

directions are in general oblique with respect to each other. The information about the mag-

nitude of stretching/compression is contained in N but the orientation of these directions,

designated by the λi-eigenvectors, are contained inH .

In summary, pure shear occurs at the origin of the q-r plane while normal-straining and rigid-

body-rotation occur at the boundaries of the plane. The entire area inside the plane is populated in a

turbulent flow field as a result of the combination of all three constituents. The distribution asymp-

totes to a nearly universal teardrop-like shape around the origin following the right discriminant

line in fully-developed turbulent flows (Das and Girimaji, 2019).

4.3 Numerical simulation data

Direct numerical simulation (DNS) data sets of incompressible forced isotropic turbulence at

Taylor Reynolds numbers,

Reλ = 1, 6, 9, 14, 18, 25, 35, 86, 225, 385 and 588
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are used in this study to further characterize VG behavior in terms of the new constituent tensors.

The details of the DNS data sets are presented in appendix A. These data sets have been used in

past studies for investigating intermittency, anomalous exponents and Reynolds number scaling

(Donzis et al., 2008; Donzis and Sreenivasan, 2010; Gibbon et al., 2014; Yakhot and Donzis, 2017,

2018).

The work of Yakhot and Donzis (2017) demonstrated the existence of a transition Reynolds

number at Reλ ∼ 9 for isotropic turbulence forced with random Gaussian forcing. The normalized

even-order moments of velocity gradients are Gaussian below this Reynolds number and exhibit the

so-called anomalous scaling above this Reynolds number. In addition, a recent study by Das and

Girimaji (2019) shows that certain VG statistics and dynamical characteristics asymptote towards

a universal nature above Reλ ≈ 200. For example, the q-r joint probability density function (PDF)

is nearly invariant for Reλ > 200. To better understand turbulence velocity gradient behavior as a

function of Reλ we investigate VG composition in three ranges:

1. Low Reynolds number (Gaussian regime) - Reλ ∈ (1, 9)

2. Intermediate Reynolds number - Reλ ∈ (9, 200)

3. High Reynolds number (Asymptotic regime) - Reλ ∈ (200, 600)

4.4 Velocity gradients and pressure field characterization

4.4.1 Composition of VG magnitude

Subject to triple decomposition, the VG magnitude is composed of the following four con-

stituents – normal-strainrate magnitude (N2), rigid-body-rotation magnitude (R2), shear magni-

tude (H2) and shear-rotation correlation term (2RH), as given in equation (4.17). The volume-

averages of these constituents normalized by the volume-average of total VG magnitude (A2) is

plotted in figure 4.3 as a function of Reynolds number. It is evident from the figure that shear is the

most dominant component at all Reynolds numbers, followed by normal-strain-rate and then rigid-

body-rotation. In the low Reynolds number range, mean shear increases with increasingReλ while
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Figure 4.3: Volume average of H2, N2, 2RH and R2 normalized by the volume average of A2 in
the three Reλ ranges (marked by different background colors). The dashed line marks the volume
average of S2 and W 2, normalized by 〈A2〉. Reprinted with permission from Das and Girimaji
(2020b).

mean normal-strain decreases. Similar trend continues in the intermediate range of Reynolds num-

ber, where shear increases with Reλ to values higher than 50% of the mean VG magnitude. The

mean rigid-body-rotation decreases withReλ in the low and intermediate ranges of Reynolds num-

bers. The correlation term 2RH is fairly independent of Reλ and maintains a constant value of

〈2RH〉 ≈ 13% of 〈A2〉. Finally, the volume averages of all the constituents asymptote to dis-

tinct values in the high Reynolds number range. In this asymptotic regime of Reλ, 〈H2〉 ≈ 52%,

〈N2〉 ≈ 24% and 〈R2〉 ≈ 11% of 〈A2〉.

For reference, we have also plotted the VG magnitude composition in terms of Sij and Wij . In

an isotropic flow field it is well-known that 〈S2〉/〈A2〉 = 〈W 2〉/〈A2〉 = 0.5. Thus, of the 50%

constituted by average enstrophy or 〈W 2〉, only about 11% is directly from rigid-body-rotation.

The remainder of enstrophy is constituted of contributions from shear: 〈H2
W 〉 = 26%, 〈2RH〉 =

13%. Similarly, only half of the average strain-rate magnitude or 〈S2〉 is constituted by normal-

strain-rate; the other half is from shear.
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Figure 4.4: Probability density function (PDF) of A2, H2, N2, R2 and 2RH normalized by
volume-averaged VG magnitude 〈A2〉 in log-linear scale for Reλ = 225. Reprinted with per-
mission from Das and Girimaji (2020b).

The PDF of A2 and its composition are of much interest in the discussion of turbulence in-

termittency. It has been shown in several previous studies that A2 exhibits a heavy-tailed PDF,

characteristic of intermittency (Yeung and Pope, 1989; Yeung et al., 2006). It has further been

shown that in the conventionally used decomposition, enstrophy exhibits a PDF with a wider tail

and is more intermittent than dissipation (Yeung et al., 2018; Buaria et al., 2019). The PDFs of VG

magnitude and its triple decomposition constituents are plotted in figure 4.4 for a high Reynolds

number case (Reλ = 225). Interestingly, the figure illustrates that shear-magnitude (H2) exhibits

a wider tail than all the other components. The PDF-tails of N2, R2 and 2RH span across smaller

ranges of values than that of H2. This is observed at all the investigated Reynolds numbers (plots

not displayed) and is particularly apparent in the high Reλ cases. Clearly, in this decomposition

the shear-magnitude contributes most toward the heavy-tailed PDF of A2. It is further evident that

it is the contribution of shear rather than rigid-body-rotation, that renders enstrophy so strongly

intermittent.

Now we further investigate the contributions of different velocity gradient constituents at dif-
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Figure 4.5: Conditional average of h2, n2, r2 and 2rh as a function of A2/〈A2〉 in the high Reλ
range. Reprinted with permission from Das and Girimaji (2020b).

ferent values of A2. The conditional mean of the normalized constituents – n2, r2, h2 and 2rh

(see equation 4.22) are plotted as a function of VG magnitude in figure 4.5 for the high Reynolds

number cases. Normal-strain-rate dominates at very low VG magnitudes (A2/〈A2〉 < O(0.1)) but

it declines steadily with increasing A2. For a major portion of the VG magnitude range, shear is

the most dominating component. The rigid-body-rotation magnitude and shear-rotation correla-

tion term have very similar variation of conditional average with respect to A2. Both r2 and 2rh

increase steadily with A2, except at the extreme A2 values. There appears to be a critical value

of A2/〈A2〉 in the extreme range (∼ O(102 − 103)), above which r2 and 2rh exhibit a sharp de-

cline with A2 while h2 displays a steep increase. The contribution of n2 is small in this range

of A2/〈A2〉. The critical A2/〈A2〉 value ≈ 60 (Reλ = 225), ≈ 166 (Reλ = 385) and ≈ 260

(Reλ = 588), clearly increases with Reλ. The conditional average plots of all the components of

VG magnitude below this critical value are nearly invariant with Reλ.

This subsection demonstrates that on average shear is the dominant contributor to VG magni-

tude in a turbulent flow field while rigid-body-rotation magnitude contributes the least. It is further
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shown that shear-magnitude is most responsible for the heavy-tailed PDF of VG magnitude. More-

over, shear-magnitude increases steeply while rigid-body-rotation magnitude decreases at extreme

A2 values. It is, therefore, reasonable to infer that shear dominates in regions of high intermittency.

4.4.2 Dependence of pressure field on VG constituents

Pressure field in an incompressible turbulent flow is governed by the pressure Poisson equation

wherein the source term depends on the local velocity gradients:

∇2p′ = −AijAji (4.35)

Here p′ is the pressure fluctuation normalized by density. In terms of strain-rate and vorticity

tensors this equation is of the form,

∇2p′ = WijWij − SijSij = W 2 − S2 = A2(w2 − s2) (4.36)

where, s2 = S2/A2 and w2 = W 2/A2 represent the fractions of contribution of strain-rate and

vorticity towards A2 (equation 4.16). As shown by Yeung et al. (2012), p′ and ∇2p′ are negatively

correlated in a homogeneous field. Therefore, we expect from equation (4.36) that high s2 is

likely associated with positive p′ and high w2 is associated with negative p′. The mean pressure

fluctuation (normalized by turbulent kinetic energy 0.5〈u′2〉) conditioned on s2 and w2 are plotted

in figure 4.6 for a highReλ case. The figure displays that when s2 dominates in the flow, mean p′ >

0 implying a high pressure region, which is expected in a strain-dominated flow. On the other hand,

when vorticity magnitude dominates, the local flow consists of a low pressure center. However,

note that when w2 < 1/2 even if the flow has a significant amount of vorticity, the pressure

fluctuation is likely to be positive. This reiterates the fact that vorticity does not necessarily indicate

the presence of a rotating flow with a low pressure center.

Even though ∇2p′ depends on two intermittent quantities (S2 and W 2), it has been shown to

follow Kolmogorov scaling and is essentially non-intermittent in nature (Iyer et al., 2019). We now
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Figure 4.6: Conditional average of pressure fluctuation (normalized by turbulent kinetic energy)
as a function of s2 and w2 for Reλ = 225. Reprinted with permission from Das and Girimaji
(2020b).

use triple decomposition of VG tensor to provide a plausible explanation for this. Using equation

(4.2) in the governing equation of pressure (equation 4.35) we obtain

∇2p′ = −(RijRji +NijRji +HijRji +RijNji +NijNji

+HijNji +RijHji +NijHji +HijHji)

(4.37)

Applying the properties of the tensors from equation (4.6), we can substitute the following in above

equation

RijHji = HijRji = −2RH and NijRji = RijNji = NijHji = HijNji = HijHji = 0 (4.38)

to obtain an alternate expression for source term in Laplace equation for pressure,

∇2p′ = R2 + 2RH −N2 = A2(r2 + 2rh− n2) (4.39)

Thus, the Laplacian of pressure does not depend on the shear-magnitude (H2). The contribution
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of H2 to the magnitudes of strain-rate and vorticity are equal, as shown in equation (4.26), and

they nullify each other in the Laplacian of pressure expression. As shown in Section 4.4.1, shear

magnitude is the predominant contributor in attaining extreme VG magnitudes. The absence of

this most intermittent VG tensor constituent H2 renders the Laplacian of pressure significantly

less intermittent than A2.

It is evident in equation (4.39) that the sole effect of shear on pressure is through the shear-

rotation correlation term that depends only on shearing in the rigid-body-rotation plane (s3). Now,

if the local flow has no rigid-body-rotation at all (non-rotational), the pressure Poisson equation is

given by,

∇2p′ = −N2 = −A2n2 (4.40)

In this case, the Laplacian of pressure solely depends on the magnitude of normal-strain-rate tensor.

Figure 4.7: Conditional average of pressure fluctuation (normalized by turbulent kinetic energy)
as a function of h2, n2, r2 and 2rh for Reλ = 225. Reprinted with permission from Das and
Girimaji (2020b).

Now, we examine the mean normalized p′ conditioned on each of the normalized VG con-

stituents, i.e. n2, h2, r2 and 2rh, in figure 4.7. It is evident that the mean pressure fluctuation is
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negative whenever rigid-body-rotation is present in the flow. Clearly, rigid-body-rotation is much

more strongly correlated with low pressure regions than vorticity (w2 in figure 4.6). Similarly,

normal-strain-rate magnitude is more strongly associated with positive p′ or high pressure regions

than s2. As r2 increases, 〈p′|r2〉 becomes more negative and as n2 increases, 〈p′|n2〉 increases.

Shear-magnitude is mostly associated with nearly zero conditional mean pressure fluctuations.

This is due to the fact that purely shearing motion does not require any pressure gradient to drive

the flow and the incompressibility condition is inherently satisfied. The shear-rotation correlation

term lies within its bounds 2rh ∈ (0, 0.41) as given in equation (4.24) and the pressure fluctua-

tions conditioned on 2rh becomes more negative as 2rh increases, similar to r2. The figures in this

subsection illustrate the results for Reλ = 225; the other Reλ cases also display similar behavior

and have not been presented separately.

4.4.3 Alignment properties

An important feature of velocity gradients in a turbulent flow field is the preferential alignment

of vorticity along the intermediate eigenvector of strain-rate and pressure Hessian tensors (Ashurst

et al., 1987; Tsinober et al., 1995; Lüthi et al., 2005; Kalelkar, 2006; Chevillard et al., 2008). In

this subsection, we first examine the alignment of vorticity vector (~ω) and rotation axis (~r defined

in equation 4.8) with the eigenvectors of normal strain-rate tensor, N . Then, the alignment of ~r

with the eigenvectors of pressure Hessian tensor is investigated.

The eigenvectors of N for its three real eigenvalues are given by ~n1, ~n2 and ~n3. If the flow

is locally rotational, ~n1 and ~n2 are eigenvectors corresponding to the two equal eigenvalues (λcr)

and ~n3 corresponds to the unique eigenvalue λr. By construction, the rotation axis, ~r, is aligned

with the unique eigenvector ~n3. If the flow is locally non-rotational, eigenvectors - ~n1, ~n2, ~n3 -

correspond to the N -eigenvalues arranged in descending order: λ1 ≥ λ2 ≥ λ3. The PDFs of

absolute values of cosines of angles between vorticity vector and N -eigenvectors are plotted for

locally rotational and non-rotational cases in a high Reλ flow in figure 4.8. For reference, the PDF

of angle cosine between ~ω and intermediate strain-rate eigenvector (~s2) is also plotted. There is

a discernible difference in the alignment of ~ω and ~s2 in rotational and non-rotational cases. The
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(a) (b)

Figure 4.8: PDFs of absolute values of the cosines of angles between the vorticity vector (~ω)
and the N -eigenvectors (~n1, ~n2, ~n3) for locally (a) rotational, and (b) non-rotational points in
Reλ = 225 case. Black dashed line represents the alignment of ~ω with the intermediate strain-
rate eigenvector ~s2. Reprinted with permission from Das and Girimaji (2020b).

probability of ~ω-~s2 alignment is higher in locally non-rotational flow than in locally rotational flow.

In the rotational case (figure 4.8a), vorticity displays a strong preferential alignment with ~n3

and therefore with the rotation axis ~r. Thus, in a turbulent flow field when the flow is locally

rotational, vorticity is most likely aligned with the rotation axis. Note that the perfect alignment

of vorticity with rotation axis occurs when shear is zero. It is evident from the figure that this

alignment of vorticity with the unique eigenvector of N has a significantly higher probability of

occurrence than the alignment of vorticity with intermediate eigenvector of S.

In the non-rotational case (figure 4.8b), vorticity is equally well aligned with both most expan-

sive and intermediate eigenvectors ofN . In fact, the PDFs indicate nearly identical distribution of

~ω-alignment with ~n1 and ~n2. It may be noted that the probability of each of these two alignments

is weaker than the ~ω-alignment with ~s2. Vorticity is most likely to be on the plane perpendicular to

~n3 – the most compressive eigenvector ofN . This behavior is similar to vorticity being on a plane

normal to the most compressive eigenvector of S (Ashurst et al., 1987).

93



Figure 4.9: PDFs of absolute values of the cosines of the angles between rotation axis (~r) and the
eigenvectors of pressure Hessian (~π1, ~π2, ~π3) for Reλ = 225. Reprinted with permission from Das
and Girimaji (2020b).

The pressure Hessian tensor is important as it represents the contribution of non-local effects

towards the evolution of velocity gradients. It is given by

Pij =
∂2p′

∂xi∂xj
(4.41)

Note that the pressure Laplacian is the trace of this tensor, i.e. ∇2p′ = Pii. In this work, ~π1, ~π2 and

~π3 denote the eigenvectors of P corresponding to eigenvalues in a decreasing order: ρ1 ≥ ρ2 ≥ ρ3.

The PDFs of alignment of the rotation axis (~r) with the pressure Hessian eigenvectors in a highReλ

case is illustrated in figure 4.9. It is evident that the rotation axis shows nearly equal likelihood

of alignment with ~π2 and ~π3 eigenvectors. Further, ~r has a high probability of being in a plane

perpendicular to the ~π1 eigenvector of the pressure Hessian tensor. In contrast, vorticity shows

strong alignment with ~π2 and only a slight tendency of alignment with ~π3 (Tsinober et al., 1995;

Kalelkar, 2006; Chevillard et al., 2008).
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4.5 Conclusions

The study proposes using a novel triple decomposition of velocity-gradient (VG) tensor to

revisit key small-scale features of turbulence. The VG tensor is partitioned into normal-strain-rate,

pure-shear and rigid-body-rotation-rate tensors. Each of these tensors signifies an elementary form

of deformation of a fluid element and has a specific role to play in the turbulence phenomenon.

Specifically, the decomposition permits isolating the effect of rigid-body rotation from vorticity

(Wij) and normal-strain-rate from strain-rate (Sij). The key results and findings from this study

are:

1. The various local streamline topologies and geometries can be more intuitively understood

in terms of normal-strain, rigid-body-rotation and pure-shear tensors.

2. On average, shear is the most dominating constituent in turbulent flow fields at all Reynolds

numbers while rigid-body-rotation contributes the least.

3. The average contribution of shear increases while that of normal-strain-rate and rigid-body-

rotation-rate decreases with Reynolds number at low and intermediate Reλ (< 200). Shear-

rotation correlation term does not show any Reλ - dependence. At high Reλ (> 200), all the

average contributions are fairly invariant with Reynolds number.

4. Shear contribution (H2) is most responsible for the heavy-tailed probability distribution of

A2. Shear-magnitude shows a steep increase in contribution at extreme A2 values while

rotation-magnitude declines.

5. Further, it is shown that shear, rather than rigid-body-rotation is the main cause of the strong

intermittency exhibited by enstrophy.

6. The shear-magnitude, which contributes the most in regions of high intermittency of velocity

gradients, is absent in the expression for Laplacian of pressure. Thus, the pressure Laplacian

does not exhibit discernible intermittency.
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7. Low-pressure regions are strongly associated with rigid-body-rotation and high-pressure re-

gions are prevalent when normal-strain-rate dominates. Shear is associated with nearly zero

pressure fluctuations.

8. Vorticity demonstrates a strong preferential alignment with the unique eigenvector of normal

strain-rate tensor or the rotation axis in locally rotational flow. This alignment is significantly

higher in probability than its alignment with the intermediate strain-rate eigenvector. In the

locally non-rotational regions, vorticity shows high probability of alignment with both most

expansive and intermediate normal strain-rate eigenvectors.

9. The axis of rigid-body-rotation shows a high probability of alignment with the pressure

Hessian eigenvectors of both the intermediate and the smallest eigenvalues.

Overall, the study presents some novel insight into velocity-gradients and, hence, small scales

of turbulence. This work specifically highlights the key role of shear in turbulence small-scale

dynamics previously attributed to strain-rate and vorticity. The new intuition developed from this

triple decomposition of the VG tensor not only leads to deeper understanding of critical turbulence

phenomena, but also paves the way for improved modeling of velocity-gradients in turbulence.
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5. VELOCITY GRADIENT DYNAMICS: EFFECT OF TURBULENCE PROCESSES ON

EVOLUTION OF LOCAL STREAMLINE GEOMETRY

5.1 Introduction

The structure of velocity-gradient tensor (Aij) and its evolution in a turbulent flow provide

valuable insight into key turbulence processes including non-local pressure and viscous effects.

The nonlinear – inertial and isotropic pressure – terms in the velocity gradient evolution equations

are explicit functions of Aij and are referred to as the restricted Euler (RE) effect. The nonlinear or

RE effect constitute a closed autonomous dynamical system for the evolution of Aij and has been

studied by many (Vieillefosse, 1982, 1984; Cantwell, 1992; Martín et al., 1998a) to understand its

effect on VG invariants. Studying the nonlocal pressure and viscous effects, on the other hand,

is more involved and requires analysis of large datasets obtained from numerical simulation or

experimentation.

The evolution of local streamline topology is generally examined by illustrating conditional

trajectories in the phase space of Q-R (Martín et al., 1998b). Several studies have investigated

such trajectories using numerical simulation data of different turbulent flows (Martín et al., 1998b;

Ooi et al., 1999; Bikkani and Girimaji, 2007; Chevillard et al., 2008; Elsinga and Marusic, 2010a;

Atkinson et al., 2012; Lawson and Dawson, 2015; Bechlars and Sandberg, 2017a; Wu et al., 2019).

This has led to a better understanding of the nonlocal effects of pressure and viscosity on the evolu-

tion of Q-R. The improved comprehension of turbulence velocity gradient dynamics derived from

these studies has been employed to develop Lagrangian VG tensor evolution models (Cantwell,

1992; Girimaji and Pope, 1990a; Girimaji and Speziale, 1995; Martín et al., 1998a; Chertkov et al.,

1999; Jeong and Girimaji, 2003; Chevillard and Meneveau, 2006; Chevillard et al., 2008; Johnson

Part of this chapter is reprinted with permission from: Das, R. and Girimaji, S. S. (2020). Characterization of
velocity-gradient dynamics in incompressible turbulence using local streamline geometry, Journal of Fluid Mechanics,
895. Copyright The Author(s), 2020. Published by Cambridge University Press.
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and Meneveau, 2016a). While much progress has been made, our comprehension of VG dynam-

ics, specifically the non-local pressure and viscous processes, remains incomplete and the closure

models need further improvement.

The unbounded nature ofQ andR makes it difficult to study the VG dynamics in this plane in a

standardized manner. Further, theQ-R phase plane is unable to uniquely represent local streamline

geometry, as demonstrated in section 3.2. Therefore, in this chapter we study the dynamics of

streamline geometry in the bounded phase space of the key shape-parameters – normalized VG

invariants (q,r). First, we derive the governing equations of q and r and define the conditional mean

trajectories to be investigated. Then, we use DNS data sets of homogeneous isotropic turbulent

flow to develop a well-defined dynamical system characterization of (i) the overall mean evolution

of geometry in turbulence and (ii) the non-local pressure and viscous processes, conditioned on

q-r.

5.2 Evolution equations of local streamline shape

As derived in section 3.2, the local streamline geometric shape is completely defined by only

four shape-parameters - q, r, a2 and ω2. Here, q and r are the second and third invariants of the

normalized VG tensor (bij),

bij =
Aij
A

where A =
√
AijAij

q = −1

2
bijbji , r = −1

3
bijbjkbki,

(5.1)

while, a2 is the intermediate eigenvalue of the normalized strain-rate tensor, sij = (bij + bji)/2,

and ω2 is the vorticity component along the intermediate strain-rate eigenvector.

We now present the governing equations of the shape parameters in a turbulent flow field. From

the Navier-Stokes equation, one can derive the following governing equations for the elements of

normalized VG tensor components (equation 2.21),

dbij
dt′

= −bikbkj + hij + τij +
1

3
bmkbkmδij + bij(bmkbkn − hmn − τmn)bmn (5.2)
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where dt′ ≡ Adt is the normalized time increment. Here, the normalized anisotropic pressure

Hessian and viscous diffusion terms, given by,

hij =
Hij

A2
=

1

A2

(
− ∂2p

∂xi∂xj
+

∂2p

∂xk∂xk

δij
3

)
and τij =

Tij
A2

=
ν

A2

∂2Aij
∂xk∂xk

(5.3)

represent the non-local physics. Further manipulations of equation (5.2) lead to the following

evolution equations for the invariant parameters, q and r,

dq

dt′
= −3r + 2qbijbikbkj︸ ︷︷ ︸

I

−hij(bji + 2qbij)︸ ︷︷ ︸
P

−τij(bji + 2qbij)︸ ︷︷ ︸
V

(5.4)

dr

dt′
= 2q2 + 3rbijbikbkj︸ ︷︷ ︸

I

−4

3
q2 − hij(bjkbki + 3rbij)︸ ︷︷ ︸

P

−τij(bjkbki + 3rbij)︸ ︷︷ ︸
V

(5.5)

as derived in section 2.2.3. Terms representing the role of different physical processes, namely

inertial (I), pressure (P) and viscous (V ) contributions, toward the evolution of q and r, are marked

in the equation above. Note that the pressure term in the r-equation consists of an isotropic part

(= −4
3
q2) and an anisotropic part (= −hmn(bimbni + 3rbmn)). However, the pressure contribution

in the q-equation does not involve an isotropic component. The inertial and isotropic pressure

terms constitute the local contribution to the evolution of streamline shape, while the anisotropic

pressure and viscous terms represent the non-local effects. The local terms form a closed dynamical

system of equations called restricted Euler equations (Vieillefosse, 1984). The non-local terms are

unclosed in the system of equations and need to be modeled. Characterization of these terms is

one of the principal objectives of this study.

The evolution equations for frame-dependent parameters, a2 and ω2, are more complicated

since they depend on the evolution of eigenvectors of the strain-rate tensor. Readers are referred

to the works of Dresselhaus and Tabor (1992) and Nomura and Post (1998) for these governing

equations. It is important to note that the large-scale forcing term has not been included in the

above governing equations. The effect of large-scale forcing is not considered in this chapter, in
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line with the assumption of most of the previous studies in this field that the small-scale gradient of

large-scale forcing term in the Navier-Stokes equation is negligible with respect to the other terms

(Chevillard et al., 2008). However, this role of large-scale forcing is evaluated in the next chapter

leading to some important revelations against this argument.

5.3 Conditional mean trajectories (CMTs)

The dynamics of the velocity gradient invariants, Q and R, is commonly investigated by ex-

amining the conditional mean trajectories (CMTs) (Martín et al., 1998b; Ooi et al., 1999). The

CMTs are obtained by time integration of the conditional mean velocity vector field (V ) in the

Q-R plane:

V =

VQ
VR

 =

〈 dQ/dt
dR/dt

 ∣∣∣∣∣ Q,R
〉
. (5.6)

Similarly, the q-r CMTs are obtained by integrating the vector field of conditional mean veloc-

ity (v) in the q-r plane:

v =

vq
vr

 =

〈 dq/dt
dr/dt

 ∣∣∣∣∣ q, r
〉
. (5.7)

Using equations (5.4) and (5.5), the q-r CMTs due to inertial (I), pressure (P), and viscous (V )

processes can be individually defined as:

vI =

〈A(−3r + 2qbijbikbkj)

A(2q2 + 3rbijbikbkj)

∣∣∣∣∣ q, r
〉

;

vP =

〈 −A(hij(bji + 2qbij))

−A(4
3
q2 + hij(bjkbki + 3rbij))

∣∣∣∣∣ q, r
〉

;

vV =

〈 −A(τij(bji + 2qbij))

−A(τij(bjkbki + 3rbij))

∣∣∣∣∣ q, r
〉
. (5.8)
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5.4 Numerical simulation data

Direct numerical simulation (DNS) datasets of incompressible forced isotropic turbulence have

been used in this study to investigate the dynamics of streamline geometry due to the different

turbulence processes. Three different flow cases of Taylor Reynolds numbers, Reλ = 225, 385

and 588 are used for the present analysis. Further details of the DNS data sets are included in

appendix A. All these datasets are well-resolved and have been used previously to study inter-

mittency, anomalous exponents, Reynolds number scaling and non-linear depletion (Donzis et al.,

2008; Donzis and Sreenivasan, 2010; Donzis et al., 2012; Gibbon et al., 2014). The spatial deriva-

tives are computed using spectral methods.

5.5 Conditional mean evolution of geometry

The objective is to characterize turbulence velocity gradient dynamics conditioned upon shape-

parameters. The evolution of streamline geometric shape is investigated in the phase plane of

frame-invariant shape-parameters - q and r. Evolution in other shape parameter spaces will be

considered in future work. In addition to providing improved insight into turbulence physics, the

study is also expected to serve as a foundation for developing Lagrangian velocity-gradient models.

5.5.1 Conditional mean trajectories in Q-R plane

For reference we first present the conditional mean trajectories (CMTs) in the Q-R plane for

the Reλ = 225 case in figure 5.1 (a). Following the works of Martín et al. (1998b) and Ooi et al.

(1999), the CMTs in Q-R space are obtained by time-integration of the conditional mean velocity

vector field given in equation (5.6). The contours in the background represent the normalized

conditional mean velocity magnitude,

|V | =

√
V 2
Q + V 2

R

1/τη
where τη ∼

1

〈A〉
(5.9)

to indicate the speed of the trajectories in different parts of the plane normalized by the global

Kolmogorov time scale (τη). Consistent with the findings of Martín et al. (1998b), Ooi et al.
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(1999) and Chevillard et al. (2008), Q-R CMTs tend to spiral in a clockwise manner around the

origin, which is a stable focus of the phase-space. Large values of Q and R, away from the origin,

imply a high VG magnitude. The figure shows that the velocity of the trajectories is higher in

regions of large Q and R. The evolution rate slows down significantly near the origin and along

the right discriminant line. It is difficult to infer many other details from Q-R CMTs, especially

in the regions of large Q and R. We now demonstrate that the CMTs in q-r space provide further

information about various turbulent processes, not evident in Q-R space.

5.5.2 Conditional mean trajectories in q-r plane

The CMTs in the normalized invariant q-r plane are displayed for different Reynolds number

cases in figure 5.1 (b-d). The speed of the trajectories or the normalized conditional mean velocity

magnitude,

|v| =
√
v2q + v2r
1/τη

where τη ∼
1

〈A〉
(5.10)

is indicated by the background contours.

It is evident from figures 5.1 (b-d) that the compact q-r CMTs are well behaved throughout

the domain and highlight many more features than the Q-R CMTs. The q-r CMTs can be divided

into two distinct types - inner and outer trajectories, separated by the white dashed loop (separatrix)

marked in the figure. Inner CMTs spiral clockwise towards the origin while outer CMTs asymptote

to the lower boundary of the plane in a clockwise manner.

The q-r equations can be considered a dynamical system in a compact phase space. The de-

scription of the behavior of this dynamical system is of much value for understanding and modeling

VG dynamics. The system consists of two attractors - the attracting focus (q ≈ 0, r ≈ 0) represents

pure-shear geometry and the attracting manifold (q = −1/2 line) represents pure strain shape, as

shown in section 3.2.6. The dashed loop is the separatrix - an invariant manifold that separates the

domain of attraction of the two attractors. Trajectories originating on the separatrix loop continue

to circle along the loop until a small deviation causes it to gradually leave the loop.

The evolution is generally faster in the focal streamline region of the q-r plane, particularly
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(a) (b)

(c) (d)

Figure 5.1: Conditional mean trajectories (CMTs) in (a) Q-R plane for Reλ = 225 (b) q-r plane
for Reλ = 225 (c) q-r plane for Reλ = 385 (d) q-r plane for Reλ = 588 . Background contours
indicate the speed of the trajectory at each point, normalized by Kolmogorov time scale. White
dashed lines represent the corresponding separatrices. Reprinted with permission from Das and
Girimaji (2020a).
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when vorticity is more aligned with the most expansive or most compressive strain-rates. CMTs

become considerably slower after crossing the right discriminant line. The nodal streamline shapes

with extremely low rate of evolution, therefore, constitute the long-lived structures in turbulent

flow. The extremely low velocities near the discriminant line in the Q-R plane prompted many

to believe that the discriminant line is an attractor (Martín et al., 1998b). However, the q-r plane

clearly indicates that even though the trajectories slow down near the discriminant line, it is not an

attractor of the system.

The q-r CMTs for all the investigated Reynolds numbers, Reλ = 225, 385 and 588, are very

similar: (i) The two attractors of the system are identically located. (ii) However, the location of

the separatrix appears to vary slightly with Reynolds number. These discrepancies could be due to

the differences in resolutions (kmaxη) of the DNS data sets.

5.5.3 Cycle time period of CMT

Figure 5.2 (a-c) illustrates the time evolution of q and r for a representative CMT in inner

q-r plane. The inner trajectories spiral towards the attractor in nearly periodic cycles. Both q

and r oscillate in time with decreasing amplitude and asymptote to the close neighborhood of

the attractor (q ≈ 0, r ≈ 0). The time period of cycle decreases monotonically as the trajectory

goes from the separatrix to the attractor: Tsep ∼ 35τη at the separatrix and Tin ∼ 25τη at the

innermost oscillations about the attractor. Similar behavior is observed at other Reynolds numbers

(Reλ = 385, 588). This range, T ∈ (25τη, 35τη), includes the characteristic cycle time of 30τη

reported by Martín et al. (1998b) for spiraling trajectories in Q-R plane in a lower Reλ forced

homogeneous isotropic turbulence.

The outer trajectories exhibit aperiodic behavior and tend toward the pure strain attracting

manifold. This is illustrated by two CMTs in figure 5.2 (d-f) at the two extreme ends of the outer

region - one remains close to the separatrix (solid magenta line) and the other travels towards

the boundary of the realizable region (dash-dot blue line). A CMT originating on the separatrix

continues to move along the separatrix for a number of cycles with a time period ∼ Tsep until

it slightly drifts out of this loop on either one of the sides and evolves toward the corresponding
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(a) (b) (c)

(d) (e) (f)

Figure 5.2: (a) A representative inner CMT (point of origin marked by circle) and corresponding
(b) q evolution with time (c) r evolution with time. (d) Two representative outer CMTs (points of
origin marked by circles) and corresponding (e) q evolution with time (f) r evolution with time.
Dashed lines in (a,d) represent the separatrix loop and boundary of realizable region of q-r plane.
Reprinted with permission from Das and Girimaji (2020a).
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SFS UFC UN/S/S SN/S/S

Inner region % composition 44.7 27.6 21.5 6.2
Inner CMT residence time (%) 44.0 26.8 22.4 6.7
Outer region % composition 26.0 20.9 40.7 12.3
Outer CMT1 residence time (%) 31.9 19.3 34.0 14.8
Outer CMT2 residence time (%) 22.7 13.8 29.6 33.9

Table 5.1: Percentage composition of topologies in inner and outer regions and residence time (%)
of representative CMTs (figure 5.2) in each topology. Reprinted with permission from Das and
Girimaji (2020a).

attractor.

5.5.4 Residence time of CMTs in topologies

The percentage of total time spent by a q-r CMT in each topology type is the residence time

(referred to as mean lifetime by Parashar et al. (2019)) for that topology. The residence time is

a measure of the average lifetime of that topology in turbulence. Therefore, it is compared with

the percentage composition of each topology in a turbulent flow field. The residence time of the

representative CMTs shown in figure 5.2, are listed in table 5.1 along with the percentage compo-

sition of each topology in inner and outer regions for comparison. The residence time percentages

of the inner CMTs are very close to the population percentages of the corresponding topologies in

the inner region. In the outer region, CMT-1 (closer to the separatrix) has residence times fairly

close to the population percentages while the residence times of CMT-2 show significant deviation

from the population fractions. The high-density inner region constitutes majority of the population

and the residence time here conforms well with the population percentages. The results agree well

with the work of Parashar et al. (2019), who showed that the residence time of Lagrangian trajecto-

ries (obtained from particle tracking) in each topology is in the same proportion as the percentage

composition of the topology. In contrast, the residence times based on Q-R CMTs investigated by

Martín et al. (1998b) and Elsinga and Marusic (2010a) do not compare well with the Lagrangian

results. This demonstrates yet another advantage of examining the CMTs in the q-r space.
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(a) (b)

Figure 5.3: Inertial CMTs in (a)Q-R plane and (b) q-r plane forReλ = 225. Background contours
indicate the speed of the trajectory at each point, normalized by Kolmogorov time scale. Reprinted
with permission from Das and Girimaji (2020a).

5.6 Effect of different physical processes

The evolution of the invariants, q and r, depends on three distinct physical processes - inertial,

pressure and viscous. The effect of each of these processes is examined in isolation in the following

sub-sections.

5.6.1 Inertial effects

Q-R plane: The inertial CMTs in Q-R plane, as depicted in figure 5.3 (a), move from left to

right in the plane, rendering stable topologies unstable. This is in line with the CMTs obtained

from the restricted Euler solution (Cantwell, 1992) shown by Martín et al. (1998a), Ooi et al.

(1999) and Chevillard et al. (2008). Some of the trajectories tend to asymptote to a line above the

right D = 0 line (invariant line of restricted Euler solution) due to the absence of the isotropic

pressure term. This line is also different from the invariant line of Burger’s equation, shown in

Bikkani and Girimaji (2007), since the incompressibility condition is not enforced in that case.

q-r plane: The q,r-evolution due to inertial effects, as given in equation (5.8), is plotted in

107



(a) (b)

Figure 5.4: Pressure CMTs in (a) Q-R plane and (b) q-r plane for Reλ = 225. Background
contours indicate the speed of the trajectory at that point, normalized by Kolmogorov time scale.
The dashed lines separate the three types of pressure CMTs in q-r space. Reprinted with permission
from Das and Girimaji (2020a).

figure 5.3 (b) for Reλ = 225. Since the inertial terms only depend on b, the CMTs for other Reλ

cases are exactly identical and are not displayed separately. As observed for theQ-R plane (Martín

et al., 1998a), the origin of the q-r plane also appears to be a degenerate saddle point. Clearly, in

this compact and bounded phase space, the left boundary acts as a repeller and the right boundary

acts as an attractor of the system. Referring back to figure 3.3, it is evident that inertia, whilst

acting in isolation, causes the intermediate strain-rate to become more positive and the vorticity

vector to be more aligned with the most compressive strain-rate eigendirection.

5.6.2 Pressure effects

Q-R plane: Figure 5.4 (a) shows the Q-R CMTs due to pressure action. As opposed to the

anisotropic pressure Hessian contribution to Q-R evolution illustrated in previous studies (Chevil-

lard et al., 2008; Johnson and Meneveau, 2016a), the complete pressure Hessian term has been

plotted here. It shows that pressure action opposes the inertial action.

q-r plane: The q-r CMTs based on the pressure terms considered in isolation from the other
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terms, as given in equation (5.8), are plotted in Figure 5.4 (b) for the Reλ = 225 case. It is clear

that there are three types of pressure CMTs - (i) CMTs of rotation-dominated focal streamlines

near the top of the plane travel directly from the right boundary to the left boundary with very

high speeds. (ii) CMTs in the middle region of the plane are repelled from a small region close to

the right boundary and are attracted towards a small region in the left boundary. These relatively

slow-moving CMTs tend to traverse along a line in the upper UFC region, get deflected by what

appears to be a degenerate saddle point at origin and converges to the attractor in the lower SFS

region. (iii) The strain-dominated streamlines near the bottom of the plane evolve reasonably fast,

straight from the right to left boundary. Overall, pressure action causes UFC streamlines with

vorticity along most compressive strain-rate (right boundary of the plane) to change towards SFS

streamlines with vorticity aligned along the most expansive strain-rate (left boundary of the plane).

In general the pressure trajectories oppose the inertial trajectories except the type-ii CMTs in the

middle region of UFC topology, where pressure contribution aligns with the inertial contribution.

The isotropic pressure term (dq/dt = 0, dr/dt = −4Aq2/3) simply drives the streamline shapes

from right to left in straight horizontal lines. All the additional features of the pressure CMTs stem

from the anisotropic pressure term. Pressure q,r-CMTs at other Reynolds numbers (not displayed)

are nearly identical to the present case and therefore effect of pressure on local streamline shape

can be deemed nearly independent of Reynolds number at high enough Reλ.

5.6.3 Pressure and inertial effects

In incompressible flows, the role of pressure is to counter inertial action in a manner that the

velocity field is divergence free. As the action of pressure is a response to inertial effect on the

velocity field, it may be useful to examine the combined outcome of the two processes.

Q-R plane: The Q-R CMTs due to pressure and inertia are plotted in figure 5.5 (a) for Reλ =

225. All trajectories appear to be repelled from the origin and moving outwards in clockwise

direction. This indicates that pressure and inertia together increases the VG magnitude, evolving

the streamline topology outward in the Q-R plane.

q-r plane: The q-r CMTs of pressure and inertial processes are plotted in figure 5.5 (b). The
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(a) (b)

Figure 5.5: Pressure-inertial CMTs in (a) Q-R and (b) q-r plane for Reλ = 225. Background
contours indicate the speed of the trajectory at that point, normalized by Kolmogorov time scale.
Reprinted with permission from Das and Girimaji (2020a).

trajectories suggest a very different picture. The pressure-inertial q-r CMTs are attracted towards

the origin, which is in contrast to the pressure-inertial Q-R CMTs. The reason for this difference

is that the Q-R trajectories predominantly reflect the growth in magnitude (altering the scale of

streamline structure) and are unable to distinguish the effects on streamline shape.

There are two attractors in the q-r phase space - the origin, representing pure-shear, and the

q = −1/2 line, representing pure strain. The CMTs spiral clockwise towards both the attractors.

The basin of attraction of pure-shear attractor spans almost the entire q-r plane, with only a few

CMTs in the slender outer region of extremely low population density that asymptote to the pure-

strain attractor. The pressure-inertial CMTs are exactly identical in other Reynolds number cases

(not displayed). Therefore, we conclude that pressure responds to inertial action in a manner that

most of the geometric shapes of streamlines evolve towards pure-shear geometry irrespective of

the Reynolds number of the flow.
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(a) (b)

(c) (d)

Figure 5.6: Viscous CMTs in (a) Q-R plane for Reλ = 225 (b) q-r plane for Reλ = 225 (c) q-r
plane for Reλ = 385 (d) q-r plane for Reλ = 588. Background contours indicate the speed of the
trajectory at that point, normalized by Kolmogorov time scale. Reprinted with permission from
Das and Girimaji (2020a).
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5.6.4 Viscous effects

Q-R plane: The viscous contribution to Q-R evolution is plotted in figure 5.6 (a) and is in

accordance with the results of Chevillard et al. (2008) and Johnson and Meneveau (2016a). Viscous

action directs all trajectories in the Q-R plane towards the origin. The evolution rate diminishes as

the trajectories approach the origin. This reflects the damping effect of viscous action, which is to

reduce the VG magnitudes of all streamline topologies alike. However, the effect of viscosity on

evolution of geometric shape can not be surmised from the Q-R CMTs.

q-r plane: The CMTs due to the viscous contribution to q-r evolution, as given in equation

(5.8), are plotted in figure 5.6 (b-d) for Reλ = 225, 385 and 588. Again, important features not

apparent in the Q-R CMTs are evident here. The viscous q-r CMTs demonstrate that aside from

reducing VG magnitude, the viscous action has a distinct influence on the geometric shape of the

local streamlines. There exists a clearly defined repelling manifold in the lower UFC region. The

only attracting manifold in this system is the q = −1/2 line, representing pure-strain streamlines

with mutually orthogonal stretching and compression. Starting at the repelling manifold, viscous

CMTs either follow a short path directly towards the attractor through UN/S/S streamline topology

or take a longer path through SFS followed by SN/S/S and UN/S/S streamlines. Clearly, the viscous

evolution of q-r depends on its precise point of origin. Overall, viscous action directs streamlines

away from strain-dominated vortex compression towards pure-strain. Even though the magnitude

of viscous contribution is much lower than the pressure-inertial contribution, viscous action alters

the pressure-inertial q-r evolution by reducing the domain of attraction of pure-shear attractor and

expanding that of pure-strain attracting manifold. The viscous action exhibits slight variation with

Reλ resulting in the weak Reλ-dependence of the CMT separatrix observed in figure 5.1. This will

be examined in detail in a future study using higher resolution DNS data.

5.7 Conclusion

This study characterizes the mean Lagrangian evolution of geometric shape using conditional

mean trajectories (CMTs) in the phase space of normalized velocity gradient invariants (q,r). The
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q-r plane provides a compact phase space to clearly identify the dynamical system behavior of the

small-scale geometric shape due to the various turbulence processes. New features of the nonlocal

pressure and viscous processes become evident in this plane, which are obscured by the presence

of VG magnitude in the Q-R plane. The key findings are summarized below:

1. The q-r phase space can be divided into inner and outer regions. Inner CMTs spiral (clock-

wise) towards the pure-shear attractor at origin while outer CMTs (also clockwise) asymptote

to pure-strain attracting manifold (q = −1/2). Inner CMTs are periodic in nature with time

period, T ∈ (25τη, 35τη), decreasing progressively inwards while outer CMTs are aperiodic

in nature.

2. The residence times of CMTs in different topologies are proportional to their percentage

compositions particularly in the inner region. Therefore, it is evident that q-r CMTs are

fairly accurate approximations of mean Lagrangian evolution of local streamline shape.

3. Pressure-inertial effects dominate in the inner region driving all geometric shapes towards

pure-shear attractor while in the outer region, pressure-inertial-viscous effects together direct

all streamline shapes towards pure-strain.

4. q-r CMTs are nearly invariant with Reλ at high enough Reynolds numbers, except for a

slight dependence of the separatrix on Reλ, possibly due to the viscous effects.

The study highlights some of the key features of turbulence processes in evolution of internal

structure of streamlines, not evident in previously studied frameworks. The characterization of

pressure and viscous processes in the evolution of geometric shape indicate the amenability of

their closure modeling in the bounded q-r phase space, thus leading toward a Lagrangian model

for VG tensor evolution. In future work, the evolution of the entire four-parameter system - q, r,

a2 and |ω2| - will be characterized to determine the complete streamline shape dynamics.
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6. EFFECT OF LARGE-SCALE FORCING ON SMALL-SCALE VELOCITY GRADIENT

DYNAMICS

6.1 Introduction

While the principal role of large-scale forcing is to sustain turbulence, it also has a profound

effect on the small-scale dynamics. In most flows occurring in nature, large-scale forcing takes

the form of production which extracts kinetic energy from the mean flow and injects it into the

turbulent field (Tennekes and Lumley, 2018; Pope, 2000). Production, which is a function of the

mean velocity gradients and Reynolds stresses, is strongly flow dependent and can be anisotropic

and inhomogeneous. Numerically generated turbulence is sustained by randomized forcing at large

scales (Eswaran and Pope, 1988). In most cases, the kinetic energy is introduced in the large scales

and it subsequently cascades to smaller scales, due to the non-linear inertial action, before being

dissipated at the viscous small scales. Even though the forcing mechanism is prominent at the

larger scales, it is responsible for sustaining turbulence at all scales of motion.

Kolmogorov (1941) proposes that at high enough Reynolds numbers, the small-scale behav-

ior is insensitive to the manner of large-scale forcing. In recent years some studies (Yeung and

Brasseur, 1991; Biferale and Vergassola, 2001; Danaila et al., 2002) have shown that anisotropic

features of large-scale forcing do carry over to the small scales to some degree. Nonetheless, the

small-scale universality is observed in a variety of flows with different types of forcing. As a

consequence, numerical simulations of forced isotropic turbulence have been widely used to un-

derstand small-scale characteristics such as velocity-gradient (VG) structure functions and scaling

exponents. Much attention has been given to the probability distribution and dynamical behav-

ior of second and third invariants (Q,R) of the VG tensor due to their importance in classifying

the local streamline topology (Chong et al., 1990). It is now well established that the Q-R joint

probability density function (PDF) has a characteristic tear-drop shape in various turbulent flows

subject to different types of forcing (Soria et al., 1994; Blackburn et al., 1996; Chong et al., 1998;
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Dodd and Jofre, 2019). In addition, it has also been shown that the Q-R conditional mean trajec-

tories due to inertia, pressure and viscous mechanisms are very similar in different types of flows

such as forced isotropic turbulence, turbulent boundary layers, mixing layers, etc. (Martín et al.,

1998b; Ooi et al., 1999; Chevillard et al., 2008; Atkinson et al., 2012; Lawson and Dawson, 2015;

Bechlars and Sandberg, 2017a; Wu et al., 2019). To date, the role of large-scale production (or

random forcing) in small-scale dynamics has not been established. Lacking such understanding,

our knowledge of turbulence small scales must be considered incomplete.

The objective of this study is to examine the role of large-scale forcing in velocity-gradient dy-

namics. Specifically, we seek to establish the interplay between forcing, inertial, pressure and vis-

cous mechanisms that leads to the “universal" features of velocity-gradients, such as the tear-drop

shape of theQ-R joint PDF and near log-normal distribution of the pseudo-dissipation (Oboukhov,

1962; Yeung and Pope, 1989). While the Q-R phase plane accurately classifies the local stream-

lines into four distinct topologies, it cannot uniquely determine the streamline geometry (Elsinga

and Marusic, 2010a; Das and Girimaji, 2020a). Further, Q,R values can grow without bounds

with increasing Reynolds numbers. It is pointed out by Girimaji and Speziale (1995) that VG

tensor normalized by its magnitude (Frobenius norm) is better suited for examining many aspects

of small-scale dynamics. Specifically, the normalized invariants (q, r) provide a bounded phase-

space that uniquely characterizes the complete shape of the local flow streamlines (Das and Giri-

maji, 2019, 2020a). In this study, we first demonstrate that the q-r PDF exhibits a greater degree

of self-similarity over different flows than Q-R PDF. The inertial, pressure and viscous action in

the compact q-r plane constitutes a well-defined but incomplete dynamical system and yet yields

important insight into the nature of these turbulence processes (Das and Girimaji, 2020a). To

complete the description of VG dynamics, the effect of forcing is examined in the normalized q-r

framework. In the next part, we present a thorough investigation into the effect of inertia, pressure,

viscosity and large-scale forcing on the evolution of the VG magnitude.

Toward this end, we first derive the governing equations for the normalized VG tensor and the

VG magnitude highlighting the contribution of the forcing term. We develop the PDF evolution

115



equations for the normalized invariants, q and r, as well as the VG magnitude, A, in Section 6.2.

Analysis of the DNS data and a discussion of the findings are given in Sections 6.3 - 6.5. The final

conclusions are presented in Section 6.6.

6.2 Forcing in velocity-gradient evolution equations

The governing Navier-Stokes equations for velocity fluctuations, ui, as obtained from the mass

and momentum conservation of an incompressible flow are given by

∂ui
∂t

+ uk
∂ui
∂xk

= − ∂p

∂xi
+ ν∇2ui + fi (6.1a)

∂ui
∂xi

= 0 (6.1b)

where, p is the pressure fluctuation, ν is the kinematic viscosity, and fi represents forcing. The

pressure and viscous terms represent important non-local effects on the evolution of the velocity

field. The forcing term is responsible for the production of energy at the large scales, which

compensates for the viscous dissipation of energy at the smaller scales. The general form of forcing

encountered in most turbulent flows is

fi = −〈Uk〉
∂ui
∂xk
− uk

∂〈Ui〉
∂xk

+
∂

∂xk
〈uiuk〉 (6.2)

where, Ui = 〈Ui〉 + ui is the total velocity. Here 〈 . 〉 indicates ensemble averaging or spatial

averaging in the homogeneous directions. The forcing depends on the mean flow field and inho-

mogeneity of turbulent fluctuations (Rogallo, 1981; Rogers and Moin, 1987; Lee and Moser, 2015;

Quadrio et al., 2016). Forcing in a numerical simulation of homogeneous isotropic turbulence with

no mean flow (〈Ui〉 = 0) entails injecting energy into the lowest wave number shells. This forcing

is a function of time and space and can be of different types (Eswaran and Pope, 1988; Machiels,

1997; Overholt and Pope, 1998; Donzis and Yeung, 2010).
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We examine the effect of forcing on the evolution of the velocity gradient tensor,

Aij =
∂ui
∂xj

where Aii = 0. (6.3)

From equation (6.1a), the evolution equation for VG tensor Aij can be derived:

∂Aij
∂t

+ uk
∂Aij
∂xk

= −AikAkj −
∂2p

∂xi∂xj
+ ν∇2Aij +

∂fi
∂xj

. (6.4)

Here, (−AikAkj) is referred to as the inertial term, which includes vortex stretching and strain self-

amplification. Using the incompressibility condition (Aii = 0) in equation (6.4), it can be shown

that

− ∂2p

∂xi∂xi
+
∂fi
∂xi

= AikAki. (6.5)

Note that the second term is zero in forced isotropic turbulence since fi is a solenoidal field by

construction. Applying equation (6.5), the VG tensor evolution equation (6.4) can be written as

dAij
dt

= −AikAkj +
1

3
AmkAkmδij +Hij + Tij +Gij (6.6)

where d/dt = ∂/∂t + uk∂/∂xk is material or substantial derivative. Here, H is the anisotropic

pressure Hessian tensor, T is the viscous Laplacian tensor, andG is the anisotropic forcing tensor,

defined as follows:

Hij = − ∂2p

∂xi∂xj
+

∂2p

∂xk∂xk

δij
3

; Tij = ν∇2Aij ; Gij =
∂fi
∂xj
− ∂fk
∂xk

δij
3
. (6.7)

The anisotropic forcing tensorGij represents the influence of the mean flow and inhomogeneity on

the fluctuating velocity gradient evolution. In case of forced isotropic turbulence, Gij represents

the effect of artificial large scale forcing on the fluctuating field.

Following Girimaji and Speziale (1995) and Das and Girimaji (2019), Aij is factorized into
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velocity-gradient magnitude A and a normalized velocity gradient tensor (bij):

bij ≡
Aij
A

where A ≡ ||A||F =
√
AijAij. (6.8)

Here, || . ||F is the Frobenius norm of the tensor. All of the information about the geometry of

the local streamline structure of the flow is contained within the mathematically bounded tensor bij

(Das and Girimaji, 2020a). Furthermore, the topological classification of the local flow streamlines

(Chong et al., 1990) can also be described in the bounded phase-plane of bij invariants, q and r:

q = −1

2
bijbji ; r = −1

3
bijbjkbki. (6.9)

The VG magnitude A, on the other hand, determines the scale-factor of the local flow streamlines.

In this work we examine the effect of forcing on A and bij individually.

6.2.1 Evolution equations of normalized VG tensor

Using equations (6.6) and (6.8), we can derive the following evolution equation for bij ,

dbij
dt′

= − bikbkj +
1

3
bkmbmkδij + bijbmkbknbmn + (hij − bijbklhkl)

+ (τij − bijbklτkl) + (gij − bijbklgkl) (6.10)

where dt′ = Adt represents a normalized time increment and

hij =
Hij

A2
; τij =

Tij
A2

; gij =
Gij

A2
(6.11)

are the normalized anisotropic pressure Hessian, viscous Laplacian and anisotropic forcing tensors,

respectively. Similarly, the following governing equations for q and r can be derived (Das and

Girimaji, 2019) from equation (6.10):

dq

dt′
= −3r + 2qbijbikbkj − hij(bji + 2qbij)− τij(bji + 2qbij)− gij(bji + 2qbij) , (6.12)
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dr

dt′
= 2

3
q2 + 3rbijbikbkj − hij(bjkbki + 3rbij)− τij(bjkbki + 3rbij)

− gij(bjkbki + 3rbij). (6.13)

The first two terms on the right-hand-side (RHS) of equations (6.12-6.13) are referred to as the

non-linear (N ) terms that constitute the inertial and isotropic pressure effects in a turbulent flow.

The third RHS term represents anisotropic pressure effect (P ) while the fourth term embodies

viscous action (V ) on the q-r dynamics. Finally, the last term in both the equations represent the

effect of forcing (F ) on the evolution of q and r.

bij-PDF evolution equation: Following the methodology of Girimaji and Pope (1990a), the

governing differential equation for the joint PDF of bij , F(b), is given by

dF
dt′

= − d

dbij

(
F
〈
dbij
dt′

∣∣∣∣b〉). (6.14)

Here, the dbij
dt′

is given by equation (6.10). In this work, we restrict our analysis to the b invariants

- q and r. The evolution equation for the q-r joint PDF, F(q, r), is given by,

dF
dt′

= − d

dq

(
F
〈
dq

dt′

∣∣∣∣q, r〉)− d

dr

(
F
〈
dr

dt′

∣∣∣∣q, r〉). (6.15)

The above conditional average terms are comprised of the effects of non-linear, pressure, viscous

and forcing processes from equations (6.12-6.13).

Conditional Mean Velocity: The dynamics of the velocity gradient invariants, q and r, is com-

monly investigated by examining the conditional mean trajectories (CMTs) (Martín et al., 1998b).

The CMTs are obtained by integrating a vector field of conditional mean velocity (ṽ) in the q-r

plane, given by

ṽ =

〈dq/dt′
dr/dt′

∣∣∣∣∣ q, r
〉
. (6.16)

Probability Current: Probability current, W , is the PDF-weighted conditional mean velocity
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(van der Bos et al., 2002; Chevillard et al., 2008):

W = F ṽ = F(q, r)×

〈dq/dt′
dr/dt′

∣∣∣∣∣ q, r
〉
. (6.17)

The evolution equation of q-r joint PDF (equation 6.15) can therefore be written as,

dF
dt′

+∇.W = 0. (6.18)

The divergence of W determines the evolution rate of the PDF, F(q, r), at a given point in the

q-r space. Probability current has identical trajectories as the CMTs, since W is obtained by

multiplying ṽ with a non-negative function F(q, r). The difference between the two is only in

the speed of these trajectories. Probability current is used to examine the mean q-r evolution in

this study owing to its inherent physical relevance. The q-r probability currents due to non-linear

(N ), anisotropic pressure (P ), viscous (V ) and forcing (F ) effects can be defined individually as

follows, from equations (6.12-6.13) and (6.17):

WN = F

〈−3r + 2qbijbikbkj

2
3
q2 + 3rbijbikbkj

∣∣∣∣∣ q, r
〉

;

WP = F

〈 −hij(bji + 2qbij)

−hij(bjkbki + 3rbij)

∣∣∣∣∣ q, r
〉

;

WV = F

〈 −τij(bji + 2qbij)

−τij(bjkbki + 3rbij)

∣∣∣∣∣ q, r
〉

;

WF = F

〈 −gij(bji + 2qbij)

−gij(bjkbki + 3rbij)

∣∣∣∣∣ q, r
〉
. (6.19)

Statistically Stationary Homogeneous Flow: The q-r PDF equation (6.18) for a statistically
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steady and homogeneous turbulent flow leads to

dF
dt′

=
∂F
∂t′

= −∇.W = −∇.(WN +WP +WV +WF ) = 0. (6.20)

Most studies in the past (Martín et al., 1998b; Ooi et al., 1999; Chevillard et al., 2008; Atkinson

et al., 2012) have examined only the non-linear, pressure and viscous effects. From DNS data

presented in these studies,∇.(WN+WP+WV ) 6= 0 and correspondingly the CMTs or probability

currents given by (WN +WP +WV ) do not form closed loop orbits. Clearly, in order for∇.W =

0, the contribution of the forcing terms is critically important. This must also render the CMTs to

form closed loops.

6.2.2 Evolution equations of VG magnitude

The dynamics of VG magnitude (A) is examined in terms of

θ ≡ lnA. (6.21)

The evolution equation for θ, as derived from equation (6.6), is

dθ

dt∗
=

1

〈A〉
(−bikbkjAij + hijAij + τijAij + gijAij) (6.22)

where t∗ = 〈A〉t represents time normalized by mean VG magnitude. It is found that this normal-

ization is more appropriate for examining VG magnitude. Here, the four terms on the RHS of the

above equation represent the nonlinear (N ), pressure (P ), viscous (V ), and forcing (F ) effects on

VG magnitude evolution.

θ-PDF evolution equation: The governing differential equation for the PDF of θ, f̃(θ), is given

by (Pope, 1985)
df̃

dt∗
= − d

dθ

(
f̃

〈
dθ

dt∗

∣∣∣∣θ〉). (6.23)

Conditional mean rate of change: The VG magnitude dynamics is examined in terms of the
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mean rate of change of θ conditioned on θ,

ũ =

〈
dθ

dt∗

∣∣∣∣θ〉 = ũN + ũP + ũV + ũF (6.24)

where,

ũN =
1

〈A〉
〈
− bikbkjAij

∣∣ θ〉 ; ũP =
1

〈A〉
〈
− hijAij

∣∣ θ〉 ;

ũV =
1

〈A〉
〈
− τijAij

∣∣ θ〉 ; ũF =
1

〈A〉
〈
− gijAij

∣∣ θ〉 (6.25)

represent the mean non-linear, pressure, viscous and forcing effects. For a statistically stationary

homogeneous turbulent flow, the equation (6.23) can now be written as

df̃

dt∗
=
∂f̃

∂t∗
= − ∂

∂θ
[f̃(ũN + ũP + ũV + ũF )] = 0. (6.26)

Therefore, for the PDF f̃(θ) to be stationary, the sum of the PDF-weighted conditional mean

contributions of all the processes should not be a function of θ.

6.3 Numerical simulation data

Established DNS data sets of forced isotropic turbulence and turbulent channel flow at high

Reynolds numbers are used for analysis in this study. Additional detail of these datasets are in-

cluded in the appendix A.

The forced isotropic turbulence (FIT) data from the Johns Hopkins Turbulence Database (Perl-

man et al., 2007; Li et al., 2008) is used in the present study. The Taylor Reynolds number of the

field data used is,

Reλ ≡
u′λ

ν
= 427, where λ =

√
15νu′2

ε
. (6.27)

Here λ is the Taylor microscale, u′ is the root-mean-square velocity, and ε = 2ν〈SijSij〉 is the mean

dissipation rate. The simulation is well resolved and has been widely used for investigating velocity

gradient statistics (Johnson and Meneveau, 2016b; Elsinga et al., 2017; Danish and Meneveau,
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2018) as well as its Lagrangian dynamics (Yu and Meneveau, 2010a,b) in turbulence. Field velocity

data at multiple consecutive time steps, separated by ∆t = 0.0002, is used to compute the temporal

derivatives.

Three forced isotropic turbulence data sets from the Turbulence and Advanced Computations

Laboratory (Donzis et al., 2008; Yakhot and Donzis, 2017) at Texas A&M University are also

used. The Taylor Reynolds numbers of these simulations are Reλ = 225, 385 and 588. These data

sets have been used in past studies to examine higher-order statistics, intermittency, and Reynolds

number scaling of velocity gradients (Donzis et al., 2008; Donzis and Sreenivasan, 2010; Yakhot

and Donzis, 2017; Das and Girimaji, 2019).

Turbulent channel flow data is also obtained from the Johns Hopkins Turbulence Database (Li

et al., 2008; Lee and Moser, 2015). The data set used in the computations here is obtained after

statistical stationarity is achieved. The friction velocity Reynolds number of the channel flow is

Reτ ≡
uτh

ν
= 5186 (6.28)

where uτ is the friction velocity and h is the channel half-height. The velocity field is homogeneous

in the stream-wise (x) and span-wise (z) directions and inhomogeneous in the wall-normal (y)

direction. As suggested in the work of Lozano-Durán et al. (2015), integrating over a statistically

inhomogeneous region can considerably bias the Lagrangian statistics. Therefore, to circumvent

averaging over statistically inhomogeneous wall-normal (y) direction, we use data at specific y+

planes: y+ = 100 (Reλ = 81), y+ = 203 (Reλ = 110), y+ = 302 (Reλ = 132), and y+ = 852

(Reλ = 183). Data from multiple time instants are considered to achieve adequate sampling.

6.4 Normalized VG tensor dynamics

The large-scale forcing mechanisms are very different in homogeneous isotropic turbulence

and inhomogeneous anisotropic turbulent channel flow, as outlined in section 6.2. In this section,

we first investigate the effect of the different types of forcing on the probability distribution of the

invariants of the normalized velocity gradient tensor. Then, we proceed to examine the nonlinear,
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(a) (b)

Figure 6.1: Isocontours of q-r joint PDF, F(q, r), for (a) forced isotropic turbulence (FIT), (b)
turbulent channel flow, at different Reλ. The highest PDF level contour is along the right discrim-
inant line and the PDF level drops with distance from the line. Solid black lines in the 3rd and 4th

quadrants represent the zero-discriminant lines (Cantwell, 1992).

pressure, and viscous contributions to the evolution of the invariants in these flows.

The isocontour lines of the q-r joint PDF in forced isotropic turbulent flows at differentReλ and

turbulent channel flow at different y+ planes, are plotted in figure 6.1. The solid black lines in the

third and fourth quadrants of the q-r plane mark the lines of zero discriminant: d = q3+(27/4)r2 =

0. The q-r plane above the discriminant lines represents focal/spiraling topologies of local flow

streamlines - stable focus stretching (SFS) and unstable focus compression (UFC). The q-r plane

below the discriminant lines mark nodal/hyperbolic streamlines with node-saddle combinations -

stable-node/saddle/saddle (SN/S/S) and unstable-node/saddle/saddle (UN/S/S) (Chong et al., 1990;

Das and Girimaji, 2020a). Topologies to the left of r = 0 axis are stable or converging, while

those to the right are unstable or diverging. The q-r joint PDFs for isotropic turbulent flow at

Reλ = 225, 385, 427 and 588 have the characteristic teardrop shape with a high probability of

occurrence along the right discriminant line or Vieillefosse tail (Vieillefosse, 1984). It is evident

that the PDF is nearly invariant at high enough Reλ. The q-r joint PDFs for turbulent channel
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Figure 6.2: Isocontours of q-r joint PDF, F(q, r), of FIT at Reλ= 225 (blue solid line) and
turbulent channel flow at Reλ = 183 (red dashed line).

flow at different y+ locations, corresponding to Reλ = 81, 110, 132 and 183, are shown in figure

6.1(b). In this case, the PDF shows slight dependence on Reynolds number. As Reλ increases, the

isocontour lines in the focal topologies shrink closer towards the q-axis and the isocontour lines

near the tail of the teardrop widen.

The q-r PDFs of forced isotropic turbulence at Reλ = 225 and turbulent channel flow at Reλ =

183, are compared in figure 6.2. It is evident that in the densely populated regions of the plane,

the PDF values are nearly identical. There is a small difference between the PDF isocontours only

in the low probability regions of the SN/S/S topology. Thus, despite having different forms of

large-scale forcing, the joint probability distribution of normalized velocity gradient invariants are

nearly identical in both the flows, even at moderately high Reynolds numbers. It is reasonable then

to expect the overall VG dynamics to be statistically similar in both cases. To examine this further,

we now investigate probability currents.

6.4.1 Non-linear, pressure and viscous effects

The q-r probability currents given in equation (6.19) represent the dynamical effects of the

constituent mechanisms. The probability current of the inertial and isotropic pressure (WN ) is
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(a) (b)

Figure 6.3: q-r probability current due to non-linear terms (WN ) for (a) FIT Reλ = 225 and (b)
turbulent channel flowReλ = 183. The background contours represent the magnitude of the vector
WN .

plotted in figure 6.3 for isotropic turbulent flow and turbulent channel flow. The background color

contours represent the magnitude of WN , i.e. the speed of the trajectories. The non-linear effect

(Cantwell, 1992; Bikkani and Girimaji, 2007) take trajectories from the left toward the right bottom

corner along the zero-discriminant line. These probability currents are invariant with Reλ and

identical in different types of flows, due to the fact thatWN (6.19) is fully determined by bij .

Next, the probability current due to the anisotropic pressure (WP ), is illustrated in figure 6.4.

The currents exhibit slight variations at low Reλ and are nearly invariant at higher Reλ. Only high

Reλ cases for both isotropic turbulence and channel flow are plotted. The principal action of the

anisotropic pressure is to oppose the non-linear current (WN ) in majority of the q-r plane, except

in the middle UFC region whereWP is nearly aligned withWN . The pressure probability currents

repel trajectories away from the top right UFC region and attract them toward the bottom left corner

of the plane, which is the repeller of the WN field. The effect of non-local pressure is stronger in

the UN/S/S topology region below the right discriminant line and in the rotation-dominated SFS

region. WP contribution is nearly identical in FIT and channel flow. The results clearly suggest
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(a) (b)

Figure 6.4: q-r probability current due to anisotropic pressure (WP ) for (a) FIT Reλ = 225 and
(b) turbulent channel flow Reλ = 183. The background contours represent the magnitude of the
vectorWP .

that the effect of pressure on q-r dynamics is reasonably independent of large-scale forcing.

Expectedly, the q-r probability currents due to the viscous effects (WV ) show some dependence

on Reλ in both isotropic turbulence as well as turbulent channel flow. The viscous probability

current of Reλ = 225 of forced isotropic turbulence is plotted in figure 6.5 to illustrate the general

behavior. The viscous probability current has a repeller in the lower middle UFC region and takes

all trajectories toward pure-strain geometry (q = −1/2 line), with a slight tendency to bend toward

the right corner of the plane. The viscous effects are strongest in the unstable nodal topologies near

the right discriminant line.

Although the viscous probability current has a slight dependence on Reλ, it is significantly

smaller in magnitude than the inertial and pressure contributions. As a result, the aggregate of

the non-linear (N ), anisotropic pressure (P ), and viscous (V ) contributions, represented by the

subscript “NPV " is nearly self-similar at high enough Reλ in both flows as shown in figure 6.6.

Thus, two different types of large-scale forcing lead to similar VG statistical evolution due to

inertia, pressure and viscosity.
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Figure 6.5: q-r probability current due to viscous effects (WV ) for FIT Reλ = 225. The back-
ground contours represent the magnitude of the vectorWV .

(a) (b)

Figure 6.6: q-r probability currents due to non-linear, pressure and viscous effects,WNPV , for (a)
FIT at Reλ = 427, and (b) turbulent channel flow at Reλ = 132. The background contours repre-
sent the magnitude of the vectorWNPV . The white dash-dotted lines represent the separatrices.
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In figure 6.6, the non-linear, pressure and viscous contributions cause the q, r values closer to

the origin to spiral towards the attractor near the origin, which represents pure shear streamlines

(Das and Girimaji, 2020a). This basin of attraction is surrounded by a separatrix loop, marked by

the white dash-dotted line in the figure. The q, r values outside the separatrix loop evolve toward

the q = −1/2 line, which represents pure strain streamlines. The trajectories move the fastest in

the unstable focal topologies and slow down significantly near the right discriminant line and at

the top of the spirals. Overall, the evolution of q, r due to all the turbulence processes excluding

large-scale forcing does not form closed loop trajectories. Unclosed trajectories represent a system

where the q-r PDF is not stationary in time (Lozano-Durán et al., 2015).

The findings thus far from forced isotropic turbulence and channel flow can be summarized

as follows: (i) both are statistically steady flows with stationary q-r joint PDF, (ii) their q-r joint

PDFs are nearly identical, and (iii) the evolution of q-r joint PDF due to nonlinear-pressure-viscous

contributions are nearly identical, but do not form closed loop trajectories. It is reasonable to

deduce that the missing effect of large-scale forcing is key in establishing closed loop trajectories

in statistically stationary turbulence. It can also be inferred that the contribution of forcing is very

similar in both the flows. In the remainder of the study we analyze only forced isotropic turbulence

to examine and understand the effect of forcing on VG dynamics.

6.4.2 Forcing effects

Direct computation of the forcing term is rendered difficult due to the fact that force field is not

archived in most data sets. To identify and isolate the effect of forcing on the evolution of q-r we

follow a three-step procedure.

1. Determine the total rate of change (material derivatives) of q and r by calculating the follow-

ing:
dq

dt′
=

1

A

(
∂q

∂t
+ uk

∂q

∂xk

)
;
dr

dt′
=

1

A

(
∂r

∂t
+ uk

∂r

∂xk

)
. (6.29)

A recent study by Lozano-Durán et al. (2015) has shown that computing the material deriva-

tives of velocity-gradient invariants is highly prone to numerical errors from both spatial and
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Figure 6.7: Total q-r probability current (W ) for FIT at Reλ = 427. The red squares represent the
starting points of the trajectories. The background contours represent the magnitude of the vector
W .

temporal differentiation. Inaccurate computations of these derivatives can lead to deformed

CMTs. We follow the guidelines suggested in their work for accurate computation of CMTs.

The spatial derivatives are computed on a two-times dealiased grid, i.e. expanding the num-

ber of modes by a factor of two in all three directions. The temporal derivatives are computed

using a 4th-order central difference scheme with a CFL of 0.11.

2. Calculate the rate of change of q, r due to the nonlinear, anisotropic pressure and viscous

terms on the RHS of equations (6.12-6.13).

3. Obtain the rate of change due to forcing, by subtracting the nonlinear, anisotropic pressure

and viscous contributions (step (ii)) from the overall rate of change of q, r (step (i)).

Detailed analysis is first performed to demonstrate that the total derivative is captured with

adequate precision in step (i). The overall probability current due to the total rate of change of

q and r, i.e. W , is plotted in figure 6.7 for forced isotropic turbulent flow (Reλ = 427) in the

moderate to high density region of the q-r plane. The figure shows seven trajectories in the q-r

plane that start at the points marked by the red squares and complete a cycle in the plane. The
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Figure 6.8: q-r probability current due to forcing (WF ), with background contours representing
the magnitude |WF | for FIT Reλ= 427.

trajectories form closed periodic orbits around a center near the origin, indicating that the PDF

F(q, r) remains stationary in time (Chevillard et al., 2008; Lozano-Durán et al., 2015). It must be

pointed out that lower order temporal derivatives and/or aliasing errors in spatial derivatives do not

lead to closed loop trajectories.

Next, the q-r probability current due to forcing (WF ) is obtained by subtracting the WNPV

from the totalW ,

WF (q, r) = W (q, r)−WNPV (q, r). (6.30)

The forcing probability current, WF , is plotted in figure 6.8, in which the background color con-

tours represent the speed of the trajectories. It is evident that the effect of forcing on q-r evolution

strongly depends on the local streamline topology. The forcing action has a repeller at the right

bottom corner of the plane, where local streamlines experience axisymmetric expansion. Forcing

trajectories exhibit an attractor at the top right corner, i.e. the rotation-dominated UFC topology,

while some trajectories bend toward the left boundary of the plane (SFS topology). The effect of

forcing is very weak in the rotation-dominated streamlines, while it is the strongest in the UN/S/S

streamlines near the right zero-discriminant line. Comparing these trajectories with that of non-
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Figure 6.9: Relative contribution of forcing probability current with respect to the aggregate of
nonlinear-pressure-viscous processes, i.e. |WF |/(|WF | + |WNPV |) × 100, for FIT Reλ = 427.
Contour levels are in an approximate log-scale.

linear, pressure and viscous action (figures 6.3, 6.4 and 6.5), it is clear that the repeller of forcing

action nearly coincides with the attractors of nonlinear and viscous actions. This indicates that

the key role of forcing is to counter the restricted Euler effect (Bikkani and Girimaji, 2007) in

the region of Vieillefosse tail. Further, the forcing attractor in UFC region is close to the repeller

of pressure action. Evidently, large-scale forcing strongly opposes non-linear and viscous action

in the strain-dominated streamlines, while it balances anisotropic pressure action in the rotation-

dominated unstable focal streamlines.

The relative magnitude of the forcing contribution with respect to the aggregate of non-linear,

pressure and viscous action, is plotted as a percentage in figure 6.9. The contribution of forcing is

comparable to that of nonlinear-pressure-viscous contribution in the nodal/hyperbolic streamlines,

i.e. below the discriminant line. The effect of forcing is weaker (< 20%) in the focal/spiraling

streamlines, i.e. above the discriminant lines, except in the extremely high-density region. Overall,

large-scale forcing plays a critical role toward sustaining the classical tear drop shape of the q-r

joint PDF.
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6.4.3 Helmholtz-Hodge decomposition of the probability currents

From equation (6.20), in a homogeneous statistically stationary turbulent flow, the stationarity

of the q-r PDF requires that

∇.W = 0. (6.31)

More insight into the role of various processes on small-scale turbulence dynamics can be obtained

by decomposing the probability current vectors in q-r phase-space into dilatational and solenoidal

parts:

W = W (dil) +W (sol). (6.32)

The curl-free dilatational part and the divergence-free solenoidal part can be obtained by using the

Helmholtz-Hodge decomposition of a two-dimensional vector field (Chorin and Marsden, 2012;

Petronetto et al., 2009),

W (dil) = ∇φ and W (sol) = J(∇ψ) (6.33)

where φ and ψ are scalar potential fields, and J( . ) represents clockwise rotation of a vector by

90◦. Here, the rotation operator applied to the gradient of scalar potential ψ is analogous to the curl

of a vector potential for a three-dimensional field. In general, there is also a harmonic term which

has both zero divergence and zero curl, but that term is zero in this case due to boundary condition.

Segregating the effect of forcing from the other processes, equation (6.31) becomes

∇.(WNPV +WF ) = 0 =⇒ ∇.WF = −∇.WNPV . (6.34)

Helmholtz-Hodge decomposition of the forcing probability current and the nonlinear-pressure-

viscous probability current results in

WF = W
(dil)
F +W

(sol)
F , where W (dil)

F = ∇φF and W
(sol)
F = J(∇ψF ) ; (6.35a)

WNPV = W
(dil)
NPV +W

(sol)
NPV , where W (dil)

NPV = ∇φNPV and W
(sol)
NPV = J(∇ψNPV ). (6.35b)
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The divergence of the solenoidal vector fields is zero by construction. Therefore, the condition

(equation 6.34) for a stationary process is

∇.W (dil)
F = −∇.W (dil)

NPV . (6.36)

We now examine the DNS data to further analyse the role of dilatational and solenoidal components

of the probability currents.

6.4.3.1 Dilatational and solenoidal current from DNS data

From equation (6.35a) the following can be obtained (Petronetto et al., 2009):

∇.WF = ∇.W (dil)
F = ∆φF , ∇×WF = ∇×W (sol)

F = −∆ψF (6.37)

where ∆ is the Laplacian operator (∆ ≡ ∇2). The system of Poisson equations (6.37) is nu-

merically solved in the bounded q-r domain (Ω) to determine the potential functions φF (q, r) and

ψF (q, r). The solenoidal vector field is taken to be tangential at the boundary of the domain (∂Ω).

The boundary condition for the dilatational vector field is chosen such that it is compatible with that

of the total vector field at the boundary. The resulting system of Poisson equations and boundary

conditions is given by:

∆φF = ∇.WF and ∆ψF = −∇×WF in Ω , (6.38a)

∇φF .n̂ = WF .n̂ and J(∇ψF ).n̂ = 0 in ∂Ω. (6.38b)

Here n̂ represents the outward normal vector at the boundary of the domain. The rectangular q-r

domain is discretized into 100×100 points and second-order accurate central difference scheme is

used to solve the above system of equations. A convergence study is performed to ensure that the

solution does not change with increasing q-r space resolution. While solving the discrete system of

equations with pure Neumann boundary conditions, the issue of non-uniqueness of the solution is

encountered. An augmented system of equations (Rosales et al., 2020) is solved with an additional
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(a) (b)

Figure 6.10: Dilatational parts of (a) forcing probability current W (dil)
F , and (b) nonlinear-

pressure-viscous probability current W (dil)
NPV , for FIT Reλ = 427. The background contours repre-

sent the magnitude of the vector.

scalar variable (Lagrange multiplier) to impose a restriction on the sum of the scalar potential. This

in turn satisfies the discrete compatibility condition and enforces uniqueness of the solution up to

an additive constant (Barton and Barton, 1989; Rosales et al., 2020). Once the scalar potentials,

φF (q, r) and ψF (q, r), are obtained for the entire q-r plane, the dilatational and solenoidal vector

components ofWF are determined from their gradients (see equation 6.35a). A similar procedure

is followed to compute the dilatational and solenoidal components ofWNPV , as given in equation

(6.35b).

The dilatational parts of WF and WNPV are plotted in figures 6.10 (a) and (b), respectively.

The background color contours represent the local speed of the trajectories. TheW (dil)
F probability

current has an attractor at the bottom right corner of the plane (axisymmetric expansion) and a

repeller in the rotation-dominated unstable focal streamlines. In contrast, the dilatational part of

the nonlinear-pressure-viscous contribution (W (dil)
NPV ), has a repeller in the rotation-dominated UFC

topology and an attractor near axisymmetric expansion. Thus, the repeller of one nearly coincides

with the attractor of the other and vice-versa. Additionally, the magnitudes of the probability
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(a) (b)

Figure 6.11: Solenoidal parts of: (a) forcing probability current W (sol)
F , and (b) nonlinear-

pressure-viscous probability current W (sol)
NPV , for FIT Reλ = 427. The background contours repre-

sent the magnitude of the vector.

currents at different q-r locations are similar in both the cases. The magnitudes reduce in value

as q becomes more positive, i.e. rotation-dominated. The dilatational part of the forcing action

is approximately negative of the dilatational part of the nonlinear-pressure-viscous action. While

there are minor differences between the two fields, the sum of the divergence ofW (dil)
F andW (dil)

NPV

is nearly zero throughout the domain, as required for statistical stationarity (equation 6.36).

The solenoidal parts ofWF andWNPV are plotted in figures 6.11(a) and (b), respectively. It is

first evident that the solenoidal component of forcing is smaller in magnitude than its dilatational

counterpart (figure 6.10a), over most of the q-r plane. On the other hand, the magnitude of the

solenoidal part of WNPV is much larger than its dilatational part (figure 6.10b) in most of the

q-r plane. Now, the solenoidal components are divergence free by construction and form closed

loop trajectories in the q-r plane. The solenoidal forcing, W (sol)
F , exhibits two centers in the do-

main about which the trajectories orbit. One center lies on the left zero-discriminant line and the

other is in the UFC topology slightly above the right zero-discriminant line. The solenoidal part

of nonlinear-pressure-viscous effects, W (sol)
NPV , is significantly higher in magnitude than W (sol)

F . It
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consists of closed periodic orbits around a center located near the origin. The closed loop tra-

jectories appear to slow down substantially in the nodal/hyperbolic topology region in the plane.

There exists another center near the right boundary of the q-r plane, in the extremely low-density

region. It is important to note that the solenoidal NPV probability current is very similar to the

total probability current in figure 6.7, especially in the sufficiently populated regions of the plane.

The key findings from this analysis can be summarized as follows:

1. The most important role of large-scale forcing is to oppose and nullify the dilatational prob-

ability current due to inertial, pressure and viscous effects.

2. The solenoidal part of forcing current is considerably smaller in magnitude and hence plays

a secondary role in VG dynamics.

3. The solenoidal part of nonlinear-pressure-viscous probability current dominates the overall

dynamics of VG tensor invariants. For the most part, W (sol)
NPV dictates the universal features

of the small-scale dynamics.

Thus, large-scale forcing enforces statistical stationarity with a smaller or secondary influence on

the conditional mean evolution of the velocity gradient invariants.

6.5 VG magnitude dynamics

The PDF of the standardized variable,

θ∗ =
θ − 〈θ〉
σθ

where θ ≡ lnA , σθ =
√
〈(θ − 〈θ〉)2〉 (6.39)

is displayed in figure 6.12 for FIT at Reλ = 225, 385 and 427. The PDF of standard normal dis-

tribution, with zero mean and unit standard deviation, is also plotted in the figure for comparison.

Clearly, the PDFs of θ∗ at all Reλ nearly coincide with that of the normal distribution (Oboukhov,

1962; Yeung and Pope, 1989). It must be noted however that due to intermittency, the PDF of

pseudo-dissipation can not be precisely log-normal (Orszag, 1970b; Mandelbrot, 1999). We now
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Figure 6.12: PDF of θ∗ (dashed line) for FIT Reλ = 225, 385 & 427 and standard normal distri-
bution (solid line).

investigate the role of different turbulence processes in VG magnitude dynamics of statistically

stationary turbulence.

6.5.1 VG magnitude dynamics conditioned on q-r

The total rate of change of θ is calculated by following the same procedure and guidelines used

for q and r in subsection 6.4.2. The rate of change of θ due to the different processes (equation

6.22) is conditioned on q-r and plotted in figure 6.13. The nonlinear (N ) action is predominantly

positive in the high density regions of the q-r plane, particularly along the right discriminant line

including the axisymmetric expansion. Thus, nonlinear contribution increases the VG magnitude

in most of the turbulent flow field. Nonlinear action diminishes the VG magnitude along the

left discriminant line, especially at axisymmetric compression. Pressure (P ) opposes the nonlinear

effect in the strain-dominated topologies (q < 0) with the exception of the UFC region. It, however,

augments the nonlinear action in the rotation-dominated topologies (q > 0). This behavior is unlike

the q-r probability current, where pressure opposes nonlinear action in both strain- and rotation-
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(a) (b)

(c) (d)

(e) (f)

Figure 6.13: Conditional mean rate-of-change of θ (≡ lnA) in q-r phase plane due to: (a) nonlin-
ear, (b) pressure, (c) viscous, (d) nonlinear-pressure-viscous, (e) forcing, and (f) all processes for
FIT Reλ = 427.
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dominated topologies alike. The viscous (V ) action shows a relatively weaker dependence on the

local streamline topology and is negative throughout the q-r plane. In other words, viscosity tries

to diminish the VG magnitude at all streamline topologies. It is important to note that the viscous

action opposes the non-linear action in the densely-populated regions of the plane.

The aggregate of nonlinear, pressure, and viscous (NPV ) processes in each of the four quad-

rants of the q-r plane can be summarized as follows: it increases VG magnitude in rotation-

dominated stable and strain-dominated unstable topologies; it decreases VG magnitude in rotation-

dominated unstable and strain-dominated stable topologies. It is the strongest in the rotation-

dominated unstable (UFC) topology.

Expectedly, the forcing (F ) contributes toward increasing VG magnitude nearly uniformly at

all q-r values. The conditional mean effect of forcing in the q-r plane is weaker than the other pro-

cesses. Although the viscous and forcing effects are nearly independent of topology, the nonlinear

and pressure effects on the evolution of VG magnitude are strongly dependent on q-r. As a result,

the net rate of change of VG magnitude due to the combination of all four processes (figure 6.13f)

is a strong function of topology. On average, the VG magnitude increases in the SFS, UN/S/S

and strain-dominated UFC topologies, and it decreases in the SN/S/S and rotation-dominated UFC

topologies. It is further evident that this resulting total evolution of VG magnitude is primarily

driven by the aggregate of nonlinear-pressure-viscous action with a small but distinct influence of

large-scale forcing.

6.5.2 VG magnitude dynamics conditioned on θ∗

The conditional mean rate-of-change of θ (equations 6.24-6.25) is plotted as a function of the

standardized variable θ∗ in figure 6.14. The total conditional mean rate of change (ũ) is nearly equal

to zero at all θ∗. This satisfies the statistical stationarity condition given in equation (6.26). The

nonlinear (N ) term is positive at all magnitudes, while the viscous (V ) effect is always negative.

The pressure (P ) and forcing (F ) action exhibit different behaviors in different ranges of θ.

The positive nonlinear effect on the rate of change of VG magnitude grows rapidly as the VG

magnitude increases. On the other hand, the viscous action becomes increasingly negative with
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Figure 6.14: Conditional mean rate-of-change of θ (≡ lnA) conditioned on θ∗ due to different
processes, for FIT Reλ = 427.

VG magnitude, balancing the nonlinear contribution. At extremely low VG magnitudes (θ ≤

〈θ〉 − 2σθ), the nonlinear effects are weak, while the positive pressure and forcing contributions

are balanced by a negative viscous action. At moderately small VG magnitudes (〈θ〉 − 2σθ ≤

θ ≤ 〈θ〉), the nonlinear and viscous contributions begin to grow rapidly with θ∗. In this range,

positive pressure and forcing contributions add to the increasingly positive nonlinear action, and

their aggregate is balanced by a strongly negative viscous action. At intermediate VG magnitudes

(〈θ〉 ≤ θ ≤ 〈θ〉 + 2σθ), the pressure action becomes negative, while forcing contribution remains

positive. The behavior of pressure and forcing switch as VG magnitude reaches a higher value

(θ ≥ 〈θ〉+ 2σθ). At high VG magnitudes, forcing action becomes increasingly negative to balance

the equally positive pressure action. Thus, in regions of very high velocity gradient magnitudes,

forcing makes a surprising negative contribution toward θ evolution.

The key findings are: (i) the total conditional mean rate of change of VG magnitude is nearly

zero at all magnitudes; (ii) at high VG magnitudes, there is a clear balance between pressure and
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forcing on one hand and viscous-inertial balance on the other; and (iii) at smaller VG magnitudes

the viscous action balances all the other processes.

The insight and observations highlighted in this work provide important guidance for model-

ing velocity gradient dynamics. Numerous studies in literature have presented Langevin velocity

gradient models to capture the Lagrangian evolution of VG tensor in turbulent flows (Girimaji and

Pope, 1990a; Jeong and Girimaji, 2003; Chevillard and Meneveau, 2006; Johnson and Meneveau,

2016a). Most of these studies have focused on developing closure models to capture the non-local

pressure and viscous effects on VG dynamics. We propose that inclusion of the "universal" forcing

effects, presented in this work, will lead toward improved velocity gradient modeling in turbulent

flows.

6.6 Conclusions

The profound role of large-scale forcing on the small-scale velocity-gradient (VG) dynamics

is examined using direct numerical simulation (DNS) data. The evolution equations of normalized

VG invariants (q,r) and VG magnitude A (≡
√
AijAij) are derived, along with their PDF equa-

tions. DNS data sets of forced isotropic turbulence (FIT) and turbulent channel flow are used to

investigate the q-r joint PDF and the underlying probability currents due to various turbulence pro-

cesses. It is first shown that the characteristic tear-drop shaped q-r joint PDF asymptotes toward

a self-similar form at high enough Reynolds numbers. The q-r joint PDFs for isotropic turbu-

lence and turbulent channel flow are shown to be nearly identical. The probability currents due to

inertial, pressure and viscous effects are also very similar in both the flows.

The combined probability currents of inertial, pressure and viscous effects is not closed loop

and cannot sustain the stationary tear-drop PDF shape. This clearly indicates that forcing plays a

pivotal role in forming and sustaining the teardrop q-r joint PDF shape. Next, the flow-independent

effect of large-scale forcing on q-r evolution is examined using FIT data. The effect of forcing is

shown to be strongly dependent on the local topology. Forcing effects are much stronger in locally

nodal/hyperbolic streamlines than in focal/spiraling streamlines. The forcing action strongly op-

poses the inertial and viscous action in these nodal streamlines, whereas it counters the anisotropic
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pressure action in the unstable focal streamlines. It is further shown that the dilatational part of the

forcing probability current balances the dilatational part of the inertial-pressure-viscous contribu-

tion at all topologies. The solenoidal part of forcing current is relatively smaller than that of the

inertial-pressure-viscous effects. To a leading order, the solenoidal part of inertial-pressure-viscous

action dictates the overall evolution of trajectories in the q-r phase-space.

The effect of large-scale forcing along with the inertial, pressure and viscous processes on the

evolution of VG magnitude is examined by conditioning these processes on the invariants phase-

space and on the VG magnitude itself. At smaller magnitudes, forcing along with inertia and

pressure opposes the strongly negative viscous action. At larger magnitudes, forcing balances the

increasingly positive pressure action, while viscosity counteracts the inertial action. The forcing

contribution to the mean rate of change of VG magnitude is nearly independent of topology (q, r).

The nonlinear-pressure-viscous action drives the overall conditional mean evolution of VG magni-

tude in the q-r plane, with a weaker but discernible influence of forcing. Altogether, the rotation-

dominated unstable focal topology and the stable nodal topology exhibit overall diminishing VG

magnitude, while all the other topologies demonstrate overall growing VG magnitude. These find-

ings further our understanding of velocity gradient dynamics and suggest important simplifications

that can be used for the development of improved velocity-gradient models.
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7. DATA-DRIVEN MODEL FOR LAGRANGIAN VELOCITY GRADIENT DYNAMICS IN

TURBULENCE

7.1 Introduction

Velocity gradient (VG) dynamics hold the key to understanding important turbulence features

such as small-scale universality, intermittency, multifractal nature and local streamline geometry of

turbulence (Yakhot and Donzis, 2017; Sreenivasan and Antonia, 1997; Meneveau and Sreenivasan,

1991; Soria et al., 1994; Chong et al., 1998). Velocity gradient dynamics influence material element

deformation and mixing of passive scalars in turbulent flows (Girimaji and Pope, 1990b; Dressel-

haus and Tabor, 1992; Sreenivasan, 2019; Fischer, 1973). It further governs the deformation and

orientation dynamics of small-scale entities immersed in turbulent flows such as red-blood-cells in

a turbulent blood stream (Arora et al., 2004; De Tullio et al., 2012), microorganisms swimming in

water (Luchsinger et al., 1999), polymer molecules in wall-bounded flows (Balkovsky et al., 2000)

and bubbles in a liquid flow stream (Biferale et al., 2014). Therefore, modeling the Lagrangian

evolution of the velocity gradient tensor in a turbulent flow enhances our understanding of several

important small-scale turbulence phenomena and our ability to model them. A velocity gradient

model is further useful in reproducing the small-scale dynamics (Johnson and Meneveau, 2018) in

scale-resolving simulations of complex turbulent flows.

The dynamics of velocity gradients broadly depend upon four turbulence processes - inertial,

pressure, viscous and large-scale forcing contributions. The inertial and isotropic pressure contri-

butions are closed and constitute the so-called restricted Euler (RE) dynamics (Vieillefosse, 1982;

Cantwell, 1992). In the absence of the unclosed non-local processes, the earliest analyses of ve-

locity gradient dynamics were developed based on the RE equations (Cantwell, 1992; Girimaji

and Speziale, 1995; Martín et al., 1998a). However, purely inviscid equations can lead to finite-

time singularity as the solution diverges to infinity. Girimaji and Pope (1990a) developed the

first complete stochastic model that accounts for nonlocal processes. The addition of the nonlocal
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terms help counteract the nonlinear growth of the RE terms, thus leading to a statistically station-

ary state that avoids finite-time singularity. This was followed by a series of stochastic models

for velocity gradient dynamics (Chertkov et al., 1999; Jeong and Girimaji, 2003; Chevillard and

Meneveau, 2006; Chevillard et al., 2008; Wilczek and Meneveau, 2014) using different analytical

approaches to model the nonlocal pressure and viscous terms. The recent deformation of Gaussian

field (RDGF) model proposed by Johnson and Meneveau (2016a) has showed significant improve-

ments over the previous models, but is still unable to accurately capture the heavy-tailed PDFs

and higher-order moments of velocity gradients at high Reynolds numbers. Pereira et al. (2018)

presented a stochastic model based on multifractal process that emulates the Reynolds number

scaling of VG moments with reasonable accuracy, but fails to capture the geometric features of

the velocity gradient tensor with similar accuracy. Recently, a data-driven velocity gradient model

has been developed employing tensor-basis neural network for the closure of the nonlocal pressure

term (Tian et al., 2021), which show some improvements over previous models in reproducing

certain small-scale statistics of turbulence. While much progress has been made in modeling ve-

locity gradient dynamics, the closure models for the non-local processes in turbulence continue to

require further improvement. A robust and complete velocity gradient model that is generalizable

to different types of turbulent flows at different Reynolds number is still lacking.

The goal of this work is to develop a data-driven Lagrangian model that accurately reproduces

the velocity gradient dynamics in turbulent flows for a broad range of Reynolds numbers with

minimal computational effort. Modeling the nonlinear dynamics of the velocity gradient tensor

(Aij ≡ ∂ui/∂xj) is difficult due to its intermittent nature. To overcome the complexity introduced

by VG intermittency, we adapt the approach of Girimaji and Speziale (1995) to segregate the VG

magnitude (A) and the bounded normalized VG tensor (bij), where:

bij ≡
Aij
A

and A ≡ ||A||F =
√
AmnAmn (7.1)

Such a factorization is consistent with the work of Kolmogorov (1962), which proposes that small-
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scale turbulence is self-similar when consistent in terms of local rather than global dissipation.

Thus, we develop separate stochastic models for bij and A, tailored for capturing the dynamical

behavior of each uniquely and resulting in an overall improvement in prediction of Aij dynamics.

The bij statistics are nearly universal in different types of turbulent flows of different Reynolds

numbers, as demonstrated in chapters 2 and 3. In addition, chapters 5 and 6 exhibit that the

bij-dynamics due to different turbulence processes such as inertial, pressure, viscous and forcing

effects, are also nearly independent of Reynolds number. Additionally, modeling bij requires the

closure of the normalized contributions of non-local pressure and viscosity, and these normalized

processes are well-behaved and more amenable to modeling than the unnormalized pressure and

viscous terms modeled in previous studies. In this work, we model the mean non-local effects in

velocity gradient dynamics using a simple data-driven closure within the bounded bij state-space.

The Reynolds number dependence arises primarily through the velocity gradient magnitude.

The velocity gradient magnitude or pseudodissipation has a nearly lognormal probability distribu-

tion and shows an exponential decay of autocorrelation in time (Kolmogorov, 1962; Oboukhov,

1962; Yeung and Pope, 1989). The exponentiated Ornstein-Uhlenbeck (OU) process is a statisti-

cally stationary process that satisfies both these properties (Uhlenbeck and Ornstein, 1930; Pope

and Chen, 1990). While it has been pointed out that pseudodissipation cannot be precisely log-

normal in the context of multifractal formalism (Mandelbrot, 1974; Meneveau and Sreenivasan,

1991), the OU process models the overall dynamics of pseudodissipation quite accurately (Pope

and Chen, 1990; Girimaji and Pope, 1990a). In fact, a recent analysis of Lagrangian trajectories in

high Reynolds number turbulence (Huang and Schmitt, 2014) has shown evidence that the autocor-

relation function of pseudodissipation is consistent with both the exponential decay prescribed by

the OU process as well as the logarithmic decay suggested by the multifractal framework, and the

two are nearly indistinguishable at such high Reynolds numbers (Pereira et al., 2018). Since the

focus of this work is to accurately reproduce the overall Lagrangian dynamics of the velocity gra-

dients in turbulence, we model the velocity gradient magnitude as a modified lognormal process,

without explicitly accounting for multifractal behavior. It is, however, expected that incorporating
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DNS data based modifications within the OU process will help capture the intermittent nature of

small-scale turbulence more accurately than a simple lognormal process.

In section 7.2 we discuss the properties and the governing differential equations for the nor-

malized VG tensor and VG magnitude in an incompressible turbulent flow. The entire modeling

methodology is described in section 7.3, including the philosophy of the modeling approach and its

generalizability, formulation of the model equations and closures, and a complete model summary.

The numerical procedure of the simulations performed using the model is outlined in section 7.4.

Finally the results of the model are compared with that of DNS and previous models in section 7.5

and the conclusions are presented in section 7.6.

7.2 Properties and governing equations

Starting from the Navier-Stokes equations for velocity fluctuations, ui, in an incompressible

turbulent flow:

∂ui
∂t

+ uk
∂ui
∂xk

= − ∂p

∂xi
+ ν∇2ui + fi (7.2a)

∂ui
∂xi

= 0 (7.2b)

where, p is the pressure fluctuation, ν is the kinematic viscosity, and fi represents large-scale

forcing, one can derive the following governing equation for the velocity gradient tensor (section

6.2):
dAij
dt

= −AikAkj +
1

3
AmkAkmδij +Hij + Tij +Gij (7.3)

The first term is the inertial term and the second term is the isotropic pressure effect. These two

terms represent the nonlinear effect and are closed since they are explicit functions of Aij itself.

The tensor Hij is the anisotropic pressure Hessian tensor, Tij is the viscous Laplacian tensor, and

Gij is the anisotropic forcing tensor, defined as follows:

Hij = − ∂2p

∂xi∂xj
+

∂2p

∂xk∂xk

δij
3

; Tij = ν∇2Aij ; Gij =
∂fi
∂xj
− ∂fk
∂xk

δij
3
. (7.4)
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These three tensors represent the non-local effects in velocity gradient dynamics and require clo-

sure when modeling Aij .

7.2.1 Normalized VG tensor

The normalized velocity gradient tensor (bij) is mathematically bounded, as shown in equations

(2.13) and (2.14). As shown in section 3.2.4, without any loss of generality we can express bij in

the principal (eigen) reference frame of normalized strain-rate tensor, sij , as

b̃ =


a1 0 0

0 a2 0

0 0 a3

+


0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0

 where a1 ≥ a2 ≥ a3 (7.5)

Here, ai are the eigenvalues of sij . The notation ˜ is used to represent tensors in the principal

reference frame. For incompressible flows, a1(> 0) is the most expansive strain-rate, a3(< 0) is

the most compressive strain-rate and the intermediate strain-rate a2 can be positive, negative or

zero. The corresponding eigenvectors - ~Ea1 , ~Ea2 and ~Ea3 - are mutually orthogonal and constitute

the principal axes of the symmetric tensor sij . Further, ωi are the components of the normalized

vorticity vector (~ω) along the strain-rate eigendirections. Although the eigen-decomposition is

unique, the signs of the eigenvectors are not. Therefore, the directions of the eigenvectors are

uniquely determined by the vorticity vector having all components of the same sign (all positive or

all negative).

Applying the constraints of incompressibility (b̃ii = 0) and normalization (b̃ij b̃ij = 1), the

b̃ij state-space can be reduced to a four-dimensional space of only four independent variables

(shape-parameters) – q, r, a2, ω2. Here, q and r are the second and third invariants of the tensor,

respectively. All the remaining components of the tensor can be determined uniquely once these

four variables are known, as shown in appendix C. Therefore, (q, r, a2, ω2) completely define b̃ij

and thence the geometric-shape of the local flow streamlines.

The evolution equation for bij in the laboratory frame of reference, derived from equation (7.3),
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is

dbij
dt′

= − bikbkj +
1

3
bkmbmkδij + bijbmkbknbmn + (hij − bijbklhkl)

+ (τij − bijbklτkl) + (gij − bijbklgkl) (7.6)

where dt′ = Adt is time increment normalized by local VG magnitude and the timescale t′ is

referred to as the local timescale. Here,

hij =
Hij

A2
=

1

A2

(
− ∂2p

∂xi∂xj
+

∂2p

∂xk∂xk

δij
3

)
, τij =

Tij
A2

=
ν

A2
∇2Aij ,

gij =
Gij

A2
=

1

A2

(
∂fi
∂xj
− ∂fk
∂xk

δij
3

)
. (7.7)

are the normalized anisotropic pressure Hessian, viscous Laplacian and anisotropic forcing tensors,

respectively. In the bij equation (7.6), the first three terms on the RHS are closed and represent the

nonlinear (N ) - inertial and isotropic pressure - effects. The next three terms constitute the non-

local pressure (P ), viscous (V ), and forcing (F ) effects on bij evolution that require closure. The

advantage of using the local timescale is that the RHS of the bij evolution equation is a function of

only bij and other normalized tensors. These normalized pressure Hessian and viscous Laplacian

tensors are not necessarily bounded, but are well-characterized in the phase plane of bij invariants

and are definitely more amenable to modeling than the unnormalized tensors in the Aij equation

(chapters 5 and 6). They further exhibit a nearly universal behavior across turbulent flows of

different Reynolds numbers, at least from a modeling stand point. Therefore, the Lagrangian

evolution of bij can be modeled in the local timescale t′ without any explicit dependence on θ∗.

The θ∗ dependence comes in only when determining the bij evolution in real time.

7.2.2 VG magnitude

The velocity gradient magnitude or pseudodissipation has been shown to have a nearly lognor-

mal distribution via theoretical arguments and numerical/experimental results (Kolmogorov, 1962;

Oboukhov, 1962; Yeung and Pope, 1989; Monin and Yaglom, 2013). Therefore, we examine the
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dynamics of VG magnitude (A) in terms of

θ ≡ lnA, (7.8)

which is expected to exhibit a near-normal distribution in a turbulent flow field. In fact, for the

ease of modeling, we introduce the variable – standardized VG magnitude:

θ∗ ≡ θ − 〈θ〉
σθ

where σθ =
√
〈(θ − 〈θ〉)2〉 (7.9)

which has a nearly standard normal distribution,N (0, 1), in turbulence as illustrated in figure 6.12

for isotropic turbulent flows at different Reynolds numbers. The evolution equation for θ∗, derived

from equation (7.3) for statistically stationary turbulent flows is given by:

dθ∗

dt∗
=

1

σθ〈A〉
(−bikbkjAij + hijAij + τijAij + gijAij) (7.10)

where t∗ = 〈A〉 t is referred to as global timescale and it represents time normalized by global

mean VG magnitude. This normalization is in essence similar to normalization by the Kolmogorov

timescale (τη) and is found to be more appropriate for examining VG magnitude than the local

timescale used for bij . Here, the four terms on the RHS of the above equation represent the nonlin-

ear (N ), pressure (P ), viscous (V ), and forcing (F ) effects on the VG magnitude evolution. The θ∗

equation suggests that the θ∗ dynamics in global timescale t∗, explicitly depends on bij . Therefore,

accurate modeling of the θ∗ dynamics likely requires a dependence on bij .

7.3 Model Formulation

A Lagrangian model is developed for the velocity gradient tensor, Aij , by formulating separate

models for the normalized velocity gradient tensor, bij , and the velocity gradient magnitude, A.

In this section, the main strategies of the modeling approach are first described, followed by a

discussion on the generalizability of the model. Then the detailed formulation of the individual

models are presented and finally all the model equations and parameters are summarized.
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7.3.1 Modeling strategy

The bij dynamics in the local timescale is a function of bij itself and other normalized non-

local tensors (equation 7.6). As inferred from our analysis of DNS data in chapters 5 and 6, the

conditional mean effects of these normalized non-local tensors can be considered as functions of

bij itself. Therefore, a stochastic model is formulated for the Lagrangian evolution of bij in the

local timescale (t′) without any explicit dependence on θ∗. DNS data-driven closure models are

developed for capturing the conditional mean nonlocal effects of normalized pressure and viscous

processes in the strain-rate eigen reference frame within the four-dimensional bounded state-space

of b̃ij . The fluctuations of these nonlocal effects as well as the effect of large-scale forcing is

modeled in the stochastic diffusion term using moment constraints.

Due to the near-normal distribution of θ∗ (figure 6.12), the framework of Ornstein-Uhlenbeck

(OU) process (Pope and Chen, 1990) is used to model θ∗. Three different stochastic models are

developed for the Lagrangian evolution of θ∗ in global timescale (t∗). The first model is the original

OU model completely decoupled from the bij dynamics. In the second and third models, additional

flow physics is incorporated into the θ∗ dynamics of the model, using a DNS data based diffusion

term that depends on the bij invariants. Thus, these two θ∗ models include explicit dependence on

bij .

An additional ordinary differential equation provides the relation between the local and the

global timescales. Finally, the bij and θ∗ models are combined to form an integrated system of

model equations representing the Lagrangian evolution of Aij in global time.

7.3.2 Generalizability

In a turbulent flow, the large scales of motion depend upon the flow geometry and driving

mechanism of the flow. It is therefore difficult to develop generalizable models for the large scales

that will apply to different turbulent flows. Modeling small scale dynamics is more generalizable

in comparison, since the small scales in turbulent flows (with a large enough scale-separation) tend

to be isotropic and universal. The notion of small-scale universality, which began with the emi-
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Figure 7.1: Flowchart to explain the behavior of velocity gradient tensor and its constituents in
turbulence.

nent work of Kolmogorov (1941), has been refined significantly over the years to account for the

intermittent nature of small-scale turbulence (Kolmogorov, 1962; Oboukhov, 1962; Sreenivasan

and Antonia, 1997; Schumacher et al., 2014). The velocity gradient tensor, Aij , governs these

small-scale motions and exhibits certain universal features across different types of turbulent flows

(Sreenivasan, 1998; Schumacher et al., 2014). However, it also shows a strong dependence on

Reynolds number (Donzis et al., 2005; Yeung et al., 2018). Its multifractal and intermittent nature

causes the higher order moments to grow with increasing Reynolds number, deviating far away

from Gaussian behavior (Yakhot and Donzis, 2017).

In this model, we separate Aij into normalized velocity gradient tensor (bij) and velocity gradi-

ent magnitude (A), such that the tensorial variable bij is nearly universal across different turbulent

flows while the scalar variable A reflects all the Reynolds number dependence. The PDFs and

higher order moments of bij are nearly invariant with Taylor Reynolds number (Reλ) and across

different turbulent flows as shown in chapters 2 and 3. Further, the bij dynamics due to turbulence

processes such as inertial, pressure, viscous, and forcing are also shown to be nearly universal in

chapters 5 and 6. Therefore, the bij model developed here using the DNS data of only one turbulent
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(a) (b)

Figure 7.2: Statistics of θ from DNS datasets of forced isotropic turbulent flows at different Reλ :
(a) global mean 〈θ〉 as a function of Reλ (in natural log scale); dashed line represents a linear
least-squares fit of the data (〈θ〉 = −0.2 + 0.6 lnReλ); and (b) variance σ2

θ = 〈θ2 − 〈θ〉2〉 as a
function of Reλ (in natural log scale); dashed line represents a linear least-squares fit of the data
(σ2
θ = −0.074 + 0.07 lnReλ).

flow can be treated as universal up to a modeling approximation. It can be applied to reproduce

the small-scale dynamics of different turbulent flows for a broad range of Reynolds numbers.

The magnitude A, on the other hand, exhibits strong dependence on the Reynolds number of

the flow. The mean and variance of its logarithm (θ = lnA), plotted in figure 7.2, clearly increase

with increasing Reλ. The preliminary findings suggest that 〈θ〉 and σθ follow approximate scaling

laws with Reλ, as mentioned in the figures. The scaling law for σ2
θ closely resembles the Reλ-

scaling of natural logarithm of pseudodissipation reported by Yeung and Pope (1989). But further

simulations and analysis are required to develop universal scaling laws for 〈θ〉 and σ2
θ . In fact,

these two quantities are input parameters of our model for VG magnitude (section 7.3.4). This

embodies the characteristic Reynolds number dependence of velocity gradients in this model.

As summarized in figure 7.1, the advantage of this modeling framework is that the nine com-

ponents tensorial variable bij is nearly universal. Therefore, bij is modeled based on the DNS data

of only one flow and the bij-model is potentially generalizable to all turbulent flows at different

Reynolds numbers. Only the scalar θ-model is Reynolds number dependent, which can likely be
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represented by universal scaling laws applicable to different types of turbulent flows.

7.3.3 Stochastic model for normalized VG tensor

The Lagrangian dynamics of normalized velocity gradient tensor, bij , is modeled here as a dif-

fusion process (Karlin and Taylor, 1981). A diffusion process is a continuous-time Markov process

and is generally modeled by using a stochastic differential equation (SDE) or a Langevin equa-

tion. The stochastic differential equation for Aij commonly used in previously developed models

(Girimaji and Pope, 1990a; Chevillard and Meneveau, 2006; Chevillard et al., 2008; Johnson and

Meneveau, 2016a) is of the form

dAij = Mijdt+Kijkl dWkl (7.11)

where Wij is a tensor-valued isotropic Wiener process such that

〈dWij〉 = 0 and 〈dWijdWkl〉 = δikδjldt. (7.12)

Mij represent the drift coefficients andKijkl constitute the diffusion coefficients of the model. Tak-

ing the trace of equation (7.11), one can show that Mii = Kiikl = 0 satisfies the incompressibility

condition Aii = 0. Starting from the above equation and using the properties of an Itô process

(Kloeden and Platen, 1992), one can derive the following SDE for bij in local timescale t′ (see

appendix D for derivation):

dbij = (µij + γij)dt
′ +Dijkl dW

′
kl (7.13)

where,

µij =
Mij

A2 − bijbkl Mkl

A2 , Dijkl =
Kijkl
A3/2 − bijbpq

Kpqkl
A3/2 ,

γij = −1
2
bij

Kpqkl
A3/2

Kpqkl
A3/2 − bpq

Kpqkl
A3/2

Kijkl
A3/2 + 3

2
bijbpq

Kpqkl
A3/2 bmn

Kmnkl
A3/2

dt′ = Adt , dW ′
ij = A1/2dWij (7.14)
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and the Wiener process satisfies

〈dW ′
ij〉 = 0 and 〈dW ′

ijdW
′
kl〉 = δikδjldt

′. (7.15)

It is important to note that all the drift and diffusion coefficients of this system of SDEs are non-

dimensional, unlike the Aij-SDE. The drift coefficients of the bij equation have two parts: (i)

µij is obtained from the drift coefficient of the Aij equation, Mij , and (ii) γij is obtained from

the diffusion coefficient of the Aij equation, Kijkl. The diffusion coefficient of the bij equation,

Dijkl, is also obtained from Kijkl. The coefficient γij relates the drift and diffusion terms such

that despite the random stochastic forcing term, bij remains mathematically bounded. All the

coefficients are modeled in the specific functional forms given above. It can be proved that any

system of SDEs for bij , that complies with the above forms of drift and diffusion terms, clearly

satisfies the incompressibility constraint:

dbii = 0. (7.16)

It further satisfies the mathematical constraint of normalization:

d(bijbij) = 0 (7.17)

which ensures that the Frobenius norm of the tensor b is equal to unity at all times. The proofs are

presented in appendix D.

The diffusion model for bij given by equation (7.13) results in an evolution of the modeled

one-time joint PDF of bij , F̂(b), given by the Fokker Planck equation (Pope, 1985):

dF̂
dt′

= − ∂

∂bij

[
F̂(µij + γij)

]
+

1

2

∂2

∂bij∂bpq
(F̂DijklDpqkl) (7.18)

Now, the exact differential equation for the joint PDF of bij , F(b), in a turbulent flow can be derived
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from the Navier-Stokes equation or the bij governing equation (7.6) as

dF
dt′

= − ∂

∂bij

[
F
(
− bikbkj +

1

3
bkmbmkδij + bijbmkbknbmn +

〈
hij − bijbklhkl

∣∣b〉
+

〈
τij − bijbklτkl

∣∣b〉+
〈
gij − bijbklgkl

∣∣b〉)] (7.19)

The drift and diffusion coefficients need to be modeled in a way that F̂(b) ≈ F(b). However,

completely specifying the entire joint PDF of the nine components of bij is extremely difficult.

Hence, in this work we constrain the equations of bij-moments up to third order to obtain the

parameters of diffusion coefficients. This modeled diffusion process is, therefore, consistent up

to order three, although the numerical results of the model show reasonable agreement of much

higher order moments.

7.3.3.1 Drift coefficients

For statistical modeling, the key is to ensure that the modeled PDF (F̂(b)) closely resembles

the exact PDF (F(b)) obtained by DNS. Comparing the terms of equations (7.18) and (7.19), and

considering that the role of Dijkl is to model the large-scale forcing effect and the role of γij is to

maintain the unit Frobenius norm of bij , the drift coefficient µij is modeled as:

µij = −bikbkj +
1

3
bkmbmkδij + bijbmkbknbmn +

〈
hij − bijbklhkl

∣∣b〉+
〈
τij − bijbklτkl

∣∣b〉 (7.20)

This ensures that the modeled PDF follows the dynamics of the exact PDF equation. Thus, µij

represents the dynamics of the inertial and isotropic pressure contributions and the conditional

mean of the anisotropic pressure and viscous contributions.

The conditional mean normalized anisotropic pressure Hessian and viscous Laplacian tensors,

〈hij|b〉 and 〈τij|b〉, require closure modeling. As discussed in section 7.2.1, the tensor b̃ in the

principal reference frame of the strain-rate tensor can be expressed as a function of only four

bounded variables. Therefore, in order to take advantage of this four-dimensional bounded state-

space of b̃, the conditional averaging of the normalized pressure Hessian and viscous Laplacian
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tensors is performed in the principal reference frame. For a rotation tensor, Q, with columns

constituted by the right eigenvectors of s, the required tensors in the principal reference frame are

b̃ij = QkibklQlj , h̃ij = QkihklQlj , τ̃ij = QkiτklQlj. (7.21)

Then, the conditional mean pressure Hessian and viscous Laplacian tensors in the laboratory ref-

erence frame are given by

〈hij|b〉 = 〈Qikh̃klQjl|b〉 = Qik〈h̃kl|b̃〉Qjl ,

〈τij|b〉 = 〈Qikτ̃klQjl|b〉 = Qik〈τ̃kl|b̃〉Qjl (7.22)

since Q is a function of b. Therefore, the conditional mean pressure Hessian and viscous Lapla-

cian tensors in the laboratory reference frame can be obtained if the conditional mean pressure

Hessian and viscous Laplacian tensors in the principal frame are known and the local strain-rate

eigenvectors are known.

In the principal reference frame, the tensor b̃ij can be uniquely defined by a set of only four

bounded variables – q, r, a2 and ω2 (appendix C). Therefore, the conditional mean pressure Hessian

and viscous Laplacian tensors in the principal frame can be modeled as a function of only four

bounded variables, as follows:

〈h̃ij|b̃〉 = 〈h̃ij|q, r, a2, ω2〉 , 〈τ̃ij|b̃〉 = 〈τ̃ij|q, r, a2, ω2〉 (7.23)

The goal is to develop a data-driven model for the above tensors in terms of a four-dimensional

input. Recently, studies (Parashar et al., 2020; Tian et al., 2021) have used tensor-basis neural

network to model the unnormalized pressure Hessian (Hij) and viscous Laplacian (Tij) tensors in

the Aij-equation as a function of Aij . Since Aij constitutes an unbounded space and the behavior

of the tensors Hij and Tij is not necessarily invariant across turbulent flows of different Reynolds

numbers, network-based modeling becomes essential. However, in our case (q, r, a2, ω2) form a
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bounded state-space and the conditional mean dynamics of h̃ij and τ̃ij in the bounded b̃ij space

is nearly unaltered with Reynolds number variation for a broad range of Reλ (chapters 5 and 6).

Therefore, the simpler and more accurate data-driven approach of direct tabulation based on DNS

data is used in this work. The data-driven approach is outlined below:

1. The (q, r, a2, ω2) is discretized into (60, 60, 30, 30) uniform bins. This discretization strikes

the appropriate balance between sampling accuracy in the bins and the desired details of

nonlocal flow physics to be captured. Other discretizations are tested to show convergence

to this combination for the most accurate results.

2. The conditional expectations of the tensors, 〈h̃ij|q, r, a2, ω2〉 and 〈τ̃ij|q, r, a2, ω2〉, are com-

puted in this discrete phase-space, using DNS data set of forced isotropic turbulence of

Reλ = 427 (see appendix A for details of the dataset). Note that only one lookup table is

required to model the mean nonlocal dynamics for turbulent flows of different Reλ.

3. This lookup table can then be accessed by an inexpensive array-indexing operation, to deter-

mine the conditional mean pressure and viscous dynamics in the principal frame for a given

(q, r, a2, ω2) at any point in the flow field or following a fluid particle. This is then trans-

formed to the laboratory reference frame (equation 7.22) based on the local eigendirections

of strain-rate tensor, to be used in µij for computations.

This completes the modeling of the drift coefficient µij as a function of the local bij . The flow

physics captured by this data-driven model does not depend on the orientation of the coordinate

frame of the observer. Neither the four input variables nor the output tensors depend on the ob-

server’s frame of reference. Therefore, this data-driven closure naturally accounts for rotational

invariance.

For use in the bij-SDE, the conditional mean h and τ tensors in the laboratory reference frame

are obtained by using the local eigenvectors of the strain-rate tensor in equations (7.22). If we

change the observer’s coordinate frame, although the output of the data-driven closure model does

not change, these final h and τ tensors used in the bij model will change. It is straightforward
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to show that under a Galilean transformation such as rotation of the coordinate frame by certain

angles, the h and τ tensors and by extension the µ tensor also rotate by the same angles. This

proves that our data-driven model for the mean drift term of the stochastic differential equation

is Galilean invariant. The proof for the same is presented in appendix D. Next, we present the

formulation for the diffusion coefficients of the model. As will be shown, these terms are explicit

functions of b itself, and are therefore Galilean invariant by construction.

7.3.3.2 Diffusion coefficients

As discussed at the beginning of this section, the interrelationship between the diffusion co-

efficient Dijkl and the drift coefficient γij is important in guaranteeing that the mathematical and

physical constraints of bij are satisfied. This relationship holds if we use their functional forms as

given in equation (7.14), in terms ofKijkl from theAij SDE. For this, we assume a general isotropic

form of the four dimensional tensor, Kijkl, following previous models (Girimaji and Pope, 1990a;

Chevillard et al., 2008; Johnson and Meneveau, 2016a):

Kijkl = A3/2(c1δijδkl + c2δikδjl + c3δilδjk) (7.24)

where c1, c2, c3 are constant non-dimensional parameters of the model. Only two of these three

parameters are independent if we impose the incompressibility condition:

Kiikl = A3/2(c1δiiδkl + c2δikδil + c3δilδik) = (3c1 + c2 + c3)δkl = 0

=⇒ c1 = − c2+c3
3

(7.25)

From equations (7.14), (7.24) and (7.25), the diffusion coefficient of the bij equation is

Dijkl = c2

(
− 1

3
δijδkl + δikδjl − bijbkl

)
+ c3

(
− 1

3
δijδkl + δilδjk − bijblk

)
(7.26)
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and part of the drift coefficient is

γij = −
(

7

2
(c22 + c23) + (2 + 6q)c2c3

)
bij − 2c2c3bji (7.27)

To determine the constant parameters, c2 and c3, we use a moments constraint method similar to

Girimaji and Pope (1990a). In this method, the equations of second and third order moments of

bij are constrained to follow the dynamics of a statistically stationary turbulent flow, while driving

the values of these moments toward the desired values obtained from DNS data. First, the SDEs

for the second (q) and third (r) invariants are derived from the bij-SDE (7.13) using Itô’s lemma

(appendix D):

dq = −
(
bijµji + bijγji +

1

2
DijklDjikl

)
dt′ − bijDjimn dW

′
mn

dr = −
(
bikbkjµji + bikbkjγji + bijDjkmnDkimn

)
dt′ − bijbjkDkimn dW

′
mn (7.28)

Taking mean of the above equations and substituting the expressions for Dijkl and γij from equa-

tions (7.26) and (7.27), yields the following differential equations of the moments – 〈q〉 and 〈r〉:

d〈q〉
dt′

= −〈bijµji〉 − 〈bijγji〉 −
1

2
〈DijklDjikl〉

= −〈bijµji〉 −
(
c22 + c23

)(
8〈q〉+ 1

)
− c2c3

(
16〈q2〉+ 4〈q〉+ 4

)
(7.29)

d〈r〉
dt′

= −〈bikbkjµji〉 − 〈bikbkjγji〉 − 〈bijDjkmnDkimn〉

= −〈bikbkjµji〉 −
(
c22 + c23

)(27

2
〈r〉
)
− c2c3

(
6〈r〉+ 30〈qr〉 − 6〈bijbjkbik〉

)
(7.30)

To model a statistically stationary solution of turbulence, the rate-of-change of moments must be

driven to zero while ensuring that the moment values converge to that of DNS data. For this, we
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equate the RHS to negative of the error term:

d〈q〉
dt′

= −〈bijµji〉 −
(
c22 + c23

)(
8〈q〉+ 1

)
− c2c3

(
16〈q2〉+ 4〈q〉+ 4

)
= −R

(
〈q〉 − q

)
d〈r〉
dt′

= −〈bikbkjµji〉 −
(
c22 + c23

)(27

2
〈r〉
)
− c2c3

(
6〈r〉+ 30〈qr〉 − 6〈bijbjkbik〉

)
= −R

(
〈r〉 − r

)
(7.31)

where q, r are the global mean of q, r obtained from DNS data. Here, R represents the rate of

convergence of these moments and is set to unity. An a priori simulation of the bij model equations

is run in the normalized timescale t′, with an ensemble of 40000 particles. At each time step, the

above system of nonlinear equations is solved using Newton’s method to determine the values of

the parameters c2, c3. In this a priori run, the parameters converge to the following values:

c2 = 0.009877 , c3 = −0.06402 (7.32)

as the model’s moments, 〈q〉 and 〈r〉, converge very close to the DNS values of q and r. These

optimized diffusion parameter values are used in the stochastic model for bij and are independent

of the Reynolds number.

7.3.4 Stochastic model for VG magnitude

The Lagrangian evolution of the standardized VG magnitude θ∗ (equation 7.9) is modeled

using a modified lognormal approach. Due to the resemblance of its statistical properties with

the Ornstein-Uhlenbeck (OU) process (Uhlenbeck and Ornstein, 1930), such as its near normal

probability distribution and exponential decay of the auto-correlation function, the stochastic dif-

ferential equation of θ∗ is formulated within the framework of the OU process. The OU process

is a stationary continuous Gaussian Markov process that is often used in modeling systems of

finance, mathematics and physical and biological sciences (Pope and Chen, 1990; Girimaji and

Pope, 1990a; Klebaner, 2012). It further shows the property of mean-reversion. The SDE for a
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general OU process θ∗ evolving in time t∗ is given by

dθ∗ = −α(θ∗ − 〈θ∗〉)dt∗ + β dW ∗ (7.33)

where, α, β > 0 are parameters of the model, t∗ = 〈A〉t is the non-dimensional global time scale

and dW ∗ is the increment of a Wiener process or a Gaussian random variable with zero mean and

variance dt∗. The parameter α represents the rate of mean-reversion, and without loss of generality

it is set to unity since the model propagates in timescale t∗ which is already normalized. The

expected value 〈θ∗〉 = 0, by construction, in DNS data. Therefore, the general form of θ∗-SDE

used in this work is

dθ∗ = −θ∗dt∗ + β dW ∗. (7.34)

The diffusion coefficient, β, is modeled in three different ways as described below.

7.3.4.1 Model 1 - original OU process

In the first model, we consider the simple OU dynamics that satisfies the global mean and

global variance of θ∗. In this case, the diffusion coefficient β is taken to be a constant value, which

is calculated as follows. The equation for the global mean is obtained from equation (7.34),

d〈θ∗〉
dt∗

= −〈θ∗〉 = 0 since 〈θ∗〉 = 0. (7.35)

Thus, the model maintains a stationary mean value of θ∗ once the solution is driven to the zero

mean value by the mean-reversion property. Next, the equation for the global variance is obtained

from equation (7.34) using Itô’s product rule,

d〈θ∗2〉
dt∗

= −2〈θ∗2〉+ β2 (7.36)
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For a statistically stationary solution, we must have

d〈θ∗2〉
dt∗

= 0 =⇒ β =

√
2〈θ∗2〉 (7.37)

Therefore, the final form of the θ∗-SDE for Model 1 is given by

dθ∗ = −θ∗dt∗ +

√
2〈θ∗2〉 dW ∗. (7.38)

Here, the value of the variance 〈θ∗2〉 is obtained from DNS data. It is evident that this model for

θ∗ is completely decoupled from bij and can be solved numerically without any information of bij .

7.3.4.2 Model 2 - modified OU process

Next, we want to ensure that the conditional variance of θ∗ conditioned on the local streamline

geometry (q, r) is satisfied. This conditional variance is plotted in figure 7.3 for DNS data of forced

isotropic turbulence at different Reynolds numbers. It is evident that θ∗ shows a unique distribution

of conditional variance in different regions of the q-r plane. Further, the conditional variance is

nearly invariant with theReλ. Thus, in order to incorporate further flow physics into the model, we

modify the diffusion coefficient such that it satisfies this unique conditional variance of θ∗ in the

q-r plane. For this, we consider the diffusion coefficient β to be a function of the VG invariants,

i.e. β = β(q, r). The equation for the conditional variance, 〈(θ∗ − 〈θ∗|q, r〉)2|q, r〉, can be derived

from equation (7.34) as

d

dt∗
〈(θ∗ − 〈θ∗|q, r〉)2|q, r〉 = −2〈θ∗2|q, r〉+ 〈θ∗|q, r〉2 + (β(q, r))2 (7.39)

The conditional variance remains statistically stationary only if

d

dt∗
〈(θ∗ − 〈θ∗|q, r〉)2|q, r〉 = 0 =⇒ β(q, r) =

√
2(〈θ∗2|q, r〉 − 〈θ∗|q, r〉2) (7.40)
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(a) (b)

(c) (d)

Figure 7.3: Conditional variance of θ∗ conditioned on q-r, i.e. 〈(θ∗−〈θ∗|q, r〉)2|q, r〉, for isotropic
turbulent flows of Taylor Reynolds numbers: (a) Reλ = 225, (b) Reλ = 385, (c) Reλ = 427, (d)
Reλ = 588 .
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Therefore, the final SDE of θ∗ for Model 2 is given by

dθ∗ = −θ∗dt∗ +

√
2(〈θ∗2|q, r〉 − 〈θ∗|q, r〉2) dW ∗. (7.41)

Here, the conditional variance values are obtained from DNS data of one Reλ by discretizing

the q, r space into 30× 30 bins. The same conditional variance table is applicable when modeling

turbulent flows of different Reynolds numbers, as evident from figure 7.3. This θ∗-model is weakly

coupled with the bij dynamics since it depends on q, r.

7.3.4.3 Model 3 - consistent modified OU process

Model 1 ensures that the constant diffusion coefficient captures the accurate global variance

of θ∗, while model 2 enforces the accurate modeling of conditional variance of θ∗ for a given

q, r. Finally, in Model 3 we propose an adjustment to model 2 such that both the conditional and

global variances are satisfied. For this, we propose to shift the conditional variance based diffusion

coefficient of model 2 by a constant value, β0, as follows:

dθ∗ = −θ∗dt∗ +
(√

2(〈θ∗2|q, r〉 − 〈θ∗|q, r〉2) + β0
)
dW ∗. (7.42)

Here, the value of β0 is calculated based on the solutions of models 1 and 2. Model 3 also depends

upon bij through its invariants (q, r).

7.3.5 Model summary

The resulting model for the Lagrangian evolution of the complete velocity gradient tensor in

a turbulent flow is constituted by a system of stochastic differential equations for the normalized

velocity gradient tensor, bij , and a separate stochastic differential equation for the standardized VG

magnitude, θ∗.

The final system of equations for bij in local timescale (t′):

dbij = (µij + γij)dt
′ +Dijkl dW

′
kl (7.43)
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µij = − bikbkj +
1

3
bkmbmkδij + bijbmkbknbmn +

〈
hij
∣∣b〉− bijbkl〈hkl∣∣b〉

+
〈
τij
∣∣b〉− bijbkl〈τkl∣∣b〉 ,

γij = −
(

7

2
(c22 + c23) + (2 + 6q)c2c3

)
bij − 2c2c3bji ,

Dijkl = c2

(
− 1

3
δijδkl + δikδjl − bijbkl

)
+ c3

(
− 1

3
δijδkl + δilδjk − bijblk

)
(7.44)

Here, the parameter values are

c2 = 0.009877 , c3 = −0.06402. (7.45)

The conditional mean normalized pressure Hessian and viscous Laplacian tensors are obtained

from the data-driven closure in the strain-rate (s) eigen reference frame as a function of the current

(q, r, a2, ω2), followed by a rotation to the laboratory reference frame using the local eigenvectors

of s:

〈hij|b〉 = Qik〈h̃kl|q, r, a2, ω2〉Qjl and 〈τij|b〉 = Qik〈τ̃kl|q, r, a2, ω2〉Qjl. (7.46)

The above parameter values and the data-driven closure can be applied to model velocity gradient

dynamics of incompressible turbulent flows irrespective of the Taylor Reynolds number.

The final stochastic differential equation for θ∗ in global timescale (t∗ = 〈A〉 t):

• Model 1 -

dθ∗ = −θ∗dt∗ +

√
2〈θ∗2〉 dW ∗ , (7.47)

• Model 2 -

dθ∗ = −θ∗dt∗ +

√
2(〈θ∗2|q, r〉 − 〈θ∗|q, r〉2) dW ∗ , (7.48)

• Model 3 -

dθ∗ = −θ∗dt∗ +
(√

2(〈θ∗2|q, r〉 − 〈θ∗|q, r〉2) + β0
)
dW ∗ . (7.49)

where, β0 = 0.103. The diffusion coefficients of models 2 and 3 are obtained from the tabulated
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Data-based Discretization Reλ
component of state-space dependence

〈h̃|q, r, a2, ω2〉 (60,60,30,30) Reλ-independent

〈τ̃ |q, r, a2, ω2〉 (60,60,30,30) Reλ-independent

〈(θ∗ − 〈θ∗|q, r〉)2|q, r〉 (30,30) Reλ-independent

〈θ〉 , σθ , 〈A〉 1 Reλ-dependent

Table 7.1: Components of model based on DNS data.

conditional variance of θ∗ invariant with Reλ (figure 7.3). The VG magnitude and the VG tensor

are then given by

A = eθ
∗σθ+〈θ〉 , Aij = A bij (7.50)

The Reynolds number dependent parameters of the model:

〈θ〉 = 2.7493 , σθ = 0.589655 , 〈A〉 = 18.64173 (7.51)

are calculated for the DNS dataset of Reλ = 427. The above θ∗ models can be used to reproduce

the dynamics of VG magnitude for any Reynolds number, provided the corresponding parameter

values are known. These parameters exhibit an approximate scaling-law in terms of Reλ (figure

7.2). Further analysis and DNS data are required to establish universal scaling laws and thus

present a robust and generalizable model for VG magnitude with an explicit dependence on Reλ.

To reconcile between the two different timescales - t′ used for bij evolution and t∗ used for θ∗

evolution - a third ordinary differential equation,

dt∗

dt′
=
〈A〉
A

(7.52)

is solved to determine t∗ for a given t′. Finally, the Lagrangian evolution of the velocity gradient

tensor, Aij , is obtained by multiplying A and bij at different global time t∗. Overall, the velocity
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gradient model presented here consists of three types of data-based components that are listed in

table 7.1. The four-dimensional lookup tables for normalized pressure Hessian and viscous Lapla-

cian tensors and the two-dimensional table for conditional variance of θ∗ can be used in modeling

velocity gradient dynamics independent of Reynolds numbers; only the three scalar parameters of

the model which are statistics of the VG magnitude are Reynolds number dependent and potentially

generalizable in the future with universal scaling laws.

7.4 Numerical procedure

The numerical solution of the model equations involves numerically propagating the velocity

gradient tensor, in terms of the variables bij and θ∗, of an ensemble of 40000 particles. As the

initial conditions for the simulations, the particles are picked at random from a randomly generated

incompressible isotropic velocity field. The trajectories are advanced for a total time period of

approximately 1200τη following these steps at each update:

1. The bij SDEs (equation 7.43) are numerically propagated in the normalized local timescale

t′, using a second-order weak predictor-corrector scheme (see appendix D) with a constant

time increment dt′. At each step, the conditional mean nonlocal pressure and viscous con-

tributions are calculated based on the current (q, r, a2, ω2) values, using the (60, 60, 30, 30)

sized lookup-table.

2. The θ∗ SDE (equation 7.47, 7.48 or 7.49) is advanced using the second-order weak predictor-

corrector numerical scheme (appendix D) in the global timescale t∗, using a first order ap-

proximation of the increment dt∗ = (〈A〉/A) dt′ for a fixed value of dt′.

3. The global timescale, t∗, is obtained for every particle at each t′ by numerically solving the

ordinary differential equation,
dt∗

dt′
=
〈A〉
A

(7.53)

using the implicit second-order Trapezium rule method.

The model solution propagates all particles at a uniform local time increment of dt′ = 0.01, but
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the global timescale t∗ varies from one particle to the other depending upon its current velocity

gradient magnitude. A particle with a smaller magnitude requires fewer steps in t′ to reach a

certain t∗, than a particle with a larger magnitude. The VG magnitude θ∗ evolves in global time t∗,

which approximately scales with Kolmogorov timescale. On the other hand, bij evolves in local

timescale t′ which varies depending on the local value of A. Issues may arise when A < 〈A〉, i.e.

when bij evolves faster than θ∗, and appropriate measures should be taken to ensure that the dt′ is

suitable to propagate the bij equations. However, particles with such lowA values do not contribute

significantly toward the overall velocity gradient statistics and convergence of the model’s results

for dt′ = 0.05, 0.01 and 0.002 reveal that dt′ = 0.01 is sufficient here for accurate statistical

modeling.

The incompressibility and normalization constraints are automatically upheld by the model,

but are only valid up to the order of numerical error. Therefore, to avoid the accretion of numerical

errors over large periods of time, hard constraints of bii = 0 and ||b||F = 1 are enforced after

every update. The computation time is approximately 1.5-2 hours on a single processor for the

model’s simulations to achieve statistically stationary solutions. The results of model simulations

illustrated in the next section are marked as model 1 if equation (7.47) is used for θ∗, model 2 if

equation (7.48) is used for θ∗, and model 3 if equation (7.49) is used for θ∗, each along with the

bij equation (7.43). The convergence of all the major results have been tested for these models by

performing the simulations with 40000 and 100000 particles.

7.5 Results and comparison with DNS data

This section presents a statistical analysis of the solutions of the three models and a comparison

with the statistics of the corresponding DNS data and some of the previous models. First, the

statistics of θ∗ are illustrated, followed by the statistics of bij . Finally the complete velocity gradient

tensor Aij-statistics are shown. The time evolution of model’s statistics are illustrated as a function

of the global normalized time t∗. The converged stationary statistics are obtained by averaging

over multiple time realizations of the model’s solution, separated by at least 5τη, well after it has

achieved statistical stationarity.
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(a)

(b)

Figure 7.4: Evolution of θ∗ statistics: (a) mean, 〈θ∗〉 and (b) standard deviation, σθ∗ , for the three
models with different θ∗ equations. The DNS statistics are marked by the dashed lines. The time
axis is in logscale.

7.5.1 VG magnitude

First, the evolution of the mean and standard deviation of θ∗ over global normalized time t∗

are plotted for all the three θ∗-model equations in figure 7.4. Note that the time axes are plotted in

logscale to display the transients clearly. The numerical simulation starts from an initially random

field, which is inconsistent with the DNS parameter values of 〈θ〉 and σθ, and therefore the initial

values of 〈θ∗〉 and σ∗θ are different from zero and unity, respectively. Over time, the model’s

solution evolves toward the correct values achieving statistically stationary state at t∗ ≈ 6 =⇒

t ≈ 7τη, where t is the real time. As expected, the global mean of θ∗ is captured equally well

by all three models due to the mean-reverting property of the OU process. The global standard

deviation of θ∗ is reproduced accurately by both the models 1 and 3. However, it worsens in
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(a) (b)

Figure 7.5: PDF of standardized VG magnitude θ∗ in: (a) linear-linear scale and (b) linear-log
scale, for the three models. The black solid line with symbols represent the θ∗-PDF from DNS
data.

model 2 compared to the original OU model (model 1). This reflects the fact that imposing θ∗ to

satisfy the conditional variance conditioned on local streamline geometry (q, r) in model 2 does not

necessarily guarantee that the global variance is also satisfied. This justifies the need for the third

model that guarantees both the features and thus provides the correct global standard deviation

value.

The probability density function (PDF) of the VG magnitudes are now investigated. The con-

verged PDF of the standardized VG magnitude, θ∗, for all the models and DNS data are plotted in

figure 7.5. It is clearly visible that models 1 and 3 are able to reproduce the θ∗ PDF very well, while

the model 2 shows deviation from the desired DNS result. The plot in the log-linear scale confirms

that the converged PDFs of models 1 and 3 agree well with that of DNS even near the extreme tails

of the PDFs. Next, the converged PDFs of the VG magnitude (A/〈A〉) in each of the three models

and DNS are plotted in figure 7.6. All three models capture the peak of the PDF reasonably well

but model 2 deviates at higher values of the magnitude. Model 3 is able to reproduce the tails of

the PDF near the moderate to extreme A values slightly better than the model 1.
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Figure 7.6: PDF of VG magnitude A/〈A〉.

7.5.2 Normalized VG tensor

The conditional mean trajectories (CMTs) in the phase plane of normalized velocity gradient

invariants (q, r) are examined as an a priori test of the data-driven model used to capture the

conditional mean nonlocal effects of pressure and viscosity (section 7.3.3) on the bij-dynamics.

The q-r CMTs are obtained by integrating the vector field of conditional mean velocity (ṽ) in the

q-r plane:

ṽ =

ṽq
ṽr

 =

〈 dq/dt′
dr/dt′

 ∣∣∣∣∣ q, r
〉

=

〈 −3r + 2qbijbikbkj − hij(bji + 2qbij)− τij(bji + 2qbij)

2
3
q2 + 3rbijbikbkj − hij(bjkbki + 3rbij)− τij(bjkbki + 3rbij)

∣∣∣∣∣ q, r
〉
. (7.54)

due to the inertial, pressure and viscous processes in the turbulent flow. Note that the effect of

the large-scale forcing is not included in the CMTs shown here because it is not accounted for

by the data-driven closure but rather by the stochastic forcing term in the bij-SDE, which can not

be tested a priori. The q-r CMTs obtained using DNS data directly are plotted in figure 7.7(a).
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(a) (b)

Figure 7.7: Conditional mean trajectories in the q-r plane due to the inertial, pressure and viscous
effects obtained using (a) DNS data and (b) bij data-driven model. Background contours represent
the speed of the trajectory at each point, given by the magnitude of the conditional mean velocity
vector, |ṽ|.

As discussed in chapter 5, trajectories closer to the origin converge toward the attractor near the

origin (represents pure-shear streamlines) while trajectories that are outside the separatrix loop are

attracted toward the bottom line attractor (represents pure-strain streamlines). This behavior is

almost exactly replicated by the q-r CMTs of the model, computed using the data-driven closure

for the conditional mean pressure Hessian and viscous Laplacian tensors in the above equation and

illustrated in figure 7.7(b). The close resemblance between the two is somewhat expected given

the very nature of the lookup table approach for closure.

Now, we compare the a posteriori results of the normalized VG tensor of the model with that

of the DNS. The second (q) and third (r) invariants of the tensor are important quantities as they

determine the geometry of the local flow streamlines. The evolution of up to fourth order moments

of q and r in global normalized time t∗ are plotted for each of the three models in figure 7.8.

It is first evident that all the three models with the same bij-SDE but different θ∗-SDEs produce

nearly identical q, r moment values. Thus, it appears that the variation in θ∗ model does not have
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 7.8: Evolution of q and r statistics in global normalized time ∗. Means: (a) 〈q〉 and (b) 〈r〉;
second order moments: (c) 〈q2〉 and (d) 〈r2〉; third order moments: (e) 〈q3〉 and (f) 〈r3〉; fourth
order moments: (g) 〈q4〉 and (h) 〈r4〉 for the three models with different θ∗ equations. The dashed
lines represent the DNS statistics. The time axis is in log-scale.
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(a) (b)

Figure 7.9: Evolution of the q and r moments: (a) 〈qr〉, and (b) 〈q2r2〉, in global normalized time
t∗. The dashed lines represent the DNS statistics. The time axis is in log-scale.

a discernible impact on the bij statistics of the models. Starting from a randomly generated set of

initial conditions, the bij model drives the solution toward convergence to a statistically stationary

state at t ≈ 72τη (t∗ ≈ 60). Therefore, the bij model takes approximately 10 times as long as the

θ∗ model to reach stationarity. The converged moment values of both q and r up to at least fourth

order are reasonably close to the DNS values. Further, the time evolution of two of the moments

of correlation between q and r, i.e. 〈qr〉, and 〈q2r2〉, are plotted in figure 7.9. The 〈qr〉 moment

shows a slightly larger deviation (≈ 18%) from the DNS moments as compared to all the other

moments. The model’s 〈q2r2〉 moment displays a closer approximation of the DNS value.

The evolution of q-r joint PDF is now investigated for the propagation of model 3. The solu-

tions of the other two models show similar trends and are, therefore, not presented separately. The

q-r joint PDF is plotted with ensembles of only 40000 particles at different t∗ times in figure 7.10.

The joint PDF for the initial field (t∗ = 0) is symmetric in r, as expected from a joint Gaussian

distribution. As time evolves, the modeled dynamics cause the joint PDF to skew towards the right

zero-discriminant line. Overall, the joint PDF shrinks as the particles on both sides of the q-axis

move closer and this leads to a higher density of particles accumulating along the right zero dis-

criminant line. This finally results in the characteristic teardrop-like shape, which becomes nearly

invariant beyond t∗ ≈ 60. Therefore, the solution of the model SDEs reproduces the teardrop

shaped q-r joint PDF, one of the most important signatures of small-scale turbulence.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 7.10: The evolution of the q-r joint PDF during numerical propagation of model 3 at
different global normalized time: (a) t∗ = 0.0, (b) t∗ = 0.1, (c) t∗ = 0.3, (d) t∗ = 1.0, (e) t∗ = 2.0,
(f) t∗ = 5.0, (g) t∗ = 10.0, (h) t∗ = 50.0, (i) t∗ = 500.0. The dashed lines represent the lines of
zero-discriminant (d = q3 + (27/4)r2) = 0.
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(a) (b)

(c) (d)

Figure 7.11: Joint PDFs of q-r obtained from the: solutions of (a) model 1, (b) model 2, and (c)
model 3, and (d) DNS data. The dashed lines represent the zero-discriminant lines.
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Figure 7.12: PDFs of absolute values of cosine of angles between vorticity vector and strain-rate
eigenvectors (1 - most expansive, 2 - intermediate, 3 - most compressive). The solid lines are the
PDFs obtained from DNS data.

The converged q-r joint PDFs, averaged over multiple time realizations in the stationary state

of the models’ solutions, are plotted in figure 7.11(a-c) for the three models. It is clear that all

three models produce nearly identical q-r joint PDFs. Further, these joint PDFs show excellent

resemblance to the q-r joint PDF obtained from DNS data (figure 7.11d). A closer comparison

with the DNS joint PDF shows that the model’s joint PDF contours have a slightly thinner tail in

the strain-dominated bottom half of the teardrop while it is slightly wider in the rotation-dominated

top half. Overall, the model is able to reproduce the joint PDF of q-r, one of the key features

of velocity gradient geometry in turbulence with reasonable accuracy and without any distortion

which is commonly observed in previous velocity gradient models (Johnson and Meneveau, 2016a;

Pereira et al., 2016).

The alignment of vorticity with strain-rate eigendirections is another important attribute of

small-scale turbulence. From equation (7.5) in the eigen reference frame of the strain-rate ten-

sor, the cosine of the angles of alignment between the vorticity vector and the three strain-rate
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eigenvectors are given by,

cosφi =
ωi
|ω|

∀ i = 1, 2, 3 (7.55)

The angles φ1, φ2, φ3 represent the angles of alignment of vorticity with the most expansive, inter-

mediate, and most compressive strain-rate eigenvectors, respectively. In figure 7.12, the converged

PDFs of the absolute values of the cosine of alignment angles are plotted for model 3 in compar-

ison with that of DNS. Similar to other bij statistics, the alignment PDFs produced by the other

two models are nearly identical to that of model 3 and are therefore not displayed separately. It

is evident that the model is able to capture these PDFs with reasonable accuracy. It reproduces

the preferential alignment of vorticity with the intermediate strainrate eigendirections fairly well,

but slightly overpredicts the tendency of the vorticity vector to be perpendicular to the compres-

sive strain-rate eigenvector. The alignment with the most expansive strain-rate eigenvector is also

captured reasonably well by the model.

So far, we have established that in terms of the θ∗ statistics, model 3 shows a slight advantage

over model 1, while model 2 shows the highest deviation from the DNS. Further, the bij model

performs remarkably well in reproducing the bij statistics accurately, which does not vary with the

θ∗ model. While the SDE for bij in local time t′ does not have an explicit dependence on θ∗, the

real time evolution of bij indirectly depends on the local VG magnitude value A (∼ eθ
∗). Yet, the

bij statistics of the model appear to be unaffected by the change in θ∗ model equation. In the next

section, model’s capacity to capture the statistics of the velocity gradient tensor, Aij = A bij , is

investigated.

7.5.3 VG tensor

First, the PDFs of the longitudinal (A11) and transverse (A12) velocity gradients, normalized

by its global RMS, are examined for all the three models in figure 7.13. The corresponding PDFs

of the DNS data and of the most recent velocity gradient models in literature that have shown

improved results compared to the past models - (i) recent deformation of Gaussian field (RDGF)

model by Johnson and Meneveau (2016a) and (ii) physics-informed machine learning (PIML)
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(a)

(b)

Figure 7.13: PDFs of: (a) longitudinal component of velocity gradient tensor, A11/
√
〈A2

11〉, and
(b) transverse component of velocity gradient tensor, A12/

√
〈A2

12〉, in log-linear scale obtained
from the solutions of the three models. The solid line marked with symbols represent the PDFs
obtained from DNS data. The dashed and dash-dotted lines represent the PDFs obtained from pre-
vious models - RDGF (Johnson and Meneveau, 2016a) and PIML (Tian et al., 2021), respectively.
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A A11 A12

〈A3〉
〈A2〉3/2

〈A4〉
〈A2〉2

〈A6〉
〈A2〉3

〈A3
11〉

〈A2
11〉3/2

〈A4
11〉

〈A2
11〉2

〈A6
11〉

〈A2
11〉3

〈A3
12〉

〈A2
12〉3/2

〈A4
12〉

〈A2
12〉2

〈A6
12〉

〈A2
12〉3

DNS 1.73 4.30 71.0 − 0.59 7.90 259 0.0 12.14 760

Model 1 1.68 4.00 60.5 − 0.58 10.2 607 0.0 10.3 511

Model 2 1.58 3.38 39.7 − 0.53 8.06 298 0.0 8.89 342

Model 3 1.70 4.14 78.0 − 0.55 9.65 507 0.0 11.04 707

RDGF – – – − 0.45 4.7 – 0.0 6.8 –

Table 7.2: Third, fourth and sixth order moments of VG magnitude (A =
√
AijAij), longitudinal

VG component (A11), transverse VG component (A12) from DNS data, model 1, model 2, model
3 and RDGF model of Johnson and Meneveau (2016a). For each moment, the DNS value and the
model’s value closest to DNS are written in bold type font.

model by Tian et al. (2021), are also plotted for comparison. Our models are able to reproduce

the skewed A11-PDF and the symmetric A12-PDF, as observed in DNS, quite accurately. All the

three models of this work show significant improvement in capturing the PDFs of bothA11 andA12

compared to both the previous models - RDGF and PIML. On a closer observation, it is evident

that while the PDFs are captured nearly perfectly in the densely populated part by all three models,

there are smaller differences near the tails of the PDFs. Models 1 and 3 predict a slightly heavier-

tailed distribution of A11 than DNS, while model 2 produces a more accurate A11-PDF. On the

other hand, model 3 appears to capture the A12-PDF tails slightly more accurately than the other

two.

In order to determine the finer differences in the PDFs, we examine the higher order moments

of the velocity gradient magnitude, A, as well as the velocity gradient components, A11 and A12.

These moment values for all three models of this work, DNS data and the RDGF model of Johnson

and Meneveau (2016a) are presented in table 7.2. The moment values closest to the DNS value are

marked in bold type font. It is clearly visible that the moments of A are best captured by model

3. The skewness, kurtosis and 6th order moment of A11 are reproduced best in model 2, although

model 3 is not far behind and is slightly better than model 1. The skewness of the transverse
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component A12 is nearly zero in all the models as nearly all of them maintain the symmetry of

its probability distribution. The kurtosis and 6th order moment of A12 are also captured best by

model 3. Overall, it can be inferred that model 3 provides the best representation of the probability

distributions of velocity gradient tensor and its magnitude.

Finally, the PDFs of the dissipation rate (νSijSij), enstrophy (νWijWij), and pseudodissipation

rate (νAijAij), normalized by their global means, are computed from the converged stationary state

solution of all the three models and plotted in figure 7.14. The PDFs obtained from the DNS data

and that available from the RDGF model (Johnson and Meneveau, 2016a) are also illustrated for

comparison. The PDFs of the initial field used in our model’s simulations, also plotted in the

figures, are close to Gaussian and do not show extended tails reaching high values. The model is

able to start from this initial field and develop a statistically stationary field with the characteristic

PDF-tails at extreme values, closely resembling DNS. It is clear that all three models reproduce

the heavy-tailed probability distributions of both dissipation and enstrophy more accurately than

the RDGF model. Model 2 provides the most accurate representation of the dissipation PDF while

models 1 and 3 overpredict the probability of occurrence of large dissipation rates near the tails

of the PDF. Enstrophy, which is more intermittent in nature than dissipation rate, is captured best

by model 3. Models 1 and 2 underpredict the probability density of enstrophy near the extreme

tails. Taking the sum of the dissipation rate and enstrophy results in the pseudodissipation rate,

which is reproduced quite accurately by model 3, even near the extreme tails. The overall results

of this subsection suggest that model 3 provides the closest representation of the velocity gradient

statistics in turbulent flows.

7.6 Conclusion

A stochastic model for the Lagrangian evolution of velocity gradient (VG) tensor in an incom-

pressible turbulent flow is presented. The bounded and well-behaved dynamics of the normalized

velocity gradient tensor (bij) is modeled separately from the intermittent velocity gradient magni-

tude (A). The main nonlocal flow physics of pressure and viscous processes are modeled within

the bounded framework of bij using a simple but effective lookup table approach in the eigen ref-
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(a) (b)

(c)

Figure 7.14: PDFs of: (a) dissipation rate, SijSij/
√
〈SijSij〉, (b) enstrophy, WijWij/

√
〈WijWij〉,

and (c) pseudodissipation rate, AijAij/
√
〈AijAij〉, in log-linear scale obtained from the solutions

of the three models. The black solid line marked with symbols represent the PDFs obtained from
DNS data; black dash-dotted line marks the PDFs for the initial field used in the model’s simula-
tions; dashed line represent the PDFs from the RDGF model of Johnson and Meneveau (2016a).

183



erence frame of the local strain-rate tensor. The intermittent magnitude of the velocity gradient

tensor is modeled as a modified lognormal process, in which DNS-data based conditional variance

is incorporated to better capture the intermittency. The bij model is generalizable to turbulent flows

at different Reynolds numbers, while only the model for the scalar magnitude requires Reynolds

number dependent parameters.

Numerical simulation of the model equations take an initially random system and drive it to-

ward a statistically stationary solution closely resembling DNS small-scale behavior. The model

performs remarkably well in capturing the Eulerian PDFs and higher order moments of bij . Fur-

ther, it is able to reproduce the characteristic teardrop shape of the joint probability distribution of

the bij invariants (q, r) without any discernible distortion, commonly observed in previous models.

The vorticity-strainrate alignment angles are also captured with reasonable accuracy. The model

reproduces the heavy-tailed PDFs of velocity gradient magnitude or pseudodissipation quite ac-

curately. It slightly over predicts the probability density of dissipation and under predicts that of

enstrophy near the extreme tails of the PDF. However, the heavy-tailed PDFs and up to sixth order

moments of velocity gradients produced by the model show significant improvement over the pre-

vious models in literature. This suggests that the present model is able to capture the intermittent

nature of velocity gradients better than the previous velocity-gradient models.

The main nonlinearities and nonlocal flow physics involved in the velocity-gradient dynamics

is reproduced quite accurately by the bij stochastic model based on tabulated data, without using

machine learning. The intermittent behavior of the velocity gradients observed in DNS is also

reproduced to a reasonable extent by the modified lognormal model of VG magnitude. In future

work, the magnitude will be modeled as a multifractal process to fully capture the extreme tails of

the PDFs and the higher order moments with a greater accuracy.
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8. SUMMARY AND CONCLUSIONS

This dissertation presents a new framework to study the highly nonlinear and complex tur-

bulence velocity gradient dynamics, analyzes large DNS datasets to gain novel insights into the

nature of small-scale dynamics and turbulence processes, and develops a highly accurate model

for the Lagrangian evolution of velocity gradients in a turbulent flow. The primary conclusions of

this work and the relevant future research directions are summarized below.

8.1 Velocity gradient framework of geometry and magnitude

A new framework to study velocity gradients in turbulence is formulated in chapters 2 and 3.

This framework segregates a normalized velocity gradient (VG) tensor from a scalar velocity gradi-

ent magnitude (Frobenius norm). Using DNS data of forced isotropic turbulence, it is demonstrated

that the bounded normalized velocity gradient tensor reflects the self-similar and universal aspects

of the small-scales in turbulence while the VG magnitude constitutes the intermittent nature of the

velocity gradients. Unlike the velocity gradient tensor which exhibits increasingly intermittent and

non-Gaussian behavior with increasing Reynolds number, the normalized velocity gradient tensor

remains bounded and sub-Gaussian at all Reynolds numbers. In fact, the probability distributions

of the normalized velocity gradient quantities are shown to be nearly universal in turbulent flows

above a certain Taylor Reynolds number (Reλ). Within this normalized framework, the behavior

of important turbulence processes such as the non-local pressure and viscous effects is character-

ized as a function of Reynolds number. The distinct advantage of modeling the velocity gradient

dynamics based on this well-behaved normalized velocity gradient tensor is thus apparent.

The geometric shape of the local flow streamlines in a turbulent flow field is demonstrated to

be completely determined by the normalized VG tensor, while the scale-factor of the streamline is

inversely dependent on the VG magnitude. The geometric shape is defined in terms of only four

bounded shape-parameters. Analysis of DNS datasets reveals that the probability distribution of the

local streamline shape in this four-dimensional shape-parameter space is invariant with Reynolds
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number above a certain Reλ. These distributions indicate important features of local streamline

geometry in turbulence, such as the preferential alignment of vorticity with intermediate strain-

rate eigenvector. Out of the four shape-parameters, the two frame-independent parameters are

the second (q) and third (r) invariants of the normalized velocity gradient tensor. Using critical

point analysis, the exact geometric shapes of local flow streamlines are uniquely characterized in

the bounded and compact q-r phase plane. DNS data of isotropic turbulence as well as turbulent

channel flow reveal a nearly universal joint probability distribution of geometric shape in the q-r

plane.

8.2 Velocity gradient decomposition into shear, rotation and normal-strain

A procedure for triple decomposition of the velocity gradient tensor into tensors representing

three elementary deformations of the local fluid element – shear, rigid-body-rotation and normal-

strain, is proposed in chapter 4. This decomposition procedure is able to separate shear from strain-

rate and vorticity at any point of the entire turbulent flow field at an affordable computational cost.

Based on DNS data of isotropic turbulent flows, the study reveals the important result that shear is

the most dominating constituent of velocity gradients in turbulent flows at all Reynolds numbers,

while rigid-body-rotation contributes the least on average. In fact, shear is the most responsible for

the heavy-tailed probability distribution of velocity gradients and its intermittent nature. It is the

absence of shear in the expression for Laplacian of pressure that renders it far less intermittent than

velocity gradient magnitude. This work highlights the important role of shear in maintaining the

statistical nature of small-scale turbulence as we know it and paves the way for further investigation

into understanding its dynamical consequences.

8.3 Velocity gradient dynamics

The dynamics of velocity gradient structure (geometry) and velocity gradient magnitude (scale)

as well as the interrelation between the two are studied in chapters 5 and 6 of this dissertation. The

mean evolution of the geometric shape is studied in isotropic turbulence and turbulent channel

flow by examining conditional mean trajectories in the q-r phase plane. This work resolves sev-
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eral ambiguities encountered in the previously studied trajectories of the unnormalized velocity

gradient invariants Q-R, and develops a new understanding of the effect of the different turbu-

lence processes on velocity gradient dynamics. The inertial effect tries to make stable geometries

unstable. Pressure reacts to inertial action such that together they drive all flow geometries to-

ward pure-shear. The viscous effect drives trajectories toward pure-strain geometries. Together,

inertial-pressure-viscous effects drive small-scale geometries either toward pure-shear or toward

pure-strain depending upon its current geometric shape. It is further shown in this study that large-

scale forcing plays a pivotal role in the evolution of small-scale geometry. It strongly opposes

inertial and viscous action in strain-dominated geometries, while it counters pressure action in

unstable spiraling geometries. This effect of large-scale forcing is essential in guaranteeing that

the aggregate of all four processes results in closed loop trajectories in the q-r plane, thus, main-

taining the characteristic probability distribution of q-r in statistically steady turbulent flows. The

dilatational (curl-free) part of large-scale forcing contribution balances the dilatational part of the

other processes, while its solenoidal (divergence-free) component has a relatively smaller effect

than that of the other three processes. As a result, the solenoidal part of inertial-pressure-viscous

action dictates the overall evolution of small-scale geometry in turbulent flows.

The study of the mean rate of change of velocity gradient magnitude in a statistically steady

turbulence reveals the existence of a balance between the four processes at different magnitude

levels. At the strongest VG magnitudes, viscosity cancels out strongly positive inertial rate of

change while forcing balances the weaker positive pressure action. At smaller magnitudes, inertial,

pressure and forcing effects together oppose a strongly negative viscous action.

8.4 Velocity gradient modeling

A data-driven model is presented for the Lagrangian dynamics of velocity gradient tensor in

incompressible turbulence within the framework proposed in chapter 2. Separate stochastic diffu-

sion models are developed for the bounded normalized velocity gradient tensor and the intermittent

velocity gradient magnitude. The mean nonlocal pressure and viscous effects on VG dynamics are

modeled using a Reλ-independent data-driven closure in the bounded phase-space of the normal-
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ized VG tensor, without using machine learning. The VG magnitude is modeled as a modified

Ornstein-Uhlenbeck process, with a data-driven diffusion coefficient to ensure accurate condi-

tional variance in different local geometries. Numerical propagation of the two models together

constitutes the Lagrangian evolution of the complete velocity gradient tensor in time. The ve-

locity gradient model is fairly generalizable as most of the data-driven components of the model

are nearly independent of Reynolds number and only the three scalar parameters are Reynolds

number dependent. Starting from randomly generated initial field of particles, the model’s solu-

tion converges to a statistically stationary state that closely resembles the small-scale statistics of

DNS. It reproduces the key features of small-scale turbulence such as the characteristic teardrop

shaped joint probability density function of velocity gradient invariants and the preferential align-

ment of vorticity with the intermediate strain-rate eigenvector, with much improved accuracy. The

heavy-tailed probability distributions of dissipation, enstrophy and pseudodissipation, as well as

the moments of the velocity gradients are captured by the model with reasonable accuracy, showing

definite improvement over previous models. These results reflect the model’s enhanced capacity to

represent the intermittency of velocity gradients, while there is still some scope for improvement

specifically in capturing the extreme events more accurately.

8.5 Future directions

As shown in chapter 3, the local streamline geometry is completely defined by four shape-

parameters. The dynamics of velocity gradient geometry is studied in terms of the two frame-

invariant parameters, q and r. While this has improved our understanding of the turbulence pro-

cesses affecting small-scale geometry, the next step toward a more complete understanding is ex-

amining the dynamics of all four shape-parameters in turbulence.

The triple decomposition of velocity gradient tensor revealed that shear is the most dominant

component contributing towards turbulence intermittency in isotropic flows. Using this procedure

in inhomogeneous anisotropic turbulent flows such as channel flow or turbulent boundary layers

will help identify the effect of large-scale anisotropy on local fluid-element deformations and in-

termittency in turbulence. This method will be particularly useful to examine the impact of local
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shear, normal-strain and rigid-body-rotation on the deformation and orientation of small-scale enti-

ties, such as bubbles, polymer molecules, and red-blood-cells, immersed in turbulent flows. Aside

from turbulent flows, this procedure can be applied in transition flows to understand the role of

local shear in triggering shear-driven instabilities.

The new intuition developed in this dissertation on the role of different turbulence processes

in the velocity gradient dynamics of turbulence opens up new avenues of research. It paves the

way toward a deeper understanding of the formation of specific small-scale flow geometries, the

occurrence of extreme velocity gradient magnitudes, and potential control over such events in

turbulent flows of practical significance.

The data-driven model for Lagrangian velocity gradient dynamics developed in this work re-

produces the self-similar turbulence statistics of the small-scale geometry quite accurately. While

it also captures the statistical features indicating intermittency of velocity gradient magnitude with

a reasonable accuracy and shows significant improvement over previous models, there is still scope

for more advanced modeling. As a first step, the magnitude is modeled as a near-lognormal process

with a data-driven diffusion term. In future, additional data-driven physics will be incorporated

within a multifractal framework to replicate the desired intermittent behavior and prediction of

rare events with improved accuracy. One of the advantages of our framework is that the modeling

of geometric features of velocity gradients are segregated from the modeling of intermittent ones.

As a result, it is expected that a multifractal model can be developed for the VG magnitude while

preserving all the nonlocal flow physics and the geometric characteristics of the velocity gradient

model.
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APPENDIX A

DIRECT NUMERICAL SIMULATION DATASETS

Several direct numerical simulation (DNS) datasets of incompressible forced homogeneous

isotropic turbulence (FIT) and turbulent channel flow are used in this dissertation to investigate

velocity gradient statistics and dynamics in turbulence. The details are presented below.

Twelve incompressible forced isotropic turbulence datasets have been obtained from the Turbu-

lent and Advanced Computations Laboratory (TACL) of Dr. Diego Donzis at Texas A&M Univer-

sity (TAMU). These datasets have been used previously to study intermittency, anomalous expo-

nents, Reynolds number scaling and non-linear depletion (Donzis et al., 2008; Donzis and Sreeni-

vasan, 2010; Donzis et al., 2012; Gibbon et al., 2014). The simulations employ stochastic forcing

at large scales to maintain statistical-stationarity in a periodic box of dimensions 2π × 2π × 2π.

The Taylor Reynolds number (Reλ) of these datasets ranges from 1 to 588. The details of these

simulations are shown in table A.1. Here,

Reλ ≡
u′λ

ν
(A.1)

where u′ is root-mean-square (rms) velocity and ν is the kinematic viscosity. λ (Taylor Microscale)

and ε (mean dissipation rate) are given by

λ =

(
15ν(u′)2

ε

)1/2

, ε = 2ν〈SijSij〉 (A.2)

where Sij is the strain-rate tensor (symmetric part of VG tensor). Here, kmaxη is the highest

resolved wave number (kmax) normalized by the Kolmogorov length scale (η). All the derivatives

used in this study are calculated using spectral method.

The forced isotropic turbulence data from the Johns Hopkins Turbulence Database (Perlman

et al., 2007; Li et al., 2008) has been widely used for investigating velocity gradient statistics
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Reλ Grid points kmaxη Source

1 2563 105.6 TACL, TAMU: Yakhot and Donzis (2017)

6 2563 34.8 TACL, TAMU: Yakhot and Donzis (2017)

9 2563 26.6 TACL, TAMU: Yakhot and Donzis (2017)

14 2563 19.87 TACL, TAMU: Yakhot and Donzis (2017)

18 2563 15.59 TACL, TAMU: Yakhot and Donzis (2017)

25 2563 11.51 TACL, TAMU: Yakhot and Donzis (2017)

35 643 1.45 TACL, TAMU: Yakhot and Donzis (2017)

86 2563 2.83 TACL, TAMU: Donzis et al. (2008)

225 5123 1.34 TACL, TAMU: Donzis et al. (2008)

385 10243 1.41 TACL, TAMU: Donzis et al. (2008)

414 10243 1.32 JHTDB: Li et al. (2008)

427 10243 1.39 JHTDB: Li et al. (2008)

588 20483 1.39 TACL, TAMU: Donzis et al. (2008)

Table A.1: Details of forced isotropic incompressible turbulence datasets used in this study. Here,
JHTDB represents Johns Hopkins Turbulence Data Base, TACL represents Turbulent and Ad-
vanced Computations Laboratory, and TAMU represents Texas A&M University.

(Johnson and Meneveau, 2016b; Elsinga et al., 2017; Danish and Meneveau, 2018) as well as its

Lagrangian dynamics (Yu and Meneveau, 2010a,b) in turbulence. The data used in the present

study is obtained from computations performed on a 10243 grid using a pseudo-spectral solver.

Datasets at Taylor Reynolds numbers: Reλ = 414 and 427 are used in the chapters of this dis-

sertation. The simulation is well resolved with kmaxη > 1.3. In this study, we have used field

velocity data at multiple consecutive time steps, separated by ∆t = 0.0002, to compute the tem-

poral derivatives for the Reλ = 427 dataset.

Incompressible turbulent channel flow data from the Johns Hopkins Turbulence Database (Li

et al., 2008; Lee and Moser, 2015) is also used in this dissertation. The turbulent flow inside the

channel is simulated on a 10240 × 1536 × 7680 grid with a spatially uniform pressure gradient
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varying in time to ensure a constant mass flux through the channel. The data set used in the com-

putations here is obtained after statistical stationarity is achieved. The friction velocity Reynolds

number of the channel flow is

Reτ ≡
uτh

ν
= 5186 (A.3)

where uτ is the friction velocity and h is the channel half-height. The velocity field is homogeneous

in the stream-wise (x) and span-wise (z) directions and inhomogeneous in the wall-normal (y)

direction. As suggested in the work of Lozano-Durán et al. (2015), integrating over a statistically

inhomogeneous region can considerably bias the Lagrangian statistics. Therefore, to circumvent

averaging over statistically inhomogeneous wall-normal (y) direction, we use data at specific y+

planes, each with a different Taylor Reynolds number: y+ = 100 (Reλ = 81), y+ = 203 (Reλ =

110), y+ = 302 (Reλ = 132), and y+ = 852 (Reλ = 183). Data from multiple time instants

are considered to achieve adequate sampling. In this work, all spatial derivatives in homogeneous

directions are computed using spectral methods, while the spatial derivatives in inhomogeneous

directions (y direction in channel flow) are computed using the 4th-order central difference scheme.
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APPENDIX B

UPPER BOUND OF NORMALIZED SHEAR-ROTATION CORRELATION TERM

The VG magnitude can be expressed as follows in terms of the elements of normal-strain-

rate, shear and rigid-body-rotation-rate tensors when the flow is locally rotational (from equations

(4.6,4.18)),

A2 = 6λ2cr + 2φ2 + s21 + s22 + s23 + 2φs3 (B.1)

Here, 2φs3 is the shear-rotation correlation term which is positive by definition for rotational flow.

This term is first normalized by A2 such that

2rh =
2φs3

6λ2cr + 2φ2 + s21 + s22 + s23 + 2φs3
(B.2)

The next step is to obtain the maximum value that 2rh can attain. Since the five variables in the

above expression are independent and the denominator is a sum of non-negative terms, we can

assume that 2rh is maximum when λ2cr = s21 = s22 = 0. Note that this represents planar flow with

only pure-rotation and in-plane shear. Then, the normalized correlation term has the following

upper bound

2rh ≤ 2φs3
2φ2 + s23 + 2φs3

(B.3)

Dividing the numerator and denominator by 4φ2, we obtain

2rh ≤ s3/2φ

1/2 + (s3/2φ)2 + s3/2φ
=

x

1/2 + x2 + x
≡ f(x) where x = s3/2φ (B.4)

The maximum of function f(x) occurs when

x =
1√
2

(B.5)
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Therefore, the maximum value of 2rh is given by

2rh ≤ f

(
x =

1√
2

)
=⇒ 2rh ≤ 1√

2 + 1
(B.6)
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APPENDIX C

FOUR-VARIABLE REPRESENTATION OF NORMALIZED VG TENSOR

The normalized velocity gradient tensor in the principal reference frame of the strain-rate tensor

is given by

b̃ =


a1 −ω3 ω2

ω3 a2 −ω1

−ω2 ω1 a3

 where a1 ≥ a2 ≥ a3 (C.1)

The four variables chosen to represent b̃ij are q, r, a2 and ω2. The remaining components of the

tensor can be expressed in terms of these four variables as follows (see section 3.2.4 for derivation):

a1 =
1

2
(−a2 +

√
1− 3a22 − 2q) (C.2)

a3 =
1

2
(−a2 −

√
1− 3a22 − 2q) (C.3)

ω1 = ± 1

2
√

2

√
(1 + 2q − 4ω2

2)− 8a32 + 8r − a2(3− 2q − 12ω2
2)√

1− 3a22 − 2q
(C.4)

ω3 = ± 1

2
√

2

√
(1 + 2q − 4ω2

2) +
8a32 + 8r − a2(3− 2q − 12ω2

2)√
1− 3a22 − 2q

(C.5)

The kinematic bounds of all these variables are given below:

− 1

2
≤ q ≤ 1

2
(C.6)

− 1 + q

3

(
1− 2q

3

)1/2

≤ r ≤ 1 + q

3

(
1− 2q

3

)1/2

(C.7)
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−
√

1− 2q

12
≤ a2 ≤

√
1− 2q

12
(C.8)

0 ≤ a1 ≤
√

1− 2q

3
(C.9)

−
√

1− 2q

3
≤ a3 ≤ 0 (C.10)

−
√
q

2
+

1

4
≤ ωi ≤

√
q

2
+

1

4
∀ i = 1, 2, 3 (C.11)
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APPENDIX D

VELOCITY GRADIENT MODEL: DERIVATIONS AND NUMERICAL METHODS

D.1 Relevant properties of Itô process

Itô’s lemma for scalar variables: For a stochastic differential equation (SDE) of a scalar (x) of the

form

dx = f(x)dt+ g(x) dW, (D.1)

the SDE for a function of the variable, ϕ = ϕ(x), is given by

d(ϕ(x)) =

(
∂ϕ

∂t
+ f(x)

∂ϕ

∂x
+

1

2
g2(x)

∂2ϕ

∂x2

)
dt+ g(x)

∂ϕ

∂x
dW (D.2)

Itô’s lemma for tensorial variables: For a system of SDEs of a tensor, Xij , of the form

dXij = Fij(X)dt+Gijkl(X) dWkl, (D.3)

the SDE for a function of the tensor, φ = φ(X), is given by

dφ =

(
∂φ

∂t
+ Fij

∂φ

∂Xij

+
1

2
GijklGpqkl

∂2φ

∂XijXpq

)
dt+Gijkl

∂φ

∂Xij

dWkl (D.4)

Itô’s product rule: For SDEs of two scalar variables, x1 and x2, given by

dx1 = f1(x1)dt+ g1(x1) dW , (D.5)

dx2 = f2(x2)dt+ g2(x2) dW (D.6)

the SDE of the product of the two variables is

d(x1x2) = x1d(x2) + d(x1)x2 + d(x1)d(x2) (D.7)
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D.2 Derivation of bij SDE from Aij SDE

The system of SDEs for the velocity gradient tensor Aij is given by

dAij = Mijdt+Kijkl dWkl

where, 〈dWij〉 = 0 and 〈dWijdWkl〉 = δikδjldt (D.8)

Applying Itô’s lemma we can obtain the SDE of the Frobenius norm of the tensor, φ = A2 =

AijAij , as

d(φ) = (2AijMij +KijklKijkl)dt+ 2AijKijkl dWkl (D.9)

neglecting terms of the order of O(dtn) ∀ n > 1. Then, the SDE of the VG magnitude, A =
√
A2 =

√
φ, is obtained using Itô’s lemma:

d(A) =

(
AijMij

A
+
KijklKijkl

2A
− AijKijklAmnKmnkl

2A3

)
dt+

AijKijkl

A
dWkl (D.10)

Next, the SDE of its reciprocal s obtained using Itô’s lemma

d

(
1

A

)
= − 1

A2

[(
AijMij

A
+
KijklKijkl

2A
− 3

2

AijKijklAmnKmnkl

A3

)
dt+

AijKijkl

A
dWkl

]
(D.11)

Finally, applying Itô’s product rule to determine the SDE for the normalized VG tensor, bij ≡ Aij
A

,

dbij = d

(
1

A
. Aij

)
=

1

A
dAij + Aij d

(
1

A

)
+ dAij d

(
1

A

)
(D.12)

and using equations (D.8) and (D.11), we obtain

dbij =

(
Mij

A
− bijbklMkl

A
− bijKpqklKpqkl

2A2
− bpqKpqklKijkl

A2

+
3

2

bijbpqKpqklbmnKmnkl

A2

)
dt+

(
Kijkl

A
− bijbpqKpqkl

A

)
dWkl. (D.13)
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Rearranging, we can write the final form of the bij-SDE as follows

dbij =

(
Mij

A2
− bijbkl

Mkl

A2
− 1

2
bij
Kpqkl

A3/2

Kpqkl

A3/2
− bpq

Kpqkl

A3/2

Kijkl

A3/2

+
3

2
bijbpq

Kpqkl

A3/2
bmn

Kmnkl

A3/2

)
dt′ +

(
Kijkl

A3/2
− bijbpq

Kpqkl

A3/2

)
dW ′

kl (D.14)

where, dt′ = Adt and dW ′
ij = A1/2dWij . Note that all the terms on the RHS of the bij SDE are

non-dimensional, including dt′, dW ′
kl, Mij/A

2 and Kijkl/A
3/2. This equation can also be written

as

dbij = (µij + γij)dt
′ +Dijkl dW

′
kl where

µij =
Mij

A2 − bijbkl Mkl

A2 , Dijkl =
Kijkl
A3/2 − bijbpq

Kpqkl
A3/2 ,

γij = −1
2
bij

Kpqkl
A3/2

Kpqkl
A3/2 − bpq

Kpqkl
A3/2

Kijkl
A3/2 + 3

2
bijbpq

Kpqkl
A3/2 bmn

Kmnkl
A3/2 (D.15)

where µij is the mean drift coefficient, γij is the additional drift coefficient andDijkl is the diffusion

coefficient.

D.3 Incompressibility constraint

To prove that the system of SDEs of bij in equation (7.14) satisfies the incompressibility con-

straint, we take the trace on both sides of the bij-SDE:

dbii = (µii + γii)dt
′ +Diikl dW

′
kl (D.16)

Now, since bii = 0, we have

µii =
Mii

A2
− biibkl

Mkl

A2
= 0. (D.17)

Further, since Kiikl = 0 by construction, it can be easily showed that

γii = −1
2
bii

Kpqkl
A3/2

Kpqkl
A3/2 − bpq

Kpqkl
A3/2

Kiikl
A3/2 + 3

2
biibpq

Kpqkl
A3/2 bmn

Kmnkl
A3/2 = 0

Diikl = Kiikl
A3/2 − biibpq

Kpqkl
A3/2 = 0 (D.18)
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Therefore, from equations (D.16-D.18), we have

dbii = 0 (D.19)

D.4 Normalization constraint

Next, we prove that the bij SDE maintains the Frobenius norm of unity. For this, we first derive

the SDE for the Frobenius norm of bij , using Itô’s product rule:

d(bijbij) = (2bijµij + 2bijγij +DijklDijkl)dt
′ + 2bijDijkl dW

′
kl (D.20)

Now, the first term is zero by construction since

2bijµij = 2bij

(
Mij

A2
− bijbkl

Mkl

A2

)
= 2

bklMkl

A2
− 2bijbij

bklMkl

A2
= 0 (D.21)

provided bijbij = 1. The second term can be expanded as follows:

2bijγij = 2bij

(
− 1

2
bij
Kpqkl

A3/2

Kpqkl

A3/2
− bpq

Kpqkl

A3/2

Kijkl

A3/2
+

3

2
bijbpq

Kpqkl

A3/2
bmn

Kmnkl

A3/2

)
= −bijbij

Kpqkl

A3/2

Kpqkl

A3/2
− 2bij

Kijkl

A3/2
bpq
Kpqkl

A3/2
+ 3bijbijbpq

Kpqkl

A3/2
bmn

Kmnkl

A3/2

= −
(
Kpqkl

A3/2

Kpqkl

A3/2
− bij

Kijkl

A3/2
bpq
Kpqkl

A3/2

)
(D.22)

since bijbij = 1. And the third term can be expanded as

DijklDijkl =

(
Kijkl

A3/2
− bijbpq

Kpqkl

A3/2

)(
Kijkl

A3/2
− bijbpq

Kpqkl

A3/2

)
=

Kijkl

A3/2

Kijkl

A3/2
− bij

Kijkl

A3/2
bpq
Kpqkl

A3/2
(D.23)
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Therefore, the second and third terms cancel each other out. Finally the diffusion term is also zero

due to the form of the diffusion coefficient as:

2bijDijkl = 2bij

(
Kijkl

A3/2
− bijbpq

Kpqkl

A3/2

)
= 2bij

Kijkl

A3/2
− 2bijbijbpq

Kpqkl

A3/2
= 0 (D.24)

Thus, it is proved that for the given form of µij , γij and Dijkl, the equation (D.20) simplifies to

d(bijbij) = 0. (D.25)

In other words, the form of the bij-SDE (equation D.15) automatically ensures that bijbij remains

unity at all times provided it is initially unity.

D.5 Galilean invariance

Now we demonstrate that the approach of closure modeling of the normalized anisotropic pres-

sure Hessian (h) and viscous Laplacian (τ ) tensors satisfies Galilean invariance. The tensor h is

modeled as

h = Q h̃ QT (D.26)

where h̃ is the pressure Hessian tensor in the principal frame of strain-rate tensor (s). This h̃ is

obtained from data-driven closure as a function of b̃, also in principal reference frame. Thus,

Q = [E1 E2 E3] (D.27)

where Ei are the right eigenvectors of s corresponding to its eigenvalues ai and Ei constitute the

columns of the rotation matrix Q. Let us rotate the coordinate frame of the observer by certain

angles, using a rotation matrix R. Let the tensors and vectors in new reference frame be marked

by ′ . Then the tensor s becomes

s′ = R s RT (D.28)
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and its eigenvectors also rotate by the same angles since

sEi = aiEi =⇒ RTs′REi = aiEi

=⇒ s′REi = aiREi =⇒ s′E′i = aiE
′
i where E′i = REi (D.29)

Since E′i constitute the columns of the rotated tensorQ′, we can say

Q′ = R Q (D.30)

Therefore, using equations (D.26) and (D.30), the pressure Hessian tensor in the new reference

frame becomes,

h′ = Q′ h̃ Q′T = R Q h̃ QTRT = R h RT (D.31)

Note that h̃ = h̃(q, r, a2, ω2), all four of which are either frame invariant or specifically defined

in the principal reference frame and therefore h̃ is unaltered by frame rotation. It is evident from

equation (D.31) that the new tensor h′ also rotates by the same angles with respect to the old h

as the new frame rotates with respect to the old frame. This proves that the model for pressure

Hessian tensor h is Galilean invariant. The same proof applies to the viscous Laplacian tensor τ .

Aside from the mean pressure and viscous terms discussed above, all the other terms in the

bij stochastic differential equation are functions of bij itself and it can be shown that they are also

Galilean invariant by construction.
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D.6 Numerical schemes for stochastic differential equations

In this work, the numerical scheme used to propagate the bij-SDE in computational time t′ is a

second order weak predictor-corrector scheme given by:

b′ij = b
(n)
ij + µij(b

(n))∆t′ + γij(b
(n))∆t′ +Dijkl(b

(n)) ξkl
√

∆t′ (D.32)

b
(n+1)
ij = b

(n)
ij +

1

2

[
µij(b

(n)) + µij(b
′)
]
∆t′ +

1

2

[
γij(b

(n)) + γij(b
′)
]
∆t′

+
1

2

[
Dijkl(b

(n)) +Dijkl(b
′)
]
ξkl
√

∆t′ (D.33)

where each component of ξij is an independent standardized Gaussian random variable. The θ∗-

SDE can be written in the computational timescale t′ as follows:

dθ∗ = −θ∗dt∗ + β(q, r) dW ∗

= −θ∗ 〈A〉
A
dt′ + β(q, r)

√
〈A〉
A

dW ′ (D.34)

where, β(q, r) represents the different diffusion coefficients discussed in section 7.3.4. The θ∗-SDE

is also propagated using the second order weak predictor-corrector scheme:

θ∗′ = θ∗(n) − θ∗(n) 〈A〉
A

∆t′ + β(q(n), r(n))ξ
√
〈A〉
A

√
∆t′ (D.35)

θ∗(n+1) = θ∗(n) − 1
2

[
θ∗(n) + θ∗′

] 〈A〉
A

∆t′ + 1
2

[
β(q(n), r(n)) + β(q′, r′)

]
ξ
√
〈A〉
A

√
∆t′ (D.36)

where q(n), r(n) represent the second and third invariants of the b(n) tensor and q′, r′ represent the

second and third invariants of the b′ tensor. Here, the VG magnitude A = e(σθθ
∗+〈θ〉), for constant

values of 〈θ〉, σθ from DNS.
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