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ABSTRACT

The purpose of this research work is to further the understanding of the coupling between phase

transformation and viscoplasticity in high-temperature shape memory alloys (HTSMAs), which are

active materials. Fundamental understanding of the coupling is essential to facing the challenge of

achieving improved actuation performance from HTSMAs. The improvement involves enhancing

the alloy’s existing functional properties and work output to endure extremes in stress, strain and

temperature. The improvement will eventually aid in moving closer to the overarching goal of

reducing the weight of actuation systems required in the aerospace and automotive domains, while

maintaining structural adaptability without critically affecting performance or the safety, in all to

improve fuel efficiency. Experimental studies on these alloys have carved pathways for the above

improvement, and their processing with scalability has also been understood to prepare for an

increasing demand in the future. But, for the successful design of these alloys, it is necessary to

have a comprehensive understanding of the effect of viscoplasticity on their phase transformation

or functional properties and the overall behavior.

The objective of the present study is to investigate the coupling between phase transforma-

tion and viscoplasticity in a Ti-rich Ni-Ti-20Hf (at.%) HTSMA. To achieve the objective two ap-

proaches are followed. Experimental investigations are conducted on the selected alloy at different

thermal cycling rates to vary the amount of viscoplasticity generated, and observe its effect on the

phase transformation and response. The results are analyzed and inferences are made based on

the interactions between the above two phenomena. Parallelly, a crystal-plasticity model is devel-

oped which accounts for the phenomena observed experimentally and the coupling between the

two phenomena. The model is calibrated using the experimental results and inferences, and the

underlying mechanisms responsible for the coupled response, are brought forward.

The contributions of this study are: (i) new interpretations on the overall functional fatigue of

Ni-Ti-Hf alloys; (ii) establishing rate-dependency of the entire macroscopic response and the active

phenomena; (iii) revealing a two-way coupling between viscoplasticity and phase transformation;
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(iv) developing of a crystal-plasticity model for HTSMAs; and (v) generating anisotropic and

isotropic coupled responses.
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NOMENCLATURE

Notation Definition

TT Transformation temperatures

TRIP Transformation-induced plasticity

Thermo-elasticity

Eijkl Stiffness coefficients

C Stiffness tensor

µ Shear modulus

αCTE Coefficient of thermal expansion

Tm Melting temperature

ϵe Elastic strain tensor

ϵth Thermal strain tensor

Viscoplasticity

γsp/vp Plastic/viscoplastic slip

n Power law exponent

K Slip resistance

Cvisco Coefficient of viscosity

Q1 Linear isotropic hardening

Q Non-linear isotropic hardening

b Rate of dislocation density

r0 Initial yield radius
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Notation Definition

Viscoplasticity (Continued)

C Kinematic hardening magnitude

D Rate of kinematic hardening

h1..h7 Interaction matrix parameters

n Slip-plane normal

l Slip-direction

Rg Rotatin matrix

T s Orientatin tensor (for slip)

σg Resolved stress

Φs
vp Viscoplastic driving force

rs Yield radius

r0 Initial radius

rsi Isotropic hardening

q Plastic/viscoplastic dislocation density variable

xs Kinematic hardening variable

αs Kinematic scalar variable

τ s Resolved shear stress

ρp/vp Plastic/viscoplastic total dislocation density variable

ϵp/vp Plasitc/viscoplastic strain tensor
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Notation Definition

Phase transformation

Mf ,Ms, As, Af Transformation temperatures (TTs)

Cm Slope of martensite TTs

Ca Slope of austenite TTs

gtr Magnitude of transformation strain

β Coefficient of latent heat of transformation

mtr Rate of transformation

T0 Phase equilibrium temperature at zero stress

Y 0
1 Y

0
2 Transformation resistance (dislocation free state)

Y1 Y2 Transformation resistance

gdet Magnitude of detwinning strain

mdet Rate of detwinning

Ydet Detwinning resistance

m Habit-plane normal

b Habit-plane shear

t Detwin plane normal

a Detwin plane shear

ξ Total martensite volume fraction

ξαre Reversible martensite variant volume fraction

ξ0 Reference volume fraction rate

Φα
tr Transformation driving force

ϵtr Transformation strain tensor
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Notation Definition

Detwinning

Φα
de Detwinning driving force

λα LCV volume fraction

λ0 Initial LCV volume fraction

gdet Detwinning magnitude parameter

λref Reference detwinning rate

mdet Detwinning kinetics/exponent

ϵde Detwinning strain tensor

Transformation induced plasticity

Φα
TRIP TRIP driving force

γαtr TRIP slip

τp TRIP hardening

γ0 Reference slip rate

∆Gslip Activation energy of dislocation slipping

(stress-free configuration)

kb Boltzmann’s constant

τ0 RSS to overcome Peierl’s obstacles

p, q Power law exponents

k1 Hardening parameter

k2 Dislocation parameter

ρα TRIP dislocation density variable

ρTRIP TRIP total dislocation density variable

ϵTRIP TRIP strain tensor
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Notation Definition

Coupling

Yp1, Yp2 Resistance to transformation

d1,c1,d2,c2 Resistance coupling parameters

ξαir Retained martensite

gret Retained martensite coupling parameter

Thermodynamic variables

u Internal energy

q Heat energy/flux

qs Heat supply

s Entropy

T Tempeature

ψ Helmholtz free energy density

λ0 Latent heat of transformation

β Parameter for latent heat
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Notation Definition

a Scalar

a,b First order tensors

A,B Second order tensors

A,B Fourth order tensors

Operation Definition

ȧ Time rate of variable

a ⊗ b Dyadic product

A.B Simple product

A : B Double contraction

xiv



TABLE OF CONTENTS

Page

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

CONTRIBUTORS AND FUNDING SOURCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

NOMENCLATURE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

TABLE OF CONTENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .xviii

LIST OF TABLES. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .xxvi

1. INTRODUCTION. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Literature review of experimental investigations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Motivation for experimental investigations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Literature review on modeling studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.5 Motivation for constitutive modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.5.1 Scope of modeling study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.6 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.6.1 Experimental investigations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.6.2 Constitutive modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.7 Organization of present study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2. EXPERIMENTAL INVESTIGATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 Experimental details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.2.1 Material selection and properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.2 Experimental Setup. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.3 Experimental tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.2.3.1 Uniaxial constant force thermal cycling. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.3.2 Alternating isothermal creep and UCFTC . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.2.4 Post experimental analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.4.1 Differential scanning calorimetry (DSC). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

xv



2.2.4.2 X-ray diffraction (XRD) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3 Results and Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.3.1 Uniaxial constant force thermal cycling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3.1.1 Macroscopic responses at different thermal cycling rates . . . . . . . . . . . 26
2.3.1.2 Dissociating residual strains at different thermal cycling rates . . . . . 33
2.3.1.3 Quantifying contribution of retained martensite . . . . . . . . . . . . . . . . . . . . . 36
2.3.1.4 Transformation temperatures at different thermal cycling rates. . . . . 38
2.3.1.5 Hysteresis at different thermal cycling rates . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.3.1.6 Transformation-strain at different thermal cycling rates . . . . . . . . . . . . 43

2.3.2 Post-experimental analyses: Determining retained phases . . . . . . . . . . . . . . . . . . . . . 45
2.3.2.1 Differential scanning calorimetry (DSC). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.3.2.2 X-ray diffraction (XRD) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

2.3.3 Coupling effects in UCFTC tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.3.3.1 Effect of thermal cycling rate over phase transformation . . . . . . . . . . . 52
2.3.3.2 Effect of viscoplasticity over phase transformation at all rates . . . . . 52

2.3.4 Alternating isothermal creep and UCFTC at 10 ◦C/min . . . . . . . . . . . . . . . . . . . . . . . . 52
2.3.5 Coupling effects in alternating test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

2.3.5.1 Effect of viscoplasticity over phase transformation at 10 ◦C/min . . 59
2.3.5.2 Effect of phase transformation over viscoplasticity . . . . . . . . . . . . . . . . . 59

2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.5 Supplementary Material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

2.5.1 Thermal gradient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.5.1.1 Across the gauge section . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.5.1.2 Inside the gauge section . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

2.5.2 Individual XRD data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3. CRYSTAL PLASTICITY MODELING . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.2 Theoretical Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.2.1 Plastic and viscoplastic slip at the microscale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.2.2 Martensitic transformation at the microscale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.2.3 Constitutive equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.2.3.1 Total strain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.2.3.2 Thermodynamic Framework: Hysteresis and free energy . . . . . . . . . . . 73
3.2.3.3 Evolution of martensite volume fraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.2.3.4 Evolution of slip during TRIP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.2.3.5 Crystal plasticity framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.2.3.6 Coupling between phase transformation and viscoplasticity . . . . . . . . 83

3.3 Finite Element Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.3.1 Thermomechanical test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.3.2 Material Characteristics and parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

3.3.2.1 Thermoelastic parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
3.3.2.2 Phase-transformation parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.3.2.3 TRIP parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

xvi



3.3.2.4 Viscoplastic parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.3.2.5 Transformation-viscoplasticity coupling parameters . . . . . . . . . . . . . . . . 99

3.3.3 Finite Element (FE) solver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.4 Summary of constitutive equations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.5 Results and discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

3.5.1 Single cycle: Single-crystal responses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
3.5.1.1 Calibration of transformation + detwinning strain . . . . . . . . . . . . . . . . . . . 105
3.5.1.2 Random orientations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
3.5.1.3 Rate-dependency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

3.5.2 Single cycle: Polycrystal responses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
3.5.2.1 Polycrystal RVE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
3.5.2.2 Grain distribution in polycrystal RVE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
3.5.2.3 Polycrystal responses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
3.5.2.4 Degree of anisotropy and isotropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
3.5.2.5 Relating single crystal and polycrystal responses . . . . . . . . . . . . . . . . . . . 126
3.5.2.6 Comparing experimental and simulated polycrystal responses . . . . . 127
3.5.2.7 Rate-dependency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

3.5.3 Multiple cycles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
3.5.3.1 Total strain vs temperature and time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
3.5.3.2 TRIP strain vs. time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
3.5.3.3 Viscoplastic strain vs. time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
3.5.3.4 Transformation temperatures and hysteresis vs. number of cycles . 141
3.5.3.5 Transformation strain vs. number of cycles . . . . . . . . . . . . . . . . . . . . . . . . . . 143

3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
3.7 Supplementary material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

3.7.1 IPF of 10 random orientations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
3.7.2 Rate-dependency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
3.7.3 Comparison of polycrystal domains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
3.7.4 Comparison of polycrystal responses. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
3.7.5 Polycrystal responses: Different Stresses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

4. CONCLUSIONS AND FUTURE DIRECTIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

4.1 Experimental investigations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
4.2 Crystal-plasticity modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
4.3 Present study’s applications, limitations and future directions. . . . . . . . . . . . . . . . . . . . . . . . . . 164

4.3.1 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
4.3.2 Limitations and future directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

APPENDIX A. THERMODYNAMIC FRAMEWORK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

APPENDIX B. MACRO-MICRO APPROACH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191

APPENDIX C. CODE ALGORITHM .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

xvii



LIST OF FIGURES

FIGURE Page

1.1 Shape memory alloy regaining initial configuration upon removal of external load,
due to the phase transformation between martensite and austenite phases (shown
on the right part) [1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Solutionized Ti–50.1 (at.%) Ni single crystal of [111] orientation thermally cycled
under constant load with load increased for successive thermal cycles showing dis-
locations being emitted from martensite-interface at internal twin boundaries. [2]. . . . 3

1.3 Strain–temperature response of Ti50.5Pd30Ni19.5 HTSMA at 5 ◦C/min showing
(a) simultaneous creep and transformation during thermal cycling under a constant
400MPa stress; (b) simultaneous creep and transformation during thermal cycling
under a constant 500MPa stress. The deformation during the 2nd thermal cycle
exceeded the extensometer strain measurement limit in (b) [3]. . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4 A comparison of transformation temperatures, and shape memory strains for all
reported HTSMAs (see Ma et al. [1] for details) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 (Continued) Actuation strains and work outputs of selected NiTi-based alloys (top)
and comparison of the strength of common materials with shape memory alloys
(bottom) (see Saghain et al. [4] for details). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.5 Habit plane interface between (a) austenite (I) and a martensitic microstructure (M)
satisfying the compatibility condition, (b-d) kinematically admissible couplings
between the habit plane motion and plastic slip: (b) austenite is plasticized in front
of the moving habit plane in the forward transition, (c) austenite is plasticized
behind the moving habit plane in order to achieve compatibility with a microstruc-
ture (M) not satisfying the compatibility condition, (d) a {201} rigid plastic twin
in martensite during the reverse transition, transforming continuously into a {114}
twin in austenite (analogously to the subplot (b), the austenite phase is plasticized
for compatibility reasons) (see Sittner et al. [5] for more details). . . . . . . . . . . . . . . . . . . . . . 11

2.1 Representative TEM micrograph of Ti-rich Ni-Ti-Hf alloy aged at 550 ◦C for 3 h
and air cooled. The alloy does not show any precipitates formed in the martensite
matrix [6]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.2 Experimental bench (a) ATS lever arm tester, (b) Sample mounted with flags and
thermocouples attached, and (c) Cylindrical dog-bone sample with dimensions in
mm. Modified with permission from Chaugule et al. [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

xviii



2.3 Experimental bench parts (a) Keyence laser extensometer, (b) Omega load cell, and
(c) ChamberIR infrared furnace. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.4 (a) Schematic of a UCFTC test with graphical representation of LCT, UCT, hys-
teresis width, transformation strain, residual strain and the strain rise (viscoplastic
strain + thermal strain). (b) Schematic of an Alternating isothermal creep and
UCFTC test with graphical representation of the strain rise (viscoplastic + thermal
strain) during a cycle, and viscoplastic strain between cycles while holding at UCT.
Reprinted with permission from Chaugule et al. [7].. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.5 Representative SEM micrograph of Ti-rich Ni-Ti-Hf alloy obtained from sam-
ples’ cross section showing the presence of (Ti+Hf)4Ni2Ox oxides present as non-
metallic inclusions. VISM: vacuum induction skull melting [6]. . . . . . . . . . . . . . . . . . . . . . . . 25

2.6 (a) Images of samples taken after each test. Images of gauge section after failure
for the (b) 1 ◦C/min, (c) 10 ◦C/min, and (d) 50 ◦C/min. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.7 Scanning electron microscope images taken of the fracture surface of the sample
tested at 1 ◦C/min at (a) 200 x, (b) 1000 x, and (c) 2000 x magnification. . . . . . . . . . . . . . 28

2.8 Strain-temperature responses at 500 MPa for thermal cycling rates of (a) 1 (scaled),
(b) 1, (c) 10, and (d) 50 ◦C/min, followed by strain-time responses at 500 MPa for
the rates of (e) 1 (scaled), (f) 1 ◦C/min. Reprinted with permission from Chaugule
et al. [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.8 (Continued) strain-time responses at 500 MPa for the rates of (g) 10 and (h) 50
◦C/min. Reprinted with permission from Chaugule et al. [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.9 Strain-time responses corresponding to the 1, 10 and 50 ◦C/min thermal cycling
rates, cycled between 100 and 500 ◦C at 500 MPa. Reprinted with permission
from Chaugule et al. [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.10 Strain-time (normalized) responses corresponding to the 1, 10, and 50 ◦C/min ther-
mal cycling rates, cycled between 100 and 500 ◦C at 500 MPa up till failure.
Reprinted with permission from Chaugule et al. [7].. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.11 Evolution of (a) thermal strain in austenite, (b) cumulative viscoplastic strains gen-
erated during UCFTC at 1, 1 (repeat), 10 and 50 ◦C/min thermal cycling rates.
Modified with permission from Chaugule et al. [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.12 Evolution of (a) cumulative residual strains (b) cumulative TRIP strains, generated
during UCFTC at 1, 1 (repeat), 10 and 50 ◦C/min thermal cycling rates. Modified
with permission from Chaugule et al. [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

xix



2.13 UCFTC test performed at 10 ◦C/min under 500 MPa between 100 and 500 ◦C for
a limited number of cycles, followed by unloading and then a heat treatment up
to 700 ◦C and back to 500 ◦C to obtain contribution of retained martensite to the
residual strain. Reprinted with permission from Chaugule et al. [7]. . . . . . . . . . . . . . . . . . . 37

2.14 Evolution of transformation temperatures (a) Mf , (b) Ms, (c) As, and (d) Af , with
respect to the normalized number of cycles (Ncycles/Nf ) for the 1, 1 (repeat), 10
and 50 ◦C/min thermal cycling rates. Modified with permission from Chaugule et
al. [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.15 Evolution of transformation temperatures slopes of (a) forward ((εMf
−εMs)/(Mf−

Ms)), (b) reverse ((εAs − εAf
)/(As − Af )), and (c) scaled reverse transformation

paths, with respect to the normalized number of cycles (Ncycles/Nf ) for the 1, 1
(repeat), 10 and 50 ◦C/min thermal cycling rates. Modified with permission from
Chaugule et al. [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.16 Comparison of hysteresis (= A50 −M50) generated during UCFTC at 1, 1 (repeat)
10 and 50 ◦C/min thermal cycling rates, as a function of the normalized cycle
number. Modified with permission from Chaugule et al. [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.17 Comparison of transformation strain (= εAs − εAf
) generated during UCFTC at 1,

1 (repeat), 10 and 50 ◦C/min thermal cycling rates, as a function of the normalized
cycle number. Modified with permission from Chaugule et al. [7]. . . . . . . . . . . . . . . . . . . . . 44

2.18 Comparison of DSC thermographs conducted on the tested (and failed) samples at
1, 10 and 50 ◦C/min and a virgin sample. Reprinted with permission from Chau-
gule et al. [7].. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

2.19 Comparison of DSC thermographs after conducting heat treatments on the tested
samples for (a) 1 ◦C/min (b) 10 ◦C/min and (c) 50 ◦C/min, with respect to those of
a virgin sample. Reprinted with permission from Chaugule et al. [7]. . . . . . . . . . . . . . . . . . 47

2.20 XRD data obtained from virgin sample scanned at temperatures from R.T. to 500
◦C in increments of 100 ◦, with peaks of B19’, B2 and oxides labelled as m, o and
a respectively, at R.T. and 500 ◦C. Reprinted with permission from Chaugule et al.
[7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

2.21 XRD data generated from each UCFTC tested sample is compared with the virgin
sample, at (a) R.T., (b) 100 ◦C. Reprinted with permission from Chaugule et al. [7]. . 50

2.21 (Continued) XRD data generated from each UCFTC tested sample is compared
with the virgin sample, at (a) 200 ◦C, (b) 300 ◦C, (c) 400 ◦C, and (d) 500 ◦C.
Reprinted with permission from Chaugule et al. [7].. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

2.22 Strain-temperature response of alternating isothermal creep and UCFTC (at 10
◦C/min) test conducted under a stress of 500 MPa. Reprinted with permission
from Chaugule et al. [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

xx



2.23 Comparison of strain evolution between (i) UCFTC at 10 ◦C/min, (ii) Alternating
isothermal creep and UCFTC at 10 ◦C/min, and (iii) Isothermal creep at 500 ◦C,
all subjected to a stress of 500 MPa. Reprinted with permission from Chaugule et
al. [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

2.24 (a) Viscoplastic strain generated between each cycle and its cumulative, obtained
from the alternating test. (b) Comparison of viscoplastic strain rate generated dur-
ing the alternating and isothermal creep test. The numbers next to the alternating
test represent the cycle number. Reprinted with permission from Chaugule et al. [7]. 56

2.25 Evolution of (a) TT (Mf ,Ms,As,Af ), (b) slopes of forward ((εMf
− εMs)/(Mf −

Ms)) and reverse ((εAs −εAf
)/(As−Af )) transformation, hysteresis, and transfor-

mation strain, all generated during the alternating test, and plotted with respect to
time in (c),(e) and cumulative viscoplastic strain in (d),(f) respectively. Reprinted
with permission from Chaugule et al. [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

2.26 Thermal gradient across gauge section for 1 ◦C/min. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

2.27 Heat transfer show inside the sample through a model created in Abaqus. . . . . . . . . . . . . 62

2.28 XRD data obtained from a tested sample at 1 ◦C/min scanned at temperatures start-
ing from R.T. to 500 ◦C in increments of 100◦, with peaks of B19’ and B2 labelled
at respective temperatures. Reprinted with permission from Chaugule et al. [7]. . . . . . 63

2.29 XRD data obtained from a tested sample at 10 ◦C/min scanned at temperatures
starting from R.T. to 500 ◦C in increments of 100◦, with peaks of B19’ and B2
labelled at respective temperatures. Reprinted with permission from Chaugule et
al. [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

2.30 XRD data obtained from a tested sample at 50 ◦C/min scanned at temperatures
starting from R.T. to 500 ◦C in increments of 100◦, with peaks of B19’ and B2
labelled at respective temperatures. Reprinted with permission from Chaugule et
al. [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.1 Defining the multi-scales from Sample to a Polycrystal (macro) to a Unit Cell (mi-
cro). Unit cell/crystal lattice based on arrangement of atoms or lattice centering,
which can be either FCC, BCC or HCP [8]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.2 Schematic representation of phase transformation from austenite to martensite,
through HPV formation. Followed by HPV reorientation and LCV detwinning
of martensite variants, shown by a change of initial volume fraction to final vol-
ume fraction, adopted from Thamburaja et al. [9]. Marked arrows show the habit
plane b, shear direction m, LCV detwinning plane t and detwinning direction a. . . . . . 68

xxi



3.3 Schematic of polcrystalline microstructure of an HTSMA, with a partially trans-
formed grain, enlarged to show the internal stresses causing plasticity in martensite,
plasticity/viscoplasticity in austenite, and TRIP at the interface between martensite
and austenite. Note: all these phenomena do not occur at the same temperature. . . . . . 72

3.4 Schematic of resolving from the Sample to Macro to Micro scale. The macro scale
shows a polycrystalline aggregate, and the micro scale shows a Ni-Ti-Hf crystal
lattice with a slip plane and slip directions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

3.5 Flowchart of coupling between phase transformation and viscoplasticity through
the total dislocation density generated during viscoplasticity and TRIP. . . . . . . . . . . . . . . . 84

3.6 (a) Thermomechanical path followed during a UCFTC test (a −→ b −→ c −→ d) using
a σ − T phase diagram with material characteristic bounds adopted from Ma et
al. [1]. The alloy is initially loaded (a −→ b) at a certain stress σ and temperatures
above Af (in the austenite phase). It is then cooled below Mf until it becomes
fully martensite in detwinned state c depending on the σDT . During the trans-
formation the specimen actuates by elongating and demonstrating an increase in
strain. The alloy is then heated back to the temperature above Af such that it re-
turns to a fully austenite state and tries to recover the strain generated (state d) (b)
Strain-temperature response (actuation) generated during a UCFTC test, showing
the marked TT (Ms,Mf , As, Af ), hysteresis (∆T) and the irrecoverable strain in
Chapter 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

3.7 Sum of transformation and detwinning strains vs. temperature, simulated from a
UCFTC test between 100 - 500 ◦C at 1 ◦C/min and 500 MPa, on single crystals of
Ni49.8Ti30.6Hf19.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

3.8 (a) Inverse Pole figure of 500 random grains generated using the tool - ATex [10]
to show the resulting texture generated through contours of miller indices. Distri-
bution of 500 sets of random Euler angles along Z axis (b) ϕ1, (c) Φ, and (d) ϕ2. . . . . . 108

3.9 Strain-temperature responses generated from the UCFTC tests along 500 individ-
ual single crystals defined by their random orientations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

3.10 (a) 3D scatter+surface plots of total strain data points from 500 randomly oriented
single crystals, at 1 ◦C/min. (b) Projection of 3D plot on Φ - ϕ2 plane. . . . . . . . . . . . . . . . . 112

3.11 3D scatter+surface plots and projections of transformation strain (a),(b) and de-
twinning strain (c),(d) data points from 500 randomly oriented single crystals. . . . . . . . 113

3.12 3D scatter+surface plots and projections of TRIP strain (a),(b) and viscoplastic
strain (c),(d) data points from 500 randomly oriented single crystals. . . . . . . . . . . . . . . . . . 114

3.13 3D scatter+surface plots and projections of TT: Ms (a),(b) and Af (c),(d) data
points from 500 randomly oriented single crystals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

xxii



3.14 3D scatter+surface plots and projection of hysteresis data points from 500 ran-
domly oriented single crystals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

3.15 Comparison of (a) total strain vs temperature and (b) irrecoverable strain vs temper-
ature, generated for [001], [011], [111] and 7 random orientations, on simulating a
single cycle UCFTC at 1 ◦C/min. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

3.16 Strain-temperature response of total strain at 1, 10 and 50 ◦C/min along (a) [001],
(b) [214], (c) [011], and (d) [111]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

3.17 Strain-temperature response at 1, 10 and 50 ◦C/min for [011] (a) Transformation,
(b) TRIP, (c) Detwinning, (d) Viscoplastic strains and, (e) Martensite volume fraction.120

3.18 (a) Representative volume element (RVE) of a polycrystal made of several ran-
domly orientated grains (or crystals) and occupying random volume fractions. (b)
RVE showing the 3D internal structure of a select few grains. . . . . . . . . . . . . . . . . . . . . . . . . . 122

3.19 (a) Histogram showing distribution of relative grain size describing the grain distri-
bution (trend) for polycrystals with increasing number of grains and domain size.
(b) Blown up histogram of 5 and 40 grain polycrystals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

3.20 Comparison of total strain vs temperature from polycrystal aggregates with in-
creasing number of grains and increasing domain size, for a UCFTC test at 1 ◦C/min.124

3.21 Inverse Pole figure of 5 grains in (a) - (c) and 625 grain in (d) - (f) polycrystal along
X, Y, and Z directions, respectively generated using the orientations. . . . . . . . . . . . . . . . . . 125

3.22 Investigating degree of anisotropy and isotropy in polycrsytal by varying loading
direction (along x,y, and z) and comparing responses, for polycrystals with 5 and
625 grains. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

3.23 Comparison between a polycrystal response from 625 grains, and single crystal
responses for [001], [011] and [111], for a single cycle of UCFTC at 1 ◦C/min. . . . . . . 126

3.24 Comparison of experimental and simulated (625 grains) strain-time response (2nd

cycle) from polycrystals for a UCFTC test at 1 ◦C/min. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

3.25 Comparison of experimental and simulated (625 grain) strain-temperature response
(2nd cycle) without activating detwinning, for a UCFTC test at 1 ◦C/min . . . . . . . . . . . . . 129

3.26 Comparison of experimental and simulated (625 grain) with temperature vary-
ing resistance strain-temperature (2nd cycle) without activating detwinning, for a
UCFTC test at 1 ◦C/min.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

xxiii



3.27 Rate-dependent responses obtained from a single cycle of UCFTC at 1, 10 and
50 ◦C/min for a 625 grain polycrystal: (a) Total strain (without detwinning), (b)
Transformation strain, (c) TRIP strain, (d) Viscoplastic strain, and (f) Martensite
volume fraction (legends are the same in the sub figures). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

3.28 Experimental response of a Ni-Ti-Hf polycrystal [7] when subjected to UCFTC at
1 ◦C/min (a) strain-temperature and (b) strain-time response (from Chapter 2). . . . . . . 135

3.29 (a) Strain vs temperature and strain vs time (simulated) response of a Ni-Ti-Hf sin-
gle crystal oriented along [001] in (a),(b) and along [011] in (c),(d) when subjected
to a 10-cycle uniaxial constant force thermal cycling at 1 ◦C/min. . . . . . . . . . . . . . . . . . . . . . 136

3.29 (Continued) Strain vs temperature and strain vs time (simulated) response of a Ni-
Ti-Hf single crystal oriented along along [214] in (e),(f), along [111] in (g),(h),
and for polycrystal (625 grains) in (i),(j), when subjected to a 10-cycle uniaxial
constant force thermal cycling at 1 ◦C/min. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

3.30 TRIP strain generated during a 10-cycle UCFTC at 1 ◦C/min along [001], [011],
[111], [214], and in a 625 grain polycrystal, is compared with experimental trend
and values, from Ni-Ti-Hf (polycrystal from Chapter 2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

3.31 Viscoplastic strain generated during a 10-cycle UCFTC at 1 ◦C/min along [001],
[011], [111], [214], and in a 625 grain polycrystal, is compared with experimental
trend and values, from Ni-Ti-Hf (polycrystal from Chapter 2). . . . . . . . . . . . . . . . . . . . . . . . . . 141

3.32 Evolution of TT and hysteresis generated during a 10-cycle UCFTC at 1 ◦C/min
along [001], [011], [111], [214], and in a 625 grain polycrystal, is compared with
experimental trend (polycrystal from Chapter 2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

3.33 (a) Transformation strain generated during a 10-cycle UCFTC at 1 ◦C/min along
[001], [011], [111], [214], and polycrystal is compared with the experimental trend
(polycrystal from Chapter 2), (b) Evolution of martensite volume fraction for [111],
[001], and polycrystal, with accumulated retained martensite at the end of 10 cycles
being ≈5%, ≈0.5%, and ≈2.76% respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

3.34 Distribution of random Euler angles (ϕ1,Φ,ϕ2) along Z axis for 10 random orienta-
tions in (a) - (c), (d) Inverse Pole figure generated using the orientations. . . . . . . . . . . . . . 146

3.35 (a) Total strain-temperature response at 1, 10, and 50 ◦C/min for [001]. . . . . . . . . . . . . . . . 147

3.35 (Continued) Strain-temperature response at 1, 10, and 50 ◦C/min for [001] (b)
Transformation, (c) Detwinning, (d) TRIP, (e) Viscoplastic strain, and (f) Marten-
site volume fraction evolution (legends are the same in the sub figures). . . . . . . . . . . . . . . 148

3.36 (a) Total strain-temperature response at 1, 10, and 50 ◦C/min for [011]. . . . . . . . . . . . . . . . 149

xxiv



3.36 (Continued) Strain-temperature response at 1, 10 and 50 ◦C/min for [011] (b)
Transformation, (c) Detwinning, (d) TRIP, (e) Viscoplastic strain, and (f) Marten-
site volume fraction evolution (legends are the same in the sub figures). . . . . . . . . . . . . . . 150

3.37 (a) Total strain-temperature response at 1, 10 and 50 ◦C/min for [214]. . . . . . . . . . . . . . . . 151

3.37 Strain-temperature response at 1, 10, and 50 ◦C/min for [214] (b) Transformation,
(c) Detwinning, (d) TRIP, (e) Viscoplastic, and (f) Martensite volume fraction evo-
lution (legends are the same in the sub figures). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

3.38 (a) Total strain-temperature response at 1, 10 and 50 ◦C/min for [111]. . . . . . . . . . . . . . . . 153

3.38 (Continued) Strain-temperature response at 1, 10 and 50 ◦C/min for [111] (b)
Transformation, (c) Detwinning, (d) TRIP, (e) Viscoplastic strain, and (f) Marten-
site volume fraction (legends are the same in the sub figures). . . . . . . . . . . . . . . . . . . . . . . . . . 154

3.39 Comparison of total strain vs temperature from polycrystal aggregates with in-
creasing number of grains and increasing domain size, for a UCFTC test at 1 ◦C/min.156

3.40 Comparison of (a) detwinning, (b) transformation, (c) viscoplastic, and (d) TRIP
strain vs temperature from polycrystal aggregates with increasing number of grains
and increasing domain size, for a UCFTC test at 1 ◦C/min. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

3.41 Comparison of martensite volume fraction vs temperature from polycrystal aggre-
gates with increasing number of grains and increasing domain size, for a UCFTC
test at 1 ◦C/min. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

3.42 Polycrystal (625 grain) responses simulated at increasing stress levels from 100 to
500 MPa for a temperature domain from 50 to 450 ◦C as experimentally studied in
Benafan et al. [6]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

xxv



LIST OF TABLES

TABLE Page

2.1 Material properties of the Ni49.8Ti30.6Hf19.2 HTSMA [6]. Modified with permission
from Chaugule et al. [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2 Number of cycles, lifetime and strain to failure obtained from UCFTC at different
thermal cycling rates. Reprinted with permission from Chaugule et al. [7]. . . . . . . . . . . . 31

3.1 Viscoplastic material parameters with their scaling coefficients obtained from the
macro-micro approach [11]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.2 Isotropic material properties of Ni49.8Ti30.6Hf19.2 from Benafan et al. [6]. Anisotropic
properties from Santamarta et al. [12]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

3.3 Material properties [6] and calibrated parameters controlling phase-transformation
and detwinning of Ni49.8Ti30.6Hf19.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

3.4 Transformation systems (HPVs) of Ni49.8Ti30.2Hf20 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

3.5 Detwinning systems (LCVs) of Ni49.8Ti30.2Hf20 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

3.6 TRIP strain and dislocation parameters calibrated for Ni49.8Ti30.6Hf19.2 . . . . . . . . . . . . . . . . 94

3.7 Slip systems in martensite phase of Ni49.8Ti30.2Hf20 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

3.8 Slip systems in austenite phase of Ni49.8Ti30.2Hf20 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

3.9 Plastic parameters of martensite and viscoplastic parameters of austenite phase cal-
ibrated for Ni49.8Ti30.6Hf19.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

3.10 Slip systems interaction matrix. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

3.11 Transformation-viscoplasticity coupling parameters calibrated for Ni49.8Ti30.6Hf19.2 . . 99

3.12 Summary of equations: Part I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

3.13 Summary of equations: Part II. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

3.14 Summary of equations: Part III . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

3.15 Summary of equations: Part IV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

3.16 Summary of equations: Part V . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

xxvi



3.17 Comparison of strains obtained from Sehitoglu [13] for Ni49.8Ti30.2Hf20 vs. cali-
brated strains for Ni49.8Ti30.6Hf19.2 using crystal plasticity model. . . . . . . . . . . . . . . . . . . . . . . 107

3.18 Comparison of strains obtained from single crystals vs. polycrystals for a single
cycle of UCFTC at 1 ◦C/min. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

3.19 Domain size of polycrystal RVEs with their file size and computation time spent.. . . . 155

xxvii



1. INTRODUCTION

1.1 Background

Shape memory alloys (SMAs) have been a subject of intense scientific curiosity since the dis-

covery of the thermoelastic martensitic transformation [14]. Their unique capabilities are due to

the diffusionless transformation between two solid-state phases: mainly the high temperature phase

called austenite, and the lower temperature phase called martensite. Through this transformation

phenomenon, two mostly exploited behaviors are (i) superelasticity: regaining initial configura-

tion upon removal of the external load (in Fig. 1.1) within certain temperature limits [15], and

(ii) shape memory effect (SME) or actuation: regaining initial configuration by means of thermal

cycling under stress-free (or applied stress conditions) [16].

Figure 1.1: Shape memory alloy regaining initial configuration upon removal of external load, due
to the phase transformation between martensite and austenite phases (shown on the right part) [1].
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1.2 Literature review of experimental investigations

Experimental research on well-known SMAs, such as binary NiTi, is well established, defin-

ing their operation (or strain recovery) domain based on limits set by the applied stress and tem-

perature. The above research brought forth advances in engineering applications and helped in-

dustries, such as aerospace, medical, microelectronics and automotive, develop interests in these

alloys [17, 18]. Additionally, research outside their operation limits, i.e., at high temperatures

[19, 20, 21, 22] and under high stresses [23, 24, 5, 25, 2, 26] is also well established. The above

studies have observed and concluded that on exceeding the limits, the functionality of these alloys

is degraded by phenomena such as plasticity [27] (in rate-independent regime), viscoplasticity

[21, 22] (in rate-dependent regime), transformation-induced plasticity (TRIP) (at high stresses)

[28], and deformation twinning [29]. These phenomena are observed to individually generate lat-

tice defects such as dislocations, deformation twins, and retained phases [27], all of which have an

effect on the reversible martensitic transformation [30].

Apart from experimental evidence of the above phenomena, there is evidence of simultaneous

occurrence and interactions between phase transformation and plasticity in SMAs. The role of

dislocations on the SME was first observed by Perkins [31]. He later demonstrated that disloca-

tion tangles assist in the nucleation and growth of a preferred martensite plate arrangement and

explained the mechanism of two-way SME [32]. The simultaneous occurrence was observed by

Gall et al. [33] in polycrystal SMAs, when the grain-to-grain crystal orientation variation, favored

plastic slip in some grains while transformation in others. In single crystal SMAs, Hamilton et al.

[2] observed dislocations at austenite-martensite interfaces (in Fig. 1.2), in particular some dislo-

cations indexed to austenite slip systems were formed by martensite twin variants. More recently,

through TEM investigations, Norfleet et al. [28] and Bowers et al. [34] correlated the formation

of stress-induced martensite variants with particular austenite slip systems. These studies, hence,

indicated a coupling between transformation and plasticity due to their interactions, and resulted

in influencing several theoretical and modeling studies [35, 36, 37, 5, 38].
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Figure 1.2: Solutionized Ti–50.1 (at.%) Ni single crystal of [111] orientation thermally cycled
under constant load with load increased for successive thermal cycles showing dislocations being
emitted from martensite-interface at internal twin boundaries. [2].

Given the significance, understanding the transformation-plasticity coupling in SMAs is key

to developing: (i) an experimental approach such as “training”, or (ii) a computational approach

involving materials-by-design in order to obtain their desired functional properties [5]. These prop-

erties control the actuation and two-way shape memory effect (actuation under no external stress)

of components that need to actuate for extended number of cycles [18, 39, 40]. Hence, these

properties have to be efficiently controlled to avoid loss, or even major degradation, due to accu-

mulation of plastic deformation and microstructural evolution, through continuous reorientation of
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martensite, or accumulation of retained phases.

On establishing the basis of functionality for SMAs, their acute needs in high-temperature

components applications has resulted in the development of high-temperature shape memory alloys

(HTSMAs) [41, 1]. These alloys possess the ability to transform at much higher temperatures

(> 100 ◦C) than conventional SMAs, reaching as high as 500 ◦C transition temperatures. They

were developed to expand the operation domain (defined by applied temperature and stress) of

SMAs and to design components with high-temperature resistance and functional capabilities. An

example of such a development involved adding ternary elements such as Au, Pd, Pt, Zr or Hf in

Ni-Ti based SMAs [42, 43, 44, 45, 46]. The resulting HTSMAs have transformation temperatures

(TT) in the range of 100 - 300 ◦C, which is a significant increase (from TT < 100 ◦C) for SMAs.

The high TT or phase transformation domain, however, poses a challenge to the development

of HTSMA systems. The challenge was initially brought forth experimentally by Lagoudas et al.

[47] and Kumar et al. [48, 3] in Ni-Ti-Pd HTSMAs. The TT are high enough such that their domain

overlaps with the viscoplastic domain, i.e., for temperatures higher than 0.3 - 0.5 of the absolute

melting temperature [17, 49]. This overlap results in a coupling between the two phenomena due

to their simultaneous occurrence, with viscoplasticity manifesting majorly in the austenite phase

through dislocation glide and climb. The effect of viscoplasticity is observed as a reduction in

the recoverable strain and a rise in the total strain (in Fig. 1.3) during the reverse transformation

(martensite −→ austenite). Furthermore, the actuation performance is degraded as the functional

properties such as TT and actuation strain are altered. Apart from the above effects, Kumar et al.

[50] also observed (through TEM micrographs) that the random distribution of defects generated

by creep, created multiple nucleation sites to form compound twins. This signified an interaction

between viscoplasticity and phase transformation, in a manner similar to that observed in SMAs

by past studies.
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Figure 1.3: Strain–temperature response of Ti50.5Pd30Ni19.5 HTSMA at 5 ◦C/min showing (a)
simultaneous creep and transformation during thermal cycling under a constant 400MPa stress;
(b) simultaneous creep and transformation during thermal cycling under a constant 500MPa stress.
The deformation during the 2nd thermal cycle exceeded the extensometer strain measurement limit
in (b) [3].

1.3 Motivation for experimental investigations

The above facts and inferences motivated the present study to conduct an experimental inves-

tigation that can reveal a deeper understanding of the coupling between viscoplasticity and phase

transformation in HTSMAs. Prior to conducting the investigation, the state-of-the-art literature

on actuation behavior of HTSMAs was studied. A brief summary of the literature is as follows.

It includes investigations of factors such as rate of thermal cycling [47], upper cycle temperature

(UCT) [51, 52], stress levels [53, 54], and number of cycles [55], on the actuation behavior of HTS-

MAs. In addition to studying expensive Ni-Ti-Pd/Pt HTSMAs [56, 44], new HTSMA systems of

Ni-Ti-Hf and Ni-Ti-Zr have also been explored as cost-effective alternatives. The actuation life

of these new alloys was extensively explored [46, 57, 58, 59, 60, 61, 13, 62, 63], which helped

quantify their TTs (in Fig.1.4(a)), dimensional stability (via thermal cycling under high stresses),

work output, and strength (in Fig.1.4(b)), in comparison to the Ni-Ti and Ni-Ti-Pd/Pt systems. The
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interactions between transformation and plasticity were also investigated in a Ni-Ti-Hf SMA by

Casalena et al. [64] and it was suggested that the hysteresis of the alloy can be tuned to be small

through plasticity.

Figure 1.4: A comparison of transformation temperatures, and shape memory strains for all re-
ported HTSMAs (see Ma et al. [1] for details)
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Figure 1.4: (Continued) Actuation strains and work outputs of selected NiTi-based alloys (top) and
comparison of the strength of common materials with shape memory alloys (bottom) (see Saghain
et al. [4] for details).
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However, the role of coupling between phase transformation and viscoplasticity in HTSMAs,

for their entire actuation life (until failure), was not examined yet. Recent developments in using

HTSMAs as energy dense actuators, particularly Ni-Ti-Hf based HTSMAs, have generated inter-

esting applications such as rock splitters (for extraterrestrial applications) [65] and torque tubes

[55]. These applications have stirred the interest in these alloys and encouraged their scalability

[6]. The overarching goal in the field of HTSMAs is to ensure these alloys can maintain their func-

tional and structural capabilities at high temperatures, to meet their application demands. The aim

of the the present study is to understand the effect of viscoplasticity on the response and functional

properties of the above alloys, which can help in achieving part of the overarching goal. Therefore,

the present study tries to answer the following important questions:

Q. 1 How do the interactions or the coupling between phase transformation and viscoplasticity

manifest in any HTSMA during actuation?

Q. 2 What are the fundamental mechanisms behind the occurrence of the coupling that result

in affecting its functionality?

Q. 3 Can these mechanisms be predicted (or even controlled) using modeling studies?

Understanding the fundamental mechanisms will become ever increasingly important for such

alloys. The purpose of the present study is, therefore, to identify and decouple the phenomena

generating irrecoverable (or permanent) deformations actively involved in degrading the actuation

response. The approach followed to achieve this objective involves conducting experimental tests

along with post-experimental analyses on a selected Ni-Ti-Hf system. In addition, the present

study follows a second approach in parallel. The approach involves formulating a constitutive

model that interprets and simulates the fundamental mechanisms of the coupled behavior (observed

experimentally) using a set of constitutive equations.

1.4 Literature review on modeling studies

The above experimental studies have been instrumental in developing tools that depend on

theoretical frameworks and constitutive modeling to simulate the behavior of these alloys, at the

macro, micro, and atomic scale. For instance, at the macro scale, constitutive models were devel-
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oped for Ni-Ti-Pd HTSMAs by Lagoudas et al. [66], Hartl et al. [67], Chemisky et al. [68] and

Sakahei et al. [69] to simulate the response over multiple thermal cycles and rates. The above mod-

els account for the phenomena of phase transformation, TRIP (rate-independent), viscoplasticity

(rate-dependent), and the accumulation of retained martensite. The phenomena are accounted in

an isotropic manner, and by following a phenomenological approach. Constitutive models devel-

oped for the relatively new Ni-Ti-Hf HTSMAs include the ones by Farjam et al. [70] and Xu et

al. [71]. They simulate the macroscale response generated by phase transformation, TRIP, and

viscoplasticity (but excluding the coupling) using an isotropic formulation developed by following

a phenomenological approach.

At the micro scale, studies published on HTSMAs include theoretical predictions for Ni-Ti-Hf.

Using theories such as geometrically linearized theory [72] and lattice deformation theory [73],

Stebner et al. [53] and Sehitoglu et al. [13], respectively, predict phase transformation strains. They

do so using characteristics of the crystal structure (i.e. lattice parameters) and crystal orientation

leading to an anisotropic formulation. Whereas, at the atomic scale, Wang et al. [74] establishes the

flow stress for plastic slip, also in a theoretical manner. As experimental investigations presented

in the earlier sections, and studies on processing and scaling of these alloys [6] surge, the modeling

studies will continue to grow and assist in accelerating the commercialization of these alloys.

Modeling the entire behavior of HTSMAs (including the coupling), while accounting for

anisotropy, can require resolving/resorting to the micro- or nano-scale and following one of the

approaches summarized in Cisse et al. [75] and implemented on SMAs. In case of modeling at

the microscale, a crystal-mechanics approach had been adopted to simulate the phase transforma-

tion [76, 77, 9, 78, 79]. Building on the previous models, a crystal-plasticity based approach had

been adopted to simulate the phase transformation and its associated irrecoverable mechanisms,

such as plastic slip in martensite/austenite [80, 34, 81, 82, 83, 84] and accumulation of retained

phases [85]. The latter approach is capable of accounting for the evolution of microscopic internal

variables (such as martensite variant volume fraction) associated with the above phenomena across

crystallographic textures considered in great details. Characterizing all the phenomena is challeng-
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ing and accounting for all the variables usually makes crystal-plasticity models computationally

expensive. However, these models are known for their robustness (to various thermomechanical

conditions), as pointed out by Lagoudas et al.[86]. In addition, since crystal-plasticity models

follow a physics based approach, they can provide more accurate simulations compared to the

macroscopic ones [75]. Macro-micro models built using the crystal-plasticity approach are even

capable for using the atomistic calculations and parameters and bridging the micro to the macro

scale response through multiscale methods [75, 87].

Implementing a crystal-plasticity approach that accounts for multiple microscale mechanisms,

including their couplings, is a challenge that very few studies have addressed in the field of SMAs.

Manchiraju et al. [36] formulated a coupling between plasticity and phase transformation, which

occurs when the stress is redistributed grain-to-grain by the two phenomena resulting in affecting

each other’s driving force. Richard et al. [88] considered an interplay between plasticity and

transformation, wherein, plastic slip acts as a bridging mechanism to overcome the incompatibility

between non-transforming (misoriented) grains, enabling transformation along the forward path.

Paranjape et al. [38] used a finite deformation phase field/crystal-plasticity informed model, to

simulate and interpret experimental findings that can be inferred as a two-way coupling. The local

incompatibility at the austenite - martensite (A-M) interface drives plasticity in austenite. While in

subsequent cycles, the large plasticity developed overall, hinders the A-M transformation, but aids

it, in regions of comparatively less plasticity, hence the two-way coupling. More recently, Sittner et

al. [5] reviewed all of the above studies with their predictions, and laid down a mathematical theory

of coupling between phase transformation and plasticity. The theory claims that the coupling is

strong during the reverse transformation, i.e., when the dislocations play a role in achieving strain-

compatibility on the habit planes (A-M interfaces), as shown in Fig. 1.5.
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Figure 1.5: Habit plane interface between (a) austenite (I) and a martensitic microstructure (M)
satisfying the compatibility condition, (b-d) kinematically admissible couplings between the habit
plane motion and plastic slip: (b) austenite is plasticized in front of the moving habit plane in the
forward transition, (c) austenite is plasticized behind the moving habit plane in order to achieve
compatibility with a microstructure (M) not satisfying the compatibility condition, (d) a {201} rigid
plastic twin in martensite during the reverse transition, transforming continuously into a {114} twin
in austenite (analogously to the subplot (b), the austenite phase is plasticized for compatibility
reasons) (see Sittner et al. [5] for more details).
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1.5 Motivation for constitutive modeling

The previously mentioned studies and approaches motivated the present study to develop a

theoretical formulation of the coupling between phase transformation and viscoplasticity in HTS-

MAs at the microscale. To the best knowledge of the author, such a formulation has never been

developed before and, neither has any anisotropic modeling effort been conducted on any HTSMA

system, while accounting for the coupling. On identifying this gap in literature, the following

important questions were raised.

Q. 4 How can the fundamental mechanisms behind the coupled behavior (observed experimen-

tally) be interpreted through a set of constitutive equations at the micro scale?

Q. 5 What role can the texture (or microtexture) play in the interpretations and the overall

functionality? Texture is important to consider because in most crystalline materials there is a

preferred orientation or texture present [8], which makes the material properties texture specific.

Q. 6 Can the coupling mechanisms be predicted (or even controlled) through modeling?

To addresses Q. 4 and 5 questions the present study looks towards formulating a crystal-

plasticity framework that can take into account the coupled phenomena, by building on the con-

cepts and knowledge presented in the above-described studies on coupling. Adopting a crystal-

plasticity framework is, essential and instrumental in investigating the effect of texture on irrecov-

erable deformations and, therefore, shape memory alloy performance. The primary aim of the

modeling effort is to interpret the fundamental mechanisms of the coupled behavior (observed ex-

perimentally), instead of giving a precise numerical prediction for a particular HTSMA. To achieve

this aim, the present study will implement the model and simulate the qualitative trends of the cou-

pled behavior which modifies the actuation properties of an HTSMA.

1.5.1 Scope of modeling study

The crystal-plasticity framework in the present study is developed to account for plastic (rate-

independent) and viscoplastic (rate-dependent) slip in a HTSMA. In addition, a thermodynamic

framework is developed to account for the phase transformation and its associated irrecoverable
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mechanisms, i.e., TRIP and retained martensite, through the formation of martensite variants at

the microscale. The coupling between phase transformation and viscoplasticity is brought about by

the dislocation density (generated from plastic/viscoplastic slip) affecting the phase transformation

properties and driving force.

1.6 Objectives

1.6.1 Experimental investigations

The following objectives were drafted to aid the investigations and potentially answer Q. 1 and

2. The experimental objectives listed are to:

• Perform a series of thermomechanical tests on a Ti-rich Ni-Ti-20Hf (at.%) HTSMA

• Select:

1. A high stress value ensuring the sample fails in a reasonable amount of time

2. A wide temperature range to ensure the transformation paths are completed

3. Several thermal cycling rates ensuring a good array of rates are studied

• Dissociate the macroscopic response in order to narrow down the phenomena that occured

• Lastly, conduct post experimental analyses such as Differential Scanning Calorimetry (DSC)

tests, and X-ray Diffraction (XRD) analyses to understand the effect of the coupling, inside

the microstructure

1.6.2 Constitutive modeling

The following objectives were drafted to develop the constitutive model and potentially answer

Q. 4 and 5 and address Q. 6. The modeling objectives listed are to:

• Formulate a crystal-plasticity framework similar to one that has been extensively imple-

mented by the past studies on the parent SMA - binary Ni-Ti.
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• In the framework account for the following phenomena:

1. Phase transformation

2. Plastic slip in martensite

3. Viscoplastic slip in austenite

4. Accumulation of retained martensite

5. Coupling between viscoplasticity and phase transformation

• Conduct finite element analysis using the model on:

1. single crystals oriented along various random orientations, to study the anisotropy

2. polycrystals with various number of randomly oriented grains (or single crystals) to

study the effects of texture

of the Ni-Ti-20Hf HTSMA.

• Compare simulated and experimental trends to make inferences on the underlying mecha-

nisms responsible for the coupling.

1.7 Organization of present study

Based on the above objectives the present study is organized into two major chapters. Chapter

2 includes all the experimental details, results and discussions. Chapter 3 includes the formulation

of the crystal plasticity framework, finite element analyses and results with discussions. Chapter

4 provides concludes the experimental investigations and modeling effort together, and provides

future directions.
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2. EXPERIMENTAL INVESTIGATIONS *

2.1 Introduction

In this chapter, the experimental investigations conducted on the chose HTSMA system, fol-

lowed by inferences made based on the results are presented. In Section 2.2 the HTSMA ma-

terial properties and experimental details of the tests conducted on the alloy, including data-

quantification of the results are presented. The experimental tests are conducted so as to activate

viscoplasticity followed by phase transformation while observing their effect on the macroscopic

response of the HTSMA. A coupling is assumed to be induced due to the sequential occurrence of

the two phenomena. The macroscopic responses are investigated only for the cycles in which the

above coupling has an effect on the behavior, and the effect from potential damage mechanisms

(including cracks opening and closing) and substantial necking can be neglected. Investigating the

effect of potential damage mechanisms on the behavior is out of the scope of this study. In Section

2.3, the test results and the post-experimental analyses, including differential scanning calorimetry

(DSC) and X-ray diffraction (XRD), are presented and discussed. The analyses provide evidence

of the coupling that occurred based on their signatures left in the microstructure. The effect of

viscoplasticity over phase transformation, and vice-versa, is also discussed in the same section.

Lastly, in Section 2.4 the entire chapter is summarized.

2.2 Experimental details

2.2.1 Material selection and properties

A Ti-rich Ni49.8Ti30.6Hf19.2 (at.%) HTSMA system was chosen to investigate the coupling be-

tween phase transformation and viscoplasticity. A Ti-rich alloy was chosen because the effect

from precipitation on shape memory properties is minimal [89] and the chosen alloy does not form

any H-phase precipitates on aging as shown in Fig. 2.1 taken from Benafan et al. [6]. Hence

*Reprinted with permission from “Phase transformation and viscoplasticity coupling in polycrystalline nickel-
titanium-hafnium high-temperature shape memory alloys” by P. S. Chaugule, O. Benafan, J.B. le Graverend, 2021,
Acta Materialia, vol. 221, p. 117381, Copyright © 2021 Elsevier B.V.
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subjecting them to high temperatures for prolonged periods of time should not introduce an effect

from precipitates on the material behavior. The alloy was produced using a vacuum induction skull

melting (VISM) method and designated as FS4-H7 [6] according to its material-batch. The cast

ingots were homogenized at 1050 ◦C for 72 h in a vacuum furnace, followed by hot extrusion at

900 ◦C to a final rod diameter of 1.016 cm. Additional details pertinent to this alloy can be found

in Benafan et al. [6], and a summary of the key material properties obtained are listed in Table 2.1.

Figure 2.1: Representative TEM micrograph of Ti-rich Ni-Ti-Hf alloy aged at 550 ◦C for 3 h and
air cooled. The alloy does not show any precipitates formed in the martensite matrix [6].
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Table 2.1: Material properties of the Ni49.8Ti30.6Hf19.2 HTSMA [6]. Modified with permission from
Chaugule et al. [7].

Properties Nomenclature Martensite Austenite

Young’s modulus E (GPa) 60.8 77.6

Shear modulus µ (GPa) 22.86 29.17

Poisson ratio ν 0.42 0.41

Coefficient of thermal expansion αCTE (1/K) 9.56 x 10−6 11.46 x 10−6

Transformation temperatures Mf ,Ms (◦C) 259.5, 288

As, Af (◦C) 306.5, 330.2

Stress influence coefficients CM (MPa/ ◦C) 20.77

CA (MPa/ ◦C) 15.29

Melting temperature Tm 1287 ◦C

1560.15 K

Theoretical domains Nomenclature

Phase-transformation domain Mf - Af (◦C) 283.5 - 362.8

(at 500 MPa)

Viscoplastic domain (0.3 - 0.5)*Tm 194 - 506 ◦C

468 - 780 K

2.2.2 Experimental Setup

The thermomechanical experiments [90] were performed on an ATS lever arm creep testing

frame (see Fig. 2.2(a)) with a maximum capacity of 4,535 kgf. The lever arm is configured to

support the loading axis on one end and a weight pan on the other, through a 1:3 ratio. Along the

loading axis cylindrical dog-bone specimens (in Fig. 2.2(b)) were gripped using attachments. The
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test specimens having dimensions adhering to ASTM standard [91] as shown in Fig. 2.2(c), were

machined from the as-extruded rod.

The threaded portions of the test specimen were used for grip attachments, and for mounting

two flat discs, known as flags (Fig. 2.2(b)). The flags were used to measure the sample’s elongation

via a Keyence laser extensometer (in Fig.2.3(a)). The load was applied using dead weights placed

on the weight pan, and was measured using an Omega load cell (in Fig. 2.3(b)) with a maximum

capacity of 11,120 N. The sample was heated in a ChamberIR infrared furnace (in Fig.2.3(c)) us-

ing halogen lamps and reflectors operating at 7.8 watt/mm (or 200 watt/inch), capable of reaching

temperatures up to 1648 ◦C. The sample’s temperature was measured using two S-type thermo-

couples inserted into two holes drilled just outside the gauge section. The heating of the furnace

was controlled through the input from the thermocouples (Fig. 2.2(b)) and a PID-controlled feed-

back loop. The thermal gradient across the gauge section of the sample was less than 5 ◦C on an

average. On modeling the heat transfer inside the gauge section (i.e radially) using the thermal

conductivity, specific heat and density values of the alloy [6], the sample is assumed to be have

been heated uniformly as shown in Section 2.5.1.
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(a)

(b) (c)

Figure 2.2: Experimental bench (a) ATS lever arm tester, (b) Sample mounted with flags and
thermocouples attached, and (c) Cylindrical dog-bone sample with dimensions in mm. Modified
with permission from Chaugule et al. [7].
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(a) (b)

(c)

Figure 2.3: Experimental bench parts (a) Keyence laser extensometer, (b) Omega load cell, and (c)
ChamberIR infrared furnace.

2.2.3 Experimental tests

2.2.3.1 Uniaxial constant force thermal cycling

The uniaxial constant force thermal cycling (UCFTC) tests start with heating the sample to an

upper cycle temperature (UCT), under no external load. The sample is then loaded at UCT, cooled

to a lower cycle temperature (LCT), and then heated back to the UCT. The thermal cycling is

conducted continuously at a fixed rate. A schematic shown in Fig. 2.4 demonstrates this procedure.

In the present work each UCFTC test was performed up to failure, to track the strain-temperature

response as a function of cycles. The LCT was fixed at 100 ◦C and the UCT at 500 ◦C, as it

is a potential temperature range yet to be explored for the selected Ni-Ti-Hf alloy. The UCT
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of 500 ◦C was chosen because it lies well within the theoretical viscoplastic domain, ensuring

viscoplasticity is activated. Table 2.1 lists the theoretical phase transformation and viscoplastic

domains, estimated from the TT and melting point of the alloy, respectively. The constant force

(load) applied was based on a stress of 500 MPa, which is beyond the operation limits of this

alloy [54]. This stress level was chosen on performing trial tests and ensuring sufficient amount of

viscoplastic strain is accumulated through dislocations generated due to glide and/or climb at high

temperatures [1], and to attain sample failure in a reasonable amount of time. The behavior of the

selected Ni-Ti-Hf alloy at stress levels lower than 500 MPa and for temperature ranges less than

500 ◦C, is already investigated thoroughly and presented in Benafan et al. [6].

In the case of HTSMAs, the thermal cycling rate is a crucial factor in actuation functions,

as it dictates the amount of time spent at high temperatures. The slower the rate, the longer the

time spent at high temperatures and, hence, potentially higher contributions from viscoplastic de-

formations. Therefore, to identify and observe the coupling between phase transformation and

viscoplasticity, the present work investigates the effect of heating/cooling rate on the macroscopic

response by employing three different rates. The rate effect was investigated earlier by Kumar et

al. [3, 50] through similar experiments on Ni-Ti-Pd HTSMAs. The rates considered in the previous

studies were 2, 5, and 20 ◦C/min. The number of thermal cycles conducted at these rates were a

maximum of four, under strain-controlled and compression conditions. The strain-temperature re-

sponses obtained from the tests helped quantify the actuation and evolution of irrecoverable strains,

TT, and work output.

The present study explored an array of thermal cycling rates, viz. 1, 10, and 50 ◦C/min, un-

der stress-controlled and tension conditions, up till the point of failure. This array represents a

change in order of magnitude, while encompassing the thermal cycling rates of the previous stud-

ies. Despite being overlooked by many studies, due to the focus on actuating as fast as possible

[41, 92, 93], the factor of rate is instrumental in investigating the coupling between phase transfor-

mation and viscoplasticity.

Functional properties such as TT, transformation strain, and quantifiers, such as hysteresis,
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cumulative residual strain, cumulative TRIP strain, cumulative viscoplastic strain, and retained

phases, are of particular interest in the present study. Data parsing methods based on ASTM

standard [90] were used to dissociate the macroscopic response and determine the evolution of

functional properties and quantifiers, as shown in the schematic (Fig. 2.4(a)). The schematic

accounts for all the mechanisms generating permanent deformations, except for deformation twin-

ning, which can also play an important role during actuation and thermal cycling as demonstrated

in Ni-Ti SMAs [94]. In the schematic, the hysteresis width is A50 − M50, the transformation

strain is εAs − εAf
, and the residual strain for the nth cycle is εUCTn − εUCTn−1 . The resid-

ual strain is assumed to be comprised of the TRIP (εTRIP ) and viscoplastic (εvp) strains, i.e.,

εUCTn − εUCTn−1 = εTRIP + εvp. Note: The TRIP strain can also have a contribution from

retained martensite [3]. However, the magnitude of contribution is not known or straightforwardly

determined, hence the above assumption is made.

In order to dissociate εTRIP and εvp from the residual strain, the εvp is first evaluated from a

point of minimum. As marked in the schematic, the point occurs roughly at the end of reverse

transformation and at the start of a rise in strain. The location of this point is later identified (in

Section 2.3.1.2) from the strain-temperature responses. The point is in the theoretical viscoplastic

domain, indicating activation of viscoplasticity. Hence, the rise in strain with temperature is as-

sumed to occur due to viscoplasticity and thermal expansion (εvp + ∆εth). The above assumption

is based on the claim that damage can be neglected (see Section 2.1) and that the thermal and

viscoplastic strains can be dissociated to be defined from the point of minimum.
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Figure 2.4: (a) Schematic of a UCFTC test with graphical representation of LCT, UCT, hysteresis
width, transformation strain, residual strain and the strain rise (viscoplastic strain + thermal strain).
(b) Schematic of an Alternating isothermal creep and UCFTC test with graphical representation of
the strain rise (viscoplastic + thermal strain) during a cycle, and viscoplastic strain between cycles
while holding at UCT. Reprinted with permission from Chaugule et al. [7].

2.2.3.2 Alternating isothermal creep and UCFTC

An alternating test was conducted by loading and holding the sample at the UCT, giving rise to

viscoplastic deformations. After a specific viscoplastic strain was generated, the sample was then

subjected to a thermal cycle between the UCT and LCT under the same load. Subsequent to the

thermal cycle, the sample was again subjected to the same load at the UCT, and the alternating

sequence was continued. The schematic in Fig. 2.4(b) shows a macroscopic response of the above

procedure, which is quantified similar to the UCFTC test, with an additional viscoplastic strain

generated between each thermal cycle. The LCT, UCT, thermal cycling rate and load were based

on the UCFTC tests. A thermal cycling rate of 10 ◦C/min was chosen for this experiment.

The modified UCFTC test involved sequentially activating isothermal creep and thermal cy-

cling in an alternating manner. The test is similar to the one conducted by Raj et al.[95] on Ni-Ti

SMAs, with the exception that the present test was conducted to failure. The aim was to observe an
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effect of viscoplasticity over phase transformation at a fast thermal cycling rate. The effect was ob-

served through the evolution of functional properties and quantifiers with respect to the cumulative

viscoplastic strain. Since the isothermal creep was active for majority of the time, viscoplasticity

became the dominating phenomenon.

2.2.4 Post experimental analysis

2.2.4.1 Differential scanning calorimetry (DSC)

In a DSC analysis, the phase transformation is identified by peaks of enthalpy released or

absorbed. A reduction in enthalpy due to a reduction in volume of transformed martensite [55], i.e.,

accumulation of retained phases, can alter a peak’s magnitude. In addition, according to Lagoudas

et al. [86], a peak’s position can shift due to an increase in internal stresses/energy arising from the

nucleation of dislocations or precipitates. Therefore, DSC can be utilized as a tool to observe and

study the shift, and change in peaks to prove the presence of internal stresses as well as retained

phases.

In the present study, ex situ DSC analyses were conducted in a Labsys DSC analyzer as per

ASTM standards [96]. A cylindrical sample was cut out from the sample and polished to remove

any oxide layers. It was then placed in an open Alumina crucible held inside the DSC chamber. A

constant heat flow was maintained in the chamber, and the temperature was cycled from a LCT (=

Room temperature) to UCT (= 400 ◦C) and back. The rate of thermal cycling was maintained at

10 ◦C/min.

2.2.4.2 X-ray diffraction (XRD)

Subsequent to the DSC analyses, an ex situ XRD analysis was conducted to identify the re-

tained phases. The XRD tests were conducted at various temperatures to track the phase transfor-

mation by analyzing the XRD peaks corresponding to each phase. Therefore, XRD was utilized as

a more advanced characterization tool than DSC, in order to dissociate the phases.

An XRD analysis was first conducted at various temperatures on a virgin sample to get a base

reference and then on the tested samples. This approach was followed earlier on a Ni-Ti-Hf
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HTSMA by Patriarca et al. [60], which confirmed the presence of retained austenite by show-

ing an incomplete phase transformation. Therefore, evidence of retained phases found at certain

temperatures give clues about their contribution to the response of the samples at those tempera-

tures [97]. The Rietveld refinement technique was used to analyse the X-ray diffraction data [58].

The list of peaks and their properties, obtained using the technique, corresponded to either one

of the phases: B19’ martensite, B2 austenite, and (Ti+Hf)4Ni2Ox oxides which were present as

non-metallic inclusions as shown in Fig. 2.5 taken from Benafan et al. [6]. We note that other

secondary phases such as HfO2 may be present in these Hf-rich alloys, but were not detected in the

present study due to potentially very low volume fraction.

Figure 2.5: Representative SEM micrograph of Ti-rich Ni-Ti-Hf alloy obtained from samples’
cross section showing the presence of (Ti+Hf)4Ni2Ox oxides present as non-metallic inclusions.
VISM: vacuum induction skull melting [6].
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2.3 Results and Discussions

2.3.1 Uniaxial constant force thermal cycling

2.3.1.1 Macroscopic responses at different thermal cycling rates

Each UCFTC test was repeated at least twice (in Fig. 2.6(a)) at the three chosen rates of

1, 10 and 50 ◦C/min, to ensure repeatability in qualitative trends, and hence, the data shown in

the following sections are from some of the individual tests. On testing each sample to failure, the

position of failure in gauge section and manner of failure was noted. As observed in Fig. 2.6(b),(c),

at 10 and 50 ◦C/min the samples failed close to the middle of the gauge section in a ductile manner.

While at 1 ◦C/min in Fig. 2.6(a) the tested samples failed closed to one end of the gauge section in

a brittle-like fashion, and revealed a transgranular crack growth mode through SEM observations

(in Fig.2.7), which were also observed by Karakoc et al.[51] for similar UCFTC tests with long

fatigue lives.
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(a)

(b) (c) (d)

Figure 2.6: (a) Images of samples taken after each test. Images of gauge section after failure for
the (b) 1 ◦C/min, (c) 10 ◦C/min, and (d) 50 ◦C/min.
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(a) (b) (c)

Figure 2.7: Scanning electron microscope images taken of the fracture surface of the sample tested
at 1 ◦C/min at (a) 200 x, (b) 1000 x, and (c) 2000 x magnification.

The individual strain-temperature responses and strain-time responses generated from the

UCFTC tests for each thermal cycling rate, are presented in Fig. 2.8. The strain-temperature and

time response at 1 ◦C/min show a quasi-static trend, while those at 10 and 50 ◦C/min, show more of

a dynamically evolving response. At 1 ◦C/min the sample is exposed to high temperatures for the

most duration. Hence it is assumed to generate more viscoplasticity compared to the faster rates,

resulting in a better test configuration for observing a coupling between phase transformation and

viscoplasticity.
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Figure 2.8: Strain-temperature responses at 500 MPa for thermal cycling rates of (a) 1 (scaled), (b)
1, (c) 10, and (d) 50 ◦C/min, followed by strain-time responses at 500 MPa for the rates of (e) 1
(scaled), (f) 1 ◦C/min. Reprinted with permission from Chaugule et al. [7].
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Figure 2.8: (Continued) strain-time responses at 500 MPa for the rates of (g) 10 and (h) 50 ◦C/min.
Reprinted with permission from Chaugule et al. [7].

The strain-time responses generated from the UCFTC tests are presented together in Fig. 2.9 on

the same plot to visualize and compare the responses for each thermal cycling rate. The quantities

extracted from the curves are summarized in Table 2.2.
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Figure 2.9: Strain-time responses corresponding to the 1, 10 and 50 ◦C/min thermal cycling rates,
cycled between 100 and 500 ◦C at 500 MPa. Reprinted with permission from Chaugule et al. [7].

Table 2.2: Number of cycles, lifetime and strain to failure obtained from UCFTC at different
thermal cycling rates. Reprinted with permission from Chaugule et al. [7].

Thermal cycling Number of cycles Lifetime Strain at

rate (◦C/min) to failure (Nf ) (h) failure (%)

1 44 592 32.9

10 42 61 85.83

50 26 15 73.84
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The data indicates that the lifetime and number of cycles to failure reduced with an increase in

thermal cycling rate. The lifetime (tf ) data is further used to normalize the time (t) of the respective

test and create a strain-time plot, as presented in Fig. 2.10, to better visualize the strain evolution

with time for each thermal cycling rate. The curves show that the strain evolution is significantly

faster at higher rates, but followed the order: 10 > 50 > 1 ◦C/min.
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Figure 2.10: Strain-time (normalized) responses corresponding to the 1, 10, and 50 ◦C/min thermal
cycling rates, cycled between 100 and 500 ◦C at 500 MPa up till failure. Reprinted with permission
from Chaugule et al. [7].

Furthermore, the strain at failure data indicates the ductility exhibited also followed the order:

10 > 50 > 1 ◦C/min. These results can provide insights into the amount of internal stresses gen-

erated on following different thermomechanical paths. Making an analogy with isothermal creep,
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wherein the ductility sustained before failure is expected to be larger when stress levels are higher

and vice-versa [98, 99], it is possible to speculate the amount of internal generated stresses during

UCFTC testing. Since the external stress was constant, based on the ductility, it can be speculated

the internal stresses in the HTSMA samples also followed the order: 10 > 50 > 1 ◦C/min.Lastly, to

understand the observed continuous increase in strain at each rate we investigate the residual strain

in the following section.

2.3.1.2 Dissociating residual strains at different thermal cycling rates

The strain ratcheting observed in the macroscopic responses can be understood from the resid-

ual strain accumulated at the end of each thermal cycle, and the irrecoverable mechanisms re-

sponsible for it. The residual strain is first dissociated into its thermal and viscoplastic compo-

nents, as mentioned in Section 2.2.3.1. The thermal strain is evaluated using the linear function,

αCTE.[T − Tref ], and plotted in Fig. 2.11(a), for the temperature domain 425 ◦C to 500 ◦C (in the

austenite region). This domain is chosen because the point of minimum (Fig. 2.4), viz. ≈ 425 ◦C

(= 0.44 ∗ Tm), lies in the theoretical viscoplastic domain (Table 2.1) for all three rates. Hence the

rise in strain (εvp + ∆εth) is also evaluated from the point of minimum.

The viscoplastic strain (εvp) is then calculated from the difference between the rise and ∆εth

(= 8.595 x 10−4). Its cumulative value is then evaluated and plotted, as shown in Fig. 2.11(b),

and is observed to be inversely proportional to the rate overall. The viscoplastic strain arises from

the dislocation density generated at high temperatures [1], implying the slower rates will generate

more viscoplasticity compared to faster ones, which is consistent with what is observed for all the

rates, but for 1 ◦C/min, its only up till 50%. As from 50 to approximately 80%, the viscoplastic

strain at 1 ◦C/min decreases, whereas for 1 (repeat) 10 and 50 ◦C/min it keeps increasing. The

decrease at 1 ◦C/min is speculated to occur because of static recovery as the test lasts much longer

(at higher temperatures) and is assumed to develop smaller internal stresses than the other rates.

Therefore, the production of dislocations becomes slower than their annihilation. These effects

were not observed in the repeat test at 1 ◦C/min, however the test ended prematurely (under 300

h) when the sample failed at one of its ends. On the other hand, at faster rates, static recovery is
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reduced and the higher internal stresses generated lead to viscoplastic strains that keeps increasing

for 10 and 50 ◦C/min. Beyond 80%, the strain at 50 ◦C/min increases sharply compared to 10

◦C/min. This can represent an effect of potential damage mechanisms and structural changes such

as necking of the sample, and is explained later through the residual strain trends.
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Figure 2.11: Evolution of (a) thermal strain in austenite, (b) cumulative viscoplastic strains gen-
erated during UCFTC at 1, 1 (repeat), 10 and 50 ◦C/min thermal cycling rates. Modified with
permission from Chaugule et al. [7].

The residual strain at the end of each cycle, and its cumulative value is evaluated and plotted,

as shown in Fig. 2.12(a). The cumulative strain is observed to increase with cycling and evolve

differently for each rate. During the initial thermal cycles, the 1 ◦C/min condition is observed to

produce the largest amount of residual strain followed by 1 (repeat), 50 and 10 ◦C/min, up until

≈ 50%. After that, the 10 and 50 ◦C/min start to dominate over the 1 ◦C/min with similar strain

magnitudes and evolutions up to ≈ 80%. Beyond 80%, they become larger for faster rates (50 >

10 > 1) with increased non-linearity. These trends can be the result of necking of the sample and

damage mechanisms (inferred from the transverse cracks in Fig. 2.6). Necking of the samples close

to failure (> 80%) increases the true stress significantly, which can result in a non-linear rise of the
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residual strain. On the other hand, according to continuum damage mechanics theory [100], higher

stresses can be related to increased non-linearity, and hence, the increased non-linear evolution of

residual strains can be similarly related to higher internal stresses. Therefore, the internal stresses

are inferred to increase with the thermal cycling rate in a monotonic manner (1 < 10 < 50 ◦C/min)

beyond 80%. These trends, hence, indicate an effect of necking and potential damage mechanisms

whose contribution cannot be neglected anymore, and dissociating them from the effect of the

coupling is out of the scope of this study (Section 1). Therefore, they are not investigated for the

residual and the other irrecoverable strains.
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Figure 2.12: Evolution of (a) cumulative residual strains (b) cumulative TRIP strains, generated
during UCFTC at 1, 1 (repeat), 10 and 50 ◦C/min thermal cycling rates. Modified with permission
from Chaugule et al. [7].

Lastly, on dissociating the viscoplastic contribution from the residual strain, the TRIP strain is

evaluated for each cycle, and its cumulative value is plotted for each rate in Fig. 2.12(b). Based

on the magnitude and trend, it can be reckoned that it is a major component of the residual strain

and exhibits rate-dependency. According to Sehitoglu et al. [13], TRIP strain arises from the dis-

locations generated at the martensite-austenite interfaces during transformation, due to a mismatch
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between the two phases resulting in slip. The mismatch creates coherency stresses that can relax

depending on the rate of cycling. Slower rates will have more time to relax the coherency stresses

than the faster ones. Hence, they result in smaller plastic deformation at the interfaces giving rise

to smaller TRIP strains.

As observed in Fig. 2.12(a), the TRIP strain magnitude at 10 and 50 ◦C/min is consistent with

the theory of coherency stresses. However, the order of TRIP strain is 1 > 1 (repeat) ≈ 50 > 10

◦C/min in the initial 50% , which is in contradiction with the above theory. The large TRIP strain

generated at 1 and 1 (repeat) ◦C/min, by the end of reverse transformation, can be speculated to

have a contribution from retained martensite trapped by dislocations accumulated during TRIP and

viscoplasticity, as assumed in Section 2.2.3.1. However, while we acknowledge the effect of such

mechanisms, it is not known how much of a contribution exists at this point. In addition, if the

above speculation is right, the coherency stresses generated at the slow rate are indeed not small

due to the presence of retained martensite.

2.3.1.3 Quantifying contribution of retained martensite

In order to quantify the contribution of retained martensite to the TRIP strain, a separate

UCFTC test was performed at 10 ◦C/min, under 500 MPa for a fixed number of cycles. The 10

◦C/min rate as it too showed signs of accumulation of retained martensite (shown later in Section

2.21). The number of cycles were estimated based on the Nf (= 42 in Table 2.2) of the previous

UCFTC test at 10 ◦C/min. The cycles were chosen based on the assumption that it falls between

50 to 80% of Nf , in order to ensure the possibility of accumulation of retained martensite, and to

avoid the region affected by potential damage mechanisms. At the end of the thermal cycles, the

sample was unloaded to a very small load (≈ 10 MPa) and subjected to a heat treatment, which

involved heating the sample to 700 ◦C at a rate of 50 ◦C/min. The sample was then cooled and the

response is shown in Fig. 2.13.
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Figure 2.13: UCFTC test performed at 10 ◦C/min under 500 MPa between 100 and 500 ◦C for
a limited number of cycles, followed by unloading and then a heat treatment up to 700 ◦C and
back to 500 ◦C to obtain contribution of retained martensite to the residual strain. Reprinted with
permission from Chaugule et al. [7].

Based on the values in the plot, in the 27th cycle, the residual strain generated is 1.44%, and

corresponding TRIP strain is 1.26%. On unloading at the end of the cycle, and conducting the heat

treatment, the strain is observed to decrease by 0.8%. Since the sample is under minimal load dur-

ing the heat treatment the contribution from elastic and viscoplastic strain is negligible. Therefore,

the possible phenomena occurring during the strain recovery are, thermal expansion/contraction,

static recovery followed by transformation of retained martensite. The thermal expansion and con-

traction cancel out at the end of the heat treatment. So the decrease in strain can be mainly due to

the recovery and transformation of retained martensite which amounts to 0.8%. Dissociating the
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contribution of retained martensite from the recovery in the 0.8% is out of the scope of this study.

Therefore, it can be reckoned that, for the TRIP strain of 1.26% generated in the 27th cycle (≈

50 - 80% of Nf ) the contribution of retained martensite is equal to or less than 0.8%, which is a

63.4% contribution. This contribution is not a definitive conclusion, as it can vary based on the rate

of cycling, the thermomechanical conditions, and the cycle number at which the heat treatment is

performed.

2.3.1.4 Transformation temperatures at different thermal cycling rates

The macroscopic responses can be further investigated to understand the phase transformation

behavior, by evaluating the characteristic TTs (Mf , Ms, As, Af ). The evolution of the TTs are

plotted as a function of the normalized number of cycles (Ncycles/Nf : where Nf is number of

cycles to failure), as presented in Fig. 2.14(a - d), and represented as % hereafter. It helps in com-

paring responses and trends generated under different conditions, on a common scale. As observed

from the plots, the temperatures Mf , Ms and As evolve and decrease to lower temperatures with

cycling, while the temperatureAf increases with cycling, but only at 10 and 50 ◦C/min. According

to Kumar et al. [3], internal stresses generated during plasticity/viscoplasticity can assist the re-

verse transformation and oppose the forward transformation resulting in a decrease in As and Mf ,

respectively. This is a trend which is presently observed for all the three rates.
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Figure 2.14: Evolution of transformation temperatures (a) Mf , (b) Ms, (c) As, and (d) Af , with
respect to the normalized number of cycles (Ncycles/Nf ) for the 1, 1 (repeat), 10 and 50 ◦C/min
thermal cycling rates. Modified with permission from Chaugule et al. [7].

Based on the TT and the corresponding strains, the slopes of the forward (εMf
− εMs)/(Ms −

Mf ) and reverse (εAs − εAf
)/(Af −As) transformations, are further evaluated and plotted in Fig.

2.15(a),(b). With cycling, an overall increase is observed in the forward slopes for 1 (repeat),

10 and 50 ◦C/min, and in the reverse slopes for 1 and 1 (repeat) ◦C/min. Also with cycling, an

overall decrease is observed in the forward slope for 1 ◦C/min, and in the reverse slopes for 10
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and 50 ◦C/min. According to Hamilton et al. [2], an increase in (forward/reverse) slope signifies a

dissipation of stored elastic energy coming from plastic (or viscoplastic) accommodation. In case

of the forward path, there is a decrease in undercooling (less cooling for transformation), while in

case of the reverse path, there is an increase in overheating (more heating for transformation).
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Figure 2.15: Evolution of transformation temperatures slopes of (a) forward ((εMf
− εMs)/(Mf −

Ms)), (b) reverse ((εAs−εAf
)/(As−Af )), and (c) scaled reverse transformation paths, with respect

to the normalized number of cycles (Ncycles/Nf ) for the 1, 1 (repeat), 10 and 50 ◦C/min thermal
cycling rates. Modified with permission from Chaugule et al. [7].
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In the present study, the dissipation is assumed to be generated majorly by TRIP (elaborated

later in Section 2.3.1.2) during the forward path, and by TRIP and viscoplasticity during the reverse

path, as viscoplasticity initiates in the reverse path. This assumption can explain the increase in

forward slope for the 1 (repeat), 10 and 50 ◦C/min due to plastic (TRIP) accommodation (see

Section 2.3.1.2), and the increase in reverse slope for 1 and 1 (repeat) ◦C/min due to plastic and

viscoplastic accommodations. The accommodations (along reverse path) is also reflected by the

decrease in Af (in Fig. 2.14(d)) for 1 and 1 (repeat) ◦C/min. As the experimental evidence of

accommodations (during martensitic transformation) in other metal alloys, influenced constitutive

modeling studies [101, 102, 38], the above indication of plastic (or viscoplastic) accommodations

can influence potential modeling studies of HTSMAs.

The decrease in reverse slope for 10 and 50 ◦C/min signifies a delay in complete transforma-

tion, which can be due to an increased resistance to transformation. The increased resistance can

stem from either retained martensite or TRIP dislocations which are not accommodated. TRIP

dislocations because, at fast rates it is the dominant mechanism (Fig. 2.12(b)). The continuously-

increasing internal stresses generated by dislocations from TRIP push (or delay) the Af to higher

temperatures while cycling under stressed conditions, which is also observed in the increased Af

(in Fig. 2.14(d)) at 10 and 50 ◦C/min. Lastly, the (unusual) overall decrease in forward slope at 1

◦C/min can be the result of static recovery (as observed later in Fig. 2.11(b)), which reduces the

amount of viscoplasticity generated, and its related dissipation.

2.3.1.5 Hysteresis at different thermal cycling rates

The characteristic TT aid in quantifying the hysteresis (= A50 − M50), whose evolution is

plotted in Fig. 2.16, and is observed to constantly increase for each rate (overall) with cycling.

Based on the knowledge that phase transformation is an athermal process [103], the transforma-

tion fronts can be considered to move at the same speed, irrespective of the thermal cycling rate

[104]. However, due to varying cycling rates, each transformation front can interact differently

with crystallographic defects, such as dislocations [2] and pockets of phases trapped by them. As

a result, the hysteresis generated during this interaction, will exhibit an evolution varying from
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rate to rate resulting in a widening (10, 50, and 1 (repeat) ◦C/min) or narrowing (1 ◦C/min) with

cycling.
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Figure 2.16: Comparison of hysteresis (= A50−M50) generated during UCFTC at 1, 1 (repeat) 10
and 50 ◦C/min thermal cycling rates, as a function of the normalized cycle number. Modified with
permission from Chaugule et al. [7].

The widening or increase in hysteresis (with cycling) occurs as defects accumulate [105] and

increase the resistance to transformation fronts, causing dissipation of stored energy [2] (also re-

flected by the TT slopes). The different evolution at each rate, signifies a contrasting amount of

defect accumulation with time, and conforms a rate-dependency in the behavior. On the other

hand, the narrowing or decrease in hysteresis at 1 ◦C/min, after 20%, can be due to one of the two

reasons: 1) at the slow rate of 1 ◦C/min the fronts have sufficient time to find alternative routes,

instead of overcoming the resistance in their path, or 2) some of the dislocations get annihilated
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when the sample is subjected to high temperatures for a longer duration, inducing static recovery

(also speculated by [50]), and leading to a decrease in resistance and hysteresis. Since a static

recovery was not observed in the 1 (repeat) ◦C/min test, its hysteresis increased overall.

2.3.1.6 Transformation-strain at different thermal cycling rates

The strains at the characteristic TT can be used to evaluate the recovered strain, i.e., transfor-

mation strain (= εAs − εAf
), and get insights on the martensite phase and its variants. The strain is

plotted in Fig. 2.17 and is observed to increase and then decrease for every rate at different % of

cycles. According to Kockar et al. [57], internal stress fields generated by dislocations can cause

preferred (biased) martensite variants to nucleate and grow, a form of reorientation, leading to an

increase in their volume fraction. This results in increasing the transformation strain with cycling.

Therefore, based on the magnitude of transformation strain at each cycle, the amount of internal

stresses generated with respect to the rate is speculated to follow the order: 10 > 50 > 1 ◦C/min,

which corroborates with the ductilities.
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Figure 2.17: Comparison of transformation strain (= εAs − εAf
) generated during UCFTC at 1,

1 (repeat), 10 and 50 ◦C/min thermal cycling rates, as a function of the normalized cycle number.
Modified with permission from Chaugule et al. [7].

On the other hand, the decrease in transformation strain after so many cycles can imply that

either the internal stresses are not favouring the variants of martensite to grow, or there is incom-

plete transformation due to accumulation of retained martensite by dislocations [52]. Kumar et al.

[50] observed the accumulation of retained martensite during an isobaric thermal cycling involv-

ing viscoplasticity. The above study reported an identical decrease in transformation strain for two

specimens cycled at different rates, while resulting in different irrecoverable strains at the end of

the cycling. The present results show no identical decrease in transformation strain for different

rates, which contradicts Kumar et al.’s observation. This can be explained by the different amount

of retained martensite accumulated based on the rates and the irrecoverable mechanisms.
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2.3.2 Post-experimental analyses: Determining retained phases

The responses and interpretations from the UCFTC tests presented earlier lead towards the

presence of retained phases contributing to the irrecoverable strains. In order to justify their pres-

ence and identify them, post-experimental analysis, such as DSC and XRD, were conducted on

the UCFTC tested samples at 1, 10, and 50 ◦C/min. These analyses can reveal the coupling that

occurred between the inelastic phenomena based on their signatures left in the microstructure.

2.3.2.1 Differential scanning calorimetry (DSC)

A DSC analysis was first conducted on a virgin sample of the alloy to obtain a base curve. The

curve represents a plot of the normalized heat flow vs. sample temperature. DSC analyses were

then conducted on the tested samples and their curves were compared with the base reference, as

shown in Fig. 2.18. The data shows, a shift and reduction in size of the peaks (shown by the arrows)

with respect to that of a virgin sample. The magnitude of the shift and size reduction with respect

to rate followed the order: 10 > 50 > 1 ◦C/min. Based on this result and the theory in Section

2.2.4.1, it can be speculated that the amount of internal stresses and retained phases generated also

followed the same order. This order corroborates with the one inferred from ductility (Fig. 2.9) and

transformation strain (Fig. 2.16 (b)) data. In comparison to the virgin sample, the transformation

peaks shift to lower temperatures due to internal stresses generated on cycling at the high stress of

500 MPa, and going to a high UCT of 500 ◦C. This shift corroborates with the trends shown by

Ms, Mf , and As at all the three rates, and Af at 1 ◦C/min in Fig. 2.14. However, the Af increases

at 10 and 50 ◦C/min, and this increase does not corroborate with the reducedAf shown by the DSC

thermograph. As mentioned in Section 2.3.1.4, it is speculated that the Af increases with cycling

due to the internal stresses created by dislocations and accumulated retained martensite, but that

may not be enough to explain why the Af values show a decreased in the DSC thermographs. In

addition, there is no study done on the Ni-Ti-Hf alloy at a stress level of 500 MPa and UCT of

500 ◦C, and hence, it is difficult to make a judgment on the above discrepancy. To look at DSC

thermographs of a (Ni-rich) Ni-Ti-Hf alloy obtained from samples tested at stresses ranging from
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200 to 500 MPa, and UCT ranging from 300 to 350 ◦C, the reader is referred to the works of

Karakoc et al. [51, 54].
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Figure 2.18: Comparison of DSC thermographs conducted on the tested (and failed) samples at 1,
10 and 50 ◦C/min and a virgin sample. Reprinted with permission from Chaugule et al. [7].

In order to confirm that internal stresses and retained phases were responsible for modifying

the peaks, subsequent to performing the DSC analyses, the samples were heat treated to 750◦C.

This was done in order to annihilate the dislocations present and release the stored internal stresses

and trapped phases. Consequently, DSC analyses were performed again on each sample under the

same conditions as before, to check for a change in peaks due to the above heat treatment. As

observed in Fig. 2.19(a-c), the peaks returned close to that of a virgin sample for all the cases,

justifying the presence and effect of internal stresses and retained phases. However, the heights of

all the resulting peaks are smaller and their positions are shifted with respect to that of the virgin
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sample. Note: The DSC analyses on the tested samples were conducted before the XRD analyses,

but the heat treatment and post DSC analysis were conducted after the XRD analysis.
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Figure 2.19: Comparison of DSC thermographs after conducting heat treatments on the tested
samples for (a) 1 ◦C/min (b) 10 ◦C/min and (c) 50 ◦C/min, with respect to those of a virgin sample.
Reprinted with permission from Chaugule et al. [7].
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2.3.2.2 X-ray diffraction (XRD)

As described in Section 2.2.4.2 the XRD data (normalized intensity vs. scanning angle) from

the virgin sample is shown in Fig. 2.20 with peaks corresponding to phases: B19’ martensite,

oxide, and B2 austenite labelled as m, o and a, respectively. Most of the peaks present at room

temperature (R.T.) are those of B19’ with two peaks of oxide. The B19’ peaks are consistent with

those obtained by Potapov et al. [106]. The oxide phase is present in the form of inclusions that

gets introduced during the melting process of this alloy.
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Figure 2.20: XRD data obtained from virgin sample scanned at temperatures from R.T. to 500 ◦C
in increments of 100 ◦, with peaks of B19’, B2 and oxides labelled as m, o and a respectively, at
R.T. and 500 ◦C. Reprinted with permission from Chaugule et al. [7].
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As the temperature is raised above R.T., the marked B19’ peaks decrease in intensity and

disappear by 300 ◦C, which is close to Af (≈ 306 ◦C). The B2 peaks start to appear and their

intensity increases as the temperature reaches 500 ◦C. Therefore, we observe a complete phase

transformation of martensite −→ austenite. There are no evidences of retained phases as there

are no B2 peaks present at R.T. or B19’ peaks present at 500 ◦C. However, the oxide peak (004)

remains as it does not transform. These observations can be used as a base reference for comparing

peak locations, intensities, and phases present at specific temperatures, with the data of the tested

samples. The entire spectrum of XRD data from individual samples is presented in Section 2.5.2

in the supplementary material.

The XRD data obtained from each tested sample is compared at specific temperatures (see Fig.

2.21(a-d)) to investigate the presence of retained phases. The intensity of each peak is normalized

with respect to the maximum intensity in the data set at that temperature, in order to compare with

different data sets. The TT: Mf of the virgin sample is 259.5 ◦C while those of the tested samples

falls between 260 - 270 ◦C (Fig. 2.14(a)). Hence, the XRD data below these temperatures, i.e., at

R.T. and 100 ◦C (Fig. 2.21(a),(b)), was checked for evidence of retained austenite (B2) trapped in

the martensite phase. There were no peaks corresponding to B2 found in the tested samples.
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Figure 2.21: XRD data generated from each UCFTC tested sample is compared with the virgin
sample, at (a) R.T., (b) 100 ◦C. Reprinted with permission from Chaugule et al. [7].

The TT: Af of the virgin sample is 330 ◦C and those of the tested samples falls between 320

- 400 ◦C (Fig. 2.14(d)). Hence, the XRD data above these temperatures i.e. at 400 and 500 ◦C

(Fig. 2.21(c),(d)) was checked for evidence of retained martensite (B19’) in the austenite phase. As

observed at 400 ◦C, the labelled peaks of B19’, viz. (002), (111), (020) and (111) for 1 ◦C/min and

the peaks (111), (020) and (111) for 10 and 50 ◦C/min, indicate presence of retained martensite.

On increasing the temperature to 500 ◦C the intensity of these peaks diminishes and some of them

disappear as they are transformed to austenite completely.
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Figure 2.21: (Continued) XRD data generated from each UCFTC tested sample is compared with
the virgin sample, at (a) 200 ◦C, (b) 300 ◦C, (c) 400 ◦C, and (d) 500 ◦C. Reprinted with permission
from Chaugule et al. [7].

Based on the number of peaks and peak intensities from the data sets, it can be reckoned that

the most and least amount of retained martensite was accumulated at 1 ◦C/min and 50 ◦C/min,

respectively. This can explain the contribution of retained martensite to the (high) amount of TRIP

strain produced at 1 ◦C/min in the initial 40% cycles (Fig. 2.12(b)). While the data suggests there

were sufficiently large amount of dislocations generated which retained the martensite at both 400

and 500 ◦C at 10 ◦C/min. This large amount of dislocations can also be interpreted as a large
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amount of internal stress, which is consistent with the speculated trends from DSC analyses.

2.3.3 Coupling effects in UCFTC tests

2.3.3.1 Effect of thermal cycling rate over phase transformation

The UCFTC responses (in Fig. 2.9), indicate an effect of thermal cycling rate over the entire

behavior, as interpreted from the strain evolution. The evolution of functional properties and quan-

tifiers (Section 2.2.3.1) at different thermal cycling rates brings out an effect of rate over phase

transformation and its associated irrecoverable mechanisms. The thermal cycling rate controls the

activation and evolution of viscoplasticity, TRIP, and static recovery, in turn controlling the gen-

eration of internal stresses and accumulation of defects such as dislocations and retained phases

during the entire test. This control is how the thermal cycling rate indirectly affects the phase

transformation. It is important to bear in mind that the effect of rate is not classified as monotonic,

and the results are explained solely based on their individual magnitudes and trends.

2.3.3.2 Effect of viscoplasticity over phase transformation at all rates

As mentioned earlier, the thermal cycling rate controls the activation of viscoplasticity through

the duration of time spent within the viscoplastic domain. The activation of viscoplasticity directly

affects the phase transformation for all rates, as evidenced from the functional properties and quan-

tifiers. The effects are created due to an accommodation of viscoplastic dislocations during reverse

(phase) transformation, which is observed only at the slow rate (of 1 ◦C/min). However, exposure

to high temperatures at slow rates relieves some of the internal stresses. This unique interplay is

observed from the data of 1 ◦C/min (Fig. 2.16(a),2.11 (b)). To observe an effect of viscoplastic-

ity over phase transformation at a fast cycling rate (10 ◦C/min), the alternating test is proposed

(Section 2.2.3.2) and presented in the next section.

2.3.4 Alternating isothermal creep and UCFTC at 10 ◦C/min

The alternating test’s response with respect to temperature is presented in Fig. 2.22. The test’s

duration was 241 hrs and a total of 13 thermal cycles were completed until the sample failed in

the 14th cycle before achieving a maximum strain of 46.44%. The thermal cycling was conducted
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at intervals determined by the magnitude and rate of the viscoplastic strain, generated during an

isothermal creep test conducted at the same UCT (500 ◦C) and stress level (500 MPa), as the

alternating test.
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Figure 2.22: Strain-temperature response of alternating isothermal creep and UCFTC (at 10
◦C/min) test conducted under a stress of 500 MPa. Reprinted with permission from Chaugule
et al. [7].

A comparison is made between the 10 ◦C/min UCFTC response, the alternating test response,

and the creep test response in Fig. 2.23. The comparison highlights (through the yellow dots) the

maximum strain at 50 h in the three tests, i.e., 1% in the creep test, 10.2% in the alternating test,

and 50.4% in the UCFTC test. As observed, the strain evolution of the alternating test is similar
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to that of the creep test, as it is mainly viscoplastic driven. The comparison also shows that, in the

alternating and UCFTC test responses, the jump in strain, due to each thermal cycle, varies. The

jump or ratcheting of strain can be attributed to the residual strain (with retained phases) generated

during cycling. The total strain does not saturate with cycling, contrary to the trend observed by

Raj et al. [95] in Ni-Ti, at low temperatures. Therefore, the mechanisms generating the residual

strain can be hardenings without a back stress, that would otherwise help in saturating the residual

strain.

0 50 100 150 200 250

0

20

40

60

80

100

Time (h)

 UCFTC @ 10 oC/min
 Alt. isothermal creep +

         UCFTC @ 10 oC/min
 Isothermal creep

1.95%

46.44%

85.83%

St
ra

in
 (%

)

Figure 2.23: Comparison of strain evolution between (i) UCFTC at 10 ◦C/min, (ii) Alternating
isothermal creep and UCFTC at 10 ◦C/min, and (iii) Isothermal creep at 500 ◦C, all subjected to a
stress of 500 MPa. Reprinted with permission from Chaugule et al. [7].
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In the alternating test, viscoplasticity is mainly produced during the isothermal creep loading.

To understand its magnitude and evolution, the viscoplastic strain generated between the thermal

cycles is plotted with respect to time at the start of each thermal cycle, as shown in Fig. 2.24(a).

The cumulative magnitude is evaluated and presented in the same plot. Note: The residual strain

for each cycle can contain a contribution from retained martensite, but the evaluated viscoplastic

strain generated between the cycles does not contain any contribution, as the difference between

the end and start points of subsequent cycles eliminates the (retained martensite) contribution.

The cumulative viscoplastic strain generated in the entire alternating test is 30.6%. This is quite

significant compared to the viscoplastic strain generated in the 1 ◦C/min ≈ 1% and 10 ◦C/min

≈ 1.5% (Fig. 2.11(b)), and even the TRIP strain generated in the 10 ◦C/min ≈ 9% (Fig. 2.12(b))

UCFTC tests. Therefore, the amount of dislocations generated by viscoplasticity in the alternating

test dominate over the one from TRIP and, hence, likely control the evolution of the functional

properties and the quantifiers.

The constantly evolving magnitude of cumulative viscoplastic strain, as observed in the Fig.

2.24(a), hints to a likely effect of the alternating phase transformation over viscoplasticity. To

elucidate this effect, the viscoplastic strain rate from a pure creep test and the alternating test, are

plotted with respect to time and compared in Fig. 2.24(b). The primary creep stage of the pure

creep test ends after ≈ 49 h and is followed by a secondary creep stage up till the last recorded

data point. This trend is similar to the one shown by Ni-Ti based SMAs when subjected to creep at

high temperatures [21, 107]. The primary-like creep stage of the alternating test finishes after 21 h

(2nd−3rd cycle). Past this point, the strain rate remains close to its current value up to 60 h (5th−6th

cycle). Beyond 60 h, the strain rate accelerates at a constant rate up till 167 h (10th − 11th cycle).

Since there is no formation of a plateau between 21 - 167 h, it is difficult to identify a secondary

stage. Beyond 167 h, the strain rate begins increase non-linearly up till failure, signifying the onset

of tertiary stage (or effect of potential damage mechanisms), at a time between 167 and 196 h (10th

and 12th cycle).
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Figure 2.24: (a) Viscoplastic strain generated between each cycle and its cumulative, obtained from
the alternating test. (b) Comparison of viscoplastic strain rate generated during the alternating
and isothermal creep test. The numbers next to the alternating test represent the cycle number.
Reprinted with permission from Chaugule et al. [7].

On comparing the two tests based on the above observations, it can be inferred that the internal

stresses in the alternating test are comparatively higher and they keep evolving leading to a constant

increase in strain rate. The comparison also highlights that in the alternating test: the primary stage

lasts for a shorter time, a clear secondary stage is hard to identify due to a constantly increasing

strain rate, which is overall faster compared to that of the creep test. Based on the above trends the

source of increasing internal stress can be the differentiating phenomenon between the two tests,

that is the alternating phase transformation and the irrecoverable mechanisms associated with it

such as TRIP and accumulation of retained martensite.

As evaluated for the UCFTC tests, the evolution of functional properties such as TT, transfor-

mation strain, and quantifiers, such as hysteresis are evaluated for the alternating test and presented

as follows. The evolution of TT and their slopes: forward and reverse are plotted with respect to

time in Fig. 2.25(a) and (b), respectively. Their slopes show a trend similar to the one from UCFTC

at 1 and 1 (repeat) ◦C/min (Fig. 2.14(e - f)). An increase slope is observed along the forward path

up till 50 h (35%Nf ) and along the reverse path up till 96 h (57%Nf ). As assumed for the UCFTC
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tests, the forward slope shows plastic (TRIP) accommodation, whereas the reverse slope shows vis-

coplastic and plastic (TRIP) accommodations and then resistance to transformation. These trends

are different from those shown by 1 and 10 ◦C/min UCFTC tests. A viscoplastic accommodation

is observed in the alternating test at 10 ◦C/min, and its span is considerably large, because of the

long duration in the viscoplastic domain. Beyond 35% Nf (for forward) and 57% Nf (for reverse),

the slopes decrease overall indicating either increased transformation resistance or additional heat-

ing required to transform the trapped martensite, based on the UCFTC interpretations. The slope

trends beyond 167 h are affected by potential damage mechanisms (consistent with the assumed

tertiary stage in Fig. 2.24(b)) and are hence, not investigated.

The hysteresis evolution is plotted with respect to time and the cumulative viscoplastic strain, as

shown in Fig. 2.25(c) and (d), respectively. The data shows some differences from those of UCFTC

(Fig. 2.16) which are as follows. The hysteresis sharply increases in the initial 50 h and 2.78%

viscoplastic strain. This can be due to an increase in resistance to transformation, partly from the

viscoplastic dislocations generated in the primary stage, and partly from the TRIP dislocations and

retained martensite generated in the first five thermal cycles. Beyond 50 h, the hysteresis fluctuates,

increasing slightly overall before failure. The fluctuations can be due to a conflict between static

recovery (interpreted from UCFTC at 1 ◦C/min), and nucleation (and growth) of dislocations up

till 167 h (11th cycle).

The transformation strain evolution is also plotted with respect to time and the cumulative vis-

coplastic strain, as shown in Fig. 2.25(e) and (f), respectively. The transformation strain increases

at the second cycle, after which it continuously decreases with increasing time and viscoplastic

strain. This trend can be explained based on UCFTC responses (Fig. 2.16), i.e., an increase in

transformation strain due to variant preference (reorientation) generated by favourable internal

stresses, and a decrease due to accumulation of retained martensite. However, the decrease shown

in Fig. 2.25(e) is more significant than those from UCFTC. It implies a much larger amount of

retained martensite being trapped by viscoplastic dislocations, which can be corroborated with the

interpretation from the slopes of the TT (Fig. 2.25(a)) beyond 50 h.
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Figure 2.25: Evolution of (a) TT (Mf ,Ms,As,Af ), (b) slopes of forward ((εMf
−εMs)/(Mf −Ms))

and reverse ((εAs − εAf
)/(As − Af )) transformation, hysteresis, and transformation strain, all

generated during the alternating test, and plotted with respect to time in (c),(e) and cumulative
viscoplastic strain in (d),(f) respectively. Reprinted with permission from Chaugule et al. [7].
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2.3.5 Coupling effects in alternating test

2.3.5.1 Effect of viscoplasticity over phase transformation at 10 ◦C/min

An effect of viscoplasticity over phase transformation at a rate faster than 1 ◦C/min was wit-

nessed as a result of generating a larger amount of viscoplastic dislocations. Through the TT plots,

it is inferred that the dislocations are partly accommodated during reverse transformation and the

rest add to the transformation resistance and internal stresses, resulting in a control over the trends

of hysteresis and transformation strain, respectively. The dislocations were also responsible for

accumulating retained martensite.

2.3.5.2 Effect of phase transformation over viscoplasticity

The alternating phase transformation and its associated irrecoverable mechanisms added to the

internal stress in the microstructure, which fostered the viscoplastic deformation when the sample

was held at UCT. This resulted in a constantly evolving viscoplastic strain and strain rate without

a visible saturation, giving rise to higher viscoplastic strains compared to those generated from

isothermal creep.

All the observations and discussions on the effect of viscoplasticity over phase transformation

and vice-versa bring out a two-way coupling between the two phenomena, similar to the two-way

coupling between plasticity and phase transformation in SMAs theorized by Paranjape et al. [38].

The degree of coupling, and hence the macroscopic response, is controlled by the internal stresses

generated by dislocations and retained martensite.

2.4 Summary

The conclusions from the above experimental investigations are provided in Chapter 4, and a

summary of the present chapter is provided as follows. The high temperature behavior of a Ti-

rich Ni49.8Ti30.6Hf19.2 HTSMA was investigated through two types of experimental tests involving

isobaric conditions. The thermomechanical conditions were chosen to activate transformation and

viscoplasticity, in order to observe a coupling between these phenomena. The investigations were

performed as follows:
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1. Series of UCFTC tests were conducted by subjecting the HTSMA to a constant stress of 500

MPa, and thermal cycling, at rates of 1, 10 and 50 ◦C/min. The macroscopic responses (for

each rate) with respect to temperature and time were plotted and compared together.

2. The evolution of functional properties such as TT, transformation strain, and quantifiers, such

as hysteresis, cumulative residual, TRIP and viscoplastic strain were investigated. They were

compared and discussed for each thermal cycling rate, with respect to cycle progression and

prior to the cycles assumed to be affected by necking and potential damage mechanisms.

3. An attempt was made to quantify the contribution of retained martensite to the TRIP strain

produced during a UCFTC test (at 10 ◦C/min). The test was halted and a heat treatment was

conducted to free the retained martensite and observe its effect on the strain. The contribution

was estimated and inferences were made based on the value.

4. The retained phases generated in the the UCFTC tests, were investigated through several

ex situ DSC and XRD analyses. Results from DSC analyses were used as an indirect evi-

dence of the presence of retained phases and internal stresses. While, results from the XRD

analyses were used to dissociate the retained phases based on the their peaks and TT.

5. An alternating isothermal creep + UCFTC test was conducted to probe an effect of viscoplas-

ticity on phase transformation at a fast rate of 10 ◦C/min. Its response was compared to that

of an isothermal creep and UCFTC test at 10 ◦C/min to investigate the rate of strain evolu-

tion. The evolution of functional properties and identifiers were also plotted to investigate

an effect of viscoplasticity.

6. A two-way coupling between phase transformation and viscoplasticity is revealed from the

response of UCFTC at slow rates and the alternating test. The coupling is controlled by the

generation and recovery of viscoplastic dislocations and retained phases.
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2.5 Supplementary Material

2.5.1 Thermal gradient

2.5.1.1 Across the gauge section

The thermal gradient measured across the gauge section using the temperature values extracted

from the thermocouples inserted at the top (T1) and bottom (T2) for the 1 ◦C/min tests are shown

in the figure below. The average thermal gradient measured was less than 5 ◦C, and the maximum

was 10 ◦C.
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Figure 2.26: Thermal gradient across gauge section for 1 ◦C/min.

2.5.1.2 Inside the gauge section

To understand the heat transfer inside the gauge section (i.e radially), the Abaqus tool was used

to model heating of the sample in a furnace. The thermal conductivity, specific heat and density

values of the alloy [6] were implemented in the model. The sample gauge section was subjected
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to a constant heat flux (obtained from the furnace specifications) to raise its temperature to 773

K (or 500 ◦C), and adiabatic conditions were applied at the top and bottom ends. As shown by

the temperature distribution in Kelvin, in Fig. 2.27 the sample is assumed to be have been heated

uniformly (in the gauge section) in almost 5 seconds. The nodal point marked at the bottom of

the gauge section is the location where the thermocouple is inserted in the experimental sample.

Through the temperature distribution it is seen that the temperature reaches ≈ 773 K at that point

in 5 seconds without forming any thermal gradients. This indicates the response and functional

properties obtained from the sample data are constitutive.

Figure 2.27: Heat transfer show inside the sample through a model created in Abaqus.

2.5.2 Individual XRD data

The XRD data from the tested samples with respect to their scanning temperatures are pre-

sented in the following figures Fig. 2.28, 2.29, 2.30. In the data the phase transformation can be

tracked as the B19’ peaks decrease in intensity while the B2 peaks increase, as the temperature

is increased from R.T. to 500 ◦C. At R.T. the peaks of B19’ are marked, which are eventually
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retained at 400 and 500 ◦C. While at 500 ◦C the one peak of B2 is marked which is the peak with

maximum intensity.
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Figure 2.28: XRD data obtained from a tested sample at 1 ◦C/min scanned at temperatures starting
from R.T. to 500 ◦C in increments of 100◦, with peaks of B19’ and B2 labelled at respective
temperatures. Reprinted with permission from Chaugule et al. [7].
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Figure 2.29: XRD data obtained from a tested sample at 10 ◦C/min scanned at temperatures starting
from R.T. to 500 ◦C in increments of 100◦, with peaks of B19’ and B2 labelled at respective
temperatures. Reprinted with permission from Chaugule et al. [7].

64



20 30 40 50 60 70 80 90 100

N
or

m
al

iz
ed

 in
te

ns
ity

 (a
rb

ita
ry

 u
ni

ts
)

Scanning angle 2  (o)

a(
01

1)

m
(0

02
)

m
(1

11
)

m
(0

20
)

m
(1

11
)

500 oC

400 oC

300 oC

200 oC

100 oC

R.T.

Figure 2.30: XRD data obtained from a tested sample at 50 ◦C/min scanned at temperatures starting
from R.T. to 500 ◦C in increments of 100◦, with peaks of B19’ and B2 labelled at respective
temperatures. Reprinted with permission from Chaugule et al. [7].
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3. CRYSTAL PLASTICITY MODELING

3.1 Introduction

In this chapter, a formulation of the crystal plasticity model is presented, followed by finite

element analyses conducted on single crystals and polycrystals of a selected HTSMA system. In

Section 3.2 the constitutive equations for the crystal-plasticity and thermodynamic framework are

presented. In Section 3.3, the developed crystal-plasticity model is used to conduct a series of

finite element analyses conducted of a thermomechanical test. In Section 3.5, the results of the

FEA are used to illustrate the model calibration for single crystals and polycrystals using material

properties, theoretical values, and experimental trends. Lastly, in Section 3.6 the entire chapter is

summarized.

3.2 Theoretical Framework

The mechanisms accounted in the crystal plasticity framework are as follows:

3.2.1 Plastic and viscoplastic slip at the microscale

Micro scale mechanisms, such as plastic/viscoplastic slip, can be defined by considering a unit

cell [8]. A unit cell represents the crystal-lattice (e.g. tetragonal, orthorhombic or monoclinic,

etc.) and its lattice centering (e.g. BCC, FCC or HCP), as shown in Fig. 3.1. The mechanism

of slip occurs on planes and along directions with the highest number of packed atoms, both of

which are dependent on the lattice structure, and therefore, the unit cell. The slip also depends

on the Schmid factor which is based on the relative orientation of the crystal to the loading axis.

The orientations are defined with respect to either the crystal frame of reference at the microscale

([001],[010],[100]) or sample frame of reference at the macroscale (RD,TD,ND). The unit cell

along with its associated slip planes n and slip directions l, belonging to various families, are

defined in the crystal frame of reference.
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Figure 3.1: Defining the multi-scales from Sample to a Polycrystal (macro) to a Unit Cell (micro).
Unit cell/crystal lattice based on arrangement of atoms or lattice centering, which can be either
FCC, BCC or HCP [8].

3.2.2 Martensitic transformation at the microscale

Martensitic transformation is known to be a rate-independent, reversible and a crystallographic

transition process [79]. The crystallographic transition involves shearing of the austenite (par-

ent) lattice, to form various plates of martensite, which are separated from austenite by interfaces.

The plates are called as Habit-Plane Variants (HPVs) [9] or Correspondent Variant Pair [2], and

the interfaces are known as Habit Planes [108]. Each martensite HPV consists of two Lattice-

Correspondence Variants (LCVs) or twins, separated by an interface called the detwinning plane.

Under stress-free conditions, the martensite forms HPVs, which minimizes the macroscopic defor-

mation through self-accommodation and, hence, are called self-accommodating groups (SAGs) or
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twinned martensite.

In case of transformation under stressed conditions, the martensite forms oriented variants (or

HPVs), which can reorient based on the interaction between them. While inside the HPVs the

LCVs can move along their respective interfaces and detwin. The respective movements result in

a change in the volume fraction of HPVs and LCVs, and a volumetric growth of variants favored

by the principal stresses, as shown in Fig. 3.2 adopted from Thamburaja et al. [9]. In context of

this growth, the present study on HTSMAs accounts for the formation of oriented HPVs and de-

twinning of LCVs. The interaction between variants during HPV reorientation remains a potential

expansion of the present study (elaborated in Section 3.2.3.2).

Figure 3.2: Schematic representation of phase transformation from austenite to martensite, through
HPV formation. Followed by HPV reorientation and LCV detwinning of martensite variants,
shown by a change of initial volume fraction to final volume fraction, adopted from Thambu-
raja et al. [9]. Marked arrows show the habit plane b, shear direction m, LCV detwinning plane t
and detwinning direction a.

The martensite variants are formed as a result of (reversible) shearing over the habit-planes b

along shear-directions m (marked arrows in third part of Fig. 3.2), transforming the crystal lattice

entirely. Hence, a family of these planes and directions are known as transformation systems. In

the formed martensite variants, the LCVs can detwin by shearing along a set of detwinning-planes
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t and detwinning-directions a, known as the detwinning systems. In case of slip occurring on the

A-M interface, resulting in TRIP, the transformation systems are considered [109].

All the above mechanisms give rise to microscale deformations which can be accumulated

over the considered systems to obtain macroscopic strains. The macroscopic strains from each

phenomenon are combined to give a total strain using a small-strain approximation.

3.2.3 Constitutive equations

3.2.3.1 Total strain

Experimental studies [110, 66, 3, 111, 112, 13, 7] on HTSMAs, provide evidence of the oc-

currence of: (i) thermal expansion/contraction, (ii) elasticity, (iii) transformation and reorientation

(iv) detwinning, (v) TRIP, and (vi) plasticity and viscoplasticity during thermomechanical testing.

Therefore, to account for these phenomena, the total strain tensor is defined using a small-strain

approximation, as the sum of the ϵth : thermal, ϵe : elastic, ϵtr : transformation, ϵde : detwinning,

ϵTRIP : TRIP, ϵvp : plastic and viscoplastic strain components.

ϵtot = ϵth + ϵe︸ ︷︷ ︸
elastic

+ ϵtr + ϵde + ϵTRIP + ϵvp︸ ︷︷ ︸
inelastic

(3.1)

On heating (or cooling), the thermal strain ϵth generated in the alloy is evaluated by the rise (or

drop) in temperature T , from the reference temperature Tref (where thermal expansion = 0), and

using the coefficient of thermal expansion αCTE (coefficient of thermal expansion) that is different

for each phase contrary to past studies on HTSMAs [68, 69, 71].

ϵth = αCTE(T − Tref )I (3.2)

The elastic strain ϵe, generated on applying an external load, is evaluated macroscopically

using the macroscopic stress σ, and the effective elastic stiffness tensor C. The effective stiffness

is calculated using the stiffness tensor for austenite CA and martensite CM , and martensite volume

69



fraction ξ using the rule of mixtures.

ϵe = [C]−1.σ

C =
CM .CA

CM + ξ.(CM − CA)

(3.3)

Contrary to the elastic strains, the inelastic strains are first evaluated at the microscale for

each phenomenon and summed up over their respective systems at the macroscale. During for-

ward transformation (A −→ M), transformation strain ϵtr is generated from the formation of every

martensite variant α, and is recovered during the reverse transformation (M −→ A). The strain ϵtr,

in Eq. 3.4 [113, 114] is derived from the martensite volume fraction ξα of the variant α and its

magnitude is controlled by the parameter gtr. The orientation tensor for transformation Pα
tr is eval-

uated from the habit plane bα and shear direction mα in a similar fashion as the orientation tensor

for slip systems. The tensor is evaluated for each HPV and, hence, represents the transformation

systems for all the variants Nv.

ϵtr =
Nv∑
α=1

ξαgtrPα
tr

Pα
tr =

1

2
(bα ⊗ mα + mα ⊗ bα)

(3.4)

Upon transforming, detwinning strain ϵde is further generated from the detwinning of LVCs

formed inside each martensite HPV. The strain ϵde in Eq. 3.5 [115, 9] is derived from the amount

of detwinning that occurs between the current (λα) and the reference (λα0 ) LCV volume fractions,

along with the associated HPV volume fraction ξα of the variant α. The orientation tensor Pα
de for

detwinning is evaluated using the detwinning plane tα and detwinning shear direction aα (in Fig.

3.2). The tensor is evaluated for each LCV and, hence, represents the detwinning systems. Note:

Both the number of HPVs and LCVs, i.e., transformation and detwinning systems, are taken to be

Nv.
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ϵde =
Nv∑
α=1

ξα(λα − λα0 )P
α
de

Pα
de =

1

2
(tα ⊗ aα + aα ⊗ tα)

(3.5)

During transformation, internal stresses, known as coherency stresses are generated on the

habit planes due to a lattice mismatch between martensite and austenite, as shown in Fig. 3.3.

If these stresses are higher than the yield stresses of the corresponding habit planes, plastic slip

γαtr can occur on those planes. The plastic slip, when accumulated over the forward and reverse

transformation paths, gives rise to TRIP strain ϵTRIP (in Eq. 3.6). The orientation tensor for γαtr

and ϵTRIP is taken to be the same as that for transformation.

ϵTRIP =
Nv∑
α=1

γαtrP
α
tr (3.6)

Prior to reverse transformation, the alloy is considered to be in the martensite phase (at low

temperatures). Rate-independent [116, 80, 117] plastic slip can occur on the activated slip planes,

as illustrated in Fig. 3.3. On the contrary, when the alloy is considered to be in the austenite phase at

high temperatures, rate-dependent [38, 69] viscoplastic slip can occur on the activated slip planes.

The slip accumulates with time and over families of slip systems giving rise to a macroscopic

viscoplastic (or plastic) strain ϵvp (or ϵp) in Eq. 3.7, based on the activated phenomena. Note: The

ϵvp accounts for both plastic strain generated at low temperatures and viscoplastic strain generated

at high temperatures, and in the rest of the text only ϵvp is used. The strain is derived using the

orientation tensor Ts associated with the families of slip systems Ns, evaluated for each slip plane

ns and slip direction ls.
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ϵvp(or ϵp) =
Ns∑
s=1

γsvpTs

Ts =
1

2
(ns ⊗ ls + ls ⊗ ns)

(3.7)

Figure 3.3: Schematic of polcrystalline microstructure of an HTSMA, with a partially trans-
formed grain, enlarged to show the internal stresses causing plasticity in martensite, plastic-
ity/viscoplasticity in austenite, and TRIP at the interface between martensite and austenite. Note:
all these phenomena do not occur at the same temperature.

The accumulated or equivalent value of each strain tensor ϵi is evaluated as a scalar represen-

tative:

(ϵacc)i =

√
2

3
ϵi : ϵi (3.8)

The evolution and description of each inelastic strain component and its associated variables is

presented in the following sections.
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3.2.3.2 Thermodynamic Framework: Hysteresis and free energy

SMAs and HTSMAs, when subjected to a thermomechanical path of uniaxial constant force

thermal cycling (Fig. 3.6(a)), generate a hysteresis curve (Fig. 3.6(b)). The hysteresis is gen-

erated as the stored energy dissipates during transformation (A ↔ M) [118]. To represent this

stored energy, the free energy formulation associated with transformation is used, and broken into

a chemical and non-chemical part [79, 2] in Eq. A.4. The chemical part (in Eq. A.5) is generated

from the difference between the lattice energies of the austenite and martensite phases, due to the

nature of bonds making up the lattice. The non-chemical part on the other hand is generated from

considered reversible and non-reversible phenomena. The reversible phenomenon is elasticity,

which generates elastic strain energy (in Eq. A.6) and, hence, increases the stored elastic energy.

Whereas the non-reversible phenomena can be TRIP (in Eq. A.7) and plasticity/viscoplasticity (in

Eq. A.8). The stored energy is dissipated through frictional work against transformation resistance

and plastic/viscoplastic accommodation (in the phases and interfaces) of dislocations generated by

the above non-reversible phenomena. A detailed explanation of the energy dissipation is provided

in the work of Hamilton et al. [2].

According to Hamilton et al. [2], an increase in dislocation loops (or density) can cause an in-

crease in slope (forward/reverse) slopes and widening of hysteresis through two respective mech-

anisms. The first is plastic accommodation (plastic relaxation) of dislocation loops, which dissi-

pates the stored elastic energy and modifies the slopes. The accommodation can further reduce

transformation strain and, hence, strain energy during reverse transformation [119]. The second

mechanism includes a decrease in effective driving force when the hardening created by disloca-

tion loops increases the transformation (or frictional) resistance. The strain energy is dissipated

due to the increased resistance, and more heating is required to transform, which is reflected by

a widening in hysteresis. The above two mechanisms basically signify a coupling between phase

transformation and plasticity, and the second mechanism is implemented in the present study (and

explained below) to define a coupling between phase transformation and viscoplasticity.

Hamilton et al. [2] also presented a model that simulates the reduction of transformation strain
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by modifying the TT specified at the mid point during transformation. They do so through a

factor which compensates for the energy dissipated and characterises the hysteresis. However, the

model does not account for the effect of hardening on the transformation resistance and driving

force. In the present work, the effect of hardening (due to plasticity/viscoplasticity) is accounted

for through an explicit coupling that affects the transformation resistance (and hysteresis), directly,

and the TT and transformation strain evolution, indirectly. Apart from hardening, the hysteresis is

also known to evolve due to an interaction energy between martensite variants, defined by the term∑
m,nH

mnξmξn [120, 114, 9, 80]. Accounting for it remains a challenging task and sets up paths

for potential modeling improvements of the present study as the interaction matrix Hmn is not yet

defined for any HTSMA, in the open literature.

The constitutive equations for free energy and dissipation used in building the thermodynamic

framework are presented in Appendix: A for the sake of brevity. The framework is based on the

first and second law of thermodynamics to formulate the dissipation inequality. The inequality em-

ployees the free energy expressions, to derive the thermodynamic forces responsible for activating

and driving the inelastic phenomena such as transformation, detwinning, TRIP, and viscoplasticity.

The force expressions are presented with their conjugate variables in the following sections.

3.2.3.3 Evolution of martensite volume fraction

The martensite volume fraction of each variant generated on transformation is divided into a

recoverable ξre and irrecoverable (retained) ξir part: ξ = ξre + ξir. The evolution of recoverable

martensite is given by Eq. 3.10 and that of retained martensite is introduced later in the Section

3.2.3.6. The retained martensite is accounted because experimental studies [121, 50, 3, 52, 97, 7]

on HTSMAs show evidence of its accumulation during thermomechanical testing. The transfor-

mation driving force Φα
tr (in Eq. 3.9) for each martensite variant evolves throughout the thermo-

mechanical path as it depends on the temperature and stress. The phase transformation initiates

on crossing a threshold based on the critical transformation resistance Y1 and Y2 for the forward

and reverse paths, respectively. This initiates the evolution of martensite variants (volume frac-

tion), while being constrained by 0 ≤ ξα,
∑Nv

α=1 ξ
α ≤ 1, and depending on the reference rate of
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transformation ξ0.

Φα
tr = gtr(σ : Pα

tr) + (λα − λα0 )(σ : Pα
de)− β (T − T0)−

1

2
ϵe : ∆C : ϵe (3.9)

ξ̇αre =


ξ0

∣∣∣∣Φα
tr

Y1

∣∣∣∣mtr

sign(Φα
tr) if Y1 ≤ Φα

tr and 0 ≤ ξα, ξ ≤ 1

ξ0

∣∣∣∣Φα
tr

Y2

∣∣∣∣mtr

sign(Φα
tr) if Φα

tr ≤ −Y2 and 0 ≤ ξα, ξ ≤ 1

(3.10)

where sign(x) = x/|x| with |x| is the absolute value of x.

The evolution of recoverable martensite signifies the formation of HPVs. Under a stressed

condition, the LCVs within the HPVs can detwin and the favored variants grow at the expense

of the unfavored ones (in Fig. 3.2). The motion of detwinning gives rise to a detwinning strain

ϵde, derived from the LCV volume fraction. The evolution initiates during transformation, only

when the driving force for detwinning Φα
de overcomes its resistance Ydet that represents σDT i.e.

martensite detwinning stress [82, 122] shown schematically in Section 3.3.1.

Φα
de = ξα(σ : Pα

de) (3.11)

Apart from the detwinning resistance constraint, the activation of detwinning is made to rely

on an additional constraint, viz. on the evolution of λα, in Eq. 3.12, specifically for Ni-Ti-Hf

HTSMA. The constraint is adopted from the work of Sehitoglu et al. [13] on Ni-Ti-Hf alloys. It

specifies that, the LCV volume fraction will evolve only when 0.5 < λα ≤ 1. The initial values λα0

for each martensite variant have been established mostly for SMAs like Ni-Ti [123, 9]. However,

it remains a potential study yet to be conducted in case of HTSMAs. Hence, the above constraint

is adopted. In addition, the term λα−λα0 in Eq. 3.5 & 3.9 is taken as a constant parameter, i.e. gdet,

due to the above reason. The parameters that control the detwinning are: gdet for magnitude, λref

for reference detwinning rate, mdet for detwinning kinetics. They can be calibrated at best using

experimental results from single crystals HTSMAs, as was done in case of SMAs [2, 24].
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λ̇α =


λref

∣∣∣∣ Φα
de

Ydet(T )

∣∣∣∣mdet

sign(Φα
de) if Φα

de ≥ Ydet(T ) and 0.5 < λα ≤ 1

0 otherwise

(3.12)

3.2.3.4 Evolution of slip during TRIP

The evolution of slip γαtr over the habit-planes is activated during transformation when the

thermodynamic force Φα
TRIP for TRIP in Eq. 3.13 becomes positive.

Φα
TRIP = (σ : Pα

tr)− ταp (3.13)

The evolution of plastic slip γαtr is adopted as a thermally activated flow rule proposed by

Berbenni et al. [124] and implemented by Yu et al. [125] in Ni-Ti. The flow rule in Eq. 3.14

considers the glide of dislocations on overcoming the Peierl’s barrier with temperature, resulting

in a mean dislocation velocity following an Arrhenius-type law [126]. The ∆Gslip is the activa-

tion energy for slip, kb the Boltzmann constant, µ the shear modulus, τ0 the resolved shear stress

required to overcome the Peierl’s obstacles, exponents p and q to define the shape of the curve

[124].

γ̇αtr =


γ0

(
σ : Pα

tr

µ

)2

exp

−∆Gslip

kbT

(
1−

(
Φα

TRIP

τ0

)p
)q
 |ξ̇αre| if Φα

TRIP > 0

0 if Φα
TRIP ≤ 0

(3.14)

The dislocations generated by slip create a hardening which increases the resistance ταp to

TRIP. The hardening, in turn, controls the thermodynamic force Φα
TRIP responsible for TRIP and

the evolution of γ̇αtr. The non-linear isotropic hardening is made to evolve phenomenologically in

Eq. 3.15 (adopted from Yu et al. [83]), where k1 controls the magnitude and ραtr is a dislocation
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density variable:

ταp = k1
√
ραtr (3.15)

The dislocation density variable ραtr is derived from an exponential evolution, whose rate is

controlled using the parameter k2 and magnitude by γ̇αtr. The total dislocation density represented

by the variable ρTRIP is obtained by considering the dislocations over all the Nv variants.

ρ̇αtr = γ̇αtr (1− k2ρ
α
tr)

ρTRIP =
Nv∑
i=1

ραtr

(3.16)

3.2.3.5 Crystal plasticity framework

The state-of-the-art literature on crystal plasticity frameworks was influenced by some of the

earliest works in the field. These included the works of Asaro [127], Asaro and Needleman [128],

Anand and Kothari [129] which developed models accounting for aspects such as rate-dependency,

strain hardening and the effects of texture in polycrystals. The current framework is developed to

account for the same aspects using a part physics-based and part phenomenological approach. The

plastic/viscoplastic slip are derived on the slip systems by a physics-based approach, while their

activation and evolution is defined in a phenomenological manner.

Apart from the above two approaches, the current framework also follows a multi-scale ap-

proach. To generate the macroscopic response from plasticity/viscoplasticity, their constitutive

equations are defined at the macroscale, and then scaled down to the microscale. The scaling

is done to account for the response from each family of slip systems considered, by employing a

unique macro-micro approach developed by Poubanne and De Bussac [11]. The approach involves

comparing the macro- and micro-scale equations of plastic/viscoplastic yielding, hardening, and

strain accumulation, to determine scaling coefficients for microscale parameters common to a fam-
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ily of slip systems. The macro-micro approach presents a major advantage of tailoring the crystal

plasticity model for any possible crystal lattice (through its slip systems), and using experimen-

tal macroscale responses (from polycrystals) to calibrate microscale responses (of single crystals).

The approach is presented in Appendix: B, for the sake of brevity, while the scaling coefficients

are presented in Table 3.1. Note: each of these coefficients are temperature dependent.

In SMAs/HTSMAs, the crystal lattice of the martensite variants formed on phase transforma-

tion can either be orthorhombic (B19) or monoclinic (B19’) depending on the alloy configuration

and lattice parameters. The Ni-Ti-Hf HTSMA (considered for the present study) is known to form

12 - B19’ martensite variants [13] from the parent cubic (B2) austenite phase. Based on the crystal

lattice and arrangement of atoms, there can be several families of slip systems associated to it, with

each family differing in generalized stacking fault energy (GSFE). The GSFE is a quantity used

to evaluate and compare the strength of slip systems. Chowdhury et al. [30] compares the energy

surfaces for several SMAs and HTSMAs, and gives an idea of the family of slip systems that can

be considered for the studied alloys.

In case of Ni-Ti-Hf, the slip systems considered in B19’ (martensite) belong to the {001}⟨010⟩

family, while in B2 (austenite) belong to the {110}⟨1̄11⟩ & {110}⟨001⟩ family [30]. On perform-

ing permutations of the miller indices belonging to each family, the possible slip systems for each

lattice are obtained (presented later in Section 3.3.2.4). The number of slip systems considered in

martensite are 6, belonging to the {001}⟨010⟩ family. Whereas, in austenite, there are 12 belong-

ing to {110}⟨1̄11⟩ and 6 belonging to {110}⟨001⟩, which are consistent with those mentioned in

Chowdhury et al. [30]. 24 slip systems are, therefore, considered in total.
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Table 3.1: Viscoplastic material parameters with their scaling coefficients obtained from the macro-
micro approach [11].

Martensite Austenite

(B19’ Monoclinic) (B2 Cubic)

Macroscale {001}⟨010⟩ {110}⟨1̄11⟩ {110}⟨001⟩

Power law exponent n n n n

Slip resistance K 1
3
K 1√

6
K

√
2
3
K

Coefficient of viscosity Cvisco
1
2
Cvisco

√
6
8
Cvisco

1√
2
Cvisco

Linear isotropic hardening Q1
2
3
Q1

4
3
Q1

2
3
Q1

Non-linear isotropic hardening Q 1
3
Q 1√

6
Q

√
2
3
Q

Rate of dislocation density b 2b 8√
6
b

√
2b

Initial yield radius r0
1√
3
r0

1√
6
r0

√
2
3
r0

Kinematic hardening magnitude C 2
3
C 4

3
C 2

3
C

Rate of kinematic hardening D 2D 8√
6
D

√
2D

On defining the slip systems and scaling coefficients, the microscale equations for plastic-

ity/viscoplasticity, adopted from Méric et al. [130], are formulated for the considered slip systems.

The macroscopic stress tensor σ is resolved as σg for each crystal/grain g using a rotation ma-

trix Rg derived from the crystallographic orientation (of the grain) provided by its Euler angles

(ϕ1,Φ, ϕ2) with respect to the sample frame of reference. Rg is evaluated according to the Bunge

convention [8].

σg = (Rg)T .σ.Rg (3.17)

The microscopic stress σg is further resolved over each slip system in the grain, using the

orientation tensor Ts, to determine the resolved shear stress (RSS) τ s. The schematic in Fig. 3.4
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shows how the resolving from the sample to macro to micro scale is done.

τ s = σg : Ts (3.18)

Figure 3.4: Schematic of resolving from the Sample to Macro to Micro scale. The macro scale
shows a polycrystalline aggregate, and the micro scale shows a Ni-Ti-Hf crystal lattice with a slip
plane and slip directions.

The yield function (or curve) is formulated to depend on an isotropic rs and a kinematic xs

hardening, and is initially defined by its radius r0 (in Eq. 3.19). An expansion of the yield curve,

when uniform along all directions (isotropic), can be represented by an isotropic hardening variable

rsi .

rs = r0 + rsi (3.19)
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The isotropic hardening rsi can evolve linearly (Q1γ
s
vp) and/or non-linearly (Qrsum) (in Eq. 3.20),

depending on the plastic/viscoplastic slip γsvp as shown in Eq. 3.23. Both linear and non-linear

evolutions are considered based on the macroscopic trends seen in the experimental investigations

Chapter 2. The parameters Q1 and Q control the magnitude of the linear and non-linear isotropic

hardening, respectively. The variable qs represents the dislocation density and its evolution is

shown by Eq. 3.25. The interaction between slip systems s and j, in a family of slip systems,

is accounted by an interaction matrix hhsj . The effect of the interaction of dislocation densities

accumulated over a single family of slip systems Ns, is represented by the variable rS .

rsi = Q1γ
s
vp + bQrssum

rssum =
Ns∑
j=1

hhsj(q
s)

(3.20)

Apart from the isotropic hardening a kinematic hardening is also considered in the framework

based on the tension-compression asymmetry observed in Fig. 24 of Benafan et al. [6], signifying

a Bauschinger like effect. The kinematic hardening generated during a fatigue test results in a

shift of the yield curve. It is represented by a kinematic hardening variable xs which evolves non-

linearly based on αs in Eq. 3.24 and parameter C which controls the magnitude. The variable αs

also depends on the slip rate γ̇svp.

xs = Cαs (3.21)

The criteria for the onset of slip on each slip system is defined by its driving force Φs
vp, which is

decided by the magnitude of τ s, rs and xs on that slip system. The slip initiates only when Φs
vp > 0

i.e. when |τ s − xs| > rs where |x| = x.

Φs
vp = |τ s − xs| − rs = 0 (3.22)
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The magnitude of Φs
vp is then used to determine γ̇svp (in Eq. 3.23) over the activated slip planes

belonging to a family of slip systems Ns. The plastic/viscoplastic slip is then accumulated over the

entire family and similarly done for every other activated family present in the grain, to give the

plastic/viscoplastic strain tensor (Eq. 3.7) over the entire grain.

γ̇svp = Cvisco sinh

〈
Φs

vp

K

〉n

sign(τ s − xs) (3.23)

where ⟨x⟩ stands for a Heaviside step function of x: if x > 0, then ⟨x⟩ = x, or else ⟨x⟩ = 0.

The evolution of γsvp is predicted using a hyperbolic sine function contrary to the popular Norton’s

equation used for viscoplastic slip during creep. Chaboche [131] states that although the Norton’s

equation can very well be used to predict viscoplastic slip, its exponent (n) very often varies with

varying strain rates. On comparing several viscosity functions, it is observed that the ones used

by Miller [132] and Delobelle et al. [133] implement a hyperbolic sine law that works with a

constant exponent (contrary to Norton’s) in regimes of low and high strain rates (but not impact

loading). Therefore, the hyperbolic sine function is justified for varying experimental trends, and

implemented in the present study. In addition, to predict the plastic (rate-independent), viscoplastic

(rate-dependent) slip, and the transition between them at high temperatures, using a single func-

tion, the parameters of the hyperbolic sine law are formulated to be temperature dependent, and

calibrated accordingly.

The slip also contributes to an exponential evolution of the scalar variable αs depending on a

material parameter D, representing the kinetics of evolution of kinematic hardening, that can be

calibrated through cyclic loading tests.

α̇s = (sign(τ s − xs)−Dαs)γ̇svp (3.24)

and the dislocation density variable qs evolves based on γ̇svp in an exponential manner depending

on b, the kinetics of isotropic hardening linked with the increase of dislocation density. The to-

tal dislocation density over all families of slip systems is represented by the dislocation density
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variable ρvp

q̇s = γ̇svp(1− bqs)

ρp/vp =
Ns∑
s=1

qs
(3.25)

3.2.3.6 Coupling between phase transformation and viscoplasticity

The coupling between phase transformation and viscoplasticity has been interpreted through

experimental data, trends and TEM images, obtained after conducting thermomechanical tests on

HTSMAs [121, 47, 3, 7]. The coupling is created as a result of nucleation of dislocations dur-

ing viscoplasticity and TRIP, and subsequently trapping and retaining portions of martensite. The

dislocations and retained martensite affect phase transformation properties such as TT, transfor-

mation strain, and hysteresis, which depend on quantities such as transformation driving force and

recoverable martensite volume fraction. Therefore, to simulate the coupling effect, the total of

the dislocation density variables (ρTRIP + ρvp) has to be accounted as a factor affecting the above

quantities. The schematic in Fig. 3.5 shows how the present study produces the coupling by using

the dislocation density variables.
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Figure 3.5: Flowchart of coupling between phase transformation and viscoplasticity through the
total dislocation density generated during viscoplasticity and TRIP.

The total of the dislocation density variables, is implemented into the evolution of internal vari-

ables such as transformation resistance (Y1, Y2) and irrecoverable martensite (ξir). These affect the

driving forces for transformation (Φα
tr) and detwinning (Φα

det) directly, as well as the driving force

for TRIP (Φα
TRIP ) indirectly, through the recoverable martensite volume fraction (ξre). The above

effects are reflected macroscopically through the modifications of phase transformation properties

such as TT, hysteresis width, and transformation strain.

Recalling from 3.2.3.3, the variables Y1 and Y2 represent the resistance to transformation for

the forward and reverse transformations paths, respectively. They control the hysteresis width in a

linear manner and to formulate their evolution with the effect of coupling, the following equations
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are proposed:

Y1 = Y 0
1 + Yp1

Y2 = Y 0
2 + Yp1

(3.26)

where, Y 0 represents the resistance in a dislocation free state, and is based on the TT (in Table

3.3). The variables Yp1 and Yp2 account for the change in transformation resistance caused by

the permanent deformations, along the forward and reverse paths, respectively. These variables

increase (+) the transformation resistance, to cause a shift in the transformation paths, resulting

in an increase or widening of the hysteresis width, and shift of TT. Their evolutions are proposed

as an exponential function of the square root [83] of the total of the dislocation density variables,

which is controlled though parameters: d1, d2 for the asymptotic value and c1, c2 for the kinetics:

Yp1 =
1

d1
(1− e−d1c1

√
ρTRIP+ρvp)

Yp2 =
1

d2
(1− e−d2c2

√
ρTRIP+ρvp)

(3.27)

The evolution of retained martensite has been formulated phenomenologically [68, 85] and

simulated for past experimental studies [3]. In the present study, a phenomenological evolution

is also formulated, through a direct correlation with the total dislocation density. The retained

martensite is predicted by reducing the amount of recoverable martensite, during reverse transfor-

mation. This approach falls in line with the transformation-plasticity coupling theory presented

by Sittner et al. [5]. Therefore, to formulate the retained martensite, which is a part of the total

martensite volume fraction of each variant: ξ = ξre + ξir, the following equation is proposed, with

a single parameter gret assuming the role played by the two dislocation density variables is the

same:

ξir = gret
(
ρTRIP + ρvp

)
(3.28)
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3.3 Finite Element Analysis

3.3.1 Thermomechanical test

The crystal-plasticity framework presented in previous Sections is implemented into a model

following an Algorithm presented in Appendix: C. Uniaxial constant force thermal cycling (UC

FTC) tests performed in Chapter 2, were simulated. The thermomechanical path followed for

simulating the UCFTC test, shown in Fig. 3.6, (a) involves heating (a −→ b) the HTSMA to a

upper cycle temperature (UCT) which lies beyond the TT: Af . The HTSMA is then loaded and

subsequently cooled (b −→ c) to a lower cycle temperature (LCT) which lies lower than the TT:Ms.

The HTSMA is heated back (c −→ d) to the UCT, while being loaded, and the cycle is repeated,

with a constant thermal cycling (heating/cooling) rate. The constant force thermal cycling, hence,

results in activation of phase transformation and irrecoverable mechanisms. The activation of

phase transformation is based on the TT (Ms,Mf , As, Af ) and it involves dissipation of stored

elastic energy, which results in hysteresis (∆T ) as observed in the strain-temperature response

shown in Fig. 3.6(b).
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Figure 3.6: (a) Thermomechanical path followed during a UCFTC test (a −→ b −→ c −→ d) using a
σ − T phase diagram with material characteristic bounds adopted from Ma et al. [1]. The alloy is
initially loaded (a −→ b) at a certain stress σ and temperatures above Af (in the austenite phase).
It is then cooled below Mf until it becomes fully martensite in detwinned state c depending on
the σDT . During the transformation the specimen actuates by elongating and demonstrating an
increase in strain. The alloy is then heated back to the temperature above Af such that it returns
to a fully austenite state and tries to recover the strain generated (state d) (b) Strain-temperature
response (actuation) generated during a UCFTC test, showing the marked TT (Ms,Mf , As, Af ),
hysteresis (∆T) and the irrecoverable strain in Chapter 2.

The activation of irrecoverable mechanisms is based on the current temperature and stress level

(Fig. 3.6(a)). At the UCT, the HTSMA is loaded in the austenite phase and then subsequently

cooled at a fixed rate, during which the HTSMA can undergo viscoplastic/plastic deformation,

based on the yield stress at the current temperature. On cooling, the austenite phase begins to

transform to martensite. In the martensite phase, its variants can exist in either a twinned or de-

twinned state based on the stress level compared to the detwinning stress σDT . On heating back

to the UCT, and completing a cycle, the irrecoverable strain generated by mechanisms of plas-

ticity/viscoplasticity, TRIP, and accumulation of retained martensite results in an opening of the

hysteresis loop (Fig. 3.6(b)). Based on the conditions in Chapter 2, the present study simulates

UCFTC tests between a LCT of 100 ◦C and a UCT of 500 ◦C at a stress level of 500 MPa for

thermal cycling rates between 1 and 50 ◦C/min.
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3.3.2 Material Characteristics and parameters

The Ti-rich Ni49.8Ti30.6Hf19.2 HTSMA (Chapter 2) is considered in the present study and hence

its material properties and parameters are implemented in the constitutive model to simulate the

macroscopic response. Required isotropic properties are obtained from Benafan et al. [6]. While

required anisotropic material properties and parameters are adopted from past crystal-plasticity

studies on Ni-Ti [9, 69, 83], along with theoretical and experimental studies on Ni-Ti-Hf [13, 12].

The adopted parameters are tweaked during calibration for the selected Ni-Ti-Hf HTSMA, as there

are no studies in the open literature that list the required parameter values for single crystal Ni-Ti-

Hf or any HTSMA.

3.3.2.1 Thermoelastic parameters

The isotropic thermal properties and anisotropic elastic properties used for predicting the ther-

mal and elastic strains in Eq. 3.2 & 3.3 are presented in Table 3.2. A theoretical domain for

viscoplasticity is defined based on the melting temperature of the Ni49.8Ti30.6Hf19.2 alloy.
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Table 3.2: Isotropic material properties of Ni49.8Ti30.6Hf19.2 from Benafan et al. [6]. Anisotropic
properties from Santamarta et al. [12].

Properties Nomenclature Martensite Austenite

Stiffness coefficients E1111 (GPa) 90.08 200.0

E1122 (GPa) 44.36 136.0

E1212 (GPa) 22.86 29.17

Shear modulus µ (GPa) 12.78 28.57

Poisson ratio ν 0.42 0.41

Coefficient of thermal expansion αCTE (1/K) 9.56 x 10−6 11.46 x 10−6

Melting temperature Tm 1287 ◦C

1560.15 K

Theoretical domains

Viscoplastic domain (0.3 - 0.5)*Tm 194 - 506 ◦C

468 - 780 K

3.3.2.2 Phase-transformation parameters

The material properties and calibrated parameters controlling phase-transformation and de-

twinning in Eq. 3.4 & 3.5, are presented in Table 3.3. The TTs and slopes of TT are stan-

dard macroscale properties, which are implemented to evaluate the transformation parameters

such as T0 and transformation resistance (or hysteresis) Y1, Y2. The calibration of the parameters

gtr, β,mtr, σ0, g
det and mdet for Ni-Ti-Hf is demonstrated later in Section 3.5.1.1.
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Table 3.3: Material properties [6] and calibrated parameters controlling phase-transformation and
detwinning of Ni49.8Ti30.6Hf19.2

Material properties Nomenclature Martensite Austenite

Transformation temperatures (TTs) Mf ,Ms
◦C 259.5, 288

(at 0 stress) As, Af
◦C 306.5, 330.2

Slope of martensite TTs Cm (MPa/◦C) 20.77

Slope of austenite TTs Ca (MPa/◦C) 15.29

Theoretical domains

Phase-transformation domain Mf - Af (◦C) 283.5 - 362.8

(at 500 MPa)

Transformation parameters

Magnitude of transformation strain gtr 0.0965

Coefficient of latent heat of transformation β (MPa/◦C) 3

Rate of transformation mtr 50

Phase equilibrium temperature at zero stress T0 (◦C) 296

Transformation resistance Y 0
1 (MPa) 70

Y 0
2 (MPa) 70

Detwinning parameters

Magnitude of detwinning strain gdet 0.15

Rate of detwinning mdet 30

Detwinning resistance Ydet 70

Recalling from Section 3.2.2, the primary systems accounting for the HPVs and their cor-

responding LCVs are the family of transformation systems (m, b) and twinning systems (t, a),
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respectively. The theoretical study by Sehitoglu et al. [13] lists the family of HPVs and LCVs for

several Ni-Ti-Hf systems. The study also establishes the theoretical phase transformation (CVP)

+ detwinning strains for single crystals (oriented along [001], [011] & [111]) of the alloy systems,

and validates them through experimental evidence. One of the systems investigated in the study

is Ni49.8Ti30.2Hf20, which is similar to Ni49.8Ti30.6Hf19.2, in terms of being Ti-rich, having close

lattice parameters and, hence, forming the same HPV and LCV families. Therefore, the transfor-

mation and detwinning strains for single crystals of the Ni49.8Ti30.2Hf20 alloy are used to calibrate

the transformation and detwinning parameters of the present constitutive model.

As mentioned in Section 3.2.3.5, the above study also mentions that the Ni-Ti-Hf alloy forms

12 B19’ martensite variants. To account for all the 12 HPV and LCV variants formed, the entire

list of systems (for the family), is required. Hence, the 12 systems were determined by compiling

the alloy’s lattice parameters [6] (martensite:a, b, c, β; austenite:& a0) into a FORTRAN code de-

veloped by Thamburaja [77] for determining the HPV and LCV systems for a Ni-Ti and Ni-Ti-X

system. The code evaluates the systems using the Crystallographic Theory of Martensite (CTM)

developed by Ball and James [134] while implementing an algorithm developed by Hane [135].

The systems (m,b,t,a) obtained on compiling the code are found to be consistent with the family

presented by Sehitoglu et al. [13] and, hence, are implemented into the present study. The 12

systems are as follows:
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Table 3.4: Transformation systems (HPVs) of Ni49.8Ti30.2Hf20

Transformation systems (HPVs)

Habit plane normal (m) Habit shear direction (b)

1 {−0.9112,−0.0668,−0.4064} ⟨0.0118, 0.1677,−0.0650⟩

2 {−0.9112,−0.4064,−0.0668} ⟨0.0118,−0.0650, 0.1677⟩

3 {0.9112,−0.0668,−0.4064} ⟨−0.0118, 0.1677,−0.0650⟩

4 {−0.9112, 0.4064, 0.0668} ⟨0.0118, 0.0650,−0.1677⟩

5 {0.9112,−0.0668, 0.4064} ⟨−0.0118, 0.1677, 0.0650⟩

6 {−0.9112, 0.4064,−0.0668} ⟨0.0118, 0.0650, 0.1677⟩

7 {−0.9112,−0.0668, 0.4064} ⟨0.0118, 0.1677, 0.0650⟩

8 {−0.9112,−0.4064, 0.0668} ⟨0.0118,−0.0650,−0.1677⟩

9 {−0.0668,−0.9112,−0.4064} ⟨0.1677, 0.0118,−0.0650⟩

10 {−0.4064,−0.9112,−0.0668} ⟨−0.0650, 0.0118, 0.1677⟩

11 {−0.0668, 0.9112,−0.4064} ⟨0.1677,−0.0118,−0.0650⟩

12 {−0.4064, 0.9112,−0.0668} ⟨−0.0650,−0.0118, 0.1677⟩
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Table 3.5: Detwinning systems (LCVs) of Ni49.8Ti30.2Hf20

Detwinning systems (LCVs)

Detwin plane normal (t) Detwin shear direction (a)

1 {0.7071, 0.7071, 0.0000} ⟨0.0161, 0.1018, 0.4947⟩

2 {0.7071, 0.0000, 0.7071} ⟨0.0161, 0.4947, 0.1018⟩

3 {−0.7071, 0.7071, 0.0000} ⟨−0.0161, 0.1018, 0.4947⟩

4 {0.7071, 0.0000,−0.7071} ⟨0.0161,−0.4947,−0.1018⟩

5 {−0.7071, 0.7071, 0.0000} ⟨−0.0161, 0.1018,−0.4947⟩

6 {0.7071, 0.0000, 0.7071} ⟨0.0161,−0.4947, 0.1018⟩

7 {0.7071, 0.7071, 0.0000} ⟨0.0161, 0.1018, 0.4947⟩

8 {0.7071, 0.0000, 0.7071} ⟨0.0161, 0.4947, 0.1018⟩

9 {−0.7071, 0.7071, 0.0000} ⟨−0.0161, 0.1018, 0.4947⟩

10 {0.7071, 0.0000,−0.7071} ⟨0.0161,−0.4947,−0.1018⟩

11 {−0.7071, 0.7071, 0.0000} ⟨−0.0161, 0.1018,−0.4947⟩

12 {0.7071, 0.0000, 0.7071} ⟨0.0161,−0.4947, 0.1018⟩

3.3.2.3 TRIP parameters

The parameters controlling slip during TRIP (Eq. 3.14) and its dislocation density variable (Eq.

3.16) are presented in Table 3.6. The parameters k1 and k2 for the TRIP hardening and dislocation

density were calibrated for the selected HTSMA based on experimental responses (Chapter 2) over

multiple cycles.
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Table 3.6: TRIP strain and dislocation parameters calibrated for Ni49.8Ti30.6Hf19.2

Slip parameters Nomenclature Martensite ↔ Austenite

Reference slip rate γ0 300

Activation energy of dislocation slipping ∆Gslip(J
−1) 2.5 x 10−19

(stress-free configuration)

Boltzmann’s constant kb (J/K) 1.38 x 10−23

RSS to overcome Peierl’s obstacles τ0 (MPa) 150

Power law exponent p 0.01

q 2

Hardening parameter k1 0.1

Dislocation parameter k2 5000

3.3.2.4 Viscoplastic parameters

Amongst the experimental studies on single crystals for Ni-Ti-Hf HTSMAs in the open litera-

ture [60, 136, 53, 137], there is an absence of data generated for a temperature domain that activates

viscoplasticity. Therefore, to calibrate the viscoplastic parameters for a Ni-Ti-Hf HTSMA, the only

alternative is to rely on viscoplasticity data from polycrystals, as those presented in Chapter 2. Cal-

ibrating microscale parameters (for single crystals) from macroscale (or polycrystal) data presents

a challenge. To deal with this challenge, the macro-micro approach is implemented, by which

the calibration is possible, as reasoned out in Appendix: B. The experimental data and trends in

Chapter 2, for multiple cycles, are also used, to calibrate the hardening parameters in (Eq. 3.20 -

3.25) of the crystal-plasticity model. The macroscale parameters are presented in Table 3.1 with

their values defined for specific temperature domains in Table 3.9. The slip systems considered are

presented in Table 3.7 and 3.8.
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Table 3.7: Slip systems in martensite phase of Ni49.8Ti30.2Hf20

Slip systems

Slip plane normal (n) Slip direction (l)

1 {100} ⟨010⟩

2 {100} ⟨001⟩

3 {010} ⟨001⟩

4 {010} ⟨100⟩

5 {001} ⟨100⟩

6 {001} ⟨010⟩
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Table 3.8: Slip systems in austenite phase of Ni49.8Ti30.2Hf20

Slip systems

Slip plane normal (n) Slip direction (l)

1 {110} ⟨111⟩

2 {110} ⟨111⟩

3 {110} ⟨111⟩

4 {110} ⟨111⟩

5 {011} ⟨111⟩

6 {011} ⟨111⟩

7 {011} ⟨111⟩

8 {011} ⟨111⟩

9 {101} ⟨111⟩

10 {101} ⟨111⟩

11 {101} ⟨111⟩

12 {101} ⟨111⟩

13 {110} ⟨001⟩

14 {110} ⟨001⟩

15 {011} ⟨100⟩

16 {011} ⟨100⟩

17 {101} ⟨010⟩

18 {101} ⟨010⟩
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Table 3.9: Plastic parameters of martensite and viscoplastic parameters of austenite phase cali-
brated for Ni49.8Ti30.6Hf19.2

Martensite Austenite

Nomenclature Value Temperature Value Temperature

(◦C) (◦C)

n 100 100 −→ 250 8 425

6 500

K (MPa) 10000 100 −→ 250 500 425

300 500

Cvisco 0 100 −→ 250 2 x 10−5 425

2 x 10−5 500

Q1 (MPa) 10000 100 −→ 250 70 425

45 500

Q (MPa) 10000 100 −→ 250 70 425

45 500

b 1 x 10−3 100 −→ 250 0.7 425

0.9 500

r0 (MPa) 1000 100 −→ 250 320.9 425

300 500

C (MPa) 10000 100 −→ 250 120 425

100 500

D (MPa) 1000 100 −→ 250 7 425

5 500

The experimental investigations (in Chapter 2) reveal, no irrecoverable deformations generated

in the temperature domain of 100 - 250 ◦C. Since Mf ≈ 283.5 ◦C, the HTSMA is assumed to be
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purely martensite in the above domain, signifying no plastic deformations in martensite. Whereas,

in the temperature domain of 425 - 500 ◦C, the irrecoverable deformations generated, increase with

temperature. Since Af ≈ 362.8 ◦C, the HTSMA is assumed to be purely austenite in the above

domain, signifying viscoplastic deformations in austenite. Therefore, based on this knowledge,

and the fact that Eqs. 3.20 - 3.25, mentioned in Section 3.2.3.5 can predict plasticity/viscoplasticity

with temperature dependent parameters, the parameters for martensite and austenite, are prescribed

accordingly as shown in Table 3.9.

For the intermediary temperature domain of 250 - 425 ◦C, the HTSMA can be either marten-

site, austenite or a mixture of the phases depending on the path of transformation (Fig. 3.6). The

irrecoverable deformations generated (in the domain) can be due to TRIP or plasticity in the in-

dividual phases. Therefore, for plasticity, the parameters are interpolated (by the FE solver) in a

linear fashion based on the values defined for the prior and subsequent temperature domains. Note:

the temperature limits of 100 and 500 ◦C can be expanded if further experimental investigations

are done at those temperatures.

Lastly, the parameters of the interaction matrix hhsj used in Eq. 3.20 and presented in Table

3.10 represents the interactions between a slip system s and j in a family of slip systems, for each

phase. The parameters (h1, h2, h3, h4, h5, h6) are prescribed as 1, to create an interaction matrix

which defines the interaction between the slip systems within a family, but not between families

[130], which is why h7 = 0. Developing an interaction matrix between families is a potential

expansion of the current study.

Table 3.10: Slip systems interaction matrix.

Nomenclature Martensite Austenite

h1, h2, h3, h4, h5, h6 1 1

h7 0 0
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3.3.2.5 Transformation-viscoplasticity coupling parameters

The parameters controlling the evolution of the coupling between transformation and viscoplas-

ticity (Section 3.2.3.6) over multiple cycles were also calibrated using experimental trends (in

Chapter 2). The parameters in the coupling equations (Eq. 3.27, 3.28), are calibrated as follows:

Table 3.11: Transformation-viscoplasticity coupling parameters calibrated for Ni49.8Ti30.6Hf19.2

Variables controlled by parameters Nomenclature Martensite ↔ Austenite

Resistance to transformation d1(MPa)−1 0.01

(Yp1, Yp2) c1 60.

d2(MPa)−1 0.1

c2 30.

Retained martensite (ξαir) gret 0.01

3.3.3 Finite Element (FE) solver

The constitutive model with its parameters is implemented using a commercial FE software

Zebulon Z-set [138], in order to simulate the thermomechanical test on the selected HTSMA. An

implicit integration method is used, with automatic time stepping based on the tolerance specified.

In case of single crystals, the integration is performed on one integration node (using Z-sim option

in Zebulon) representing a single grain, while in case of polycrystals an entire RVE representing

an aggregate of grains is considered.

3.4 Summary of constitutive equations

To summarize the constitutive model a summary of its equations is presented:
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Table 3.12: Summary of equations: Part I

Constitutive equations

1. Small strain ϵtot = ϵth + ϵe︸ ︷︷ ︸
elastic

+ ϵtr + ϵde + ϵTRIP + ϵvp︸ ︷︷ ︸
inelastic

ϵth = α(T − T0).I

ϵe = [C]−1 : σ C = ξCM + (1− ξ)CA

ϵtr =
∑Nv

α=1 ξ
αgtrPα

tr Pα
tr =

1

2
(bα ⊗ mα + mα ⊗ bα)

ϵde =
∑Nv

α=1 ξ
α (λα − λα0 )︸ ︷︷ ︸

gdet

Pα
de Pα

de =
1

2
(tα ⊗ aα + aα ⊗ tα)

ϵTRIP =
∑Nv

α=1 γ
α
trP

α
tr

ϵvp =
∑Ns

s=1 γ
s
vpTs Ts =

1

2
(ns ⊗ ls + ls ⊗ ns)

ϵ̇acc =
√

2
3
ϵ̇ : ϵ̇
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Table 3.13: Summary of equations: Part II

Constitutive equations

2. Thermodynamic ψ = ψe + ψch + ψh + ψvp

framework

ψe =
1

2
ϵe : C : ϵe

ψch = ψtr + ψth

= β(T − T0)
∑Nv

α=1 ξ
α + cv

[
(T − T0)− T.ln

(
T

T0

)]

ψh =
∑Nv

α=1 τp|γαtr|

ψvp =
∑Ns

s=1(x
s + rs)|γsvp|

Dissipation Γ = σ : ϵ̇− ψ̇ − sṪ − q.∇T
T

≥ 0

Thermodynamic forces Φα
tr = gtr(σ : Pα

tr) + (λα − λα0 )︸ ︷︷ ︸
gdet

(σ : Pα
de)− β (T − T0)−

1

2
ϵe : ∆C : ϵe

Φα
de = ξα(σ : Pα

de)

Φα
TRIP = (σ : Pα

tr)− τp

Φs
vp = (σ : Ts)− xs − rs
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Table 3.14: Summary of equations: Part III

Constitutive equations (Continued)

3. Evolution of:

Martensite volume fraction ξ̇αre =


ξ0sign(Φ

α
tr)

∣∣∣∣Φα
tr

Y1

∣∣∣∣mtr

if Y1 ≤ Φα
tr & 0 ≤ ξα ≤ 1

ξ0sign(Φ
α
tr)

∣∣∣∣Φα
tr

Y2

∣∣∣∣mtr

if Φα
tr ≤ −Y2 & 0 ≤ ξα ≤ 1

LCV volume fraction λ̇α =


λrefsign(Φ

α
de)

∣∣∣∣Φα
de

Ydet

∣∣∣∣mdet

if Ydet ≤ Φα
de & 0.5 < λα ≤ 1

0 otherwise

Slip during TRIP γ̇αtr =


γ0

(
σ:Pα

tr

µ

)2
exp

(
−∆Gslip

kbT

(
1−

(
Φα

TRIP

τ0

)p)q
)
|ξ̇αre|

. . . if Φα
TRIP > 0

0 if Φα
TRIP ≤ 0

Resistance to TRIP ταp = k1
√
ραtr

Dislocation density from TRIP ρ̇αtr = γ̇αtr (1− k2ρ
α
tr)

ρTRIP =
∑Nv

i=1 ρ
α
tr
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Table 3.15: Summary of equations: Part IV

Constitutive equations (Continued)

4. Crystal plasticity σg = (Rg)T .σ.Rg

framework: τ s = σg : Ts

Φs = |τ s − xs| − rs

rs = r0 + rsi rsi = Q1γ
s
vp + bQrssum rssum =

∑Ns

j=1 hhsj.q
s

xs = Cαs

4. Evolution of:

Viscoplastic slip γ̇svp = Cvisco sinh

〈
Φs

vp

K

〉n

sign(τ s − xs)

Viscoplastic strain ϵ̇vp(= ϵ̇p) =
∑Ns

s=1 γ̇
s
vpTs

Kinematic hardening α̇s = (sign(τ s − xs)−Dαs)γ̇svp

variable

Dislocation density q̇s = γ̇svp(1− bqs)

from viscoplasticity ρvp/p =
∑Ns

s=1 q
s
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Table 3.16: Summary of equations: Part V

Constitutive equations (Continued)

5.Transformation-viscoplasticity

coupling

Resistance to transformation Y1 = Y 0
1 + Yp1 Y2 = Y 0

2 + Yp1

Yp1 =
1
d1
(1− e−d1c1

√
ρTRIP+ρvp)

Yp2 =
1
d2
(1− e−d2c2

√
ρTRIP+ρvp)

Retained martensite ξir = gret
(
ρTRIP + ρvp

)

3.5 Results and discussions

The thermomechanical test simulated on a Ti-rich Ni49.8Ti30.6Hf19.2 HTSMA is a UCFTC test

with thermomechanical conditions prescribed in Section 3.3.1. The HTMSA is considered in

single-crystal form for the purpose of calibrating the model parameters. Simulations on a polycrys-

talline HTSMA were carried out with the calibrated model. Results are generated and presented

for a single and multiple cycles of the thermomechanical test in the following sections.

3.5.1 Single cycle: Single-crystal responses

The orientations of single-crystals is defined with respect to the loading direction which is

fixed along the z-axis. Therefore, the default orientation of a crystal is along the normal to the

[001] plane, which can be rotated using a set of three Euler angles (ϕ1,Φ, ϕ2), to generate any

randomly oriented crystal. For instance, the Euler angles (0o, 45o, 0o) and (0o, 54.74o, 45o) are used

to generate crystals along the [011] and [111] directions, respectively. Along with [001], [011], and
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[111], any set of random orientations can be defined. In fact, it is used to calibrate the model, more

specifically the sum of transformation and detwinning strains presented in the following section.

Note: The plane [] will be referred to as direction of the normal, in the rest of the text.

3.5.1.1 Calibration of transformation + detwinning strain

A single cycle of the UCFTC test is simulated for single crystals of the considered HTSMA

(Section 3.3.2), at a thermal cycling rate of 1◦C/min. The strain-temperature response generated by

(only) the sum of transformation and detwinning strains are shown in Fig. 3.7. On inspecting the

variants, it is observed that the number of activated variants and their volume fractions control the

maximum strain generated along each orientation. Along [001], all the 12 variants are activated,

with the 1st variant dominating and reaching a volume fraction of 0.619. Along [011], 3 out of

12 variants are activated, with the 7th variant dominating and reaching a volume fraction of 0.719.

While along [111], 2 out of 12 variants are activated with the 8th variant dominating and reaching

a volume fraction of 0.999, and it contributes to the entire strain. Hence, the dominant variant

changes with the orientation because the variant which is aligned along the loading axis is favored

[139] to grow. This results in an increase in the maximum strain, TT, and hysteresis, as shown by

the data in Table 3.17.
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Figure 3.7: Sum of transformation and detwinning strains vs. temperature, simulated from a
UCFTC test between 100 - 500 ◦C at 1 ◦C/min and 500 MPa, on single crystals of Ni49.8Ti30.6Hf19.2
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Table 3.17: Comparison of strains obtained from Sehitoglu [13] for Ni49.8Ti30.2Hf20 vs. calibrated
strains for Ni49.8Ti30.6Hf19.2 using crystal plasticity model.

Literature [011]-Type I CVP &

(Sehitoglu et al.[13]) detwinning strain (%)

[001] Single crystal 2.63

[011] Single crystal 9.60

[111] Single crystal 19.34

Calibrated strains Transformation + Ms Af Hysteresis

Detwinning strain (%) (◦C) (◦C) (◦C)

[001] Single crystal 3.06 304 352 48

[011] Single crystal 10.38 316 364 48

[111] Single crystal 14.34 324 374 50

As observed in Table 3.17, the strains are calibrated very close to the literature values of [001]

and [011], but are quite far off from the [111] value. The detwinning strain is expected to fall

short of its theoretical value along the [111] orientation, because as mentioned in Section 3.2.3.3,

the magnitude of the detwinning strain (Eq. 3.5) is controlled by a constant parameter gdet, and

not by the more appropriate evolution term λα − λα0 . It, therefore, limits the present study from

accurately predicting the detwinning strain for orientations close to [111]. In addition, the strains

were intentionally calibrated close to the [001] and [011] values, and not the [111] value, to avoid

simulating large strain magnitudes (≥ 14.34%) using a small-strain model.

3.5.1.2 Random orientations

As the present study aims to investigate the effect of crystal orientations (and eventually tex-

ture) on the entire response (including the irrecoverable deformations), a single cycle of UCFTC

(mentioned earlier) is simulated for 500 random orientations as demonstrated by the inverse pole
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figure in Fig. 3.8 (a). The random orientations were generated using a software package called

Neper [140, 141, 142] and are distributed randomly throughout the stereographic triangle, as shown

by their Euler angles (ϕ1,Φ, ϕ2) in Fig. 3.8 (b),(c),(d).

(a)

(b) (c) (d)

Figure 3.8: (a) Inverse Pole figure of 500 random grains generated using the tool - ATex [10] to
show the resulting texture generated through contours of miller indices. Distribution of 500 sets of
random Euler angles along Z axis (b) ϕ1, (c) Φ, and (d) ϕ2.

The responses generated from the 500 random orientations are presented by random colors in

Fig. 3.9 while those generated from [001], [011] and [111] are marked in black. As observed

they random responses are spread out between the responses of [001] and [111], but there are few

outliers with responses of strains lower than that of [001] but with higher TT. These responses

are from orientations which correspond to high miller indices, presented later in this section. The
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observed spread in the plot is due to a variation in activation of distinct martensite variants as

the orientations change. Therefore, the activation of variants depends on the orientations and,

hence, the crystal frame of reference. The frame of references are not unique, because due to the

crystal lattice symmetry they can be related by mutual orientations rotations to form symmetrically

equivalent frames. On extending the fact, an equivalent symmetry can be expected in the activation

of distinct martensite variants along random orientations. In other words, two different rotations

can lead to formation of the same variants and resulting transformation and detwinning strains

too. This hypothesis is based on the study by Humbert et al. [143] on determining the number of

physically distinct variants.

Data points of maximum: (i) total, (ii) transformation, (iii) detwinning, (iv) TRIP, and (v)

viscoplastic strains are extracted from the strain-temperature responses. Data points indicating the

TT:Ms andAs, and their difference indicating the hysteresis are also extracted in a similar manner.

All the above quantities are plotted in Fig. 3.10-3.14 with respect to the Euler angles (Φ, ϕ2) in the

form of a combination of scatter and surface plots.
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Figure 3.9: Strain-temperature responses generated from the UCFTC tests along 500 individual
single crystals defined by their random orientations.

In the scatter + surface plots, periodic structures are visible with respect to the Euler angles.

To comprehend their periodicity, a projection of the 3D plot is created on the Φ− ϕ2 (X-Y) plane,

and shown on the side. The plot is divided into 4 quarters with a range of 0 ≤ Φ, ϕ2 ≤ π/2

and numbered in a clockwise manner. These quarters when compared across the entire plot show

periodicity with respect to the Euler angles. For instance, the total, transformation, detwinning and

TRIP strains, TT and hysteresis show a similarity between opposite quarters, i.e., 1 ↔ 3 and 2 ↔

4. This can imply the planes of ϕ2 = 0 and Φ = π/2 acts as a mirror planes together. Whereas, the

viscoplastic strain shows a similarity between the quarters 1 ↔ 2 and 3 ↔ 4, which can imply the

plane of ϕ2 = 0 acts as a mirror plane.

The hypothesis of two different rotations resulting in the activation of same martensite variants,
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can explain the symmetry observed in the total (in Fig. 3.10), transformation (in Fig. 3.11(b)),

detwinning (in Fig. 3.11(d)) and TRIP (in Fig. 3.12(b)) strains. Since the variants are activated

at the TT, the hypothesis can also explain the symmetry observed in the TT (in Fig. 3.13(b),(d))

and derived hysteresis (in Fig. 3.14(b)). On the other hand, the viscoplastic strains, depends on

the activation of slip systems which are oriented different to the martensite variants but depend

on the same crystal frame of reference. Therefore, the above hypothesis can be extended as two

different orientations resulting in the activation of same slip systems. This can explain the observed

symmetry in (in Fig. 3.12(d)).
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Figure 3.10: (a) 3D scatter+surface plots of total strain data points from 500 randomly oriented
single crystals, at 1 ◦C/min. (b) Projection of 3D plot on Φ - ϕ2 plane.
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Figure 3.11: 3D scatter+surface plots and projections of transformation strain (a),(b) and detwin-
ning strain (c),(d) data points from 500 randomly oriented single crystals.
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Figure 3.12: 3D scatter+surface plots and projections of TRIP strain (a),(b) and viscoplastic strain
(c),(d) data points from 500 randomly oriented single crystals.
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Figure 3.13: 3D scatter+surface plots and projections of TT: Ms (a),(b) and Af (c),(d) data points
from 500 randomly oriented single crystals.
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Figure 3.14: 3D scatter+surface plots and projection of hysteresis data points from 500 randomly
oriented single crystals.

The data from the 3D plots can be useful to estimate and optimize target properties desired

from a HTSMA system, for potential applications. Optimizing the target properties can involve,

for instance, (i) maximizing total strain while minimizing irrecoverable strain from TRIP and/or

viscoplasticity, or (ii) maximizing the TT while minimizing the viscoplastic strains, or (iii) opti-

mizing the hysteresis etc. The data can also be used to calibrate computationally efficient phe-

nomenological models [144] or train machine learning models [145] which can then mimic and

predict the anisotropic responses for various orientations and thermomechanical conditions.

To understand the individual data magnitudes and trends, 7 responses from the above 500

random responses are shown in Fig. 3.15(a) along with the response from [001], [011], and [111].

The 7 responses were chosen in increasing order of maximum total strain. As observed in the plot,

all the random responses fall in between the [001] and [111] responses. However, the orientation

(2 42 1) with a large miller indices, acts like an outlier as it deforms less compared to [001], but

with a higher TT. The [111] orientation produces the largest amount of total and TRIP strains at

the highest TT. The random orientation [214] produces the largest amount of viscoplastic strain (≈

0.61%), while [011] produces the least amount of viscoplastic strain (≈ 0.16%).
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The sum of transformation and detwinning strain components generated by the random ori-

entations are consistent with the trends in literature [13, 53, 60]. The trends referred to are crys-

tallographic dependent trends shown by theoretical and experimental data, through inverse pole

figures (IPF) created for Ni-Ti-Hf HTSMAs. On the other hand, irrecoverable strains generated at

the end of the cycle in Fig. 3.15 (b), do not show any trend with respect to the crystallographic

orientations. Since the irrecoverable strain depends on a combination of TRIP and viscoplasticity,

i.e., on a combined set of transformation and slip systems, their trends will mostly likely result in a

random variation. An IPF of all the 10 orientations is provided in the Supplementary Material 3.7.
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Figure 3.15: Comparison of (a) total strain vs temperature and (b) irrecoverable strain vs temper-
ature, generated for [001], [011], [111] and 7 random orientations, on simulating a single cycle
UCFTC at 1 ◦C/min.

3.5.1.3 Rate-dependency

Experimental studies [47, 50, 7] have established the (entire) experimental response of HTS-

MAs to be rate-dependent, when thermally cycled at different rates, while being subjected to high

temperatures and high stresses. The studies conclude that the main factors responsible for the rate-

dependency are (i) viscoplastic deformations, (ii) the coherency (or internal) stresses at the A-M
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interfaces, (iii) and the effect of coupling between viscoplasticity and phase transformation. A rate-

dependent behavior is simulated by the present study through rate-dependent viscoplastic relations

and their coupling with phase transformation. The phase transformation relations considered (in

Eq. 3.10), were implemented by Thamburaja et al. [9] and Yu et al. [85] on Ni-Ti SMAs, and by

Sakahei et al. [69] on Ni-Ti-Pd HTSMAs. These relations were pointed out to be rate-independent

(by Thamburaja et al.) or nearly rate-independent (by Yu et al. and Sakahei et al.) depending on

the exponent (m) for the rate of transformation.

In the present study, the rate-dependency is investigated with respect to viscoplasticity and its

coupling with the transformation resistance. The coupling effect alters the activation and evolution

of variants, which is reflected in the transformation, detwinning and TRIP strains. This effect is

observed in the simulated results of a single cycle of UCFTC, on single crystals, at three different

rates, viz. 1, 10 and 50 ◦C/min, which were also investigated experimentally [7]. Based on the re-

sponses from random orientations (in Fig. 3.15), single crystals oriented along [001], [214], [011],

and [111] are chosen. The orientation [214] is chosen as it produces the maximum viscoplastic

strain amongst all the four orientations.

A comparison of the total strain vs. temperature responses is shown in Fig. 3.16. As observed,

the maximum (total) strain decreases with the thermal cycling rate: 1 > 10 > 50 ◦C/min for each

orientation. However, the decrease in strain is not observed to be the same for all orientations as

observed in the plots. To observe the difference more closely the total strain and its components

(in Eq. 3.1), are presented in Section 3.7.2 of the Supplementary Material 3.7, while some of the

responses are inferences are presented and discussed here. The rate-dependency in the total strain

along each orientation is due to the rate-dependency of its components and their contribution. The

elastic and thermal strains are rate-independent for each orientation. The viscoplastic strain is

rate-dependent as it decreases with an increase in rate for each orientation. The transformation,

detwinning, and TRIP strains are observed to be rate-independent for the orientations [001], [214]

and [111], but they show a minor rate-dependency along [011], as shown in Fig. 3.17.

118



100 200 300 400 500

Temperature (
o
C)

0

1

2

3

S
tr

a
in

 (
%

)
1

o
C/min

10
o
C/min

50
o
C/min

[001]

(a)

100 200 300 400 500

Temperature (
o
C)

0

1

2

3

4

5

6

7

8

S
tr

a
in

 (
%

)

1
o
C/min

10
o
C/min

50
o
C/min

(b)

100 200 300 400 500

Temperature (
o
C)

0

2

4

6

8

10

12

S
tr

a
in

 (
%

)

1
o
C/min

10
o
C/min

50
o
C/min

(011)

(c)

100 200 300 400 500

Temperature (
o
C)

0

5

10

15

20

S
tr

a
in

 (
%

)

1
o
C/min

10
o
C/min

50
o
C/min

[111]

(d)

Figure 3.16: Strain-temperature response of total strain at 1, 10 and 50 ◦C/min along (a) [001], (b)
[214], (c) [011], and (d) [111].
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Figure 3.17: Strain-temperature response at 1, 10 and 50 ◦C/min for [011] (a) Transformation, (b)
TRIP, (c) Detwinning, (d) Viscoplastic strains and, (e) Martensite volume fraction.
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Along [011], the transformation (in Fig. 3.17 (a)) and TRIP (in Fig. 3.17 (b)) strains increase

with the rate, but the detwinning (in Fig. 3.17 (c)) and viscoplastic (in Fig. 3.17 (d)) strains

decrease with the rate. The total martensite volume fraction (in Fig. 3.17(e)) evolution is the same

for all the rates. But on inspecting the variants, it is observed that only 2 variants are activated at

1 ◦C/min, and 3 variants get activated at 10 and 50 ◦C/min. The volume fraction of the dominant

variant decreases from 0.749 (at 1 ◦C/min) to 0.725 (at 10 ◦C/min) and 0.720 (at 50 ◦C/min).

This change in variant volume fraction or preferential activation of variant, is due to an effect

of the coupling on the transformation resistance, which induces a minor rate-dependency in the

transformation, TRIP and detwinning strains as observed in the plots.

3.5.2 Single cycle: Polycrystal responses

The experimental responses obtained for (polycrystal) Ni-Ti-Hf [7] motivate the effort to imple-

ment the current constitutive model on polycrystals and simulate their responses. These responses

are eventually qualitatively and quantitatively (when necessary) compared with single crystal re-

sponses and with experimental responses in the following sections.

3.5.2.1 Polycrystal RVE

In the present study, polycrystals are considered in the form of representative volume elements

(RVEs) representing an aggregate of several grains (or single crystals) by Voronoi tessellations

in 3D space, limited to a cubic domain [140]. The RVE, as illustrated in Fig. 3.18(a), is built

using the tool - Neper [141] such that each internal grain (in Fig. 3.18(b)) is assigned a random

orientation (in 3D space) and random volume fraction. To perform FE analysis on the RVE, it is

meshed using linear C3D8 hexahedral elements, in order to apply periodic boundary conditions.

This consists of applying a uniaxial constant force on all the elements of the RVE along the Z

direction while satisfying the constraints of displacements and tractions at two homologous points

on opposite faces of the RVE [146]. The displacement: u = E + v, where v is the periodic field

of fluctuation that is equal on opposite faces, and the traction: t = σ.n is opposite on opposite

faces. The magnitude of the applied force is based on the size of the RVE.
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(a) (b)

Figure 3.18: (a) Representative volume element (RVE) of a polycrystal made of several randomly
orientated grains (or crystals) and occupying random volume fractions. (b) RVE showing the 3D
internal structure of a select few grains.

3.5.2.2 Grain distribution in polycrystal RVE

Deciding the number of grains to be included in the polycrystal RVE depends on how the re-

sponse changes with the number of grains. The number of grains are increased to essentially obtain

a grain-independent response. The size of the (RVE) domain is also increased simultaneously to

preserve the grain size distribution, as an increase in number of grains within a fixed domain will

reduce the size of each grain. Preserving the grain distribution (while increasing the grains) is

essential to avoid size effects on the response. The grain size distribution in each domain is shown

through a histogram in Fig. 3.19(a), which plots the relative grain size vs its frequency. The fre-

quency (or number) of small grains is the largest, and the frequency drops as the relative grain size

increases. Since this trend is roughly the same for each domain, it can be assumed that the grain

size distribution is preserved on increasing the number of grains and domain size.
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(a) (b)

Figure 3.19: (a) Histogram showing distribution of relative grain size describing the grain distri-
bution (trend) for polycrystals with increasing number of grains and domain size. (b) Blown up
histogram of 5 and 40 grain polycrystals.

3.5.2.3 Polycrystal responses

On implementing the constitutive model for each polycrystal domain and simulating a single

cycle UCFTC test at 1 ◦C/min in each case, the total strain obtained is shown in Fig. 3.20. On

increasing the number of grains, but preserving the grain distribution, the TT: Ms,Mf ,As,Af for

each corresponding polycrystal are observed to be very close to each other. The (maximum) total

strains, irrecoverable strains, and transformation slopes vary as the number of grains increases from

5 to 625. However, the strains and slopes appear to saturate as the number of grains increase from

319 to 625. To better visualize the saturation of each strain component, they are shown as separate

plots in the Supplementary Material 3.7. In addition, Table 3.19 showed in the Supplementary

Material 3.7 compares the memory required, and computation time spent on each domain (of

polycrystal) for simulating one UCFTC cycle.
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Figure 3.20: Comparison of total strain vs temperature from polycrystal aggregates with increasing
number of grains and increasing domain size, for a UCFTC test at 1 ◦C/min.

3.5.2.4 Degree of anisotropy and isotropy

As the constitutive model accounts for anisotropy, the degree of anisotropy in the polycrystal

response is investigated. If the grains in a polycrystal are randomly oriented, as shown by the

inverse pole figure for 5 grains (Fig. 3.21 (a) - (c)) and 625 grains (Fig. 3.21 (d) - (f)) polycrystal,

a higher number of grains reduces the degree of anisotropy or the effects of any possible texture

[147]. To study this effect, the loading direction on each polycrystal is varied and their (anisotropic)

responses are compared in Fig. 3.22. As observed, the responses of a 5 grain polycrystal show a

high degree of anisotropy, in comparison to the 625 grain responses that are close to being isotropic.
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(a) (b) (c)

(d) (e) (f)

Figure 3.21: Inverse Pole figure of 5 grains in (a) - (c) and 625 grain in (d) - (f) polycrystal along
X, Y, and Z directions, respectively generated using the orientations.
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Figure 3.22: Investigating degree of anisotropy and isotropy in polycrsytal by varying loading
direction (along x,y, and z) and comparing responses, for polycrystals with 5 and 625 grains.
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3.5.2.5 Relating single crystal and polycrystal responses

To understand how the single crystal responses relate to the polycrystal response, a comparison

is shown between them in Fig. 3.23. The grey dotted lines in the plot mark the TT: Ms, Mf , As,

and Af of the polycrystal, and pass through the TT of [001] and [111] single crystals. The data

in Table 3.18 shows: (i) the TT: Ms and Af for the polycrystal are the same as those of [111],

and (ii) the TT: Mf and As of the polycrystal are the same as those of [001]. Since the TT of

different polycrystals were observed to be very close to each other (in Section 3.5.2.3), it can be

inferred from Table 3.18, that the TT of the single crystals [001] and [111] decide the TT of the

polycrystals.
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Figure 3.23: Comparison between a polycrystal response from 625 grains, and single crystal re-
sponses for [001], [011] and [111], for a single cycle of UCFTC at 1 ◦C/min.
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Table 3.18: Comparison of strains obtained from single crystals vs. polycrystals for a single cycle
of UCFTC at 1 ◦C/min.

Calibrated strains Maximum total Ms Mf As Af Hysteresis

strain (%) (◦C) (◦C) (◦C) (◦C) (◦C)

[001] Single crystal 3.06 304 352 48

[111] Single crystal 14.34 324 374 50

Polycrystal (625 grains) 12.27 324 304 352 374 50.5

3.5.2.6 Comparing experimental and simulated polycrystal responses

The experimental response was obtained from a polycrystal sample of Ni-Ti-Hf HTSMA [7],

which most likely contained several thousands of grains. In order to fairly compare the simulated

(polycrystal) response with the experimental one, the 625 grain polycrystal is a suitable choice

as its response is grain-independent. The comparison is shown in Fig. 3.24. It is observed that

the magnitude of the maximum strain simulated (from 625 grains) is almost twice the magnitude

obtained experimentally.

127



100 200 300 400 500

Temperature (
o
C)

0

2

4

6

8

10

12

14

S
tr

a
in

 (
%

)

Experimental

Simulated

2
nd

 cycle

Figure 3.24: Comparison of experimental and simulated (625 grains) strain-time response (2nd

cycle) from polycrystals for a UCFTC test at 1 ◦C/min.

When binary NiTi polycrystals [148] are subjected to a uniaxial tensile test, the stress level sat-

urate, as a plateau is macroscopically visible, indicating an occurrence of reorientation/detwinning.

A similar plateau is observed in a [111] oriented Ni-Ti-Hf single crystal [13] response at very high

stress values (> 1000 MPa) due to reorientation/detwinning. While from the response of a UCFTC

test (on the same single crystal) conducted at 450 MPa, the above study infers an occurrence of

detwinning and shows it to be dependent on the loading direction.

On the other hand, experimental studies conducted on Ni-Ti-Hf polycrystals [6, 112, 105] do

not show a clear plateau from their macroscopic response, even at stresses greater than 500 MPa.

The low energetics of reorientation/detwinning [58] in polycrystals makes them difficult to be

discerned macroscopically. Hence, it can be inferred that the likely hood of at least detwinning

occurring in polycrystals is very less or limited. Thereby, the response of the polycrystal is re-

simulated without activating or including detwinning in the model and the 2nd cycle is compared
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in Fig. 3.25.
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Figure 3.25: Comparison of experimental and simulated (625 grain) strain-temperature response
(2nd cycle) without activating detwinning, for a UCFTC test at 1 ◦C/min

As observed the in Fig. 3.25, the magnitude of (maximum) strain, TRIP and viscoplastic

strains are consistent and comparable with the experimental response. To simulate more accurate

responses the:

i. The experimental (sample) texture is not currently available and needs to be accounted to

improve the response of the (625 grain) polycrystal [149]. Currently the polycrystal includes

grains randomly oriented, as shown through an IPF in Fig. 3.21.

ii. The experimental anisotropic elastic constants, which are known to change with temperature

for Ni-Ti-Hf (see Fig.25 in [6] and Fig. 8 in [112]), are not currently available and need to

be accounted to predict the viscoplastic strains more accurately for the polycrystal.
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iii. As mentioned in Section 3.2.3.2 the interaction matrix Hmn is not yet defined for any

HTSMA yet, and therefore the interaction energy between martensite variants,∑
m,nH

mnξmξn is not accounted for in the presented study. Accounting for it will aid in

simulating a more accurate (and smoother) response, as demonstrated by Manchiraju et al.

[36].

iv. Lastly, to generate the different slopes of forward and reverse transformation paths observed

experimentally, the transformation resistances can be made temperature dependent, and for-

mulated in an increasing order as the (forward/reverse) transformation proceeds. The slope

of transformation in polycrystals depend on, the number of activated variants [118], orien-

tation of the grains or texture [53], and transformation resistance [2]. Hamilton et al. [2],

in particular, states that "the evolution of stored elastic strain energy and variable frictional

dissipation give rise to the slope of the curve". Therefore, on formulating a temperature de-

pendent frictional resistance, the simulated responses are obtained and compared just for the

slopes in Fig. 3.26. The comparison indicates different slopes for the forward and reverse

paths consistent with those from experiments, but the reverse path shows an abrupt change

in slope. This is because the resistance is formulated to increase temperature which forces

some of the variants to (reverse) transform at higher temperatures. The temperature depen-

dent resistances are implemented solely to mimic the experimental trends and, therefore, are

phenomenological. Since they cannot be physically explained for now, they are not used in

the remaining of the study.
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Figure 3.26: Comparison of experimental and simulated (625 grain) with temperature varying
resistance strain-temperature (2nd cycle) without activating detwinning, for a UCFTC test at 1
◦C/min.

3.5.2.7 Rate-dependency

In Section 3.5.1.3, the rate-dependency in experimental responses of HTSMAs, and variation

in single crystal responses with rate, simulated in the present study was discussed. In the present

section, the polycrystal responses for a single cycle of UCFTC, are simulated on a 625 grain

polycrystal, at three different rates of 1, 10 and 50 ◦C/min [7]. The responses in Fig. 3.27(a) show

a rate-dependent behavior overall. The (maximum) total strain, and transformation strain (in Fig.

3.27(a),(b)) decrease as the rate increases from 1 to 50 ◦C/min. The TRIP strain (in Fig. 3.27(c))

shows a minor variation with the rate. The viscoplastic strain (in Fig. 3.27(d)) decreases with an

increase in rate, and the martensite volume fraction (in Fig. 3.27(e)), shows a slight variation in its

evolution of variants at the start of the forward and reverse paths. The TT: Ms decreases slightly

with the rate from 323 ◦C (at 1 ◦C/min) to 322 ◦C (at 10 ◦C/min) to 321 ◦C (at 50 ◦C/min), and As
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increases slightly with the rate from 350 ◦C (at 1 ◦C/min) to 351 ◦C (at 10 ◦C/min) to 352 ◦C (at

50 ◦C/min). The TT: Mf and Af do not change with the rate.

Given the large number of grains (in the polycrystal), and their associated internal variables,

inspecting the individual variant evolutions to explain the trends is not feasible. Hence, inferences

based from single crystal results are extended to the polycrystal results, and are as follows: (i) the

transformation strain (in Fig. 3.27(b)) can increase as the rate of thermal cycling decreases, due

to a preferential growth of the dominant variant at slower rates. This is an effect of the coupling

on the transformation resistance, and (iii) the TRIP strain magnitude (in Fig. 3.27(c)) can be

explained by the same argument. The (iv) the viscoplastic strain (in Fig. 3.27(d)) is consistent with

the trends observed for single crystals, and remains unaffected by the evolution of the martensite

volume fraction. Lastly, a decrease in the TT: Ms and increase in As with an increase in rate,

indicates preferential activation of variants at lower temperatures along the forward path, and at

higher temperatures along the reverse path, respectively.
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Figure 3.27: Rate-dependent responses obtained from a single cycle of UCFTC at 1, 10 and 50
◦C/min for a 625 grain polycrystal: (a) Total strain (without detwinning), (b) Transformation strain,
(c) TRIP strain, (d) Viscoplastic strain, and (f) Martensite volume fraction (legends are the same
in the sub figures).
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3.5.3 Multiple cycles

In order to calibrate the parameters controlling the phase-transformation and viscoplasticity

coupling (in Section 3.2.3.6) a 10-cycle UCFTC test is simulated at 1 ◦C/min. The multiple cycle

test activates the coupling and its affects the entire behavior, which is observed to evolve with each

cycle and time. The test is simulated on the single crystals and 625 grain polycrystal, chosen in

the previous sections. As experimental data on single-crystal HTSMAs for multiple cycles is not

available in the open literature, the calibration is done to generate trends similar to those observed

experimentally for polycrystals.

3.5.3.1 Total strain vs temperature and time

Shown in Fig. 3.28 is the experimental data of strain vs. temperature and strain vs. time for

10 cycles, obtained from Ni-Ti-Hf polycrystal experiments [7]. The plot in Fig. 3.28(a) shows

the hysteresis loops evolving with cycling and the evolution of irrecoverable strain (generated at

the end of each cycle) saturating with cycling. While the plot in Fig. 3.28(b) shows the strain

ratchetting with time. As explained in Chaugule et al. [7], the hysteresis and strain evolve due

to the irrecoverable mechanisms (of TRIP & viscoplasticity), accumulation of retained martensite

and the coupling between phase transformation and viscoplasticity. This knowledge is used to

calibrate the coupling parameters to obtain similar trends for single crystals.
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Figure 3.28: Experimental response of a Ni-Ti-Hf polycrystal [7] when subjected to UCFTC at 1
◦C/min (a) strain-temperature and (b) strain-time response (from Chapter 2).

The multiple cycle responses from chosen single crystals are shown with respect to temperature

and time in the following figures. The total strain (excluding detwinning) generated from each

crystal and the polycrystal shows trends similar to those observed experimentally. These trends are

discussed briefly here, and the individual strain components are discussed later.

1. Along [001]: the hysteresis loop shifts to lower temperatures with cycling, while the strain

ratchets with time (in Fig. 3.29 (a),(b)). The TT: Ms and Af are observed to evolve differ-

ently with cycling.

2. Along [011]: the hysteresis and strain (in Fig. 3.29 (c),(d)) evolves similar to [001], but there

is a minor drop in total strain after 6 cycles.

3. Along [214]: the hysteresis and strain (in Fig. 3.29 (e),(f)) evolve similar to [001], but the

total strain reaches a higher value due to the accumulation of higher irrecoverable (viscoplas-

tic) strains.

4. Along [111]: the hysteresis and strain (in Fig. 3.29 (g),(h)) evolve similar to the previous

orientations, but the total strain reaches the highest values due to the accumulation of higher
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irrecoverable (TRIP) strains.

5. For the polycrystal: the hysteresis and strain (in Fig. 3.29 (i),(j)) show trends similar to

the single crystal trends, with a visible increase in hysteresis (width) and saturation in the

irrecoverable strain at the end of the cycles.
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Figure 3.29: (a) Strain vs temperature and strain vs time (simulated) response of a Ni-Ti-Hf single
crystal oriented along [001] in (a),(b) and along [011] in (c),(d) when subjected to a 10-cycle
uniaxial constant force thermal cycling at 1 ◦C/min.
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Figure 3.29: (Continued) Strain vs temperature and strain vs time (simulated) response of a Ni-Ti-
Hf single crystal oriented along along [214] in (e),(f), along [111] in (g),(h), and for polycrystal
(625 grains) in (i),(j), when subjected to a 10-cycle uniaxial constant force thermal cycling at 1
◦C/min.
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To investigate the total strain further, its irrecoverable components (of TRIP and viscoplastic-

ity), recoverable component (of transformation), TT (Mf and Af ), hysteresis, and accumulation of

retained martensite, are plotted separately and compared.

3.5.3.2 TRIP strain vs. time

The TRIP strain (in Fig. 3.30) from simulated single crystals, polycrystal, and experimental

polycrystals, initiates with a distinct value and evolves differently in each case. As observed, the

TRIP strain generated along [001] is the least, while it is the largest along [111]. The amount

of slip (during TRIP), corresponding to each martensite variant, depends on the volume fraction

of the variant (Eq. 3.14). On inspecting the variants, it is observed that the order of volume

fraction reached by the (dominant) martensite variants is: [001] < [011] < [214] < [111]. This

order is reflected on the TRIP strain magnitude, as observed in the plot. A difference in kinetics

of evolution in the TRIP strain generated by the polycrystal and the experimental values is also

observed. The kinetics vary because of the way in which the coupling parameters are calibrated. A

better calibration can be performed if experimental values from single crystals over multiple cycles

is available.
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Figure 3.30: TRIP strain generated during a 10-cycle UCFTC at 1 ◦C/min along [001], [011],
[111], [214], and in a 625 grain polycrystal, is compared with experimental trend and values, from
Ni-Ti-Hf (polycrystal from Chapter 2).

3.5.3.3 Viscoplastic strain vs. time

The viscoplastic strain (in Fig. 3.31) generated from single crystals, polycrystal, and from ex-

periments, can be observed to be nearly homologic, as they initiate with very close values ([214]

≈ polycrystal and [001]≈[111]), but evolve differently for each orientation. The order of plas-

tic/viscoplastic strain generated from monotonic tensile tests on single crystal FCC metals can be

[111] < [011] < [001] [130], while for BCC metals it can be [011] < [001] < [111] [150]. However,

the trends for single-crystal HTSMAs are unknown as their lattice arrangement is not classified as

BCC and/or FCC in literature, mainly because martensite is a sub-group of austenite [1].

The viscoplastic strain along [001] and [111] starts with the same value and evolve very closely

because the contribution of the {110}⟨1̄11⟩ family is not accounted along the [111] direction.
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Based on the Schmid factor and number of activated slip systems, there are 6 slip systems of the

above family activated along the [111] direction for the above family in addition to the 3 activated

for the {110}⟨001⟩ family, as shown in Appendix B. The macro-micro parameters are derived

using the later family of slip systems and not the former ones in order to simplify the equations, and

because they produce a higher Schmid factor. If both families were accounted to derive the macro-

micro parameters, two separate equations for slip (Eq. 3.23) at the micro-scale would have to be

compared with one equation of strain at the macro-scale. In order to simplify the comparison only

one family of slip systems was considered and therefore the accumulated magnitude of viscoplastic

strain along [111] is underestimated, even after 10 cycles.

The random orientation [214] produces the largest amount of viscoplastic strain, as recalled

from Fig. 3.15(b), which justifies its magnitude (in Fig. 3.31). While along [011] the least amount

of viscoplastic strain (≈ 0.08%) is generated in comparison to all the above orientations. Similar

to the TRIP strains, a difference in kinetics of evolution in the viscoplastic strain generated by the

polycrystal and the experimental values is also observed.
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Figure 3.31: Viscoplastic strain generated during a 10-cycle UCFTC at 1 ◦C/min along [001],
[011], [111], [214], and in a 625 grain polycrystal, is compared with experimental trend and values,
from Ni-Ti-Hf (polycrystal from Chapter 2).

3.5.3.4 Transformation temperatures and hysteresis vs. number of cycles

The TT:Mf andAf (in Fig. 3.32(a),(b)) are extracted from the total strain vs. temperature plots

at points corresponding to the start and end of phase transformation along the forward and reverse

paths, respectively. The transformation resistances (in Eq. 3.26) were formulated to increase

with cycling due to the coupling, which resulted in a shift in the TT. As observed, the TT Af

increases while Mf decreases with cycling for every orientation and the polycrystal. However, the

slopes (or rate of decrease) of each TT are observed to be different for each orientation. This is

because of the varying evolution of total dislocation density (ρTRIP + ρvp) along each orientation

(as reflected by their strains).The TT: Af (in Fig. 3.32(a)) increases slowly with cycling and is

not consistent qualitatively with the experimental trend of 1 ◦C/min. The TT: Mf (in Fig. 3.32(b))
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decreases gradually for each orientation and the polycrystal, and is consistent qualitatively with the

experimental trend. The hysteresis width (in Fig. 3.32(c)) is evaluated as the difference between

the TT: Af −Mf widens (or increases) for all the orientations, and the polycrystal, which is also

consistent qualitatively with the experimental trend.
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Figure 3.32: Evolution of TT and hysteresis generated during a 10-cycle UCFTC at 1 ◦C/min
along [001], [011], [111], [214], and in a 625 grain polycrystal, is compared with experimental
trend (polycrystal from Chapter 2).
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3.5.3.5 Transformation strain vs. number of cycles

In comparison to the viscoplastic and TRIP strains, the transformation strain (Eq. 3.4) (in Fig.

3.33(a)) does not change significantly for each single crystal and the polycrystal. In 10 cycles,

the value decreases by: 0.05% for [011], 0.35% for [111], 0.19% for [214], and 0.35% for the

polycrystal. In case of [001], the value increases by 0.02%.

The decrease is due to accumulation of retained martensite (trapped) by the total dislocation

density (Eq. 3.28). The retained martensite reduces the amount of recoverable martensite (Eq.

3.10) and, hence, transformation strain (Eq. 3.4). On inspecting the total martensite volume frac-

tion, it is found that the amount of retained martensite follows the order: [001] < polycrystal <

[011] < [214] < [111]. It is also found that the volume fraction of the dominant variant reduces

with cycling in each single crystal, but other minor variants grow with each cycle. Hence, if the

retained martensite overcomes the contribution from minor variants, the transformation strain will

reduce.

Whereas in the opposite case, the contribution from the minor variants will lead to an in-

crease in transformation strain, as observed along [001]. The largest amount of retained martensite

(≈5%) is accumulated along [111] (in Fig. 3.33(b)). On the other hand, the least amount of re-

tained martensite (≈0.5%) is accumulated along [001] (in Fig. 3.33(c)) and, hence, the preferential

(minor) variant activation increases its transformation strain. Such an increase is qualitatively con-

sistent with what is observed experimentally [57, 7]. According to Kockar et al. [57], internal

stress fields generated by dislocations can increase the transformation strain with each cycle. The

reason mentioned by the study is that when some preferred (biased) martensite variants nucleate

and grow, an increase in volume fraction of those variants is observed resulting in an increase in

transformation strain.
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Figure 3.33: (a) Transformation strain generated during a 10-cycle UCFTC at 1 ◦C/min along
[001], [011], [111], [214], and polycrystal is compared with the experimental trend (polycrystal
from Chapter 2), (b) Evolution of martensite volume fraction for [111], [001], and polycrystal,
with accumulated retained martensite at the end of 10 cycles being ≈5%, ≈0.5%, and ≈2.76%
respectively.
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3.6 Summary

The conclusions from the above constitutive modeling effort are provided in Chapter 4, and a

summary of the present chapter is provided as follows:

1. In the present chapter, a crystal plasticity model was developed to account for the phenomena

of phase transformation, detwinning, TRIP, plasticity/viscoplasticity, and a coupling between

viscoplasticity and phase-transformation in Ni-Ti-Hf HTSMAs.

2. Formulating the model involved following a physics based approach to predict the slip and

transformation phenomena, and following a phenomenological approach to simulate the cou-

pling using the dislocation density variables from viscoplasticity and TRIP.

3. Calibrating the model involved simulating a UCFTC thermomechanical test at 1 ◦C/min

along [001], [011], and [111] and comparing the responses with those of literature [13].

4. The model was then implemented on single crystals of 500 random orientations to generate

their total response. Some of these responses were compared and dissociated to study their

irrecoverable components and functional properties such as TT and hysteresis.

5. The model was also tested for its rate-dependent responses on single crystals of the above

three orientations and a random orientation [214].

6. The model was then implemented on a polycrystal to simulate its response with increasing

number of grains to obtain a grain-independent response. The polycrystal response of 625

grains was then compared with the experimental response to make inferences about the ac-

tive phenomena. Subsequently, the rate-dependency in the polycrystal responses was also

investigated.

7. Lastly, a multiple cycle thermomechanical test was then simulated using the model for single

crystals and their responses were compared with the experimental trends. The effect of

coupling on the overall responses and the evolution of their components was investigated.
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3.7 Supplementary material

The orientations of the 7 single crystals and the [001], [011] and [111] generating the random

responses in Fig. 3.15 are shown on a stereographic triangle in Fig. 3.34 (a) - (c) and an Inverse

Pole Figure is created using the orientations in Fig. 3.34(d).

3.7.1 IPF of 10 random orientations

(a) (b) (c)

(d)

Figure 3.34: Distribution of random Euler angles (ϕ1,Φ,ϕ2) along Z axis for 10 random orientations
in (a) - (c), (d) Inverse Pole figure generated using the orientations.

3.7.2 Rate-dependency

The rate-dependency in single crystal responses through their strain components are presented

as follows:
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In case of [001], the maximum strain (in Fig. 3.35(a)) decreases with the thermal cycling rate:

1 > 10 > 50 ◦C/min, with a relatively minor difference between the 10 and 50 ◦C/min responses.

This decrease is reflected from the trends of viscoplastic strain (in Fig. 3.35(e)) which decreases

with an increase in rate. The transformation and TRIP strain (in Fig. 3.35(b) and (d)), both of

which depend on the martensite variant volume fraction, do not vary with the rate. The evolution

of the total volume fraction (in Fig. 3.35(f)) is the same for all the three rates, and on inspecting

the variants it is observed that all the 12 variants are activated at all rates. The volume fraction of

the dominant (1st) variant is also the same at all rates ≈ 0.619. This is eventually reflected in the

trend in transformation and TRIP strain.
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Figure 3.35: (a) Total strain-temperature response at 1, 10, and 50 ◦C/min for [001].
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Figure 3.35: (Continued) Strain-temperature response at 1, 10, and 50 ◦C/min for [001] (b) Trans-
formation, (c) Detwinning, (d) TRIP, (e) Viscoplastic strain, and (f) Martensite volume fraction
evolution (legends are the same in the sub figures).
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In case of [011] too the total strain (in Fig. 3.36(a)) decreases with an increase in rate but, the

decrease is minor in comparison to that observed for [001]. However, the decrease is a combination

of trends shown by the transformation (in Fig. 3.36(b)), detwinning (in Fig. 3.36(c)), TRIP (in Fig.

3.36(d)) and viscoplastic (in Fig. 3.36(e)) strains. The total martensite volume fraction (in Fig.

3.36(f)) evolution is the same for all the rates. But on inspecting the variants, it is observed that

only 2 variants are activated at 1 ◦C/min, and 3 variants get activated at 10 and 50 ◦C/min. The

volume fraction of the dominant variant also decreases from 0.749 (at 1 ◦C/min) to 0.725 (at 10

◦C/min) and 0.720 (at 50 ◦C/min). This change in variant volume fraction or preferential activation

of variant, is due to an effect of the coupling on the transformation resistance, which induces a

minor rate-dependency in the transformation and TRIP strain.
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Figure 3.36: (a) Total strain-temperature response at 1, 10, and 50 ◦C/min for [011].
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Figure 3.36: (Continued) Strain-temperature response at 1, 10 and 50 ◦C/min for [011] (b) Trans-
formation, (c) Detwinning, (d) TRIP, (e) Viscoplastic strain, and (f) Martensite volume fraction
evolution (legends are the same in the sub figures).
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In case of [214], the total strain (in Fig. 3.37(a)) decreases with the rate overall, similar to the

[001] trend. This transformation (in Fig. 3.37(b)), detwinning (in Fig. 3.37(c)) and TRIP (in Fig.

3.37(d)) strains do not vary with the rate, but the viscoplastic strain (in Fig. 3.37(e)) decreases

with rate as expected. The total martensite volume fraction (in Fig. 3.37(f)) evolution is almost

the same for all the rates. On inspecting the variants, it is observed that the only 2 variants are

activated at all the three rates, and the volume fraction of the dominant variant is: 0.999 for all the

three rates. This reflects as a rate-independency in transformation and TRIP strain, and, hence, the

total strain decreases with the rate only due to the viscoplastic strain.
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Figure 3.37: (a) Total strain-temperature response at 1, 10 and 50 ◦C/min for [214].
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Figure 3.37: Strain-temperature response at 1, 10, and 50 ◦C/min for [214] (b) Transformation, (c)
Detwinning, (d) TRIP, (e) Viscoplastic, and (f) Martensite volume fraction evolution (legends are
the same in the sub figures).
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Lastly, in case of [111], the total strain shows a minor decrease with rate (in Fig. 3.38(a)) which

is due to the viscoplastic strain (in Fig. 3.38(c)) only as the response of each strain component (in

Fig. 3.38(b - f)), is the same for all rates. On inspecting the variants, its is observed that the same

two variants are activated, and the dominant variant reaches the same volume fraction of 0.999 at

all three rates, similar to the [011] case.
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Figure 3.38: (a) Total strain-temperature response at 1, 10 and 50 ◦C/min for [111].
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Figure 3.38: (Continued) Strain-temperature response at 1, 10 and 50 ◦C/min for [111] (b) Trans-
formation, (c) Detwinning, (d) TRIP, (e) Viscoplastic strain, and (f) Martensite volume fraction
(legends are the same in the sub figures).
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3.7.3 Comparison of polycrystal domains

A single cycle of UCFTC was simulated at 1 ◦C/min for each of the following domains listed

in Table 3.19. The computation time listed below is for a thermal segment of 1 ◦C. As observed

in the table, the computation time increases as the domain of the polycrystal and number of grains

increases. Hence the simulations were limited and shown only for the polycrystals with grains

ranging from 5 to 625. The response does not change in trends on increasing the grains from 625

to 1080 grains, and hence, it is not included in the comparisons in the next section.

Table 3.19: Domain size of polycrystal RVEs with their file size and computation time spent.

Domain size Number of File size Computation

grains (kB) time (h)

1 x 1 x 1 5 85 0.5

2 x 2 x 2 40 613 4

3 x 3 x 3 135 2024 13

4 x 4 x 4 319 4798 32

5 x 5 x 5 625 9292 65

6 x 6 x 6 1080 16,107 182

3.7.4 Comparison of polycrystal responses

As mentioned in Section 3.5.2.2 the number of grains and the size of domain is increased to

obtain a grain-independent response, the saturation of responses is demonstrated in this Section.

Shown in Fig. 3.39 is the convergence of the entire response, while shown in Fig. 3.40, are each

of its components, and the martensite volume fraction in Fig. 3.41.
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Figure 3.39: Comparison of total strain vs temperature from polycrystal aggregates with increasing
number of grains and increasing domain size, for a UCFTC test at 1 ◦C/min.

As observed in Fig. 3.20(a),(b), the magnitude of maximum detwinning and transformation

strains, and the paths of forward and reverse transformation, seem to saturate with an increase in

number of grains. Their trends reflect the trends of the martensite volume fraction in Fig. 3.40.

The TRIP strain in Fig. 3.20(c) seems to saturate from 5 to 319 grains, but then increases from

319 to 625 signifying an increase in grains increases the slip during TRIP. The viscoplastic strain

in Fig. 3.20(d) which also arises from slip at high temperatures, saturates overall with an increase

in grains.
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Figure 3.40: Comparison of (a) detwinning, (b) transformation, (c) viscoplastic, and (d) TRIP
strain vs temperature from polycrystal aggregates with increasing number of grains and increasing
domain size, for a UCFTC test at 1 ◦C/min.
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Figure 3.41: Comparison of martensite volume fraction vs temperature from polycrystal aggregates
with increasing number of grains and increasing domain size, for a UCFTC test at 1 ◦C/min.

3.7.5 Polycrystal responses: Different Stresses

The behavior of the selected Ni-Ti-Hf alloy at stress levels lower than 500 MPa and for tem-

perature domains less than 500 ◦C, was experimentally investigated and presented in Benafan et

al. [6]. Using the crystal-plasticity model the response of polycrystals is simulated for the same

temperature domain and stresses selected experimentally. The responses at increasing stress levels

from 100 to 500 MPa are shown in Fig. 3.42. As the stress increases the amount of total strain, TT,

and irrecoverable strain is observed to increase, which is qualitatively consistent with the experi-

ment trends. However, the total strain obtained for each stress level is not consistent quantitatively,

and this is primarily because the interaction between the variants is not accounted for in the model

and is a potential expansion of the model to simulate accurate results.
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Figure 3.42: Polycrystal (625 grain) responses simulated at increasing stress levels from 100 to
500 MPa for a temperature domain from 50 to 450 ◦C as experimentally studied in Benafan et al.
[6].
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4. CONCLUSIONS AND FUTURE DIRECTIONS

The questions raised in Chapter 1 are recalled in this chapter, and an attempt is made to answer

them through concluding remarks made from the experimental investigations and crystal-plasticity

modeling.

4.1 Experimental investigations

The high temperature behavior of a Ti-rich Ni49.8Ti30.6Hf19.2 (at.%) HTSMA was investigated

through thermomechanical tests involving isobaric conditions and thermal cycling at different

rates. The thermomechanical conditions were chosen to activate transformation and viscoplas-

ticity, in order to observe a coupling between these phenomena. From the results obtained, the

following conclusions can be drawn:

1. The entire macroscopic response of the HTSMA, is observed to be rate-dependent. The

response changes drastically on increasing the rate from 1 to 10 ◦C/min, but remains fairly

the same in terms of magnitudes and trends from 10 to 50 ◦C/min. Hence, the thermal

cycling rate is an important factor to consider during UCFTC testing and training of these

alloys.

2. The thermal cycling rate controls the activation of viscoplasticity and TRIP, which affects

phase transformation. Viscoplastic deformation has a major effect at slow rates

(of 1 ◦C/min), but its effects get overshadowed by TRIP at faster rates (i.e., 10 and 50

◦C/min). The effect of retained martensite is seen at all three thermal cycling rates.

3. The evolution of transformation temperatures and their slopes at each rate indicated plastic

(TRIP) and viscoplastic accommodation of dislocations, which indicate an effect of the two

mechanisms on phase transformation. The evolution of hysteresis and transformation strain

at each rate indicated a varying accumulation of dislocations and retained phases (with cy-

cling) contributing to an increase in internal stress. The trends and magnitudes of the above
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functional properties and quantifiers can act as guide to potential constitutive modeling stud-

ies on SMAs and/or HTSMAs, aiming to simulate and predict the degradation of phase

transformation behavior.

4. The irrecoverable strains of viscoplasticity and TRIP were observed to evolve faster with

the rate of thermal cycling and number of cycles. The TRIP strain was also shown to have

a contribution from retained martensite. An attempt was made to quantify the contribution

during a UCFTC at 10 ◦C/min. The contribution obtained was equal to (or less than) 63.4%,

and can vary based on the thermomechanical conditions and cycle number. The above facts

give insights into underlying mechanisms such as slip and accumulation of phases, which

can aid to develop the physics behind potential constitutive modeling.

5. A series of ex situ DSC analyses on the tested samples provided an indirect evidence of the

presence of retained phases and internal stresses, through the modified transformation peaks.

Subsequently, a series of ex situ XRD analyses dissociated the retained phases based on the

their peaks and TT. The 1 ◦C/min and 50 ◦C/min conditions resulted in accumulating the

largest and least amount of martensite respectively, while the 10 ◦C/min condition resulted

in generating the largest amount of internal stresses through dislocations.

6. An alternating isothermal creep/UCFTC test was conducted and its response on comparing

to that of an isothermal creep brought forth an effect of phase transformation over viscoplas-

ticity. The effect was identified through the constantly evolving viscoplastic strain rate,

due to an increase in internal stresses from the alternating phase transformation and associ-

ated irrecoverable mechanisms. The alternating test was also used to observe an effect of

viscoplasticity over phase transformation during a fast thermal cycling (10 ◦C/min). The

dominating phenomenon of viscoplasticity affected the functional properties and quantifiers

in a manner different from the UCFTC responses.

7. A two-way coupling between phase transformation and viscoplasticity is revealed from the

response of UCFTC at slow rates and the alternating test. The coupling is controlled by the

161



generation and recovery of viscoplastic dislocations and retained phases.

The concluding remarks 1, 2, and 5, answer "Q. 1 How do the interactions or the coupling

between phase transformation and viscoplasticity manifest in any HTSMA during actuation?", by

signifying that the slow rate of 1 ◦C/min is responsible for manifesting the coupling. Whereas the

concluding remarks 3, 6 and 7, are able to answer "Q. 2 What are the fundamental mechanisms

behind the occurrence of the coupling that result in affecting its functionality?".

4.2 Crystal-plasticity modeling

The experimental responses in Chapter 2 influenced the modeling study by guiding it to account

for the relevant phenomena (including the coupling) and calibrating the responses and parameters

of the crystal-plasticity model. The entire thermomechanical behavior of a Ni-Ti-Hf HTSMA

was simulated by implementing the crystal-plasticity model on single crystals for various random

orientations as well as on polycrystals. From the results obtained, the following conclusions can

be drawn:

1. The single crystal responses bring forth an effect of their orientation on the entire response,

primarily on the TT, maximum strain and irrecoverable strains of TRIP and viscoplasticity.

As the orientation changes from [001] −→ [011] −→ [111] the above quantities are observed

to increase in magnitude following the same order, except for the viscoplastic strain which

follows the order of [011] < [001] ≈ [111]. The responses along various random orientations

show a symmetry in the values of each of the above quantities with respect to the Euler

angles.

2. The TRIP strain magnitude in the responses depends on the activation (and evolution) of

dominant martensite variants. Whereas, the viscoplastic strain depends on the Schmid factor

and number of activated slip systems, along the chosen crystallographic orientation.

3. The single crystal responses show rate-dependency along all the orientations, which is re-

flected primarily due to a decrease in viscoplastic strain with the rate of thermal cycling.
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However, the [011] orientation shows rate-dependency in the activation of variants due to a

preferential activation, which creates a rate-dependent transformation and TRIP strain. This

observation was concluded to be an effect of the coupling on the transformation resistance

(or driving force).

4. The single crystal behavior over multiple cycles is controlled by the coupling between phase

transformation and viscoplasticity, in addition to the factors mentioned earlier. The coupling

results in increasing the hysteresis (width), which is reflected as an increase in both the

TT (Ms and Af ) with cycling and the transformation strains, are modified based on the

orientation.

5. The polycrystal results for a single cycle at a fixed rate bring forth an effect of the number of

grains and size of domain, on the entire response. The degree of anisotropy in their response

decreases with an increase in number of randomly oriented grains, as the effects of texture

fade away.

6. A comparison between the simulated response from 625 grains and the experimental one

brings out two inferences: (i) even though detwinning in Ni-Ti-Hf single crystals is observed

experimentally and is dependent on the loading direction, (ii) the likely hood of detwinning

in Ni-Ti-Hf polycrystals (at stresses of ≈ 500 MPa) is very less or limited. Hence, the de-

twinning phenomena was deactivated for polycrystals, which resulted in simulated responses

showing consistency with experimental ones.

7. The rate-dependency in the polycrystal responses for a single cycle show an increase in

transformation strain as the rate decreases and is inferred to be due to a preferential (or

biased) activation of variants. This trend is consistent with the explanation given for the

experimental increase in transformation strain due to internal stresses.

8. Lastly, the polycrystal results over multiple cycles show a trend overall consistent with the

experimental responses, with regards to the hysteresis and TT evolution (with cycling), and
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strain ratcheting with time.

The crystal-plasticity model was developed on the basis of the constitutive equations pertain-

ing to most of the phenomena observed experimentally. The model answers "Q. 4 How can the

fundamental mechanisms behind the coupled behavior (observed experimentally) be interpreted

through a set of constitutive equations at the micro scale?", by listing the equations behind the

mechanisms. Whereas the concluding remarks 1 - 5 are able to answer "Q. 5 What role can the

texture (or microtexture) play in the interpretations and the overall functionality?", bringing out

the effect of texture on the response.

4.3 Present study’s applications, limitations and future directions

4.3.1 Applications

The crystal-plasticity model developed in the present study is able to simulate anisotropic and

isotropic results for HTSMAs. Therefore, the model can be used to generate responses for tex-

tured or un-textured microstructures. For example, the model can be used to predict responses

of HTSMAs, which need to be implemented in engineering components, and meet certain func-

tionalities through textured microstructures. To predict the response of the engineering compo-

nents/structures, the model has to be extended to account for boundary tractions and the geometric

stiffness of the structure, which are potential future directions.

The data from random orientations in Fig. 3.9 can be useful for predicting not only the maxi-

mum total strain but also the maximum irrecoverable strain that may not be desired in engineering

single crystal components, as it can be detrimental to their functionality. The data can be used to

understand the hardness/softness of grains with respect to the plasticity/viscoplasticity and TRIP

generated by them, that depends on their orientations relative to the loading axis. Once understood,

polycrystal configurations of the HTSMA can be rolled in particular directions to orient the grains

along the direction of the hard grains. These are some of the applications of the model which

address "Q. 3 Can these mechanisms be predicted (or even controlled) using modeling studies?".

As mentioned in Section: 3.5.1.2, the data from random orientations can also be used to cali-
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brate computationally efficient phenomenological models or train machine learning models using

the large number of responses, and thermomechanical conditions, to be able to accurately predict

single crystal responses for any orientation. Lastly, the model can also be implemented to predict

the responses of precipitated microstructures, wherein a single/multiple precipitate/s are embedded

inside a HTSMA matrix. Similar to the polycrystal RVE, the precipitated microstructure can be

considered as a single crystal RVE along any random orientation, with the precipitate(s) embed-

ded in it. The application would allow investigating the effect of precipitation and aging on the

response of the HTSMA matrix, as done experimentally through aging techniques [57, 151, 61].

Lastly, the macro-micro approach implemented in the present study to account for deformations

from various slip systems at the macro scale, can be implemented on other metal alloys which

possess multiple slip systems.

4.3.2 Limitations and future directions

Prior to applying the model for the above applications, it is necessary to realize some limitations

of the present study while keeping in mind the aim of the study. Recalling the primary aim, which

was to interpret the fundamental mechanisms of the coupled behavior (observed experimentally),

and simulate the qualitative trends, instead of giving a precise numerical prediction for a particular

HTSMA.

• The first and foremost limitation is the small-strain approximation made in the current study,

which is not appropriate to simulate/predict the large strains generated by the single-crystal,

especially over multiple cycles. A finite deformation formulation is necessary to accurately

account for the large strains and rotations, and is hence a strong motive for improving and

implementing the model in the future.

• In addition the assumption of deactivating detwinning for polycrystals may not work for

single crystals, as they do show a detwinning (experimentally) which is dependent on the

loading direction [13]. Implementing a finite deformation formulation may help in dealing

with this assumption in the future.
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• Formulating a physics based coupling instead of using the present phenomenological cou-

pling, would be more appropriate to accurately account for the underlying mechanisms, such

as viscoplastic accommodation. In addition, developing an interaction tensor to account for

the interaction between variants during reorientation (as elaborated in Section 3.2.3.2) is an

important potential expansion for the future, as justified in Section 3.7.5.

• Meshing of the polycrystal RVEs using tetrahedral elements instead of hexahedral elements,

would be a more appropriate meshing technique, especially to mesh the grain boundaries.

However, generating periodic boundary conditions for a RVE with tetrahedral elements is

a challenge, which the present study was not able to overcome, and is another motive to

improve the accuracy of the results in the future.

• Finally, after all the above improvements are made, the calibration of the model will benefit

immensely from (potential) experiments conducted on single crystals of the alloy, or relevant

data extracted from new literature. As elaborated in Section 3.3.2 the calibration will be a

definitive step in improving the model’s capabilities.
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APPENDIX A

THERMODYNAMIC FRAMEWORK

Conservation of Energy

The first law of thermodynamics is based on the conservation of energy, i.e., rate of change

of internal energy u, due to the rate of work done by surface forces, interpreted as applied stress

σ, the heat energy/flux q entering through the surface, and the heat supply qs inside the reference

volume. Its differential form is:

ρu̇ = σ : ε̇−∇.q + ρqs (A.1)

Clausius-Duhem inequality

The Clausius-Duhem inequality or the second law of continuum thermodynamics is based on

an entropy inequality. The rate of change of entropy s is greater than or equal to the influx of

entropy due to the heat flux in the reference configuration, and the entropy increase within the

volume due to the heat supply. Its differential form with all terms on one side is:

ρṡ+
∇.q

T
− 1

T 2
q.∇T − ρqs

T
≥ 0 (A.2)

Free energy density

The Helmholtz free energy density ψ (per unit reference volume) is chosen as the thermody-

namic potential, as the response of its independent variables such as strain ε, temperature T, and

additional internal variables ζ , that can help characterize the material [86]. The free energy density

can be defined as:

ψ = u− sT −→ ψ̇ = u̇− ṡT − sṪ (A.3)

The total free energy is broken into its components [79, 9, 83, 69, 152] based on the associated
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phenomena :

ψ = ψch︸︷︷︸
chemical

+ψe + ψh + ψvp︸ ︷︷ ︸
non−chemical

(A.4)

ψch is the chemical free energy which is further broken down into a transformation ψtr and thermal

ψth free energy. As mentioned in Section 3.2.3.2, the ψtr is generated due to the lattice energy dif-

ference between the austenite and martensite phases during transformation. The energy difference

generates a latent heat of transformation λ0 which is implemented using the parameter β where

λ0 = βT0 in the first term of Eq. A.5. The term also includes T which is the test temperature, and

T0 which is the phase equilibrium temperature based on the TTs; T0 = 1
2
{ (Ms+Mf )

2
+

(As+Af )

2
}.

The second term in Eq. A.5 represents the ψth that is derived using the change in temperature and

heat capacity cv.

ψch = ψtr + ψth = β(T − T0)
Nv∑
α=1

ξα + cv

[
(T − T0)− T.ln

(
T

T0

)]
(A.5)

ψe is the elastic free energy defined as:

ψe =
1

2
εe : C : εe (A.6)

The transformation hardening free energy ψh is associated with the hardening generated by plastic

slip during transformation (TRIP). It is derived using the resistance τp and slip γαtr on the habit-

planes while forming the variant α.

ψh =
Nv∑
α=1

τp|γαtr| (A.7)

Lastly, ψvp is the viscoplastic free energy [130] associated with the hardenings generated during

viscoplastic slip γs in the slip systems. The hardenings considered are: kinematic xs and isotropic

rs.

ψvp =
Ns∑
s=1

(xs + rs)|γsvp| (A.8)
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Dissipation

On rearranging the terms of the First law (Eq. A.1) and Second law (Eq. A.2), expressions for

u̇ and ṡ are obtained which can be plugged into the free energy (Eq. A.3) to get the dissipation Γ

inequality for a phase transformation process:

Γ = σ : ε̇− ψ̇ − sṪ − q.∇T

T
≥ 0 (A.9)

Based on the independent variables (T, ε) and internal variables (ξ, γ) on which ψ depends, the

dissipation inequality can be rewritten as:

Γ = σ : ε̇− ψ̇(ε, T, ξ, γ)− sṪ − q.∇T

T
≥ 0

= σ : ε̇−
(
∂ψ

∂ε
: ε̇+

∂ψ

∂T
Ṫ +

∂ψ

∂ξ
ξ̇ +

∂ψ

∂γ
γ̇

)
− sṪ − q.∇T

T
≥ 0

(A.10)

Substituting the rate form of Eq. 3.1:

ε̇ = ε̇th + ε̇e + ε̇tr + ε̇de + ε̇TRIP + ε̇vp (A.11)

into the free energy terms (Eq. A.6-A.8), the dissipation inequality (Eq. A.10) can be written

as:

Γ = σ : ε̇− ψ̇ − sṪ − q.∇T

T
≥ 0

= σ :
(
ε̇th + ε̇e + ε̇tr + ε̇de + ε̇TRIP + ε̇vp

)
−
(
ψ̇e + ψ̇ch + ψ̇h + ψ̇vp

)
− sṪ − q.∇T

T
≥ 0

= σ :
(
ε̇th + ε̇e + ε̇tr + ε̇de + ε̇TRIP + ε̇vp

)
−

((
∂ψe

∂εe
: ε̇e +

∂ψe

∂ξ
ξ̇ +

∂ψe

∂T
Ṫ

)

+

(
∂ψch

∂ξ
ξ̇ +

∂ψch

∂T
Ṫ

)
+

(
∂ψh

∂γ
γ̇

)
+

(
∂ψvp

∂γ
γ̇

))
− sṪ − q.∇T

T
≥ 0

(A.12)

Substituting for the total martensitic volume fraction over all the variants and splitting the slip
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rate γ̇ into the contribution from TRIP ˙γαtr and viscoplasticity γ̇svp.

= σ :
(
ε̇th + ε̇e + ε̇tr + ε̇de + ε̇TRIP + ε̇vp

)
−


∂ψe

∂εe
: ε̇e +

∂ψe

∂ξα

Nv∑
α=1

ξ̇α +
∂ψe

∂T
Ṫ



+

∂ψch

∂ξα

Nv∑
α=1

ξ̇α +
∂ψch

∂T
Ṫ

+

∂ψh

∂γαtr

Nv∑
α=1

γ̇αtr

+

∂ψvp

∂γsvp

Ns∑
s=1

γ̇svp


− sṪ − q.∇T

T
≥ 0

(A.13)

Gathering the terms with common independent and internal variables.

=

(
σ − ∂ψe

∂εe

)
: ε̇e −

(
α(σ : I) + s+

∂ψe

∂T
+
∂ψch

∂T

)
Ṫ + σ : ε̇de + σ : ε̇TRIP + σ : ε̇vp

−
(
∂ψe

∂ξα
+
∂ψch

∂ξα

) Nv∑
α=1

ξ̇α −

∂ψh

∂γαtr

Nv∑
α=1

γ̇αtr

−

∂ψvp

∂γsvp

Ns∑
s=1

γ̇svp

− q.∇T

T
≥ 0

(A.14)

Substituting for the strain terms from Eqs. (3.4 - 3.7)

=

(
σ − ∂ψe

∂εe

)
: ε̇e −

(
α(σ : I) + s+

∂ψe

∂T
+
∂ψch

∂T

)
Ṫ + σ :

Nv∑
α=1

ξ̇αgtrPα
tr

+ σ :
Nv∑
α=1

(
ξ̇α(λα − λα0 ) + ξαλ̇α

)
Pα
de + σ :

Nv∑
α=1

γ̇αtrP
α
tr + σ :

Ns∑
s=1

γ̇svpTs

−
(
∂ψe

∂ξα
+
∂ψch

∂ξα

) Nv∑
α=1

ξ̇α −

∂ψh

∂γαtr

Nv∑
α=1

γ̇αtr

−

∂ψvp

∂γsvp

Ns∑
s=1

γ̇svp

− q.∇T

T
≥ 0

(A.15)
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Once again gathering the terms with common independent and internal variables.

=

(
σ − ∂ψe

∂εe

)
: ε̇e −

(
α(σ : I) + s+

∂ψe

∂T
+
∂ψch

∂T

)
Ṫ

+
Nv∑
α=1

(
gtrσ : Pα

tr + σ : (λα − λα0 )P
α
de −

∂ψe

∂ξα
− ∂ψch

∂ξα

)
ξ̇α

+
Nv∑
α=1

(σ : ξαPα
de)λ̇

α

+
Nv∑
α=1

(
(σ : Pα

tr)−
∂ψh

∂γαtr

)
γ̇αtr

+
Ns∑
s=1

(
(σ : Ts)− ∂ψvp

∂γsvp

)
γ̇svp −

q.∇T

T
≥ 0

(A.16)

Substituting for the free energy terms from Eq. A.4:

=

(
σ − ∂ψe

∂εe

)
: ε̇e −

(
α(σ : I) + s+

∂ψe

∂T
+
∂ψch

∂T

)
Ṫ − q.∇T

T

+
Nv∑
α=1

(
gtr (σ : Pα

tr)− β (T − T0) + (λα − λα0 )(σ : Pα
de)−

1

2
εe : ∆C : εe

)
ξ̇α

+
Nv∑
α=1

ξα(σ : Pα
de)λ̇

α

+
Nv∑
α=1

(
(σ : Pα

tr)− τp
)
γ̇αtr

+
Ns∑
s=1

(
(σ : Ts)− xs − rs

)
γ̇svp ≥ 0

(A.17)

Since there is no dissipation during an elastic deformation and the contribution to dissipation from

the elastic and entropy terms is zero, which leads to each of them being zero:

(
σ − ∂ψe

∂εe

)
= 0 and

(
α(σ : I) + s+

∂ψe

∂T
+
∂ψch

∂T

)
= 0

Whereas the dissipation term due the heat flux using Fourier’s law, is always positive and can
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be taken out as a known quantity from the Eq. (A.17):

− 1

T
q.∇T = − 1

T
(−k∇T ).∇T =

1

T
(k∇T ).∇T ≥ 0 (A.18)

Thermodynamic driving forces

Each dissipation term in Eq. A.17 can be written as a product of thermodynamic force and

its conjugate variable, which evolves due to the force. The thermodynamic forces driving the

transformation, detwinning, slip due to TRIP and viscoplasticity and their conjugate variables are

as follows:

Φα
tr = gtr(σ : Pα

tr) + (λα − λα0 )︸ ︷︷ ︸
gdet

(σ : Pα
de)− β (T − T0)−

1

2
εe : ∆C : εe and ξ̇α

Φα
de = ξα(σ : Pα

de) and λ̇α

Φα
TRIP = (σ : Pα

tr)− τp and γ̇αtr

Φs
vp = (σ : Ts)− xs − rs and γ̇svp

(A.19)

The stress tensor σ in all the above forces is the microscopic resolved stress σg in each grain,

defined in Section 3.2.3.5.
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APPENDIX B

MACRO-MICRO APPROACH

The constitutive equations for plasticity/viscoplasticity defined at the macroscale [131, 153]

and microscale [130] can be related by following the macro-micro approach developed in the ar-

ticle by Poubanne and De Bussac [11]. The approach involves comparing the macro and micro

scale equations and variables to determine (or tailor) scaling coefficients between the macro and

microscale parameters, based on the family of slip system considered. Each considered family of

slip system is further dependent on the crystal-lattice known through atomistic studies. In other

words, the macro-micro approach forms a bridge between the nano, micro and macro scale, which

offers a unique multi-scale advantage. The macro-micro approach also offers a secondary advan-

tage: In case of a lack of experimental data on single crystals, the data from polycrystals, i.e.,

macroscale deformations can be used to calibrate microscale (or single crystal) deformations by

following the macro-micro approach.

Determining the scaling coefficients involves, evaluating the Schmid factor (m), using a slip

plane normal ns, slip direction ls, and a crystallographic direction (of a grain), which can be ei-

ther [001], [011] or [111]. The crystallographic direction giving the largest Schmid factor (m) is

selected, and the number of slip systems that are activated along that direction are counted, to give

the total number of slip systems (Ns) active for that particular family. The evaluated m and Ns

are then implemented into the relationships between the macro and micro scales denoted by the

superscripts M and s, respectively. Note: These two relationships represent scalar forms of the

stress and strain tensors.

1. Stress relationship

σM
g =

(
1

m

)
τ s (B.1)
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2. Strain relationship

εMvp = (Ns.m)γsvp (B.2)

Next, the following constitutive equations at the macro and micro scales are compared to

obtain the relations between the coefficients:

3. Plastic/viscoplastic strain law at:

Macroscale : ε̇Mvp = CM
viscosinh

〈
||σM −XM || −RM

KM

〉nM

Microscale : γ̇s = Cs
viscosinh

〈
|τ s − xs| − rs

Ks

〉ns
(B.3)

4. Yield curve (including isotropic hardening) at:

Macroscale : RM = RM
0 +QM

1 εMvp +QM
∑
i

∑
j

hij(1− e−bMεMvp)

Microscale : rs = rs0 +Qs
1γ

s +Qs
∑
i

∑
j

hij(1− e−bsγs

)

(B.4)

5. Kinematic hardening at:

Macroscale : XM =
CM

DM

(
1− e−DMεMvp

)
Microscale : xs =

Cs

Ds

(
1− e−Dsγs

) (B.5)
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APPENDIX C

CODE ALGORITHM

Data: Material parameters, crystallographic orientation, transformation systems,
detwinning systems, slip systems

1 Initialize ξ, ξ̇αre, ξ̇αirr, λ̇α, ˙γαtr
2 Initialize ϵtr, ϵTRIP , ϵde
3 Define Ms,Mf , As, Af

4 for α = 1 to Nv do
5 Define Y α

1 , Y
α
2 , T0

6 if ∆T < 0 then /* Forward transformation */
7 Define Φα

tr,Φ
α
TRIP ,Φ

α
de

8 if Φα
tr ≥ 0 then

9 Check If (ξ > 1)
10 if ξ < 1 then
11 if ξαre < 1 then
12 Define ξ̇αre, ϵαtr
13 if Φα

TRIP > 0 then /* TRIP */
14 Define γ̇αtr, ϵαTRIP , ρTRIP

15 end
16 Define ξ̇αirr /* Retained martensite */
17 if Φα

de > 0 then /* Detwinning */
18 Define λ̇α if λα > 0.5 then
19 Define ϵαde
20 end
21 end
22 end
23 end
24 end
25 Continued on next page
26 end
Algorithm 1: Presents the steps accounting for the phenomena of transformation, TRIP
and detwinning.



1 Continued from previous page
2 for α = 1 to Nv do
3 else if ∆T > 0 then /* Reverse transformation */
4 Define Φα

tr,Φ
α
TRIP ,Φ

α
de

5 if Φα
tr ≤ 0 then

6 Check If (ξ < 0)
7 if ξ > 0 then
8 if ξαre > 0 then
9 Define ξ̇αre, ϵαtr

10 if Φα
TRIP > 0 then /* TRIP */

11 Define γ̇α, ϵαTRIP , ρTRIP

12 end
13 Define ξ̇αirr /* Retained martensite */
14 Define ϵαde, λ

α /* Detwinning */
15 end
16 end
17 end
18 end
19 end
Algorithm 1: Presents the steps accounting for the phenomena of transformation, TRIP
and detwinning.
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1 Continued ;Sum up ξαre, ξαirr, ϵαtr, ϵαTRIP , ϵ
α
de over Nv to get ξ, ϵtr, ϵTRIP , ϵde

2 Initialize γ̇svp, ρvp, α̇s ; Initialize ϵvp
3 if ξ > 0.999 then /* Plasticity in martensite */
4 for i = 1 to 6 do /* 6 x [001](010) slip systems */
5 Define qi, ρi, τ i, xi
6 for j = 1 to 6 do
7 Define rsum, X
8 end
9 Define rs,Φs

vp

10 if ⟨τ s − xs⟩ > 0 then /* Plastic yielding */
11 Define γ̇svp, α̇s, ϵsvp
12 end
13 Define ρvp
14 end
15 end
16 else if ξ <= 0.001 then /* Viscoplasticity in austenite */
17 for i = 7 to 18 do /* 12 x [110](-111) slip systems */
18 Define qi, ρi, τ i, xi
19 for j = 7 to 18 do
20 Define rsum, X
21 end
22 Define rs,Φs

vp

23 if ⟨τ s − xs⟩ > 0 then /* Viscoplastic yielding */
24 Define γ̇svp, α̇s, ϵsvp
25 end
26 Define ρvp
27 end
28 for i = 19 to Ns do /* 6 x [110](001) slip systems */
29 Define qi, ρi, τ i, xi
30 for j = 19 to Ns do
31 Define rsum, X
32 end
33 Define rs,Φs

vp

34 if ⟨τ s − xs⟩ > 0 then /* Viscoplastic yielding */
35 Define γ̇svp, α̇s, ϵsvp
36 end
37 Define ρvp
38 end
39 end
40 Sum up ϵsvp over Ns to get ϵvp
Algorithm 2: Steps for the plasticity in martensite and viscoplasticity in austenite based on
the martensite volume fraction.
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1 Continued
2 Define Yp1, Yp2, ξir /* Transformation-viscoplasticity coupling */
3 Define ϵelcum, ϵthcum, ϵtrcum, ϵTRIP

cum , ϵvpcum, ϵ
de
cum /* Cumulative strains */

4 Sum up ϵtotcum /* Total strain */
5 Define H /* Tangent matrix */

Algorithm 3: Presents the coupling equations and ends the entire algorithm with accumu-
lating each strain tensors into a scalar quantity and summing them up to give the total strain
which is then used in evaluating the tangent matrix.
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