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ABSTRACT 

 

Critical elements in the controlled production of single-walled carbon nanotubes 

(SWCNTs) methods include the substrate, the catalyst metal particle, and the carbon 

precursor gas feed. This research targets some of the unanswered questions and hidden 

relations between the components of the nanotube-particle-substrate system. Highly 

accurate molecular simulations, along with new experimental observations and the use 

of high-resolution transmission electron microscopy (HRTEM), have opened the door 

for a deeper understanding of nanotube formation mechanisms. This dissertation 

proposes a new theoretical model to explain the intrinsic tube-particle diameter relation 

and its applicability in various experimental setups. Additionally, new work presented 

here explains distinct scenarios that may break the tube-particle correlation and shows 

oxygen as an SWCNT nucleation promoter. Finally, we expose the effect of composition 

fluctuations on cobalt catalyst particles reactivy using the meta-stable cobalt carbide 

phases. We observed that the structure-evolving catalyst particle during carbon 

deposition is a unique environment far from equilibrium where surface reactions and 

diffusion kinetics may quickly move the scale between inactive and active surfaces.  
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CHAPTER I  

INTRODUCTION  

1.1 Motivation 

The hollow structures of carbon fiber, referred to as carbon nanotubes (CNTs), were 

evidenced by transmission electron microscopy (TEM) as early as 19521. It was not until 

1991 that Sumio Iijima explained what they were and named them2. These needle-

shaped structures were revealed to be multiwalled carbon nanotubes (MWCNTs) 

comprised of coaxial tubes with more than two shells2. Carbon nanotubes having a 

single shell were later synthesized by co-evaporation of transition metal and graphite 

utilizing the arc-discharge method 3,4. For the past two decades, single-walled carbon 

nanotubes (SWCNTs) have been at the forefront of nanotechnology research.5–7 

The properties of SWNTs are usually described in terms of those of graphene due 

to their structural similarity. In graphene, each carbon atom is covalently bonded with 

three other carbon atoms by sp2 hybridization8. Such covalent sp2 bonds are maintained 

in SWCNTs, rendering them one of the strongest and stiffest materials discovered thus 

far9. SWCNTs also have tunable electrical and optical properties (i.e., semiconducting or 

metallic depending on their helical angle).10,11 Recent innovations and further 

understanding of the underlying mechanisms behind the synthesis processes are 

increasing the number of applications in several industries.12–14 Among the potential 

uses, the most promising implementations are optoelectronics, sensors, composites, 

batteries and novel nanoelectronics.15–17  
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It is anticipated that the scaling of complementary silicon metal–oxide–

semiconductor (CMOS) devices ends during the next decade18. Prototype field-effect 

transistors (FETs) made from semiconducting SWCNTs demonstrate high mobility, low 

turn-on voltages, and subthreshold slopes near the thermal limit, which exceeds the 

properties of modern Si technologies.19 In 2013, the first computer whose central 

processor is based entirely on SWCNT-based transistors was fabricated.20 In 2019, 

significant progress toward fabricating a commercial chip was made by creating a 16-bit 

processor.21 The fabrication of high-performance integrated circuits requires controlling 

the structural and electronic properties during large-scale production. The difficulties of 

the SWCNT computer are partly due to the imperfection of the SWCNT materials. 

Assembling billions of identical SWNTs onto predetermined places on a chip22 is among 

the most challenging tasks in the SWCNT research field.  

1.2 Synthesis of SWCNTs 

The synthesis methods for SWCNTs include arc discharge, laser ablation, and 

chemical vapor deposition (CVD)23–25. CVD has been the most promising in lowering 

costs and scaling to large production from all of them.26–29 The continuous gas phase 

CVD process is a favorite at producing high-quality SWCNTs in large quantities30, but 

the products are randomly oriented and contain diverse sets of structures. CVD batch 

processes are favorable for electronic device applications due to their low cost and 

increased control over properties.15,31,32  

The interlocking net of factors that determine the diameter, chirality, number of 

walls, and nanotubes defects during nucleation and growth is not entirely understood yet. 
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In CVD methods, the growth environment radically affects the yield, selectivity, and 

length of SWCNTs. The role of reactive species (including oxidants and promoters), the 

chemical reaction pathways, and carbon dynamics leading to the effective SWCNT 

nucleation, growth, and termination are at the frontline of SWCNT research. 

1.2.1 Catalyst Nanoparticles 

Metal catalyst particles are crucial elements in the formation and nucleation of 

SWCNTs. Traditionally, iron (Fe), cobalt (Co), nickel (Ni), and their alloys are the 

catalysts of choice for SWCNT growth33. They usually serve as reaction promoters and 

templates, shaping the final structure of the nanotube.33,34 In general, transition metals 

are considered powerful catalysts due to their partially filled d orbitals and their ability 

to dissolve carbon.35. For most vapor-solid-solid (VSS) and vapor-liquid-solid (VLS) 

mechanisms, the precursor gases dissociate or react on the catalyst surface, adding 

carbon (and other elements) and forming the graphitic seed that evolves toward the 

SWCNT. Four steps are distinguished during the SWCNT formation: 1. The spreading 

phase, where the graphitic structure forms and expands, reducing the surface energy 

until it develops a stable cap with six pentagons;36 2. The nucleation, where the "bulk" 

sp2 carbon shell uplifts from the metal surface, forming a cap, and the new tube's edge 

dominates the SWCNT/surface interaction (Figure 1.1); 3. The growth phase, where 

available carbon atoms in the active surface attach to the cap edges via reaction or 

diffusion, allowing the SWCNT to grow vertically; and 4. Termination, in this step, the 

carbon feed is interrupted due to catalyst-tube detachment, particle inactivation, or 

insufficient carbon intake due to a reduction in catalytic reactions.  
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The structure of catalyst nanoparticles, including size, composition, morphology, 

and their evolution during the CVD process (e.g., interaction with adsorbate gases and 

substrate), play a critical role in the growth of SWCNTs37. The chemical state of 

transition metal particles during CNT growth is somewhat a debated subject. For 

example, the use of carbon oxide mixtures as precursors (𝐶𝑂𝑥) will allow the 

dissociative adsorption of carbon and oxygen atoms on the iron surface, creating 

different combinations of carbides and oxides that alter the composition and structure of 

the catalyst38. 

 

Figure 1.1. Simulated structure of a nucleated cap system (green/orange) growing over a 

nanocatalyst (blue) supported on an oxygen-rich insulating substrate 

(𝒆. 𝒈.  𝑺𝒊𝑶𝟐 , 𝑨𝒍𝟐𝑶𝟑). [Top-Right] Nucleated semi-fullerene cap. [Bottom-Right] Curved 

tubular nanoribbon (orange) at the SWCNT open-end interacting with the catalyst. 

Reprinted with permission from Diaz et al.39 

The atomic arrangements of the W6Co7 nanocrystals are believed to play key roles 

in selective SWCNT growth. Under optimized carbon feeding conditions, SWCNTs 

specific helicities can be synthesized40. Another example of high melting-point catalysts 

is the recent report by Zhang et al.41, where they demonstrated the growth of 

(2m,m) SWCNTs from Mo2C and WC nanoparticles. Other strategies for controlling the 

SWCNTs structure include: Perturbing the growth temperature to tune the tube-catalyst 
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interface,42 tuning the catalyst–support interaction43, such as Fe, Co, and Ni 

nanoparticles on MgO supports, to grow high chiral angle SWCNTs44–46, and influencing 

particle surface reconstruction by the adsorption of gases such as water vapor47. 

1.2.2 Precursor Gas Chemistry 

While researchers have analyzed the impact of catalyst and catalyst/substrate 

interactions on the resultant SWCNT product, less attention has been devoted to the 

carbon feedstock beyond the hydrocarbon metal solubility and, to some extent, its 

“cracking” behavior. However, bodies of evidence have emerged over the past decade 

demonstrating the multiple critical roles of reactive gas feed stocks. 

Oxygen-containing species can influence lifetime through oxidative 

polishing48, growth temperature by promoting dehydrogenation49, and diameter control 

by influencing catalyst sintering behavior50. For example, SWCNT synthesis by 

disproportionation of carbon monoxide (2𝐶𝑂 ⇌ 𝐶𝑂2 + 𝐶) is one of the most used gas-

phase processes nowadays.30,51 At high pressures, this method is commonly known as 

the HiPco process,25 and recently, the low (atmospheric) pressure setup on a CVD 

reactor has been denominated the floating catalyst CVD process (FC-CVD)52. During 

the FC-CVD approach, iron particles catalyzing the carbon monoxide (CO) dissociation 

have shown an excellent behavior for controlling narrow diameters53 and chirality 

selectivity.54  

In contrast, hydrocarbons and their reaction products can influence nucleation 

efficiency, catalyst reduction, CNT alignment, growth rate, and defect density. These 

last points add support for early arguments55,56 that specific gas precursors, in particular 
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those with alkyne moieties (i.e., triple bonds), can incorporate into growing CNTs as 

intact molecules (e.g., in lengths of C2, C4 and possibly larger)57–61. While this idea 

remains central for research efforts, chirality-directing functional groups or heteroatoms 

could be delivered to preselected locations along the growth axis if side groups attached 

to an alkyne can be directed into a growing CNT without impacting the lattice stability.62 

This could enable more precise helicity control that is either synergistic or an 

independent control parameter distinguished from catalyst control alone. Furthermore, 

this could enable directed defect placement or geometries63, SWCNTs with various 

engineered heteroatoms, and SWCNTs that could be covalently modified by wet- or dry-

chemical post processing64. An important area where the choice of precursor might have 

a significant impact is toward scale-up and more environmentally benign production of 

CNTs. Various renewable sources, from naturally occurring materials (oils, biodiesel, 

food-based products) and vegetable and animal waste products, have proven effective in 

producing CNTs (mostly MWCNTs). 65 

1.2.3 The Role of Oxide Metal Substrates 

The substrate's material, surface morphology, and texture properties affect the 

SWCNTs' yield and quality. Physical interactions, e.g., Van-der-Waals and electrostatic 

forces between catalyst and substrate, prevent catalyst particle movement and reduce 

thermally driven diffusion and sintering of metal particles on the substrate material66.  

The substrate acts as a medium for support in the CVD technique and interacts 

chemically and physically with the growth environment. The nonreducible oxides are 

ideal support materials because they are chemically inert and exhibit high-temperature 
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resistivity. In contrast, reducible oxides made of transition or rare-earth metals plus 

oxygen have an intrinsic redox potential because the cationic species can change 

oxidation states. Various substrates used in CVD for the growth of CNT are silicon67,68, 

silicon carbide69,70 graphite71,72, quartz32,73, silica74,75, alumina76,77, magnesium oxide78,79, 

calcium carbonate (CaCO3)80, zeolite81 and NaCl82, etc.  

Supported catalytic metal particles have shown greater catalytic reactivity due to 

charge transfer from the support. An increasing number of theoretical and experimental 

investigations have suggested that transition metals used as dopants in metal oxide 

supports induce charge transfer to species adsorbed on the oxide's surface, enhancing 

chemical reactivity.83,84 A catalytically active role by the support in the growth of CNT 

can also explain the success of oxidizers (H2O or O2) in enhancing the growth of 

substrate-based CVD synthesis of SWCNTs.68 

1.2.4 Growth from Molecular Seeds 

A different approach toward chirality control is using a collection of short 

nanotube “seed” segments with predefined cap structures or chirality.85 The objective is 

to elongate these seeds into SWCNTs while preserving the initial helicity (i.e., chiral 

angle). Early pioneering work demonstrated the use of short Fe-nanoparticle-docked 

SWCNTs as growth templates and succeeded in growing much longer SWCNTs with 

unchanged diameters86. Later, Liu et al. reported a metal-free growth approach termed 

“cloning” by using open-ended short nanotube fragments cut from long nanotubes to 

template SWCNT growth of preserved helicity87. Recently, Zhou et al. developed a 

direct-synthesis approach, named vapor phase epitaxy (VPE)88, to produce single-
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helicity SWCNTs, starting with DNA-separated SWCNT seeds89,90. With this metal-free 

VPE process, seeds of three different chiral SWCNTs, (7,6), (6,5), and (7,7), have been 

elongated (using methane or ethanol as carbon source) from a few hundred nanometers 

to tens of micrometers, successfully inheriting the chirality of the nanotube seeds.85 

1.2.5 Surface-bound SWCNTs  

When grown on flat substrates, SWCNTs are generally surface-bound unless the 

interactions among sufficiently dense SWCNTs force their vertical growth91,92. The 

formation of these surface-bound SWCNTs requires a dispersed distribution of catalyst 

particles so that forces exerted by the substrates on the SWCNTs can either horizontally 

align them in parallel to each other or distribute them in a random network. Horizontally 

aligned arrays of SWCNTs exceed the performance of traditional crystalline channel 

materials (e.g., silicon, GaAs) in digital93–99 and analog or radio frequency (RF) 

electronic100–102. On the other hand, random networks of SWCNTs may replace 

amorphous silicon and organic materials in flexible electronics and flat panel displays103–

108. Both arrangements of SWCNTs are also considered for use in applications such as 

transparent electronics109–111 and bio/chemical-sensors112–114.  

1.2.6 Vertically Aligned SWCNTs 

Vertically aligned SWCNT arrays (also called forests, carpets, and VANTAs) are 

formed by a bottom-up, self-organization process, which renders a hierarchical and 

anisotropic morphology115,116. The multitude of interactions among neighboring CNTs 

growing in concert causes individual CNTs to self-align. Researchers have been 
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exploiting this paradigm since 1996117 to synthesize relatively well-ordered MWCNTs 

and SWCNTs without requiring post-processing steps, promising to transform a wide 

range of applications. 

SWCNT forests are primarily grown from arrays of catalytic nanoparticles that 

form via solid-state dewetting upon thermal annealing of a thin metal film. While the 

support layer controls the physical stability of the catalyst nanoparticles, recent success 

in controlling CNT diameter through mixtures or alloys of more than one element of the 

catalyst has encouraged researchers to explore the periodic table beyond the more 

conventional combinations of Fe/Mo118,119 and Co/Mo120–122. There has even been an 

exploration into ternary mixtures of Fe/Ni/Cr.123 

Wafer-scale growth has already been demonstrated in a lab-scale tool.124 

Moreover, Zeon Nano Technology Co. Ltd., recently established an industrial-scale 

SWCNT production plant.125 In collaboration with the National Institute of Advanced 

Industrial Science and Technology (AIST) in Japan, Zeon Corp. has developed a 

continuous, belt conveyor process to synthesize aligned SWCNTs on flat 50 × 50 cm2 

metal substrates for ton-scale production of long, pure, and high surface area aligned 

SWCNTs. 

1.3 Chirality and Diameter Control 

The key to controlling SWCNT’s chirality is its hemispherical cap structure and 

size. The cap is composed of six pentagons whose distribution defines the structure of 

each nanotube. In the CVD growth of SWCNTs, cap formation on the catalyst is the 

initial step of nucleation126,127. Earlier studies have highlighted the thermodynamics-
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driven nature of the SWCNTs nucleation process128 and its connection with chirality 

selectivity129. For all chiral angles χ, the energy scale variability associated with the 

SWCNT caps is small compared to that of the SWCNT to catalyst interface130. High 

interfacial surface stress between metal and carbon tends to peel off the cap. This 

process creates an incipient nanotube nucleus composed of a thin curved tubular 

nanoribbon interacting with the metal surface and topped by a semi fullerene cap, as 

shown in Figure 1.1. The nucleation is followed by lift-off and subsequent elongation 

(growth) of the tube131.  

Parameters that control chirality and diameter of single-walled CNTs (SWCNTs) 

have been the subject of extensive studies. Generally, narrow small diameter 

distributions often reflect a high SWCNT chirality selectivity, especially for solid 

catalyst growth.34,120 There is some consensus among experimentalists about the 

diameter-controlled synthesis of SWCNTs grown using a supported nanocatalyst: A 

uniform distribution of supported small solid catalyst particles is suggested to produce a 

homogeneous narrow nanotube’s diameter distribution74,132–134. These works show a 

strong relationship between the solid nanocatalysts' size and the tube diameter profile. 

The catalyst phase (i.e. solid or liquid) has been suggested as an important factor for 

reducing the variability of possible chiral structures135,136. Statistical analyses 

establishing the ratio between the diameters of catalyst particles and those of 

SWCNTs53,137,138, together with observations regarding the growth mode, have given 

birth to additional understanding, such as the tangential vs. perpendicular growth 

classification139.  
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Over the past decade and a half, a growing number of studies analyzing nanotube 

helicity at the “population” level in various growth experiments indicated a 

predominance of near-armchair (n,n-1) types44,140–144. These puzzling observations led to 

a theory of chiral angle-dependent SWCNT growth145 that reconciles earlier 

thermodynamic146 and kinetic147 arguments. 

1.4 Dissertation Outline 

Our research's primary goal is to elucidate the tube-particle-substrate system 

relations and study the interactions that allow the formation of SWCNTs. Further 

understanding among the reaction components is fundamental for the controlled 

production of SWCNTs. Chapters I and II give a current state of the SWCNT research 

and give a context of the theory behind density functional theory (DFT), respectively. 

This dissertation focuses on three main aspects of the SWCNT synthesis, 1. Nanotube’s 

cap stability, 2. Metal nanoparticle composition and surface, and 3. The precursor gas 

dissociation. 

Chapter III proposes a new theoretical framework based on experimental and 

computational observations to expand the understanding of nanotube nucleation and 

diameter selectivity. We used statistical-mechanics tools to correlate the final tube 

diameter with the potential strain energy stored by the graphitic wall on top of a 

spherical catalyst particle. The carbon-metal interaction strength, the distance between 

the graphitic and metal surfaces, and other model parameters were obtained from DFT 

calculations. Finally, we combined the stability of cap nucleation, the classification of 
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growth (tangential vs. perpendicular), and our model to expand the current 

understanding of CNT-particle diameter relation.  

Chapter IV analyzes the surface oxygen role in the SWCNT nucleation. Iron 

catalyst particles show promising results for the controlled-diameter growth, and their 

apparent independent relation with particle diameter makes them an exciting study case 

for SWCNT growth. First-principles calculations were used to study the effect of surface 

oxygen concentration in the SWCNT-metal interaction. Charge distribution and electron 

density allowed a better understanding of the rim–oxygen bond and its effect on 

interfacial energy.  

Chapter V explores the surface reactivity of metastable cobalt carbide phases. 

Transition metal particles (e.g., Fe, Ni, Co) often have an evolving bulk and surface 

composition during the SWCNT nucleation. In this chapter, we studied the differences 

between two cobalt carbide phases (Co2C and Co3C) and their top surface terminations, 

one rich in Co (Co-top) and the other with adsorbed sub-surface C atoms (CoC-top). It is 

experimentally reported that cobalt carbide particles have certain preferred crystal planes 

to nucleate and grow.148 DFT calculations were used to obtain activation energies for the 

dissociative reaction of acetylene (C2H2) and carbon monoxide (CO). We identified 

interesting trends involving the bulk composition and surface contributions on the 

catalyst reactivity during C deposition with the energy barriers and charge distributions. 

Lastly, we analyzed the interfacial interaction strength between achiral SWCNTs 

(armchair and Zig-zag) and different combinations of surface termination, bulk 

composition, and crystal planes. 
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At last, Chapter VI presents the conclusions of this dissertation, and some future 

directions are given concerning the work realized. 
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CHAPTER II  

COMPUTATIONAL METHODS AND THEORY 

 

The present dissertation uses molecular modeling and first-principles calculations to 

study the behavior of multiple gas-catalyst-substrate interactions and reactions involved 

in the formation of SWCNTs. This chapter described some of the theories, history, and 

models that are the foundations for the results presented in the following chapters.  

2.1 First-principles calculations 

Ab initio quantum chemistry has been an essential tool in the study of atoms, 

molecules, and diverse materials modeling problems in physics, chemistry, and multiple 

branches of engineering during the last decades.149,150 The underlying core technology is 

the computational solution of the electronic Schrodinger equation (eq. 2.1 and 2.2). In its 

exact form, the electronic Schrodinger equation is a many-body problem whose 

computational complexity grows exponentially with the number of electrons.151 The 

Hamiltonian operator (𝐻̂), is a sum of all energy terms involved and 𝐸 is the eigenvalue 

of 𝐻̂ associated with the wave function, Ψ. 

𝐻̂Ψ(𝑟𝑖) = 𝐸Ψ(𝑟𝑖)      (2.1) 

𝐻̂ = 𝐸𝑘𝑖𝑛 +∑ 𝑈𝑖,𝑗
𝑖,𝑗

     (2.2) 

Wavefunction-based approaches expand the electronic wavefunction as a sum of 

Slater determinants,152 orbitals, and coefficients optimized by various numerical 

procedures.153,154 Hartree–Fock (HF) theory is the simplest method of this type, 
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involving optimization of a single determinant. HF is a mean-field approach that 

produces good results for many properties. However, it cannot fully describe reactive 

chemical events in which electron correlation has a significant role.149,151 The second 

class of theoretical approaches is based on density functional theory (DFT). For 

investigation of reactive chemistry in medium-large systems, DFT is at present the 

preferred approach 150.  

2.2 Density Functional Theory 

This method uses the Hohenberg–Kohn theorem155 to establish the system’s total 

energy as a function of electron density. The electron density depends on only three 

coordinates instead of the 3N coordinates of N electrons, thus rendering DFT highly 

attractive for computational implementation. The computational effort required to 

calculate DFT equations is comparable with that required for Hartree–Fock theory.149 At 

present, two principal classes of functionals have been extensively deployed and tested 

in large-scale applications and small molecule benchmarks: gradient-corrected156,157 and 

hybrid functionals156,158.  

2.2.1 Electron Density 

The electron density 𝜌(r) is defined as the number of electrons per volume at the 

point r in space, and it decides everything in an n-electron quantum system. It is a 

physical quantity, and theoretically, can be measured.151 In the DFT scheme, we first 

assume that electrons do not interact with each other. For this noninteracting reference 
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system with decoupled coordinates, the electron density is written as a simple sum of 

noninteracting (i.e., occupied) orbitals ϕi:  

𝜌(𝑟) =∑|𝜙𝑖(𝑟)|
2

𝑖

= 2 ∑ |𝜙𝑖(𝑟)|
2

𝑜𝑐𝑐𝑢𝑝𝑖𝑒𝑑

𝑖

   (2.3) 

The usual wave functions, 𝜓𝑖, is replaced by orbitals 𝜙𝑖, implying that 𝜙𝑖 are now 

the so-called Kohn and Sham (KS) orbitals in a noninteracting reference system. In the 

above equation, each orbital's amplitudes (positive or negative) are converted to a 

positive density of electrons. If we add up all the electron densities over the entire space, 

it will naturally return the total number of electrons, n: 

∫𝜌(𝑟)𝑑𝑟 = 𝑛   (2.4) 

In addition, if we sum up all the overlapping electron densities of atoms, they will 

accumulate and come closer to the electron densities of solids. For this reason, if we 

know an atomic electron density, we can approximately generate the electron density for 

a solid made from that atom. The electron density in a system represents wave function, 

orbital, and the total number of electrons and is also directly related to potentials, 

energies, and thus all properties. 

2.2.2 Hohenberg–Kohn Theorems 

The electron density’s decisive role in electronic calculations was subject to formal 

verification in 1964 when Hohenberg and Kohn finally proved it with two theorems.155 

This theoretical frame provided a sound foundation for the designation of electron 

density as the key player in the DFT.  
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The first theorem states that we can find a unique external potential, 𝑈𝑒𝑥𝑡, solely 

determined by the ground-state electron density. Therefore, it is evident that there will be 

a direct relationship between 𝜌(r) and 𝑈𝑒𝑥𝑡. The term external refers to the fact that the 

Coulomb attraction by nuclei is external and is thus system-dependent from the 

electron's viewpoint. Therefore, different external potentials will always generate 

different electron densities. The system-independent internal potential (i.e., the 

electronic kinetic energy plus the electron-electron potential) has a universal character, 

and it can be applied to any other system once it is known. The base of all conventional 

DFT calculations start with the assumption that we confine our interests only within the 

ground-state properties of the system. In that case, the sole knowledge of the electronic 

density at a given external potential is sufficient to deduce the total energy or other 

properties. 

The second theorem identified a method to find the minimum energy of a system. 

At a given 𝑈𝑒𝑥𝑡, if we minimize the system energy varying electron density, we will 

reach the very bottom of the energy well, yet not below it.151 This is often called the 

variational principle within the framework of DFT, and therefore the electron density 

that minimizes the system energy is known as the ground-state electron density, 𝜌0:  

𝐸[𝜌(𝑟)] = 𝐹[𝜌(𝑟)] + 𝐸𝑒𝑥𝑡[𝜌(𝑟)] ≥ 𝐸𝑔𝑠     (2.5) 

Equation 2.5 offers a very flexible and powerful means of finding the ground-state 

energy and other properties. One extra point is that the search can start with energy 

calculated by any educated guess for the electron density. In practice, for a solid, we 
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usually start with the energy calculated at the electron density generated by overlapping 

atomic densities. 

2.2.3 Kohn-Sham Method 

In 1965,159 Kohn and Sham, constructed a fictitious system of one-electrons whose 

Hamiltonian operator is shown in equation 2.6. Here, 𝑟𝑖 and 𝑟𝑗 are coordinates of 

electrons, and 𝑟𝐼 and 𝑍𝐼 are coordinates and charges of the nuclei. Earlier attempts to 

adopt electron density without any wave functions within the first-principles calculations 

were not very effective.160 The main reason is due to the poorly written electronic kinetic 

energy in terms of electron density.151 

𝐻̂ = −
1

2
∑∇𝑖

2

𝑛

𝑖=1

−∑∑
𝑍𝐼

|𝑟𝑖 − 𝑟𝐼|

𝑛

𝑖=1

𝑁

𝐼=1

+
1

2
∑

1

|𝑟𝑖 − 𝑟𝐼|

𝑛

𝑖≠𝑗

     (2.6) 

In equation 2.6, the first term denotes kinetic energy (𝐸𝑘𝑖𝑛), the second term 

represents external potential (𝑈𝑒𝑥𝑡 → 𝐸𝑒𝑥𝑡), and the last term is the Hartree potential 

(𝑈𝐻 → 𝐸𝐻) with a correction factor of 1/2 for double counting. The calculation of the last 

term covers all cases where 𝑖 ≠  𝑗 to exclude any self-interaction. A significant 

difficulty lies in the last term, the coupled interactions (𝑈𝑥 → 𝐸𝑥) between all 𝑛 

electrons. This last term contains numerous interactions that are difficult to formulate for 

calculable equations.  

Kohn and Sham (KS) first assumed that each electron was noninteracting and that 

the system was at the ground state. Then, they decomposed the energy of n-electron 

system into that of n one-electrons. In other words, mapping the n-electron system 
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(interacting) on the one-electron system (noninteracting) under the given external 

energy. All the interacting effects are identified as: 

𝐸 = 𝐸𝑘𝑖𝑛 + 𝐸𝑒𝑥𝑡 + 𝐸𝐻 + 𝐸𝑥    (2.7) 

𝐸𝑘𝑖𝑛 = 𝐸𝑘𝑖𝑛
𝑛𝑜𝑛 + 𝐸𝑘𝑖𝑛

𝑖𝑛𝑡        (2.8) 

𝐸𝐻 + 𝐸𝑥 → 𝐸𝐻 + 𝐸𝑥 + 𝐸𝑐
𝑖𝑛𝑡       (2.9) 

𝐸𝑘𝑖𝑛
𝑛𝑜𝑛 and 𝐸𝑘𝑖𝑛

𝑖𝑛𝑡  represent noninteracting and interacting (correlating) kinetic 

energies. The new correlation energy is counted as 𝐸𝑐
𝑖𝑛𝑡, which is neglected in the HF 

method. We can regroup all the interacting terms together as a single term called the 

exchange-correlation energy, 𝐸𝑥𝑐: 

𝐸𝑥𝑐 = 𝐸𝑥 + 𝐸𝑐
𝑖𝑛𝑡 + 𝐸𝑘𝑖𝑛

𝑖𝑛𝑡 = 𝐸𝑥 + 𝐸𝑐     (2.10) 

 𝐸𝑘𝑖𝑛
𝑖𝑛𝑡  and 𝐸𝑐

𝑖𝑛𝑡 sum up to be the correlation energy 𝐸𝑐, since both are energies due 

to correlation. Then, the ultimate expression of the total energy within the framework of 

DFT consists of four energy terms: 

𝐸 = 𝐸𝑘𝑖𝑛
𝑛𝑜𝑛 + 𝐸𝑒𝑥𝑡 + 𝐸𝐻 + 𝐸𝑥𝑐 = 𝐹[𝜌(𝑟)] + 𝐸𝑒𝑥𝑡   (2.11) 

The classical 𝐸𝐻 (positive) becomes close to the actual quantum electron-electron 

interaction energy by accounting for the quantum 𝐸𝑥𝑐 (negative) in the KS system. The 

first three terms are relatively easy to calculate, while the last term is unknown. For 

DFT, we just approximate the unknown 𝐸𝑥𝑐, and stay away from the problems of the n-

electron.151 Finally, the repulsive interaction energy between the nuclei is added as a 

constant within the Born–Oppenheimer approximation. The corresponding Hamiltonian 

is: 
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𝐻̂𝐾𝑆 = 𝐸𝑘𝑖𝑛
𝑛𝑜𝑛 + 𝑈𝑒𝑥𝑡 + 𝑈𝐻 + 𝑈𝑥𝑐 = −

1

2
∇2 + 𝑈𝑒𝑓𝑓     (2.12) 

𝑈𝑒𝑓𝑓 is the effective potential and includes three potential terms. It manipulates the 

non-interacting system's ground-state electron density to be identical to the actual 

interacting system. This reformulation provides a much easier and effective way of 

calculation. Over the years, it has been proven that the scheme mimics the actual 

ground-state density and is able to describe the interacting system quite accurately. The 

non-interacting electron density and the effective potential, 𝑈𝑒𝑓𝑓(𝑟), are consistent in the 

KS scheme and designed to return the true (or interacting) density and energy.  

2.2.4 Ground State Energy from Kohn-Sham Equations 

The energy can be minimized by finding a self-consistent result to a set of one-

electron KS equations whose orbitals are subject to constraints of the orthonormality or 

fixed number of electrons.151,153  

2.2.4.1 Self Consistency 

Electron densities, KS orbitals and Hamiltonian are all interconnected during the 

DFT calculation. Self-consistency refers to the process of finding a collection of KS 

orbitals that results in a KS Hamiltonian whose solutions are the KS orbitals we first 

input. The KS orbitals compute the electron densities; the electron densities calculate the 

KS Hamiltonian; the KS Hamiltonian calculates the new electron densities and KS 

orbitals, and so on. 
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2.2.4.2 Variational principle 

The variational process for a functional is no different from the normal 

minimization process for functions: finding a minimum at 𝑑𝐸/𝑑𝜌 =  0. The change in 

density 𝛿𝜌(𝑟) is constrained so that the total number of electrons remains fixed:  

∫𝛿𝜌(𝑟)𝑑𝑟 = 0     (2.13) 

The density minimizes variational energy at the ground state, and the energy 

becomes stationary with respect to small changes in density everywhere. 

2.2.4.3 Constraints 

The minimization of the total energy must be carried out under the constraints of 

orthonormality of orbitals or a fixed total number of electrons: 

𝑛 = ∫𝜌(𝑟)𝑑𝑟     (2.14) 

∫𝜙𝑖
∗(𝑟)𝜙𝑗(𝑟)𝑑𝑟 = 𝛿𝑖𝑗     (2.15) 

where 𝛿𝑖𝑗 is the kronecker delta (0 if i ≠ j, 1 if i = j). Without the constraints, the 

density could be any number, or the energy might reach below the ground-state energy, 

which is unphysical. The KS orbitals inbuilt the Slater determinant are initially 

indeterminate but will get better following the above constraints (Eq 2.14-15) to be 

antisymmetric and unique, thus fitting into the quantum world. We can use any of these 

constraints to solve the KS equations and keep the process on track. 
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2.2.4.4 Direct Diagonalization 

The straightforward route to calculate the KS equations is by the full and direct 

diagonalization of the KS Hamiltonian matrix. This approach is best suited especially 

when an atom-centered basis set is employed for orbitals. Since the localized basis set 

requires only a small number of basis, direct diagonalization is efficient and relatively 

easy. For large systems extended with a large number of plane waves, however, the 

direct method becomes very inefficient because 104–105 plane waves may be needed for 

diagonalization of a typical DFT run to have only the lowest ~𝑛/2 eigenvalues.151 This 

method is not suited for materials calculations. 

2.2.4.5 Iterative Diagonalization 

The DFT calculation involves two energy minimizations in series for solids and 

materials, as shown in Figure 2.1. Electronic and ionic minimizations.  

 

Figure 2.1. Typical DFT procedure by iterative self-consistent loop. Modified from Lee 

(2011).151 
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The iterative variational approach161 is recognized as the most efficient for 

electronic minimization, and the classical-mechanics treatment is just sufficient for ionic 

minimization. 

2.2.5 Total Energy and Other Properties 

Several fundamental properties can be calculated once the total energy of a system 

is obtained. For example, bond lengths, stable structures and angles, cohesive energies 

from the energy minima, elastic constants, bulk modulus, surface reconstructions, defect 

formation energies, vibrational features from the energy curvature, and pressure-driven 

phase transitions. The first partial derivatives of the energy with respect to volume (V), 

atom position (𝑟𝐼), and strain (𝜀𝑖𝑗) give bulk modulus (𝐵), pressures (𝑃), forces (𝐹), and 

stresses (𝜎𝑖𝑗), respectively: 

𝐵 = 𝑉
𝜕2𝐸(𝑉)

𝜕𝑉2
,   𝑃 = −

𝜕𝐸

𝜕𝑉
,   𝐹𝐼 = −

𝜕𝐸

𝜕𝑟𝐼
,   𝜎𝑖𝑗 =

𝜕𝐸

𝜕𝜀𝑖𝑗
       (2.16) 

Moreover, the ground-state calculation is a starting point for advanced calculations 

such as minimum-energy path, barrier energies, band structures, and the density of states 

(DOS). In addition, with further computational efforts, the second derivatives of energy 

provide a force constant matrix (i.e., forces acting on all other atoms when each atom is 

displaced in each direction), phonon spectrums, reaction rates, and thermodynamic 

quantities.151 

2.2.6 Van der Waals Forces  
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For the vDW forces, a density-independent term is simply added to the energy 

density functional.162 The added dispersion term contains a long-range interaction term 

and a dispersion coefficient. The formalism of these two constituents has been improved 

to dampen the divergence of the long range interaction term and to include more, if not 

all, chemical elements in the dispersion coefficient term.  

2.2.7 Hubbard (U) Correction  

The repulsive self-interaction of an electron and itself is not completely cancelled 

in DFT functionals. This results in large errors in calculations in strongly correlated 

systems which give rise to such self-interaction of electrons. Example of such systems 

are transition metal atoms which have tight-binding and localized d and f electron 

orbitals. To account for these interactions, a simple “+𝑈” (Hubbard 𝑈) correction to the 

DFT functionals such as LDA and GGA was proposed.163,164 This correction is only 

applied to the localized orbitals and not to the remainder of the valence electrons.163 In 

recent years, and introduced by Dudarev et al165, an even simpler approach has gained 

popularity by which the Coulomb interaction is coupled with exchange correction in a 

single parameter 𝑈𝑒𝑓𝑓 , given as 𝑈𝑒𝑓𝑓 = 𝑈 − 𝐽. There are two approaches to finding the 

value of the 𝑈𝑒𝑓𝑓 parameter. One is to take a property of the system under study and 

find the 𝑈𝑒𝑓𝑓 which can reproduce the experimental value of this property. The second 

approach is to use other kinds of ab initio methods that can estimate this parameter.150  

2.3 Exchange Correlation Functionals 
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As the name indicates, the exchange-correlation energy (𝐸𝑥𝑐) represents the lively 

activities of electrons among each other. In the DFT method, all terms are exact, with a 

strong basis in quantum mechanics, except for the 𝐸𝑥𝑐, where the troublesome and the 

unknown terms are cast. Generally, this energy is less than roughly 10% of the total 

energy, but it involves determining materials properties, such as spin-polarization, 

bonding, and band gap formation.  

The antisymmetry of orbitals requires electrons with an equivalent spin to occupy 

different orthogonal orbitals, forcing a spatial separation between those electrons. This 

reduced electron density is named the exchange hole. Two electrons with distinct spins 

can occupy the same orbital, but they avoid one another due to their same negative 

charges. This electronic correlation also generates a reduced electron density around the 

electron, thus generating a small attractive energy. This effect is known as a correlation 

hole.   

At high electron densities, the exchange component predominates in the exchange-

correlation (XC) hole since its origins are rooted in the Pauli Exclusion Principle, which 

becomes more prominent when electrons are closer to each other. However, the 

correlation component becomes relatively significant and comparable with the exchange 

part at lower electron densities. Given that most parts of the kinetic energy and the long-

range Hartree energy are considered separately, the remaining 𝐸𝑥𝑐 energy can be 

assumed to be local or semilocal functionals of electron density. In addition, the shape of 

the exchange-correlation hole is conveniently assumed to be spherical in three-
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dimensions. The local exchange-correlation energy per electron (𝜀𝑋𝐶) is the electrostatic 

interaction energy of an electron at r with XC hole density at r': 

𝜀𝑋𝐶[𝜌(𝑟)] =
1

2
∫
𝜌𝑋𝐶
ℎ𝑜𝑙𝑒(𝑟, 𝑟′)

|𝑟 − 𝑟′|
𝑑𝑟′      (2.17) 

Then the 𝐸𝑥𝑐 energy functional is the integral over the complete space of the 

density multiplied by the local energy per electron 𝜀𝑋𝐶: 

𝐸𝑥𝑐[𝜌(𝑟)] = ∫𝜌(𝑟)𝜀𝑥𝑐(𝑟, 𝜌)𝑑𝑟 =
1

2
∫∫

𝜌(𝑟)𝜌𝑋𝐶
ℎ𝑜𝑙𝑒(𝑟, 𝑟′)

|𝑟 − 𝑟′|
𝑑𝑟𝑑𝑟′       (2.18) 

The treatment of the XC hole is similar to the Hartree interaction. The full XC hole 

is subject to the sum rule, which equals exactly one electron, as expected: 

∫𝜌𝑋𝐶
ℎ𝑜𝑙𝑒(𝑟, 𝑟′)𝑑𝑟′ = −1       (2.19) 

As a result, a deep exchange hole will be highly localized. The XC functional fully 

accounts for both holes in the DFT method but only in the approximated formulations. 

By assuming the exchange-correlation to be potential local or semilocal during the 

approximation process, the calculation becomes much easier than the nonlocal HF 

approach. Various accuracies and computing costs were reported for a variety of 

functionals. The three most popular and generally used groups are functionals of the 

generalized gradient approximation (GGA), local density approximation (LDA), and the 

hybrids.  

Table 2.1. Typical exchange-correlation functionals commonly used in DFT 

calculations.   

Classification Examples 

Local LDA 



 

27 

 

Semilocal GGA 

Seminonlocal Meta-GGA 

Hybrid B3LYP 

 

2.4 Pseudopotential Approach 

This method describes the core electrons and corresponding nuclei simplified by 

subjecting the valence electrons to an effective potential.166 The pseudopotential method 

led to the possibility of simulation of the whole periodic table. Popular approaches are 

the projector augmented waves (PAW),167 norm-conserving and ultrasoft 

pseudopotentials as developed by Troullier and Martins168 and Vanderbilt169. These 

approximations reach accuracy comparable to all-electron methods.170 Therefore, in the 

1970s, the pseudopotentials ab initio methods became the most powerful tool for 

accurately describing many-electron systems. 

Another significant advance in DFT was the treatment of materials imposing links 

on translational symmetry, via Bloch's theorem171, known at the time as “Large Unit 

Cell”. This procedure allowed the study of more realistic systems such as surfaces, 

defects, and impurities in amorphous systems, clusters, etc. 

2.5 The Nudged Elastic Band (NEB)  

NEB is a valuable DFT-based method used to find the minimum energy pathway 

(MEP) of a reaction and its energy barrier.172 This method divides the path between the 

reactant and product (the two minima determined a priori) into several images that serve 

as an initial guess and are connected by an “elastic band”. This elastic band is optimized, 
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meaning that the perpendicular forces along the band are minimized during an NEB 

calculation. Hence, the saddle point and energy barrier are found, and all images are then 

along the MEP. The climbing-image method173 (CI-NEB) is an improvement on NEB. It 

identifies the high energy image early on in the calculations, modifies the force on this 

image, and raises it higher on the minimum energy path. Thus, CI-NEB finds the saddle 

point more efficiently. 

2.6 DFT Limitations  

It is crucial to understand the various approximations used in DFT calculations 

while setting up the calculation and interpreting the results. The data collected can often 

be useless by ignoring the corresponding limitations and the sources of errors.  

In the first-principles calculations, anything that deviates from the real n-electron 

picture has the potential to cause errors, for example, the Born–Oppenheimer 

approximation, the non-relativity approximation, mean-field approximation, the one-

electron DFT approximation, single slater determinant approximation for wave 

functions, and XC energy approximation.151 

Using solids in the framework of the DFT, we use additional approximations: PP 

(pseudopotential) approximation, supercell and PBC (periodic boundary condition) 

approximations, basis expansion, energy cutoff, k-points sampling, FFT (fast fourier 

transformation) grid, and smearing, summation replacing integration, numerical 

truncations, etc. 

All of these simplifications are well justified and, in most cases, do not result in 

substantial errors if we carefully set up the system and run conditions. Because it 
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comprises numerous approximated energy factors, the XC functional (e.g., LDA, GGA, 

etc.) is usually the primary source of errors in all DFT calculations. We know that the 

KS scheme is precise only if we get the exact 𝐸𝑥𝑐 energy, but we also know that we may 

never get the exact 𝐸𝑥𝑐 energy. 151 The XC functional adequately describes the general 

picture of electronic systems but cannot collect the delicate features of the actual 

landscape in subatomic systems. 



 

30 

 

CHAPTER III  

CAN SINGLE-WALLED CARBON NANOTUBE DIAMETER BE DEFINED BY 

CATALYST PARTICLE DIAMETER?* 

3.1 Introduction 

The need to design and control single-walled carbon nanotube (SWCNT) 

properties is a challenge in a growing nanomaterials-related industry. Recently, 

significant progress has been made experimentally to control SWCNT diameter and 

chirality selectively. However, there is not yet a complete understanding of the synthesis 

process, and there is a lack of mathematical models that explain nucleation and diameter 

selectivity of stable carbon allotropes. In-situ analysis of chemical vapor deposition 

SWCNT synthesis confirms that the nanoparticle to nanotube diameter ratio varies with 

the catalyst particle size (Figure 3.1). It is found that the tube diameter is larger than that 

of the particle below a specific size (dc ≈ 2nm) and above this value is smaller than 

particle diameters.  

We develop a statistical mechanics-based model that correlates possible energy 

states of a nascent tube with the catalyst particle size to explain these observations. This 

model incorporates the equilibrium distance between the nucleating SWCNT layer and 

the metal catalyst (e.g. Fe, Co, Ni).  The  “most probable” diameter result explains and 

predicts the observed correlation between tube and solid particle size during supported 

                                                 

* The contents of this Chapter were reprinted with permission from Diaz, M. C.; Jiang, H.; Kauppinen, E.; 

Sharma, R.; Balbuena, P. B. Can Single-Walled Carbon Nanotube Diameter Be Defined by Catalyst 

Particle Diameter?. J. Phys. Chem. C 2019, 123 (50), 30305–30317.. Copyright 2019 American Chemical 

Society 
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SWCNTs' growth. This work also brings together previous observations related to the 

stability condition for SWCNT nucleation. Tests of the model against various published 

data sets show good agreement, making it a promising tool for evaluating SWCNT 

synthesis processes. 

 

Figure 3.1. ETEM images of SWCNTs growing on Co particles. a - b) Tube diameter 

smaller than particle diameter, apparent perpendicular growth; c and d) Tube diameter 

very close to the particle diameter, apparent tangential growth; e) Tube diameter larger 

than particle diameter, apparent tangential growth; f) Observed correlation between tube 

diameter and particle diameter. Taken from Diaz et al. 39 

A critical part of the model and the basis to understand nanotube formation and 

its relationship to the nanocatalyst properties rely on studying the nascent tube's stability 

and the associated catalyst-nanoribbon interaction. A deeper analysis of the interfacial 

interaction between the metal surface and the graphene layer is crucial to comprehend 

the forces involved during the tube’s nucleation. We use DFT to quantify the interaction 

between some common metal catalysts and carbon structures. These calculations are 

necessary to find a suitable model parameter value for the distance between the nascent 
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nanotube wall and the catalyst surface. Additionally, we use experimental data to assess 

the proposed model and analyze its capabilities and limitations.  

3.1.1 Theoretical Background and Model Development 

We model a system conformed by an infinitesimal section of the incipient 

SWCNT wall referred here as the tubular nanoribbon. This tubular nanoribbon has a 

single degree of freedom, the radial position on a curved surface (i.e. tube diameter). 

According to the dislocation theory174, the presence of free radicals at the edge of the 

early sp2 carbon structure allows the carbon atoms in contact with the surface to spread 

into new planes (edge dislocations), forming pentagons and hexagons until the complete 

cap is formed. The stepped spreading of the nascent cap175 allows the system to find a 

local minimum in the carbon structure’s curvature energy, and therefore a stable tube 

diameter (𝑑𝑇). The probability function 𝑓𝑑(𝑑𝑇)  of a tube having a certain diameter 𝑑𝑇   

can be evaluated with a statistical-mechanical model. 

We define the diameter distribution 𝑓𝑑 as a probability function of generalized 

coordinates (𝑝, 𝑞) such that the statistical equilibrium condition can be expressed 

mathematically using Equation 3.1. This condition of statistical equilibrium dictates that 

the system evolves in a way that conserves the density of states and probability function 

𝑓𝑑 within a multi-dimensional space (∏𝑑𝑝𝑖𝑑𝑞𝑖), called the extension of phase176. For 

our system, this condition is fulfilled by defining the probability 𝑓𝑑  as a function of 

energy and including only conservative forces. 

∑ (
𝑑𝑓𝑑
𝑑𝑝𝑖

𝑝𝑖̇ +
𝑑𝑓𝑑
𝑑𝑞𝑖

𝑞𝑖̇)
𝑖

= 0      (3.1) 
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We assumed that the carbon atoms on the tubular nanoribbon have a negligible 

velocity. The only relevant potential energy describing the intermolecular interactions is 

the energy stored as strain energy within the system, thanks to the material's flexible 

nature. The strain energy  (Estrain) is defined in terms of Young modulus (Y), tubular 

nanoribbon length (L), nanoribbon wall thickness (a), and tube diameter (dT), as shown 

in Equation 3.2. 

𝐸𝑠𝑡𝑟𝑎𝑖𝑛 =
𝑌𝐿𝑎3𝜋

6𝑑𝑇
         (3.2) 

The energy (𝑑𝑊𝑏𝑒𝑛𝑑) needed to bend a flat 2D graphene nanoribbon with 

moment 𝑀 through an angle 𝑑𝜃 to form a tubular nanoribbon, as shown in Figure 3.2, 

corresponds to the total strain energy stored in the nanoribbon’s bonds with a curvature 

 1/𝑑𝑇. The curvature energy (Ec) is defined as the strain energy normalized by N, the 

total number of C atoms, and reduced to the expression in Equation 3.3. The parameter 𝛼  

is usually assumed constant for a defect and impurity-free material like the nanoribbon 

and is defined in Equation 3.3. Kudin et al. have shown the relation of 𝛼 to the flexural 

rigidity using the continuum shell approach177.  Equations 3.2-3 are based on previous 

works137,178–181 addressing diameter stability. 

𝐸𝑐 =
𝐸𝑠𝑡𝑟𝑎𝑖𝑛
𝑁

=
𝑌𝑎3

6𝜌𝑠𝑑𝑇
2 =

𝛼

𝑑𝑇
2              (3.3) 

𝑓𝑑(𝑑𝑇) ∝ 𝑒
− 
𝐸𝑐(𝑑𝑇)
 𝑘𝐵𝑇            (3.4)  

𝑑0 < 𝑑𝑇 < 𝑑𝑝 + 𝛿0        (3.5)  
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The probability 𝑓𝑑(𝑑𝑇) of a tube having a certain diameter 𝑑𝑇  is proportional to 

the curvature energy 𝐸𝑐 microstate as described by Equation 3.4. The extension of 

phase’s radial limits in Equation 3.5 accounts for all possible tube diameter (dT) 

configurations, and it is related to the nanocatalyst diameter (𝑑𝑝) in the upper limit 

(𝑑𝑢𝑝 = 𝑑𝑝 + 𝛿0). Here, 𝑑0 is the minimum equilibrium distance between two graphene 

layers in a graphite structure at the absolute zero temperature (≈ 0.34 nm), and 𝛿0 is 

approximately the equilibrium average distance between the metal catalyst's surface and 

the carbon nanoribbon, as shown in Figure 3.3. 

 

 

Figure 3.2.  The laminar sheet of graphene was bent to form a tubular ribbon. 

 

 

Figure 3.3. Cylindrical carbon nanoribbon interacting with a catalyst. The nanoribbon 

interacts with the catalytic surface and positions itself at an average equilibrium distance 

𝜹𝟎 at the most stable diameter 𝒅𝑻. For a stable particle with a diameter 𝒅𝒑, the tube 
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diameter 𝒅𝑻 is constrained within a diameter range described in Eq. 3.5 as the extension 

of phase’s radial limits. 

 

For a nascent carbon cap supported by a metal particle, the interfacial stress 

bends the carbon structure to find a stable curvature. This quasi-static process follows an 

intrinsic energetic path under the principle of least action. Therefore, we propose a 

probability function in the pseudo-canonical ensemble (Equation 3.6) with a phase 

function distributed according to the Boltzmann probability function.  In principle, this 

can be better understood as an a priori probability. 

𝑓𝑑(𝑑𝑇 , 𝑇) =
𝐵𝑜𝑙𝑡𝑧𝑚𝑎𝑛𝑛 𝐸𝑛𝑒𝑟𝑔𝑦 𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛

𝑆𝑢𝑚 𝑜𝑣𝑒𝑟 𝑎𝑙𝑙 𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝑠𝑡𝑎𝑡𝑒𝑠
=

𝑒−𝐸𝑐(𝑑𝑇) 𝑘𝐵𝑇⁄

∫ 𝑒−𝐸𝑐(𝑥) 𝑘𝐵𝑇⁄𝑑𝑝+𝛿0
𝑑0

𝑑𝑥
      (3.6) 

At a fixed temperature, 𝑑𝑇 is the only variable describing every possible 

microstate of the tubular nanoribbon. Therefore, we can use the expression for curvature 

energy found in Equation 3.3 to integrate the denominator in Equation 3.6. The limits in 

the integral shown in the denominator of Equation 3.6 match the boundaries in Equation 

3.5 to account for all possible configurations. The resultant expression given in Equation 

3.7 is a function only of the particle diameter (𝑑𝑝), temperature (𝑇), and the additional 

parameters (𝛼, 𝑑0, 𝛿0). As such, it depends strongly on the carbon and nanocatalyst 

intrinsic properties, as well as on the tube/nanocatalyst interactions. 

𝑓𝑑(𝑑𝑇 , 𝑇) =
𝑒
−(

𝛼

𝑑𝑇
2𝑘𝐵𝑇

)

[√
𝜋𝛼
𝑘𝐵𝑇

erf (
√𝛼/𝑘𝐵𝑇

𝑥 ) + 𝑥𝑒
−(

𝛼
𝑥2𝑘𝑏𝑇

)
]
𝑥1= 𝑑0

𝑥2=𝑑𝑢𝑝
    (3.7)  
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< 𝑑𝑇 >  =  ∫ 𝑥 𝑓𝑑(𝑥, 𝑑𝑝, 𝑇) 𝑑𝑥

𝑥2 = 𝑑𝑝+𝛿0 

𝑥1= 𝑑0

     (3.8) 

The experimentally observed diameter is predicted by calculating the most 

probable value (< 𝑑𝑇 >) according to the probability density distribution (𝑓𝑑) given by 

Equation 3.7. The properties of the catalyst and catalyst/carbon interactions (mainly 

reflected in the 𝛿0 parameter) are determined from first principles as shown in the 

Methodology section. The result can be obtained by solving the expression in Equation 

3.8. Moreover, the standard deviation (𝜎) can be found using the definition in Equation 

3.9 and the probability distribution obtained previously (𝑓𝑑). The standard deviation 

provides a measure of the most probable region where SWCNTs can grow, and it 

depends on temperature  𝑇 and the particle diameter (dp) through the upper integration 

limit 𝑑𝑢𝑝.   

𝜎2 = 𝑉𝑎𝑟(𝑑𝑇) =  ∫ 𝑥2𝑓𝑑(𝑥, 𝑇)
𝑑𝑢𝑝

𝑑0

𝑑𝑥− < 𝑑𝑇 >
2    (3.9) 

We note that some other conditions may affect the proposed representation of 

SWCNT curvature stability and the model parameters. For example, the growing tube's 

intrinsic properties, such as chirality and defects, may cause slight changes of quantum 

origin on the physical properties of the tube182 (e.g. elasticity Young modulus). 

Additionally, the distribution of accessible diameters should be discrete based on known 

distances between covalently bonded carbon atoms178–180. 

3.1.2 Dimensional Analysis 
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The dimensional analysis is helpful to reduce some of the expressions obtained in 

the previous section. We can start by defining the characteristic diameter 𝛽 as a 

temperature-dependent function, allowing us to separate the temperature effect in a 

simple expression (Equation 3.10) and group the particle effect using the variable 𝑑𝑢𝑝 =

𝑑𝑝 + 𝛿0  (i.e. the upper limit in the extension of phase). 

𝛽(𝑇) ≡ √
𝛼

𝑘𝐵𝑇
    (3.10) 

We obtain a friendlier form of the probability distribution 𝑓𝑑 (Equation 3.11) 

reducing the expression in Equation 3.7 with the new variables 𝛽, and 𝑑𝑢𝑝. In this 

expression, the denominator is a function of the dynamic particle curvature (𝑑𝑝), and the 

strength of interaction (𝛿0), both contained in 𝑑𝑢𝑝. For simplicity, we call the function 

evaluated at the denominator for both limits of the extension of phase 𝜙(𝑥). 𝜙(𝑥) is 

almost constant for an independent SWCNT growth event due to the slight variation of 

particle diameter during the dynamic process. 

𝑓𝑑(𝑑𝑇 , 𝛽) =
𝑒−(𝛽 𝑑𝑇⁄ )2

[√𝜋𝛽 erf (
𝛽
𝑥) + 𝑥𝑒

−(𝛽 𝑥⁄ )2]
𝑥1= 𝑑0

𝑥2=𝑑𝑢𝑝
=

𝑒−(𝛽 𝑑𝑇⁄ )2

𝜙(𝑑𝑢𝑝) − 𝜙(𝑑0)
    (3.11) 

The probability distribution is only valid for diameters within the extension of 

phase. Then, It is logical to assume that the probability of reaching a diameter with a 

value bigger than 𝑑𝑢𝑝 or lower than 𝑑0 is null (𝑑𝑇 > 𝑑𝑢𝑝 𝑜𝑟 𝑑𝑇 < 𝑑0 → 𝑓𝑑(𝑑𝑇) = 0). 

For this reason, we can constraint the Equation 3.11 multiplying the probability 

distribution by the Heaviside function183 𝐻(𝑑𝑇) and fulfill the previous condition. 
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𝑓𝑑(𝑑𝑇 , 𝛽) =
𝑒−(𝛽 𝑑𝑇⁄ )2

𝜙(𝑑𝑢𝑝) − 𝜙(𝑑0)
[ 𝐻(𝑑𝑇) − 𝐻(𝑑𝑇 − 𝑑𝑢𝑝)]         (3.12) 

Equation 3.12 could be used easily to calculate the probability of obtaining a 

specific diameter range for different independent particle conditions. Taking the limit 

when 𝑑0 → 0, we can observe that 𝜙(𝑑0) →  √𝜋𝛽, this value is used in the 

simplifications that follow instead of the evaluated value for 𝑑0(= 0.34 𝑛𝑚). 

Figure 3.4 shows the simplifications for the probability distribution function (𝑓𝑑) 

and the average diameter (< 𝑑𝑇 >) using both approximations for the first case. It is 

remarkable to observe that the model foresees an approximate linear behavior 

corresponding to the upper limit in the extension of phase 𝑑𝑢𝑝 for the lower stable 

region. This result agrees with our experimental data (Figure 3.1). 
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Figure 3.4. Approximations for the model using dimensional analysis. Expressions for 𝐟𝐝 and < 𝐝𝐓 > were obtained using 

both extreme scenarios. 
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3.2 Methodology 

We perform DFT calculations for geometry relaxations and adhesion energy for 

graphene on metallic slabs (e.g Nickel, Cobalt, Iron) with [100] and [111] orientation 

(Figure 3.5-6). The exchange-correlation functional given by the Perdew-Burke-

Ernzerhof (PBE) approximation184, and the Projector Augmented Wave Method167,185 

(PAW) was employed for calculating core-electron energies. All metal-graphene 

systems were modeled using periodic boundary conditions (PBC) to recreate two infinite 

long flat surfaces at absolute zero temperature. The Monkhorst-Pack scheme186 was used 

for Brillouin zone’s k-point sampling with a characteristic length (𝒍𝒄) optimized for each 

metal. Table 3.1 shows the optimization results for 𝒍𝒄, K-points, and the energy cut-off 

used in every system. 

Table 3.1. Metal slabs parameters for the modeled system. 

Metal Slab System Length (𝒍𝒄) K-points-Mesh Energy Cutoff (eV) 

Nickel 40 9 x 16 x 2 700 

Cobalt 60 25 x 15 x 4 600 

Cobalt Carbide (Co2C) 50 10 x 12 x 3 700 

Iron 40 16 x 5 x 2 700 

The graphene–metal system has been studied extensively for transition metals like 

cobalt187–190 (Co) and nickel190–198 (Ni), and to a lesser extent for the iron199,200 (Fe) and 

cobalt carbide201 (Co2C) surfaces. The general trend observed in these DFT studies is 

that the interfacial interaction energy between graphene and the metal is strongly 

dependent on the correlation used to calculate the dispersion energy.  
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Figure 3.5. Top and side views for the metal–graphene systems using [100] metal slabs. 

The black rectangle at the top view corresponds to the periodic unit area, 𝒂𝟎 and 𝒂𝟏 are 

vectors conforming the shape of the simulation box.  

 

Figure 3.6. Top and side views for the metal–graphene systems using [111] metal slabs. 

The black parallelogram at the top view corresponds to the periodic unit area, 𝒂𝟎 and 𝒂𝟏 

are vectors conforming the shape of the transversal area. 

 

Iron: Nickel: Cobalt: Cobalt Carbide:

Side:

Top:

𝑎0

𝑎1

𝑎0   𝑎1 4.92   4.262.44   4.104.30   2.462.46   8.60

Iron: Nickel: Cobalt: Cobalt Carbide:

𝑎0   𝑎1 5.24   12.364.34   4.784.98   4.984.05   4.05

Side:

Top:

𝑎0

𝑎1
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Other factors like the rotation of the graphene layer above the metal slab, crystal 

structure, and lattice mismatch may also affect this interaction. GGA-type density 

functionals with a long-range dispersion correction are exceptionally good for 

noncovalently bound systems, including many pure van der Waals (vdW) complexes162. 

Additionally, the use of exchange-hole dipole moment dispersion correction has recently 

improved the DFT studies' prediction compared to experimental results.194,202 

For this reason, the dispersion correction to the Kohn-Sham energy was 

implemented using the DFT-D2162 based method of Steinmann and Corminboeuf203 

(DFT-dDsC). This Van-der Waals energy correction method has the special 

characteristic that the dispersion coefficients and damping function are charge-density 

dependent204.  Note that our model requires the equilibrium distance only. 

Table 3.2. Percentage of change from the graphene lattice constant due to mismatch 

with the metal slab. 

System [100] [111] 

Cobalt Carbide (Co2C) 1.32% 6.61% 

Cobalt (Co) -3.02% 15.79% 

Nickel (Ni) 0.69% 1.31% 

Iron (Fe) 1.75% -4.87% 

We constructed a vacuum space of 10 Ȧ for every slab, and it was reduced to 7 Ȧ  

after the graphene was coupled to the metal system. The (1x1) unit cell corresponding to 

the metal slab lattice vectors (𝑎0 𝑥 𝑎1) was used in most [100] and [111] systems. 

However, the Fe (100) and Co2C (111) systems were optimized with a (3x1) and (2x1) 

supercell respectively to reduce the lattice mismatch with the graphene periodic unit.  
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The approach for the [111] structures was different, the metal slab lattice was kept 

fixed, and the graphene layer was rotated until reducing the mismatch with the periodic 

image. All the systems started with an initial separation of approximately 0.3 nm 

between the graphene and metal slab layers. They were relaxed until reaching the energy 

tolerance of 1 𝑥 10−6 𝑒𝑉. Table 3.2 shows the maximum stretch or compression after the 

relaxation for the graphene lattice constant205 (𝑎𝑐 = 0.246 nm).  

 

Figure 3.7. Test for optimizing the initial lattice vectors 𝐚𝟎, 𝐛𝟎 in the [100] system. The 

0.7 – 1.2 range was tested for the ratio 𝐚𝟎/𝐚𝐜, where 𝐚𝐜 corresponds to the graphene 

lattice vector (0.246 nm).  

Figure 3.7 shows the test for the [100] structures in the graphene-metal slab 

system. We changed the lattice parameters and observed the variation in the system 

energy. We searched within the 0.7 – 1.2 range for the 𝑎0/𝑎𝑐  ratio to ensure an energy 

minimum of the initial system and reduce the graphene’s curvature (lateral stress).  
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3.2.1 Graphene-Metal Interaction and Evaluation of Model Parameters 

The interfacial interaction energy (𝛥Eint) values are calculated using Equation 

3.13, Eslab&grap is the energy of the metal-graphene systems shown in Figures 3.5 and 3.6, 

Eslab, and Egrap are the energies of the isolated slab and graphene, respectively. 

𝛥𝐸𝑖𝑛𝑡 = 𝐸𝑠𝑙𝑎𝑏&𝑔𝑟𝑎𝑝 − 𝐸𝑠𝑙𝑎𝑏 − 𝐸𝑔𝑟𝑎𝑝       (3.13) 

The metal-carbon interaction energy (𝐸𝑀𝐶) and the adhesion energy (𝐸𝑎𝑑ℎ) were 

obtained dividing the interfacial interaction energy (Δ𝐸𝑖𝑛𝑡) by the number of carbon 

atoms and by the transverse area of the simulation box, respectively. 𝐸𝑀𝐶  is crucial 

because it defines the region where multiple stable carbon allotropes start to form206,207 

(e.g. fullerene vs. nanotube). In other words, the metal-carbon strength of interaction is 

an indicator of the encapsulation-growth transition. As such, it can help us to determine 

the minimum tube diameter value (𝑑𝑇) where deactivation of the particle due to 

encapsulation becomes possible and may be used to characterize the stability regions as 

discussed further in the stability analysis.   

An interesting observation based on the work-energy principle (Equations 3.2 and 

3.3) is that carbon surface density (𝜌𝑠) has a role in defining the curvature energy 

function, or more explicitly, the α parameter. For this reason, we evaluated the surface 

carbon density dependency on chirality for SWCNTs with a similar diameter. A quick 

analysis of the smallest repetitive section of different chiral tubes shown in Figure 3.8 

indicates that the surface carbon density is almost independent of the chiral angle and 

has a constant average value of 38.2 atoms nm−2.  
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Figure 3.8. Surface carbon density (𝝆𝒔) dependence on chiral angle. Estimated values (•)  

using periodic units of different chiral tubes. 

The equilibrium distance (𝛿0) is a parameter of the model that defines the 

extension of phase upper boundary (𝑑𝑢𝑝 = 𝑑𝑝 + 𝛿0) and therefore the number of 

accessible microstates. However, this value changes dynamically depending on the 

surface local environment. Here, we use the infinite layer approximation, two periodic 

metal – graphene layers interacting in the interface. This method is excellent to obtain a 

measure of the non-bonding, van der Waals interaction, and carbon-metal distance (𝛿0
∞). 

Usually, bulk carbon atoms in a graphene sheet have a coordination number of three; 

however, edge carbon atoms may have a reduced coordination number. For example, the 

𝛿0
∞ equilibrium distance in the cobalt slab (0.338 nm) decreases to 0.190 nm, 0.179 nm, 

and 0.161 nm by reducing to two, one, and zero, respectively, the number of neighbor 

carbon atoms coordinating with a central bulk graphene atom. This decrease in the 

equilibrium distance is related to a stronger interaction due to free electrons available to 

form bonds at the edge of the tube (𝛿𝑜
𝑒𝑑𝑔𝑒

≈ [0.5 − 0.6] 𝛿0
∞). The tubular nanoribbon 



 

46 

 

region, on which the model is based, comprises a bulk–edge combination of carbon 

atoms. For this reason, we assumed that 𝛿0 in the upper limit of the radial extension of 

phase (𝑑𝑢𝑝) is approximately equal to the infinite layer value (𝛿0 ≈ 𝛿0
∞ ≈ 2𝛿0

𝑒𝑑𝑔𝑒
) for 

the entire diameter. 

3.3 Results 

Table 3.3 shows variations for the adhesion energy, metal-carbon interaction, and 

equilibrium distance for the different metal-graphene structures showed in Figures 3.5-6 

and 8. Graphene-like ribbons allow a stronger interaction thanks to carbon dangling 

bonds at the edges199, the infinite layer approximation used here focuses on the metal-

carbon regions where the bulk sp2 structure is interacting weakly with the metal.  

Table 3.3. Metal structure effect in the interaction energy between catalyst and 

graphene. Adhesion Energy, Metal-Carbon interaction, and equilibrium distance are 

calculated for [100] and [111] metal surfaces. 

System 
Crystal 

Structure 

𝑬𝐚𝐝𝐡 

[𝒆𝑽/𝒏𝒎𝟐] 
𝑬𝑴𝑪 

[𝒎𝒆𝑽/𝐚𝐭𝐨𝐦] 
𝛅𝟎
∞ [𝒏𝒎] 

[100] [111] [100] [111] [100] [111] 

Iron (Fe) Bcc -2.81 -2.66 -74.20 -63.11 0.204 0.306 

Nickel (Ni) Fcc -0.94 -2.04 -24.77 -54.85 0.205 0.309 

Cobalt (Co) Hcp -2.22 -6.68 -55.49 -205.86 0.338 0.219 

Co Carbide 

(Co2C) 
Orthorhombic -2.96 -2.63 -77.59 -68.66 0.220 0.348 

 

The difference in the equilibrium distance 𝛿0 between surfaces [100] and [111] is 

expected due to different surface interactions and graphene alignment. Previous works in 

Nickel194 and different other metals191,195,202 have shown that even for the same facet, the 

chemisorption/physisorption behavior is observed due to a double minimum in the 
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interaction energy. It is then reasonable to assume most works report one of the two 

minimum equilibrium distances in the energy profile. Table 3 shows that one of the 

metal facet converges to either the chemisorption distances (~0.2 nm) or the 

physisorption distances (~ 0.3 nm) for the interaction with the graphene layer. The 

model doesn’t distinguish between facets due to the approximately spherical shape 

assumption, but neither 𝛼𝑜𝑝𝑡 nor the tube profiles predicted for the iron particles show 

significative changes for the range 0.2 – 0.3 nm.  

3.3.1 Probability Distribution Function 

The probability distribution (Equation 3.7) for five particle sizes between 1 nm to 

5 nm is shown in Figure 3.9 (left). We can see that the distribution collapses to zero 

above 𝑑𝑢𝑝, this is due to the Heaviside function  𝐻(𝑑𝑇 − 𝑑𝑢𝑝) constraint. However, it 

naturally converges to zero in the lower limit due to the rapid increase in curvature 

energy (𝐸𝑐 →  ∞), reducing the probability of reaching this microstate according to the 

Boltzmann energy distribution (𝑒−∞ → 0). The 𝑓𝑑 distribution evolves from a very 

pronounced Dirac-like form for a small catalyst to almost a uniform distribution when 

the particle gets bigger. 
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Figure 3.9. Probability distribution 𝐟𝐝 using optimized parameters for a cobalt particle. 

[Left] Probability distribution function (𝐟𝐝) for different particle curvatures (e.g., 1 nm to 

5 nm). [Right] Cumulative distribution function. The probability of obtaining a 4 nm 

diameter tube using different particle sizes (4 nm and 5 nm) is calculated for this 

scenario. 

 

A quick example for the probability calculation is proposed with the parameters 

fitted from our experimental data set (e.g. 𝛼𝑜𝑝𝑡). Figure 3.9 (right) shows the cumulative 

distribution function (CDF) in Equation 3.14 for our model.  

𝐶𝐷𝐹(𝑑𝑇) = ∫ 𝑓𝑑(𝑥, 𝑇)𝑑𝑥
𝑑𝑇

−∞

      (3.14) 

Using the CDF properties, we can calculate the probability of obtaining a tube 

within a certain diameter range. The probability of obtaining a tube diameter of at least 4 

nm is 84% with a particle diameter of 4 nm and only 47% with a particle diameter of 5 

nm.  

3.3.2 Test of the Model for the Small Particle Range (dp < 5nm) 

We first attempt to replicate the experimental data trend relating the particle 

diameter 𝑑𝑃 to the tube diameter 𝑑𝑇 (Figure 3.1). The interfacial distance 𝛿0 found 

𝚫 = 𝟎.   

𝚫 = 𝟎.   
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previously for cobalt is used to define the upper integration limit 𝑑𝑢𝑝. The parameter 𝛼 

as discussed previously, can be estimated using Equation 3.3 from the work-energy 

theory for elastic materials presented in the first part of the supplemental information. 

This relation makes 𝛼 exclusively dependent of tube properties like Young modulus (𝑌), 

the atomic surface density (𝜌𝑠) and the wall thickness (𝑎). Values of Young moduli 

obtained from prior atomistic studies are largely scattered, varying from (0.95 TPa to 5.5 

TPa) for 𝑌 and [0.06 nm to 0.69 nm] for wall thickness (𝑎) 208–212. The uncertainty on 

the definition and estimated values for these properties can impact 𝛼 greatly. For this 

reason, a convenient procedure for including the variations in the carbon nanoribbon 

properties is to numerically optimize the 𝛼 value from the experimental data and 

compare it with previous estimations.  

 
Figure 3.10. Adjusting the parameter 𝜶 to our SWCNT experimental data. (+) High-

resolution TEM experimental data from Diaz et al39. (−) Most probable or average 

diameter and (--) standard deviation limits (±𝝈) obtained after  𝜶𝒐𝒑𝒕 has been found. 

Figure 3.10 shows the results of fitting the model to our experimental data. The 

optimized 𝛼𝑜𝑝𝑡 value for our SWCNT data using a cobalt catalyst is 1.15 eV nm2 atom-1. 
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The inflection point (i.e. the point where the ratio 𝑑𝑇/𝑑𝑃 is approximately one) in the 

diameter’s behavior can be observed and explained within the model. For very small 

particles (< 2 nm), the most probable diameter (solid line) is close to the upper limit 

(𝑑𝑇 → 𝑑𝑝 + 𝛿0) in the extension of phase. This is due to the small range of possible 

states that results from a very sharp narrow probability distribution (Figure 3.9). On the 

other hand, the probability distribution for large particles is broader, and the average is 

expected to be in an intermediate value between both limits of the range [d0, dup]. Hence, 

the most probable tube diameter in small particles is larger than dp, and the growth 

should be tangential to the particle (𝑑𝑇 > 𝑑𝑝), whereas the growth for large particles is 

expected to be perpendicular (𝑑𝑇 < 𝑑𝑃).  

It is important to further analyze the meaning of the 𝛼 parameter. For this reason, 

it is also necessary to consider previous evaluations of this parameter. For example, 

Gülseren et al reported a value of 𝛼 = 0.0214 eV nm2 atom-1 obtained from ab-initio 

calculations181 (𝐸𝑐 = 𝛼/𝑅 
2 = 𝐸𝐶𝑁𝑇 − 𝐸𝑔𝑟𝑎𝑝). This value is equivalent to 𝛼 = 0.0856 eV 

nm2 atom-1 in our curvature energy representation (𝐸𝑐 = 𝛼/𝑑𝑇
2). However, 𝛼𝑜𝑝𝑡 (1.15 eV 

nm2atom-1) is one order of magnitude higher than the one predicted by Gülseren et al. 

This difference in 𝛼 values can be related to the uncertainty in the evaluation of the 

SWCNT wall thickness where approximations also vary in orders of magnitude208,209,212. 

In an atomic thin shell model, the wall thickness is considered to be the graphite inter-

layer spacing (0.34 nm), Cai et al. demonstrated that this value also corresponds closely 

to the thickness of the SWCNT electron cloud211.  To test the accuracy of our 𝛼, we 

estimated the Young modulus ( 𝑌) using the optimized 𝛼𝑜𝑝𝑡 value. Thus, using the 2D 
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approximation (bending tubular carbon nanoribbon) in Equation 3.3, the previously 

calculated surface carbon density 𝜌𝑠 ,  𝛼𝑜𝑝𝑡 , and the value of 0.34 nm for the tubular 

nanoribbon thickness, we estimate a value of 1.07 TPa for the Young’s modulus of 

SWCNTs, that is within the range of many model approximations210,213,214 (0.97 TPa to 

5.5 TPa), and very close to the few experimental values reported for SWCNTs215–217 

(1.20 TPa to 1.25 TPa). 

Test of the model for large particle range (dp > 5 nm) 

 

Figure 3.11. Adjusting the parameter 𝛂 to inner diameters in the MWCNTs 

experimental data39. (x) Data collected for iron particles from Tibbets137. (−) The most 

probable or average diameter and (--) standard deviation limits (±𝛔) obtained after  𝛂𝐨𝐩𝐭 

has been found. 

Next, we used the experimental set by Tibbetts137 that reports inner diameters of multi-

walled carbon nanotubes (MWCNTs) for very large particles. Although the growth 

mechanism of MWCNTs is not yet clear, we assume that the inner tube structure 

nucleation occurs under similar conditions to the ones mentioned previously for 

SWCNTs. Figure 3.11 shows that the inner diameters in MWCNTs can also be adjusted 
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to our model, yielding an  𝛼𝑜𝑝𝑡 value of 2.063 eV nm2 atom-1 using 𝛿0 for iron (Table 3). 

To explain the difference between the 𝛼𝑜𝑝𝑡 for SWCNTs in small particles and 

MWCNTs in larger particles, it should be noted that the inner diameter in an MWCNT 

may be affected by the presence of compressive/attractive forces generated by the 

external walls causing an increase in the ability to store potential elastic energy within 

the curvature of the tube. An increase in the bending momentum stored by the carbon 

atoms at the edge of the tube is expected to affect the flexural rigidity (bending stiffness) 

and the 𝛼 value in the inner tube structure of MWCNTs. The difference could also be 

attributed to the van der Waals forces between the inner nuclei and the concentric layers 

of an MWCNT. These additional forces can modify the mechanical properties of the 

inner tube. Using the same approximation utilized for the SWCNT thickness (0.34 nm) 

and the 𝛼𝑜𝑝𝑡 obtained for MWCNTs, a Young’s modulus of 1.93 TPa is estimated, that 

is in reasonable agreement with reported Young moduli for MWCNTs218. 

We remark that the range of particle diameters in the two sets of data shown in Figures 

3.10 and 3.11 is extensive. To compare and test the applicability of the 𝛼 values, we 

additionally evaluated both data sets with the 𝛼𝑜𝑝𝑡 obtained for the smallest tubes and 

the value reported from Gülseren181 (Appendix A, Figure A3).   The model predicts a 

good estimate of the inner diameter value in large particles.   

It is found that the predicted tube diameters are much more sensitive to the 𝛼 value in 

the small tube range. The 𝛼 dependence becomes weaker for larger tubes, where the 

probability function is distributed over many possible configurations. We note that 

although 𝛼𝑜𝑝𝑡 was obtained for the previously described sets of data, it could be applied 
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to other metal catalysts because its calculation only involves tube properties. For this 

reason, the prediction of an SWCNT diameter distribution on a bed of iron nanoparticles 

is proposed as a final test for 𝛼𝑜𝑝𝑡. 

3.3.3 Prediction of SWCNT Diameter Distribution  

 

Figure 3.12. SWCNT’s diameter distribution prediction using Iron catalyst particle 

profiles measured by Zou et al132. Figure 3.12 a-c corresponds to the experimental tube 

diameter distribution profile (orange) vs the model's prediction (blue). Predictions were 

based on experimental catalyst particle diameters for particles (a) without etching and (b 

and c) after 10 s to 15 s of etching, respectively. The darkest colored regions show the 

overlap between the experimental and the theoretical descriptions. 

 

Further validation and a possible application of this model is shown in Figure 3.12. The 

model was used to predict the SWCNT diameter distributions corresponding to catalyst 

diameter profiles measured on a support of Si-SiO2 wafer by Zou et al132.  The 

predictions were obtained using the diameter profiles for the catalyst particles at 

different etching times to define the upper limit (𝑑𝑢𝑝). This is because the range of the 

particle diameter distribution is reduced after exposure to a longer etching time. The 

experimental data was normalized using Equation 3.15 and the parameters used for the 

prediction (Equations 3.7 and 3.8) were the equilibrium distance 𝛿0 for Iron (Table 3) 

and the parameter 𝛼𝑜𝑝𝑡  (1.15 eV nm2/atom). 
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𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 =
𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦

# 𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡𝑠  
 (3.15) 

We observe that all the predicted profiles in 13a-c are in good agreement with the 

reported experimental sets. The slight right shift at the distributions of the three 

examples is attributed to assumptions on the estimation of 𝛿0 and 𝛼𝑜𝑝𝑡. The equilibrium 

distance approximation for the nanoribbon (𝛿0 ≈ 𝛿
∞ ≈ 2𝛿𝑒𝑑𝑔𝑒) as discussed before, 

will affect the probability distribution for small particles. An overestimation of 𝛿0 may 

cause this type of shift due to an increase in the upper limit (𝑑𝑢𝑝) and the number of 

possible accessible microstates. However, for the 𝛿0 range found in this and previous 

studies (0.2 to 0.35 nm) the shift due exclusively to 𝛿0 will not account for the total 

difference. A lack of information in the inactive particles and non-growth events may 

contribute to overestimating the number of tubes from the particle distribution. 

3.4 Stability Analysis 

This section analyzes the stability conditions and shows the estimated tube diameter 

prediction within the growth stability limits. This discussion relates only to systems 

where the reaction conditions favor a slow carbon supply rate on the catalyst surface 

(e.g., low precursor gas pressure). Reducing the carbon supply flow would likely allow 

the carbon structures to evolve to low energetic configurations219.  

An important question relates to the probability of a nascent cap to evolve into a stable 

SWCNT or encapsulate the catalytic particle (stable fullerene). Early studies in carbon 

allotropes have established the relation between curvature energy and tube 

diameter137,178–181,219 as described in the theoretical background (i.e. Equations 3.2, 3.3). 
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Burgos et al., for example, showed a direct relation between adhesion energy, curvature, 

and nucleation206, as expressed in Equation 3.16. Furthermore, an approximated support-

particle interaction analysis showed that the support nature strongly influences the 

catalyst structure, shape (i.e., curvature), and tube’s diameter220,221.  

𝐸𝑐𝑇⏟
𝑇𝑢𝑏𝑒 𝐶𝑢𝑟𝑣𝑎𝑡𝑢𝑟𝑒 𝐸𝑛𝑒𝑟𝑔𝑦 

≤ 𝐸𝑐𝐹⏟
𝐹𝑢𝑙𝑙𝑒𝑟𝑒𝑛𝑒  𝐶𝑢𝑟𝑣𝑎𝑡𝑢𝑟𝑒 𝐸𝑛𝑒𝑟𝑔𝑦

− 𝐸𝑀𝐶⏟
𝑀𝑒𝑡𝑎𝑙−𝐺𝑟𝑎𝑝ℎ𝑒𝑛𝑒 𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑒𝑛𝑒𝑟𝑔𝑦⏟                                      

𝑀𝑒𝑡𝑎𝑙 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑒𝑑 𝐹𝑢𝑙𝑙𝑒𝑟𝑒𝑛𝑒 𝐸𝑛𝑒𝑟𝑔𝑦

     (3.16) 

Comparing the curvature energy per atom of the tube (𝐸𝑐𝑇) with the one for a fullerene 

with a similar diameter (𝐸𝑐𝐹), it shows that the tube is always more stable. However, the 

attractive metal-graphene interaction (𝐸𝑀𝐶) may reduce the energy necessary to bend the 

carbon bonds and therefore the curvature energy per atom of the fullerene capsule 

(𝐸𝑠𝐹 = 𝐸𝑐𝐹 − 𝐸𝑀𝐶).  

 

Figure 3.13. Stability analysis for the nucleation of carbon allotropes on metal catalysts.  

Empirically fitted functions for the curvature energy in SWCNTs (EcT) and fullerenes 

(EsF) and the critical diameter of transition (dc) for a cobalt catalyst. 
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Hafner et al. introduced the stability criteria graphically using empirically fitted 

functions to represent the curvature energy of tubes and fullerenes219. Following 

Hafner’s work, Figure 3.13 shows that the energy difference between both states is in the 

order of meV. 

We used the cobalt-carbon calculations (Table 3) to estimate the fullerene capsule 

energy (𝐸𝑠𝐹) in Figure 3.13. We observe that even if a tube is less stable for diameters 

approximately above 𝑑𝑐 in a cobalt particle, the energy difference is minimal, and in 

many cases, nanotubes are observed to grow with a nucleation probability proportional 

to 𝑒(−𝐸𝑀𝐶)/𝑘𝑏𝑇. An interesting observation is that 𝑑𝑐 corresponds to the point where the 

ratio between 𝑑𝑇/𝑑𝑃 is approximately one for our experimental data, and the growth 

behavior changes from tangential to perpendicular. Therefore, we could use this value as 

a point of reference and merge the stability analysis with our model.  

 
Figure 3.14. Diameter stable regions during the growth process of SWCNTs and high 

probability zones within one standard deviation from the most probable diameter (<
𝐝𝐓 > ±𝛔). (+) High-resolution TEM experimental Data for Co catalysts. (--) Upper limit 

for the radial extension of phase (𝐝𝐮𝐩). (∙∙∙) Transition critical diameter (𝐝𝐜) between 

stable fullerene and tube allotropes. (−) Most probable or average diameter and standard 
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deviation limits (±𝛔). In the purple region, the probability of finding a diameter dT is ≈ 

0. 

Curvature stability plays a role in delineating the stable tube growth regions. These are 

tube diameter stable zones for specific particle diameter regions. The small particle zone 

(𝑑𝑝 𝑑𝑐⁄ ≪ 1) has the 𝑑𝑐 line as an upper limit on stability. In this zone, the tube is 

always trying to reduce its curvature energy, making the transversal area as big as 

possible until < 𝑑𝑇 >  or a value energetically accessible is reached. We can also 

observe that most of the experimental data is close to 𝑑𝑢𝑝 for this zone, this is due to the 

existence of a very low standard deviation, leading to a small region with a high 

probability of nucleating the tube. Above 𝑑𝑢𝑝 the probability distribution 𝑓𝑑 rapidly 

collapses to zero (𝑓𝑑 → 0) so wider tubes beyond this limit do not grow. In our model, 

the accuracy of the 𝑑𝑢𝑝 limit depends on 𝛿0 estimation that has an associated error as 

discussed in the model parameters section. Figure 3.14 shows that the tube diameter is 

slightly smaller than the particle diameter in the transition zone (for dp > dc and dp 

smaller than 2.5 nm). 

For SWCNTs growing on large particles (𝑑𝑝 𝑑𝑐⁄ ≫ 1), the upper limit of stability is the 

line corresponding to 𝑑𝑢𝑝. In this region, the tube tries to minimize its internal strain 

energy by reducing the transversal area until reaching the most probable diameter region 

with a value close to 𝑑𝑐. That is why we see an inversion in the data trend between the 

two zones (i.e. the tube diameter is no longer bigger than the particle). This zone is also 

characterized by a co-existence between fullerenes and tube allotropes. For carbon 

allotropes with weak metal-carbon interactions (< 1 𝑒𝑉) the curvature energy favor 
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nucleation, but a strong metal-carbon binding energy (1 eV to 2 eV) favors 

encapsulation in every event for particles with a diameter above the transition diameter 

(𝑑𝑐).  

The nature of the metal catalyst affects the value for 𝑑𝑐. For example, iron, with strong 

metal-carbon interaction, should have a smaller 𝑑𝑐 affecting the probability of 

encapsulation and the transition between tangential and perpendicular growth.  

3.5 Conclusions 

Using a combination of experimental data, quantum mechanical calculations, and 

statistical mechanics, we developed a model to describe the relationship between catalyst 

size and SWCNT diameter. The proposed model offers a simple description of the 

correlation between tube diameter and catalyst particle diameter for a growing SWCNT 

on an approximately spherical solid active nanocatalyst. Our model could include 

multiple curvatures in large particles/substrates (𝑘 = 1/𝑑𝑝) as individual events 

represented in the probability distribution function 𝑓𝑑.  

The DFT calculations of interlayer adhesion energies provide essential information 

about the strength of interaction between common metal catalyst particles and graphene. 

We show that the value obtained (𝛼𝑜𝑝𝑡) is only dependent on intrinsic properties of a 

graphene-like structure such as surface carbon density, wall thickness, and Young 

modulus and could be used in many systems independently of the catalyst selection. The 

Young moduli obtained from the optimized parameter for SWCNTs and MWCNTs are 

in good agreement with experimental values. 
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The rim-metal interaction analysis shows the stability of specific edge configurations 

and the effect on chirality selectivity. Nevertheless, the study suggests that the catalyst 

particle size's influence on the nucleation probability must be added separately. The 

results showed that the careful estimation of model parameters like 𝛼𝑜𝑝𝑡 and the tube 

wall-catalyst surface distance 𝛿0 is a requirement for a good accuracy of the model. We 

have noticed, for example, the ability of 𝛿0 and 𝛼 for shifting the predicted tube diameter 

profile based on experimental catalyst size distributions. Thus, changes in 𝛿0 increase or 

reduce the number of possible states in the proposed continuous function approximation 

for the tube diameter probability distribution (𝑓𝑑).  

Finally, our work's central focus was on whether catalyst particle diameters define 

single-walled carbon nanotube diameters. We identified a critical diameter that separates 

regions of stable nanotube and stable fullerene. Such critical diameter depends on the 

intrinsic catalyst properties and their interactions with carbon. For 𝑑𝑇 larger than such 

critical diameter, the growth behavior changes, and the tube diameter tend to become 

smaller than the particle diameter, leading to a perpendicular growth. This transition to 

the perpendicular mode of growth coincides with a much broader probability distribution 

function, allowing an extensive range of possible tube diameters for the defined particle 

size.  Interestingly, the model has also proved helpful in predicting the inner diameters 

of MWCNTs and reproducing 𝑑𝑇 distributions using the catalyst diameter distribution 

profile for supported CVD particles.  

We recognize that particle composition and surface stability play an important role in the 

SWCNT nucleation vs. catalyst encapsulation dynamics. Magnin et al. 222 recently 
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highlighted a correlation between the carbon concentration in the particle and 

graphene/catalyst wetting properties, thus leading to tangential vs. perpendicular growth. 

Our subsequent work suggests that different surface compositions may also be 

responsible for the change of growth mode. 
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CHAPTER IV  

ON THE ROLE OF SURFACE OXYGEN DURING NASCENT CARBON CAP 

SPREADING AND SINGLE-WALLED NANOTUBE NUCLEATION ON IRON 

CATALYSTS† 

4.1 Introduction 

Single-walled carbon nanotubes (SWCNTs) are commonly grown in oxygen-rich 

environments. The precursor gas for the SWCNT synthesis reaction typically provides 

oxygen atoms either as a pure gas or as an oxygen-containing compound. Similarly, 

metal oxide substrates are used to support the catalysts or as reactor wall materials and 

may transfer oxygen atoms while in contact with the catalytic particles.  It has been 

proposed and experimentally observed that the metal catalyst's interaction with specific 

promoters (e.g., oxygen, sulfur, hydrogen) triggers significant changes in the SWCNT 

properties during spreading, nucleation, and growth.  

Dai et al. introduced the yarmulke mechanism51 during one of the first reported 

metal-catalyzed disproportionation of CO on pre-formed molybdenum (Mo) particles, 

pointing to a strong correlation between tube and particle diameters. Recently, CVD 

experiments for cobalt (Co) have also validated that SWCNT diameter is inherently 

related to particle size.39,223  However, the close analysis of transmission electron 

microscopy (TEM) images of tubes grown by a CO precursor feed on Fe particles shows 

that the diameter profile of SWCNT does not seem to increase proportionally with the 

                                                 

†The contents of this Chapter were reprinted with permission from Diaz, M. C.; Balbuena, P. B. On the 

Role of Surface Oxygen during Nascent Single-Walled Carbon Nanotube Cap Spreading and Tube 

Nucleation on Iron Catalysts. Carbon 2021, 184, 470–478. Copyright 2021 Elsevier Ltd. 
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diameter of catalyst particles,53,54,224 and additionally, the ratio between diameters 

(𝑑𝑝/𝑑𝑇) can be larger than three for very small particles (2-5 nm).224 This observation is 

unusual and repetitive not only for setups that use iron, but for SWCNT growth on 

different oxidized metal catalysts225 as well. The uncorrelated particle-tube diameter and 

the large size difference (for 𝑑𝑝 < 3 𝑛𝑚) defies common understanding and theoretical 

mechanisms for nanotube nucleation and growth39.  

Here we suggest that surface oxygen may influence the interaction between the 

metal and the early cap seed resulting in an unexplained correlation between nanotube 

diameter and catalyst particle. Our hypothesis is based on evidence from experimental 

works using Fe catalysts that indirectly point toward oxide-driven growth of carbon 

nanotubes226,227 and the active role of oxygen in SWCNT selectivity over CNTs with 

multiple walls226 (MWCNTS). Mazzoni et al.228 showed that large oxidized carbon rims 

might be unstable due to a rapid sublimation into CO2. We studied a critical aspect of the 

nanotube formation in this section: the pre-nucleation conditions and the initial cap 

structure's evolution on an oxygen-rich iron surface. We used DFT calculations to obtain 

an insight into the interacting forces between the metallic surface and the nascent cap 

and comparatively show the effect of oxygen on the interfacial energy. Additionally, we 

analyze the oxide-driven mechanism proposed for the growth of SWCNT by the 

disproportionation of CO on iron.  

4.2 Methodology 

Interfacial adhesion energies were obtained using spin-polarized DFT calculations 

on an iron slab with (110) orientation. Fe (110) was chosen because it is the most stable 
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facet for bcc iron229. We used a (5x5) Fe (110) supercell with five layers and a vacuum 

space of 10 Å for our systems. The initial (1x1) Fe (110) slab had a lattice parameter of 

2.48 Å. The gamma-centered Monkhorst-Pack scheme186 was used for the Brillouin 

zone's k-point sampling with a grid 4x4x1. The exchange-correlation functional given by 

the Perdew-Burke-Ernzerhof approximation184 and the Projector Augmented Wave 

Method167,185 (PAW) was employed for calculating core-electron energies with a cutoff 

energy of  700 eV. We performed all DFT energy calculations with an electronic 

convergence tolerance of 1 10−6 eV and ionic convergence on the total energy of 

1 10−3 eV using the Vienna Ab Initio Simulation Package (VASP)230. 

 

Figure 4.1. Fe (110) Slab with five layers, the graphitic carbon shell corresponds to the 

pre-nucleated cap of a (5,5) AC tube. [a-d] Initial possible positions for the oxygen atom 

location before relaxation. Color code for atoms: surface O: red, surface Fe: orange; 

subsurface Fe: pink. The central pentagon and C atoms connecting the pentagon to the 

cap edge: maroon; hexagon edge atoms: light blue. 

Electronic and magnetic properties of iron oxides by DFT can be troublesome 

using the local density approximation (LDA) or the generalized gradient approximation 
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(GGA)231 because these approximations do not describe correctly the on-site Coulomb 

interaction of localized electrons. For this reason, it was necessary to use the Hubbard U 

correction (DFT+U) for the calculations with oxidized surfaces.  We used the bulk 

magnetite (𝐹𝑒3𝑂4) structure to find an adequate U correction that reduced the lattice 

parameter errors, the analysis can be found in Appendix B (Figure B1). The value of U = 

3.8 eV was observed to reduce the error with or without van der Waals (vdW) dispersion 

corrections, and it is consistent with previous studies on iron oxides231. 

The iron slab was built by keeping the bottom two layers fixed at their bulk 

positions and relaxing the remaining layers with DFT optimization. The chosen graphitic 

carbon shell corresponds to an early stage of a (5,5) armchair (AC) nanotube cap 

structure (Figure 4.1). The pre-nucleated shell has only one pentagon formed of the five 

usually needed before complete nucleation occurs. We also modeled partial surface 

oxidation by O adsorption on the Fe (110) surface. Our calculations, in agreement with 

previous works,232 showed that oxygen atoms move freely to the most stable hollow sites 

after relaxation from an initial top or bridge position. We oxidized the iron slab in an 

iterative cycle, increasing the oxygen concentration on the slab surface until it reached 

0.24 monolayer (ML) coverage. For each addition cycle, we calculated the relaxed 

energy of all possible non-symmetrical hollow sites for a new O atom insertion and took 

the one with the highest average interfacial energy (|𝐸𝑠𝑦𝑠 − 𝐸𝑠𝑙𝑎𝑏| 𝑁𝑂⁄ ). Figure 4.2 

shows the oxygen positions after each addition cycle. 

The interfacial binding energy (Einterfacial) between the carbon shell structure pre- 

and post-nucleation is calculated using Equation 4.1. Where 𝐸𝑠𝑦𝑠 is the energy of the 
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combined system, 𝐸𝐶𝑆 is the energy of the carbon structure (e.g., SWCNT, cap, carbon 

shell seed) and 𝐸𝐹𝑒−𝑂 is the energy of the iron slab (either reduced or oxidized). Here we 

use the word "reduced" to refer to the pristine Fe surface where the Fe atoms have a 

neutral oxidizing state (atomic charge = 0 e) 

𝐸𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑖𝑎𝑙 = 𝐸𝑠𝑦𝑠 − (𝐸𝐶𝑆 + 𝐸𝐹𝑒−𝑂)             (4.1) 

 

 

Figure 4.2. [Top] Oxygen atom positions after each addition cycle. We selected the 

structure with the strongest O-surface interaction energy after each new addition. 

[Bottom] Interfacial energy per oxygen atom after increasing oxygen concentration;(◊) 
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Interaction O-surfaceenergy for all possible oxygen  configurations; (▲) Strongest O-

surface interaction energy . Color code for O and Fe atoms as in Figure 4.1. 

4.3 Results 

4.3.1 Pre-nucleated carbon shell on the oxidized iron surface 

In this section we follow the evolution of the interfacial energy between a carbon 

shell (as shown in Figure 4.1) and the surface, on two partially oxidized iron surfaces. 

The first surface (S1, first row in Figure 4.3) corresponds to an iron slab with increasing 

oxygen surface concentration (from 0 to 0.24 ML), that was obtained following the least 

energy path described in the previous section. The second surface (S2) results from 

adding a 1:1 carbon to oxygen ratio (C:O) to the surface, C atoms were adsorbed in the 

surface and allowed to find a stable minimum energy position.  We observed that the 

presence of absorbed carbon (at the same O concentration) did not significantly change 

the 𝐶𝑟𝑖𝑚/metal interfacial interaction with the oxidized metal slab. Carbon usually 

diffuses into the particle subsurface until reaching a maximum saturation concentration. 

In this work, we have not searched for such saturation point. In addition, if the carbon 

shell is already formed, the highly active carbon shell's rim will promote the 

incorporation of the carbon to the structure's edge if the C atom is close enough. The 

interfacial energy per carbon atom at the rim (𝐸𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑖𝑎𝑙/𝐶𝑟𝑖𝑚) between S1 and S2 is 

within a close difference (≈ ± 0.25 𝑒𝑉). However, the change of the energy with 

oxygen concentration has some distinct behavior, as explained next. 
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Figure 4.3. Top: Pre-nucleated shell interacting with two oxygen-rich Fe (110) surfaces.  

S1 and S2 differ in the adsorbed C:O ratio, with 0:1 and 1:1, respectively. Bottom: [a] 

Interfacial energy per carbon in the rim for both surfaces. [b] Average charge of the 

metal surface and carbon atoms in the shell for S1. [c] Direct Crim-O interaction at 0.24 

ML, atomic position, charge, and CDD are shown 
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The results in Figure 4.3.a show that the 𝐶𝑟𝑖𝑚-metal interaction becomes 

significantly weaker (at least ~0.5 eV/atom) as O is added to both surfaces. For the 

partially oxidized surface (S1) the binding energy becomes linearly weaker until a 

concentration of 0.16 ML. For the partially oxidized surface with added C atoms (S2), 

the binding strength remains constant for the first O addition, and then becomes linearly 

weaker at a slightly higher rate until 0.16ML of O. Interestingly, this concentration 

threshold for energy can be understood from the charge analysis. Figure 4.3.b reveals a 

charge transfer between Crim and surface Fe after 0.16 ML, where the rim provides 

electrons to the Fe and O atoms in the proximity of a new Crim-O covalent bond. The 

stabilization in the interfacial energy between 0.16 – 0.24 ML is induced by the 

formation of multiple Crim-O covalent bonds, as visualized in Figure 4.3.c through the 

charge density difference (CDD) analysis. The average distances from the surface to the 

Crim and the nascent shell's top slightly rise, suggesting that the cap lift-off may be 

favored because of a stable oxide edge formation.  

The charge density difference was calculated by subtracting the electron density of 

the combined Fe+O+Shell system (Δ𝜌𝑠𝑦𝑠) to the individual unperturbed electron density 

of the partially oxidized slab (Δ𝜌𝐹𝑒+𝑂) and the nascent shell (Δ𝜌𝑠ℎ𝑒𝑙𝑙). The electron 

depletion and accumulation areas (Figure 4.4) indicate a loss of electrons from the 

surface and the bulk carbon towards the rim C and the formation of three C-O bonds for 

the concentrations > 0.16 ML. The decrease in the interfacial energy and the formation 

of an oxidized rim allow us to organize the structures and classify them according to the 

type of interaction between the carbon rim and oxygen.  
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Figure 4.4. Charge density difference and Bader Analysis of the S1 oxidized surfaces. 

The color shows the Badder charge of all atoms in a range of -1.13 𝐞− to 0.78 𝐞− using a 

scale from blue to red respectively, where the O atoms present the highest electron 

charge (≈ 1.1 𝐞−) and the oxidized Fe atoms the lowest. The closest carbon-oxygen 

distance (𝐝𝐎−𝐂) for eah system is highlighted on a yellow circle. Color Code for the 

CDD: yellow: electron depletion; cyan: accumulation. 

 

Bader charge analysis (Figure 4.3.b and Figure 4.4) indicates that after every O 

insertion in the [0.08-0.16] ML concentration, the Fe atoms surrounding the adsorbed O 

are slightly oxidized, whereas O and Crim's atoms have the highest accumulation of 

electrons.  After 0.16 ML concentration, covalent Crim-O bonds are formed (detailed in 

Figure 4.5), and the closest carbon-oxygen distance (𝑑𝑂−𝐶), as shown in Figure 4.4, 

decreases from values higher than 3 to 1.36 Å. The Fe surface reduction and Crim 

oxidation also reflect the bond formation at higher O concentrations (> 0.16ML). In 

contrast, the bulk iron and sp2 bulk carbon atoms remain with a charge approximately 

neutral for the complete O concentration range.  
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Figure 4.5. Crim – Oxygen bonds at 0.2 ML O concentration. Three C-O bonds are 

formed (above 0.16ML concentration) causing interfacial energy stabilization and 

charge transfer. 

 

4.3.2 Evolution of a Spreading Carbon Shell 

Here we evaluate the energetics of C addition to a carbon shell adsorbed on the 

surface. We assume C atoms are available on the surface due to catalysis of a C-

containing precursor gas on the metal particle. We model the carbon cap spreading by 

sequentially adding C atoms to the shell's rim (Figure 4.1) and examining the interfacial 

energy evolution with the surface. The 0.16 ML O coverage, where there is a transition 

to a regime where Crim-O bonds are formed, was selected to calculate the interaction 

strength at different spreading stages. Figure 4.6 indicates the procedure followed to 

obtain the spreading structures.  
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Figure 4.6. Carbon shell spreading on a reduced and partially oxidized (0.16 ML) iron 

surface.[Top] The structure evolves to a pentagon-rich and then hexagon-rich edge after 

increasing the amount of carbon in the active area. Side view only includes the first two 

upper iron layers and the carbon shell. [Bottom] Interfacial energy evolution during the 

different stages of spreading and cap formation.  
 

We observed that the carbon shell's symmetry breaks after the first addition cycle, 

allowing the new carbon atoms to pick the edge site that lowers the overall system 
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probable cap's stabilization via curvature energy. A third C addition cycle accounts for a 

continued spreading of the shell by creating new hexagons in the rim. The 𝐸𝑖𝑛𝑡/𝐶𝑟𝑖𝑚 

evolution while extending to a fully or semi-formed cap (structures 3 & 4), and a carbon 

structure with hexagons in the rim (structures 5 & 6) is observed in Figure 4.6-Top. 

"Ideal" or perfectly formed structures were obtained from an AC (5,5) tube's cap (Figure 

4.6 – structure 4) and a carbon shell of cone shape (Figure 4.6 – structure 6). 

Oxygen atoms create surface instability and atomic reorganization that restricts the 

carbon shell spreading to the area enclosed by the oxidized surface, consistently favoring 

closed pentagons' development in the rim (Figure 4.6 - structure 3, top). Contrarily, the 

carbon shell spreading on the reduced iron surface produces open pentagons that can 

evolve quickly into a wider carbon shell, favoring the surface spreading over nucleation 

and potentially larger diameters (Figure 4.6 - structure 3, bottom). The carbon shell 

consistently had weaker interfacial binding strength on the oxidized surface with a 

margin > 1 eV for the most stable structure while spreading (see "3" in the energy profile 

shown in Figure 4.6). The energy profile shows that the formation of pentagons at the 

structure's rim creates the strongest rim-metal interaction in both oxidized and reduced 

surfaces. This strong attachment supports the idea that once the cap has lifted and under 

constant temperature, the SWCNT starts growing vertically instead of spreading on the 

surface. 

The formation of consistent tube diameter distributions, independent of catalyst 

size, can find its origins in the previously discussed results. Surface oxygen acts as a 

promoter for the nucleation, generating narrow diameter distributions and favoring 
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SWCNT perpendicular growth, even for small iron particles (d < 3nm) as previously 

observed experimentally54. A stable oxidized carbon edge can also help control the 

spreading within a limited active area. Experiments using oxygen concentration as a 

reaction parameter have started to show the potential of this SWCNT nucleation 

promoter in the size233, shape233, and orientation of growth234. High oxygen 

concentrations environments allow the formation of iron oxide, decreasing the overall 

catalyst activity but increasing the SWCNT's diameter distribution235. Therefore, we 

could tune the SWCNT properties if we control the concentration of oxygen on the 

particle surface, regardless of its source, especially during the pre-nucleation stage. 

4.3.3 Energy Corrections and Chirality 

We further studied SWCNT's chirality effect on the interaction energy as well as 

on the evolution from carbon shell to SWCNT. Calculations were performed using the 

PBE potential without dispersion (ND) and including van der Waals force corrections. 

Dispersion forces' effect in the interaction were applied as proposed by Grimme et al. 

236,237 (DFT-D3). We also used the charge-density dependent method by Steinmann et al. 

203,204 (DFT-dDsC) as a comparison. All results follow similar energy trends as shown in 

Figure 4.7, but a shift in the 𝐸𝑎𝑑𝑠/𝐶𝑟𝑖𝑚 profile is observed when including the dispersion 

correction methods, the interfacial energies become stronger by 1-2 eV. 
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Figure 4.7. Stages of a SWCNT formation.[Top] Evolution from a carbon shell to AC or 

ZZ SWCNTs. [Bottom] Interfacial energy (𝑬𝑰𝒏𝒕/𝑪𝒓𝒊𝒎)  between carbon structures and 

iron surfaces, the PBE no dispersion (PBE-ND) energy and dispersion force corrections 

are shown. 

The variation of interfacial energy is a driving factor for chirality selectivity238,239 

and is sometimes related to the surface's symmetry match between the metal and 

SWCNT34. Previous studies investigated the interaction between carbon caps and small 
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metal particles and exposed a relation between different tube chiralities and the strength 

of interfacial binding energy.129,240–242 They showed that both bounds of the chiral angle 

range (armchair and zigzag tubes) are local energy minima in the SWCNT-catalyst 

contact interaction. In other words, chiral tubes usually present more 'kinks' or edge 

imperfections that strengthen the metal – carbon interaction compared with achiral tubes 

(AC and ZZ). In our study, interfacial energy per Crim (Eq. 4.1) is higher for a ZZ (9,0)-

SWCNT, with a value of 2.05 eV compared to 1.94 eV of the AC (5,5)-SWCNT on the 

oxidized surface. This agrees with previous observations of a stronger carbon-metal 

interaction between zigzag (ZZ) tubes and nickel or cobalt particles.129,241,242 This 

stronger interaction energy usually translates in a similar high energy barrier for the 

vertical growth, and a near-armchair chirality preference for the resulting nanotube. 

4.4 Conclusions 

During the first SWCNT formation stages (i.e., spreading and nucleation) we 

determined that oxygen is an effective promoter for the SWCNT nucleation on the iron 

catalyst surface. The presence of > 0.16 ML of O on the surface reduces the strength of 

interaction between the early pre-nucleated cap structure and the metal surface. 

Therefore, it allows to stabilize the cap, helping with its lift-off. Additionally, as Burgos 

et al. 206,243 demonstrated, a reduction in the C-metal interaction energy positively affects 

nucleation vs encapsulation rates. 

The spreading evolution of a carbon shell to become a cap had a lower energy path 

in the oxidized surface. We observed the preferred formation of closed pentagons in the 

oxidized surface while expanding to a structure similar to the AC(5,5) SWCNT's cap 
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(Figure 4.6). The surface oxygen in the catalyst particle also limits the active area for 

SWCNTs' formation. Strong carbon-oxygen bonds are formed when the rim enters in 

direct contact with the oxidized area (Figures 4.4-5). The reduction of the active growth 

area, charge transfer, and the lower C-metal interaction strength can explain previously 

discussed experimental results adding an oxygen source for the controllability of 

SWCNT properties53,54,224,233,234. One noteworthy example is the consistent diameter 

distributions obtained independently of catalyst size54. Knowing the role of crucial 

intermediate catalyst surface species like partially oxidized surfaces could help improve 

SWCNTs' selectivity and purity during large-scale production. The discussed results 

open a new perspective in understanding SWCNT nucleation on metal catalyst particles 

and the intrinsically related SWCNT diameter-chirality properties.  
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CHAPTER V  

EFFECT OF COBALT CARBIDE BULK AND SURFACE COMPOSITION ON THE 

CATALYST REACTIVITY DURING SWCNT FORMATION 

5.1 Introduction 

Studies of the bonding and reactivity of precursor molecules adsorbed on transition 

metal surfaces are essential for a molecular-level understanding of heterogeneous 

hydrocarbon catalysis and single-walled carbon nanotube (SWCNT) growth. Cobalt and 

its carbide phases are commonly used for hydrocarbon formation reactions like the 

Fischer–Tropsch Synthesis (FTS),244 and the production of SWCNTs through chemical 

vapor deposition (CVD)245. 

Using CVD, SWCNTs are produced through the catalytic dissociation of 

hydrocarbons (CxHy),
246,247 alcohols,248,249 carbon oxides25,51,250 (i.e., CO and CO2) and 

different types of reaction enhancers68 or byproducts251 (e.g., H2O, H2S, O2, H2). Carbon 

monoxide (CO) has shown great ability to produce homogeneous distributions of 

selective chiral nanotubes.54,223,224 Dai et al51, first reported the SWCNT production 

using CO disproportionation. Later, the HipCo process25 and the floating catalyst CVD 

method236,252, have shown remarkable progress towards commercial and large-scale 

applications. Acetylene gas (C2H2) has been widely used for studies on the SWCNT 

formation,253 mechanism39 and diameter-chirality control;254 this precursor is especially 

useful due to a low dissociation temperature and high reactivity245. Control over 

SWCNT properties (e.g., chirality and diameter) is fundamental for practical 
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applications that could exploit SWCNTs' extraordinary electronic, mechanical, and 

optical properties.255,256  

Since the SWCNT discovery, there has been an increasing interest in the state, and 

active phase of catalysts during SWCNT formation, especially for the iron catalyst 

family (i.e., Fe, Ni, Co).  The carbon-metal reaction mechanism and the actual 

composition of the catalyst during the growth of CNTs have been extensively 

debated.195,245,257–262 For example, most cobalt phases (i.e., Co, Co2C, and Co3C) have 

been reported as the active phase of the Co catalysts for CNT formation.201,223,263–265. 

Both stable cobalt phases (i.e., Co2C and Co3C) are metastable with formation energies 

between nickel carbide and iron carbide.257 

Catalyst evolution is expected during the SWCNT formation and nucleation (e.g., 

catalyst shape, composition, and crystal planes).263 Lately, SWCNTs nucleation has been 

attributed to fluctuations in the strength of interaction between graphitic carbon and the 

different exposed crystal planes of the metal nanoparticle.148 Multiple coupled 

interactions inherent to the reaction conditions  (e.g., metal particle, substrate, precursor 

gas, feed rate, etc.) affect the SWCNTs' final yield and structure.62,266,267  

Recent experimental observations268 reporting a reduced activity in the cobalt 

catalyst surface due to carbide phase fluctuations (i.e., Co2C and Co3C) require further 

insight. Here we use cobalt carbide stable phases Co2C and Co3C to study the effects of 

variable bulk composition and surface termination on the precursor decomposition and 

tube-metal interactions. We analyzed the interaction strength of the surface with C2H2 

and CO adsorbates, and we characterized their reactivity by evaluating the dissociation 
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energy barriers of these precursor molecules on the metal carbide surfaces. Furthermore, 

the carbon deposition using the Boudouard reaction mechanism and the rim-metal 

interaction for armchair and zigzag SWCNTs were also studied. 

5.2 Methodology 

We calculated adsorption and activation energies for the dissociation reaction of 

C2H2 and CO on cobalt carbide slabs with two bulk compositions (Co2C and Co3C) and 

various exposed crystal planes. The exposed facets were selected from a previous 

analysis148 based on comparisons between experimental and theoretical observations for 

SWCNT growth and termination. Figure 5.1 shows the pure cobalt (Co-top) and carbide 

(CoC-top) surface terminations.  We used a (2x2) supercell for both Co2C planes and the 

Co3C (020) surface and a (1x1) unit cell for Co3C (111). The lattice parameters for the 

unit (1x1) cells are presented in Table 5.1. We analyzed different adsorption sites 

(Appendix C) to find the structure with the most stable interaction for each precursor 

gas. 

Table 5.1. Lattice parameters a, b, and c corresponding to the length of unit vectors in 

the x y plane and z-direction respectively, for the cobalt carbide unit (1x1) cell. 

Surface 𝒂𝒙𝒃xc 

Co2C (011), Co-top 4.16 x 5.28 x 19.24 

Co2C (011), CoC-top 4.16 x 5.28 x 18.96 

Co3C (111), Co-top 7.02 x 7.07 x 18.50 

Co3C (020), CoC-top 4.24 x 4.85 x 18.15 
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The carbon-metal interfacial interaction energies (𝐸𝑖𝑛𝑡) of armchair (AC) and 

zigzag (ZZ) SWCNTs in contact with different types of Co2C surfaces, and sites defined 

following the anchoring vs. liftoff classification148,201 (Fig. 5.1) were calculated as 

follows: 

𝐸𝑖𝑛𝑡 = (𝐸𝑠𝑦𝑠 − 𝐸𝑠𝑙𝑎𝑏 − 𝐸𝑆𝑊𝐶𝑁𝑇)/𝑁𝐶𝑟𝑖𝑚        (5.1) 

We increased the system’s size for the SWCNT-metal calculations and used a 

(3x3) supercell for the Co2C and Co3C surfaces to avoid further interaction with the 

periodic images. Additionally, the z lattice parameter was changed to 21 Å for all 

systems.  

 

Figure 5.1. Cobalt carbide slabs and adsorption sites used in the precursor gas reaction 

calculations. Co2C (011) and Co3C (111) correspond to the Co-top surface termination. 

Co2C (011) and Co3C (020) correspond to the CoC-top termination. Color code: surface 

Co: orange; subsurface Co: pink. Carbon: grey. 
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The gamma-centered Monkhorst-Pack scheme186 was used for the Brillouin zone's 

k-point sampling with a grid 4x4x1 for the precursor gas reaction calculations and 4x4x2 

for the SWCNT-metal interaction energies. The exchange-correlation functional given 

by the Perdew-Burke-Ernzerhof approximation184 and the Projector Augmented Wave 

Method167,185 was employed for calculating core-electron energies with a cutoff energy 

of  700 eV. Long-range interactions were modeled using the Grimme dispersion D3 

method237 with the Becke-Jonson (BJ) damping function237. We performed all DFT 

energy calculations with an electronic convergence tolerance of 1 10−6 eV and ionic 

convergence on the total energy of 1 10−3 eV using the Vienna Ab Initio Simulation 

Package (VASP)230. 

5.3 Results 

C2H2 and CO molecules were adsorbed in multiple positions sites on top of the 

cobalt carbide surface (Appendix C, Figure C1). Table 5.2, shows the adsorption energy 

values of the sites with strongest interaction (Figure 5.2 and 5.3). Both precursor gases 

showed a general preference for the adsorption on the short bridge site or the three-fold 

hollow position, as shown in Figures 5.2 and 5.3. 

Table 5.2. Adsorption Energies (eV) for C2H2 and CO on top of cobalt carbide surfaces 

with (011), (020) and (111) facets and different surface terminations. The corresponding 

facet is next to the adsorption energy value. 

Cobalt Carbide 

Surfaces 

Acetylene (C2H2) Carbon Monoxide (CO) 

Co -top  CoC-top Co-top CoC-top 

Co2C -3.59; [011] -2.45;[011] -2.30; [011] -2.45; [011] 

Co3C -2.80; [111] -1.83; [020] -2.24; [111] -1.83; [011] 
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We can observe that Co-top terminations produce a generally stronger interaction 

with C2H2 and CO in all evaluated crystal facets. These values are within the range of 

previously reported works for acetylene and carbon monoxide.269. Only the Co2C(011)-

Co-top surface presents a break of this trend with a slight increase of 0.15 eV in the CO 

adsorption (-2.30 eV), favoring the attachment to a CoC-top surface termination (-2.45 

eV). Dong et al.269, in a comparative study between carbide and metallic Co surfaces, 

reported that for some alkenes (i.e. ethylene and propylene) and CO, there is a more 

stable interaction with Co2C than with pure Co. Similarly, we observe a stronger strength 

of interaction directly related to the bulk structure composition.  

 

Figure 5.2.  CO adsorption site at the strongest interaction with the cobalt carbide 

surface. Color code: surface Co: orange; subsurface Co: pink. Carbon: grey. Oxygen: 

red. 
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Figure 5.3. C2H2 adsorption site at the strongest interaction with the cobalt carbide 

surface. Color code: surface Co: orange; subsurface Co: pink. Carbon: grey. Hydrogen: 

white. 

In our results, Co2C shows an enhanced attachment for both precursor gas 

molecules compared with Co3C. For C2H2, the adsorption energy increase was 

approximately 17 to 19 %, accounting for all interacting systems (Appendix C). The 

increase was similar in both terminations, with Co-top presenting a slight enhancement 

(2-3% higher) than the CoC-top. In the same way, the adsorption energy for CO 

increased a 19.5% in the most stable position for the CoC-top termination, but only 2.9% 

for the Co-top termination. Co3C(111) with a dense metallic Co termination and a 

stepped-like surface allows for close metal-precursor contact, counteracting the reduced 
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interaction associated with the bulk composition and facilitating the precursor 

dissociation. 

 

5.3.1 Dissociation Reactions 

The dissociation reaction of precursor gases on the catalyst surface is crucial in 

forming a new carbon compound. For SWCNT, the precursor feeding rate to the reactive 

system and the dissociation rate of that carbon-rich precursor in the catalyst surface are 

both very important.266,270 A high dissociation rate may result in complete catalyst 

deactivation,148,268, and a low rate may decrease the yield271. For this reason, we decided 

to study the activation energies for C2H2 dehydrogenation and CO decomposition. Those 

reactions are two of the most common paths to obtain carbon for nanotube nucleation 

and growth. 

5.3.1.1 Acetylene Dehydrogenation 

The mechanism for acetylene dehydrogenation on cobalt, cobalt carbide and other 

iron family catalysts is reported in several publications272–275. In general, hydrogen 

disproportionation is favored over the C-C bond breaking. We calculated the energy 

barrier associated with the H-C and C-C dissociation to measure the effect of bulk 

composition and surface termination on this reaction mechanism. The reaction path is 

shown in Figures 5.4 and 5.5 for the four systems.  

We used the C2H2 molecule in the adsorption site with the shortest H-Co distance 

as the initial system due to a preliminary analysis of the activation energy for the H-C 

bond dissociation. The preliminary analysis showed that H atoms at the most stable 

adsorption sites for C2H2 are further apart from the catalyst. Therefore, the necessary 
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bond rotation for hydrogen to reach the surface is energetically costly (1 - 3 eV) due to 

repulsion from the partially positive charged surface (Figure 5.7). The surface diffusion 

energy barrier for C2H2 is observed to be in the 0.2 – 0.5 eV range. This low diffusion 

barrier could allow the C2H2 molecule to find an optimal adsorption site to dissociate.  

Activation energies for the C2H2 dehydrogenation (Figure 5.6) show that the first 

H-C dissociation (i.e., 𝐶2𝐻2 → 𝐶2𝐻 + 𝐻) present the overall lower energy barriers. Co3C 

surfaces present the highest energy barriers (0.85 - 0.95 eV) for the first H 

disproportionation reaction compared with Co2C surfaces (0.54 – 0.56 eV). Additionally, 

the reaction is endothermic for Co3C surfaces and exothermic for Co2C. Our 

calculations found that four-fold and three-fold adsorption sites on the Co-top surfaces 

and hollow sites on the CoC-top surfaces showed lower activation energies and, 

therefore, the best conditions for dehydrogenation. 

The second H-C dissociation (i.e., 𝐶2𝐻 → 𝐶2 + 𝐻) showed a considerable increase 

in the energy barriers (0.81- 1.36 eV). In this second part of the reaction pathway, the 

surface termination seems to have a more substantial impact. We can observe that Co-

top surfaces have higher activation energies compared with the CoC-top termination. 

After the first dissociation, the remaining C2H fragment is further polarized, and H loses 

electrons. The enlarged positive charge for the remaining H atom creates a repulsive 

force with the Co surface, increasing the dissociation energy barriers. This repulsive 

force is counteracted by the highly negative charged carbon surface atoms (𝐶𝑠𝑓𝑐) in the 

CoC-top termination. 

 



 

86 

 

  

 

Figure 5.4. Reaction pathway for the dehydrogenation reaction of C2H2 on Co2C. [Top] 

H-C dissociation reactions and the C-C bond breaking for the Co2C(011) with Co-top 

termination. [Bottom] H-C dissociation reactions and the C-C bond breaking for the 

Co2C (011) with CoC-top termination. Color code: surface Co: orange; subsurface Co: 

pink. Carbon: grey. Hydrogen: white. 
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Figure 5.5. Reaction pathway for the dehydrogenation reaction of C2H2 on Co3C. [Top] 

H-C dissociation reactions and the C-C bond breaking for the Co3C( 111) with Co-top 

termination. [Bottom] H-C dissociation reactions and the C-C bond breaking for the 

Co3C (020) with CoC-top termination. Color code: surface Co: orange; subsurface Co: 

pink. Carbon: grey. Hydrogen: white. 
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Figure 5.6. Activation and reaction energies for the dehydrogenation of C2H2 on 

Co2C(011) with Co-top and CoC-top terminations, Co3C(111)-Co-top and Co3C(020)-

CoC-top terminations. The relative energy values were calculated with respect to the 

initial system energy.  

Previous works have shown that C2 can exist in this dimer form on the catalyst 

surface and interact with other free carbon atoms or graphitic structures (e.g., SWCNTs) 

without the need to dissociate.273,274 Nevertheless, the C-C bond dissociation's energy 

barrier can be easily reached at high temperatures and preferentially on certain crystal 

planes. The results show that the Co-top surfaces present lower energy barriers for the C-

C bond breaking (0.71 - 1.21 eV). It is reasonable that a semi-saturated carbide surface 

shows higher resistance to dissolve additional free carbon. Additionally, the negatively 
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charged 𝐶𝑠𝑢𝑟𝑓 atoms create repulsion forces with the C2 molecule, making this last 

reaction step somewhat unstable for CoC-top terminations. 

 

Figure 5.7. Charge distribution of C2H2 on top cobalt carbide during the first H-C 

dissociation. The darker-red color corresponds to positively charged atoms, and the 

light-yellow color corresponds to the negatively charged atoms. 

 

Table 5.3. Adsorption energy between C2H2 and Co2C(011) with Co-top and CoC-top 

terminations, Co3C(111)-Co-top and Co3C(020)-CoC-top. The cobalt carbide systems' 

average charge for bulk and surface (sfc) atoms is tabulated before the dissociation 

reactions.  

Surface 
Eads 

(eV) 

Eads* 

(eV) 
Cosfc 
(𝑒−) 

𝐶sfc 
(𝑒−) 

CoBulk 

(𝑒−) 
𝐶Bulk 

(𝑒−) 
𝐻sfc 
(𝑒−) 

𝐶2sfc 

(𝑒−) 

Co2C-Co -2.51 -3.59 0.295 - 0.485 -0.813 0.098 -0.471 

Co3C-Co -2.80 -2.80 0.323 - 0.288 -0.830 0.104 -0.374 

Co2C-CoC -2.06 -2.45 0.478 -0.883 0.459 -0.912 0.054 -0.283 

Co3C-CoC -1.59 -1.83 0.478 -0.828 0.262 -0.866 0.054 -0.273 

*Adsorption energy on the strongest interaction site 

Table 5.3 and Figure 5.7 show the charge distribution in the cobalt carbide surface 

during the first H-C dissociation. The 𝐶𝑜𝑠𝑓𝑐 atoms are positively charged, and all 
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negative charged is distributed between the diluted carbon atoms (𝐶𝑠𝑓𝑐 𝑎𝑛𝑑 𝐶𝑏𝑢𝑙𝑘), and 

the acetylene deposited carbon (𝐶2). Charge analysis allows us to understand some 

general trends in the C2H2 dissociation reactions. For example, during the H-C 

dissociation, the negatively charged 𝐶𝑠𝑓𝑐 atoms in the CoC-top termination donate 

electrons to the H, facilitating the H-C bond breaking. 

5.3.1.2 CO Dissociation 

The dissociative reaction of CO on cobalt has been studied especially for FTS 

conditions.276 It has been found that hydrogen-assisted dissociation on cobalt has lower 

activation energies than the direct C-O dissociation.277,278 However, the production of 

SWCNTs using CO disproportionation generally is usually free of hydrogen 

supply.25,51,250 Dihydrogen (𝐻2) addition to the SWCNT synthesis reaction may produce 

herringbone helical structures279 (i.e., carbon nanofibers) instead of SWCNTs or coaxial 

MWCNTs.264 The results show that C-O dissociation has energy barriers in the range of 

1.74 -2.74 eV for the cobalt carbide slabs with Co-top terminations and 3.64 – 3.77 eV 

for CoC-top terminations. Therefore, CO is preferentially dissociated on Co-top 

terminations. The stepped-like surface Co3C (111) with Co-top termination showed the 

lowest activation energy (1.74 eV) and exothermic behavior.  

The significant increase in the activation energy for CoC-top terminations may be 

associated with the repulsion of highly negatively charged Csfc atoms and the 

competition for active sites in the semi-saturated carbonaceous surface (Figure 5.8).  
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Figure 5.8. [Top] Activation (Ea) and reaction energies (𝚫𝑮𝒓𝒙𝒏) for C-O dissociation. 

[Bottom] a.) CO dissociation reaction mechanism on Co2C and Co3C surfaces; b.) 

Charge distribution during the C-O bond breaking. Color code: surface Co: orange; 

subsurface Co: pink. Carbon: grey. Oxygen: red. 
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Table 5.4. Adsorption (Eads), activation (𝑬𝒂), and reaction (𝚫𝑮) energies for CO in the 

cobalt carbide surfaces. 

Surface Eads (eV) 𝐸𝑎 (eV) ΔG (eV) 

Co2C – Co-top -2.30 2.74 2.32 

Co3C – Co-top -2.24 1.74 -0.03 

Co2C – CoC-top -2.45 3.64 0.22 

Co3C – CoC-top -1.84 3.77 2.64 

Adsorption energies for the CO chemisorption are in the range of  -2.45 to -1.84 

eV. The strong interaction of CO with the carbide surface is observed throughout all 

bulk compositions and terminations, as shown in Table 5.4. Previous experimental and 

DFT calculations have found the same trends for direct CO dissociation on Co2C 

surfaces with energy barriers in the range of 1.49 – 2.49 eV.269,278 For this direct C-O 

bond breaking mechanism, the surface structure seems to have a more significant impact 

than the bulk composition contribution. 

5.3.2 Boudouard Reaction 

The CO disproportionation (i.e., Boudouard reaction: 2𝐶𝑂 ↔ 𝐶𝑂2 + 𝐶) is the 

primary source of C deposition during the SCWNT formation using CO/CO2 mixtures as 

the precursor gas.51,54 The mechanism studied here corresponds to the reaction between 

two adsorbed CO molecules. We can observe from the results (Figure 5.9) that the 

reaction is highly endothermic for all four cobalt carbide systems and with slightly 

unfavorable energy barriers (2.75 – 6 eV). 
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Figure 5.9. [Top] Activation (Ea) and reaction energies (𝚫𝑮𝒓𝒙𝒏) for CO 

disproportionation. [Bottom] a.) CO disproportionation reaction mechanism on Co2C 

and Co3C surfaces; b.) Charge distribution during the C-O bond breaking. Color code: 

surface Co: orange; subsurface Co: pink. Carbon: grey. Oxygen: red. 
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Using the mechanism shown here (Figure 5.9), we observe that the predominant 

contribution determining the reactivity of the surface for the Buodouard reaction seems 

to be the surface termination. We also observe that the activation energy correlates 

closely to the adsorption energy of CO in the carbide surface (Table 5.4). For example, 

the weakest CO-metal interaction on Co3C(020) also shows an activation energy of 6 

eV. This energy barrier is as high as the excitation energy of CO on the gas phase.280 

It is known that CO disproportionation occurs on cobalt particles.264,281 However, 

these high energy barriers and mostly endothermic behavior for the disproportionation 

reaction observed in our results may be related to unaccounted CO coverage effects and 

finite-size (particle) contributions. Peressi282 reported that the direct C-O dissociation 

and CO disproportionation became more favorable (i.e., low activation energies) and 

exothermic using high coverage concentrations on small particle catalysts instead of 

single-crystal slabs. Furthermore, the use of a substrate slightly enhances the surface 

reactivity of the catalyst particle.84,282 The main reason could be that the pure carbide 

surfaces are not favorable for the reaction. Previous work determined that there is a 

gradient of carbon concentration for active catalysts that leaves Co atoms at the top of 

the surface.148,263 Thus, even if the catalyst has an overall carbide composition, the C 

distribution allows the particle to be still active. On the other hand, Co3C surfaces are 

known to be inactive.268  

5.3.3 SWCNT – Catalyst interactions 

We studied interaction energies between nucleated achiral SWCNTs (AC and ZZ) 

and six cobalt carbide surfaces, Co2C (020), Co2C (011), and Co3C (020), each with the 



 

95 

 

Co-top and CoC-top surface terminations. In a recent study by Chao et al.268, Co2C was 

the predominant active catalyst during SWCNT nucleation. Co3C has been reported as 

both inactive148,268 and the preferred257 phase for CNT nucleation. Wang et al.,257 pointed 

that the Co2C phase might only exist during the growth of small SWCNTs using 

thermodynamic analysis of the free energies in the three stable phases  (i.e., Co, Co2C, 

and Co3C). For MWCNT conditions Co3C seem to be the preferred phase.257 Figure 

5.10 shows the SWCNTs interacting with the cobalt surfaces. 

 

Figure 5.10. AC(5,5) and ZZ(9,0) SWCNTs interacting with Co2C and Co3C carbide 

surfaces.  
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Table 5.5. Adsorption (Eads) and interfacial energies (Eint) between AC and ZZ SWCNTs 

and the cobalt carbide surfaces. 

Carbide Surface 
Arm-Chair (5,5) Zig-zag (9,0) 

Eads (eV) Eint (eV/atom) Eads (eV) Eint (eV/atom) 

Co2C (020) – Co-top -22.74 -2.27 -27.74 -3.08 

Co2C (011) – Co-top -22.65 -2.26 -24.87 -2.76 

Co3C (020) – Co-top -21.31 -2.13 -27.62 -3.07 

Co2C (020) – CoC-top -18.16 -1.82 -23.31 -2.59 

Co2C (011) – CoC-top -15.84 -1.58 -21.16 -2.35 

Co3C (020) – CoC-top -18.04 -1.80 -23.12 -2.57 

Table 5.5 shows the adsorption (𝐸𝑖𝑛𝑡 ∗ 𝑁𝐶𝑟𝑖𝑚) and cobalt-carbon interfacial (Eq. 

5.1) energies between the SWCNT and the different carbide surfaces. Those two energy 

values are measures of the interfacial strength of interaction between the nanotube and 

surface. We can observe two significant trends: First, both AC and ZZ SCWNTs have a 

stronger attachment to Co-top surface terminations. Secondly, ZZ tubes present higher 

interfacial energies compared with the AC tubes.  

A liftoff vs. anchor surface classification has been used to describe the catalyst 

surface interaction with the SWCNT rim.148,201 The SWCNT is nucleated on a liftoff 

surface, and this plane is perpendicular to the direction of growth. For active particles, 

liftoff surfaces have a predominant CoC-top termination while anchor surfaces have 

mostly Co-top surface termination.148 We can observe from these results that the low 

interfacial energy of CoC-top terminations should indeed favor the detachment from the 

surface, especially if this surface is surrounded by Co-top planes that work as anchors 

during the SWCNT growth. In previous experimental works, Co2C(020) has been 

identified both as anchor201 and liftoff148 surface, depending on its surface composition. 
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Δ𝐸𝑖𝑛𝑡 = (𝐸𝑖𝑛𝑡
𝐶𝑜 − 𝐸𝑖𝑛𝑡

𝐶𝑜𝐶) ∗ 100/ 𝐸𝑖𝑛𝑡
𝐶𝑜𝐶       (Eq 5.2) 

The interaction energy difference (Δ𝐸𝑖𝑛𝑡) between CoC-top and Co-top surfaces is 

larger for AC than ZZ tubes. The increase in the interfacial strength (Eq. 5.2) between 

CoC and Co surfaces is, on average, 28% for AC and 18% for ZZ SWCNTs. Only 

Co3C(020) remains with a similar Δ𝐸𝑖𝑛𝑡 for both achiral SWCNTs.  

5.4 Conclusions 

We showed that bulk-associated electron donation and surface terminations play a 

significant role during cobalt carbide's precursor gas dissociation reactions. For the C2H2 

dehydrogenation, we showed that each reaction step was facilitated for different 

conditions. The first H-C dissociation presented lower energy barriers on Co2C surfaces 

(Co-top and CoC-top). This barrier reduction is primarily associated with a bulk-electron 

transfer that enhances the catalyst surface reactivity. In contrast, the second H-C 

dissociation was mediated by the surface structure. CoC-top terminations presented 

lower energy barriers due to a reduced repulsion with the remaining H atom in the C2H 

molecule. The C-C bond breaking was calculated in the range of 0.7 – 2.7 eV. The 

stepped-like surface Co3(111) showed the lowest energy barrier for C-C dissociation 

(0.7 eV), and the CoC terminations presented the highest activation energies.  

Both C-O dissociation and Boudouard reactions showed a surface structure 

dependence with high energy barriers (> 2 eV) and mostly endothermic behavior. 

Further work is necessary to include finite size and CO coverage effects in the energy 

barriers for those reactions. Co3C – CoC-top consistently showed the weakest attraction 

for both precursor gases (i.e., CO and C2H2).  The enhanced interaction between the 
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Co2C surfaces and the precursor gases may be related to a more extensive electron 

accumulation around the Cbulk atoms. This charge segregation in the sub-surface can 

cause a larger electron exchange between the metal Cosfc and the adsorbed molecules. 

Finally, we conclude that interaction energies between similar surface terminations 

(Co-top or CoC-top) are within a very close range. It is necessary for viable nucleation 

that adjacent crystal planes have different surface compositions. The large interaction 

energy difference between Co-top and CoC-top terminations helps to promote the 

SWCNT cap detachment and growth. 
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CHAPTER VI 

CONCLUSIONS AND FUTURE DIRECTIONS 

 

Numerous aspects of the SWCNT formation and nucleation mechanism on 

transition metal nanoparticles were studied using first-principles calculations, 

experimental data, and statistical mechanics. DFT simulations were used to measure 

interfacial interactions, SWCNT’s stability, catalyst surface reactivity, and charge 

distributions.  

An intrinsic particle – SWCNT relation was found based on the potential energy 

stored by the nanotube structure. The strain energy, proportional to the curvature of the 

nanotube, is increased when the nanotube cap seed expands on top of the catalyst 

particle surface. Therefore, a probabilistic model was offered to describe the relationship 

between catalyst size and SWCNT diameter. This model based on the dislocation theory 

of CNT growth assumes a complete active spherical catalyst particle. The probability 

function 𝑓𝑑(𝑑𝑇) parameters were calibrated using experimental data from HRTEM. The 

Young moduli obtained from the optimized parameter (𝛼𝑜𝑝𝑡) for SWCNTs and 

MWCNTs are in good agreement with experimental values. 

Interfacial carbon-metal interactions are essential measurements that help classify 

a graphene-particle system's ability to nucleate or remain inactive. The stability of 

SWCNT nucleation is related to the combined interaction strength with the catalyst 

particle and substrate. Chapter I found that the critical diameter (dc) in the nucleation vs 

encapsulation stability correlates with the tangential to perpendicular growth regime 
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transition. This type of grow transition is observed as well from the slope change around 

(𝑑𝑝/𝑑𝑐) for the most probable diameter < 𝑑𝑇 > obtained with the model.  In Chapter 

IV, an increasing concentration of surface oxygen resulted in a decreased carbon-metal 

interaction. A reduction in the interfacial strength affects the nucleation vs. 

encapsulation rate. This result helped explain some experimental observations, where the 

use of oxygen-rich compounds (O2, COx, H2O, CxHyOz) was selectively promoting a 

short range of SWCNT chiralities. Finally, the energy profile of a pre-nucleated cap 

spreading on top of a partially oxidated iron surface showed a preference for closed 

pentagons in the SWCNT’s rim compared with the reduced Fe surface.  

The effect of variable bulk and surface composition on surface cobalt atoms' 

reactivity during SWCNT nucleation was also studied. It is widely known that 

nanoparticles' shape, composition, and surface structure evolve during SWCNT 

nucleation. The carbon solubility, etching agents, diffusion, and reaction energy barriers 

play a role in the formation, nucleation, and subsequent growth. Chapter V comparative 

analysis of two meta-stable cobalt carbide phases (Co2C and Co3C) with its 

corresponding rich-Co (Co-top) and diluted carbon (CoC-top) terminations found that 

the dissociation reactions of C2H2 and CO had mostly surface-dominant contributions. 

The larger bulk composition contribution was observed during the first H-C dissociation 

reaction. Here, Co2C surfaces presented the lower energy barriers. Lastly, we further 

corroborated that those drastic changes in the interaction strength between the SWCNT 

rim and different surface terminations of the same catalyst particle may promote 

nucleation. 



 

101 

 

The results presented in this work showed significant progress towards a better 

understanding of the nanotube-particle-substrate system and the controlled SWCNT 

growth. Some areas that may require further study and additional future directions are 

enumerated next:  

1. A great deal of study needs to be done to understand the effects of physical and 

chemical interactions between the substrate, the catalyst material, and the SWCNT. 

The substrate's hidden effect during nucleation and growth for producing different 

types of SWCNTs could be explored. Metal-substrates interactions can help clarify 

some experimental observations in the type of growth (base vs. tip growth). The 

preference of growth from the substrate (i.e., “root growth”)  for certain catalyst-

substrates combinations suggests a dominant interaction that controls the vertical 

growth227. DFT simulations can correlate changes in the CNT-metal strength of 

interaction while varying the substrate.  

2. It has been suspected for a long time that many catalyst-substrate interactions affect 

the growth mechanism of the SWCNTs. One example is the possibility to induce 

charge transfer from the substrate to species adsorbed on the supported particle. 

Low-coordinated cations or anions,283 isolated cation284/anion vacancies,285,286 

hydroxyl groups,287 peroxo groups,288 and grain boundaries289, can potentially alter 

the substrate reactivity. Studying the impact of substrate doping on the dissociation 

reaction is a subject of great interest.  

3. In chapter IV, we reported the role of surface oxygen in the nucleation process. 

Similarly, the study of surface’s saturation with some specific functional groups, 
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such as hydroxy (OH), may elucidate the effect behind the so-called “supergrowth” 

generated by water-assisted CVD.68,290 

4. The limit of oxidation to enhance nucleation is yet to be discovered. We saw in 

Chapter IV the added benefits of having small oxidated areas on the particle surface. 

However,  too much oxidation could inactivate the particle as well. Further studies 

are necessary to find the equilibrium between nucleation promoter and inhibitor for 

the oxide surfaces. 

5. Using reactive potentials, such as ReaxFF, allows for substrate-catalyst particle 

dynamics and interactions at typical CVD reaction temperatures. Implementation of 

algorithms that can potentially reach time scales used in experiments is crucial. 

Accelerated molecular dynamics and hybrid approaches such as MD + time-stamp 

force-biased Monte Carlo simulations can be used towards this goal. 

6. MD simulations with particles’ diameters above 2 nm may elucidate kinetic paths 

and relations not yet explored for the tangential vs. perpendicular growth mode. 

Additionally, above 2-3 nm, MWCNTs become more stable, and the mechanism for 

their nucleation can be studied. 

7. Metal oxide substrates such as Alumina allow for diffusion of melting catalyst layers 

at high temperatures.  The diffusion of metal atoms from reservoir conductive 

underlayers (Fe, Cu) through barrier layers (Al2O3, SiO2) may enhance or inactivate 

the precursor decomposition. Molecular dynamics (MD) and DFT simulations can 

help study the effects of a coupled multi-layer system (particle + support + reservoir) 

and obtain the composition profile from the underlayer to the substrate’s surface. The 
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formation of alloys or intermediate species may bring some light to the different 

SWCNT lengths observed experimentally.  
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APPENDIX A 

SUPPLEMENTAL INFORMATION CHAPTER III 

 

 

Figure A.11. Reduced functions obtained for the case (𝜷 ⁄ 𝒅𝒖𝒑  ≫ 𝟏) scenario in the 

dimensional analysis. Both approximations were compared against Tibbets’s 

experimental set (Right) and Diaz et al. experimental data (Left). 
 

 

 

Figure A.12. Reduced functions obtained for the second case (𝜷 𝒅𝒖𝒑⁄ ≪ 𝟏) scenario in 

the dimensional analysis. Both approximations were compared against Tibbets’s 

experimental set (Right) and Diaz et al. experimental data (Left).  
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Figure A.13. Optimization of the parameter 𝜶. (+) High-resolution TEM experimental 

Data from Diaz et al39. (x) Data collected from Tibbets137. A comparison between the 

optimized value 𝜶𝒐𝒑𝒕 and the value from Gulseren et al181 is shown. 
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APPENDIX B 

SUPPLEMENTAL INFORMATION CHAPTER IV 

 

 

Figure B.14. Initial Calibration of the Hubbard U Parameter. [Left] Bulk structure of 

Iron Oxide. [Right] Lattice and Bulk energy error using different U values. 
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APPENDIX C 

SUPPLEMENTAL INFORMATION CHAPTER V 

 

 

 

Figure C.15. Different tested adsorption sites for acetylene and CO 

 

Positions g and h for the C2H2 adsorption showed the overall lower interaction energy, in 

fact the molecule is almost completed detached from the surface. 
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