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#### Abstract

Many physical systems have underlying safety or capacity considerations that require that the control policy employed ensures the satisfaction of a set of constraints. For instance, in a data network, in addition to maximizing the utility of the users, the controller has to maintain necessary link capacities constraints. Such systems can often be modeled as a constrained Markov Decision Process (CMDP), but the model itself might have unknown or rapidly changing system parameters, which calls for a learning-based solution approach.

Our goal in this thesis is to develop Reinforcement Learning (RL) algorithms to learn a generic CMDP problem, and explore applicatiosn to communication networks. Here, our goal is to characterize the relationship between constraints and the number of samples needed to ensure a desired level of accuracy. We explore two classes of algorithms, (i) algorithms based on Linear Programming (LP), (ii) algorithms based on a Lagrangian approach. Each of these classes is divided into two sub-classes according to sample collection process. On the one hand, we may collect samples uniformly across state-action pairs, and then develop a control policy based on these samplescalled the generative model based approach. On the other hand, we may collect samples in an online manner by applying a policy on the system, and then continually refining the policy as more samples become available-called the online learning approach. We characterize the sample complexity of the algorithms following both these approaches to obtain near-optimal policies.

We then consider the question of CMDPs in the context of data networks. We desire to solve the problem of serving real-time flows over a multi-hop wireless network. Each flow is composed of packets that have strict deadlines, and the goal is to maximize the weighted timely throughput of the system. Consistent with recent developments using mm-wave communications, we assume that the links are directional, but are lossy, and have unknown probabilities of successful packet transmission. An average link utilization budget constrains the system. The problem thus takes the form of a CMDP with an unknown transition kernel, and we develop new algorithms well suited for data network problems using the insights of RL algorithms for generic CMDPs.
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## 1. INTRODUCTION

Many physical systems have underlying safety considerations that require that the control policy employed ensures the satisfaction of a set of constraints. These constraints might take range from per-packet deadline guarantees in a communication system, to the need to ensure that cars do not hit each other in an autonomous platoon. Often, the system of interest can be modeled as a constrained Markov Decision Process (CMDP), but the model itself might have unknown or rapidly changing system parameters. Thus, conventional control approaches are not attractive and reinforcement learning (RL) is called for. In other cases, the model might be well defined, but many interacting systems, such as autonomous vehicles might render the system complex. Our focus in this thesis is to develop control algorithms for networked systems that require the satisfaction of constraints for their safe and efficient operation.

In chapters 2, 3 and 4, we focus on the case where the CMDP is unknown, and RL algorithms obtain samples to discover the model and compute an optimal constrained policy. Our goal is to characterize the relationship between safety constraints and the number of samples needed to ensure a desired level of accuracy-both objective maximization and constraint satisfaction-in a PAC sense. We explore two classes of RL algorithms, namely, (i) a generative model based approach, wherein samples are taken initially to estimate a model, and (ii) an online approach, wherein the model is updated as samples are obtained. In chapter 2 and 3 we solely focus on reducing the sample complexity for infinite-horizon and finite-horizon CMDPs respectively. However, in chapter 4 we concentrate on computationally efficient algorithms with cost of sample complexity. Our main finding in these chapters is that compared to the best known bounds of the unconstrained regime, the sample complexity of constrained RL algorithms are increased by a factor that is logarithmic in the number of constraints, which suggests that the approach may be easily utilized in real systems.

We next take up the problem of constrained decision making in data networks. In chapter 5, we study the problem of broadcasting real-time flows in multi-hop wireless networks. We consider
that each packet has a stringent deadline, and each node in the network obtains some utility based on the number of packets delivered to it on time for each flow. We propose a distributed protocol, the delegated-set routing (DSR) protocol, that incurs virtually no overhead of coordination among nodes. We also develop distributed algorithms that aim to maximize the total system utility under DSR. The utility of our DSR protocol and distributed algorithms are demonstrated by both theoretical analysis and simulation results, where we show that our algorithms achieve better performance even when compared against centralized throughput optimal policies.

Finally, in chapter 6, we bring together the constrained network optimization and constrained RL approaches in the context of serving real-time flows over a multi-hop wireless network. Each flow is composed of packets that have strict deadlines, and the goal is to maximize the weighted timely throughput of the system. Consistent with recent developments using mm-wave communications, we assume that the links are directional, but are lossy, and have unknown probabilities of successful packet transmission. An average link utilization budget (similar to a power constraint) constrains the system. We pose the problem in the form of a CMDP with an unknown transition kernel. We use a duality approach to decompose the problem into an inner unconstrained MDP with link usage costs, and an outer link-cost update step. For the inner MDP, we develop modelbased reinforcement learning algorithms that sample links by sending packets to learn the link statistics. While the first algorithm type samples links at will at the beginning and constructs the model, the second type is an online approach that can only use packets from flows to sample links that they traverse. The approach to the outer problem follows gradient descent. We characterize the sample complexity (number of packets transmitted) to obtain near-optimal policies, to show that a basic online approach has a poorer sample complexity bound, it can be modified to obtain an online algorithm that has excellent empirical performance.

## 2. LEARNING WITH SAFETY CONSTRAINTS: SAMPLE COMPLEXITY OF REINFORCEMENT LEARNING FOR CONSTRAINED MDPs*

### 2.1 Introduction

Markov Decision Processes (MDPs) are used to model a variety of systems for which stationary control policies are appropriate. In many cyber-physical systems (algorithmically controlled physical systems) restrictions may be placed on functions of the probability with which states may be visited. For example, in power systems, the frequency must be kept within tolerable limits, and allowing it to go outside these tolerances often might be unsafe. Similarly, in communication systems the number of transmissions that may be made in a time interval is limited by an average radiated power constraint due to interference and human safety considerations. The number of constraints can be large, since they can represent physical limitations (e.g., communication or transmission link capacities), performance requirements (per-flow packet delays, tolerable frequencies) and so on. The Constrained-MDP (CMDP) framework is used to model such circumstances [4].

In this chapter, our objective is to design simple algorithms to solve CMDP problems under an unknown model. Whereas the goal of a typical model-based RL approach would take as few samples as possible to quickly determine the optimal policy, minimizing the number of samples taken is even more important in the CMDP setting. This because constraints are violated during the learning process, and it might be critical to keep the number of such violations as low as possible due to safety considerations mentioned earlier, and yet ensure that the system objectives are maximized. Hence, determining how the joint metrics of objective maximization and safety violation evolve over time as the model becomes more and more accurate is crucial to understand the efficacy of a proposed RL algorithm for CMDPs.

Main Contributions: Our goal is to analyze the sample complexity of solving CMDPs to a desired accuracy with a high probability in both objective and constraints in the context of finite horizon (episodic) problems. We focus on two figures of merit pertaining to objective maximiza-

[^0]tion and constraint satisfaction in a probably-approximately-correct (PAC) sense.
Our main contributions are as follows:
(i) We develop two model-based algorithms, namely, (i) a generative approach that obtains samples initially then creates a model, and (ii) an online approach in which the model is updated as time proceeds. In both cases, the estimated model might have no solution, and we utilize a confidenceball around the estimate to ensure that a solution may be found with high probability (assuming that the real model has a solution).
(ii) The algorithms follow the general pattern of model construction or update, followed by a solution using linear programming (LP) of the CMDP generated in this manner, with the addendum that the LP is extended to account for the fact that a search is made over the entire ball of models given the current samples. This procedure not only contributes to optimism as [5], but also guarantees feasibility of the solution.
(iii) We develop PAC-type sample complexity bounds for both algorithms, accounting for both objective maximization and constraint satisfaction. The general intuition is that the model accuracy should be higher than in the unconstrained case and, our main finding agrees with this intuition. Furthermore, comparing our main results with lower bounds on sample complexity of MDPs [6, 7], we discover that the increase in the sample complexity is by a logarithmic factor in the number of constraints and a size of state space. However, there are no lower bound results for CMDPs to the best of our knowledge.

As mentioned above, the number of constraints in cyber-physical systems can be large. Our result indicating logarithmic scaling with the number of constraints indicates that the number of constraints is not a major concern in solving unknown CMDPs via RL, hence indicating that the practicality of applying the constrained RL approach to cyber-physical systems applications.

Related Work: Much work in the space of CMDP has been driven by problems of control, and many of the algorithmic approaches and applications have taken a control-theoretic view [4, $8,9,10,11,12]$. The approach taken is to study the problem under a known model, and showing asymptotic convergence of the solution method proposed. There are also studies on constrained
partially observable MDPs such as [13, 14]. Both of these works propose algorithms based on value iteration requiring solving linear program or constrained quadratic program.

Extending CMDP approaches to the context on an unknown model has also mostly focused on asymptotic convergence $[15,16,17,18]$ under Lagrangian methods to show zero eventual duality gap. [19] also proposes an algorithm based on Lagrangian method, but proves that this algorithm achieves a small eventual gap. On the other hand empirical works built on Lagrangian method has also been proposed [20].

A parallel theme has been related to the constrained bandit case, wherein the the underlying problem, while not directly being an MDP, bears a strong relation to it. Work such as [21, 22, 23] consider such constraints, either in a knapsack sense, or on the type of controls that may be applied in a linear bandit context.

Closest to our theme are parallel works on CMDPs. For instance, [24] and [25] present results in the context of unknown reward functions, with either a known stochastic or deterministic transition kernel. Other work [26] focuses on asymptotic convergence, and so does not provide an estimate on the learning rate. Finally, [5] explores algorithms and themes similar to ours, but focuses on characterizing objective and constrained regret under different flavors of online algorithms, which can be seen as complementary to or work. Since there is no direct relation between regret and sample complexity [27], applying their regret approach to our setting gives relatively weak sample complexity bounds. Our discovery of a general principle of logarithmic increase in sample complexity with the number of constraints also distinguishes our work.

### 2.2 Notation and Problem Formulation

Notation and Setup: We consider a general finite-horizon CMDP formulation. There are a set of states $S$ and set of actions $A$. The reward matrix is denoted by $r$, under which $r(s, a)$ is the reward for any state-action pair $(s, a)$. We assume that there are $N$ constraints. We use $c$ to denote the cost matrix, where $c(i, s, a)$ is the immediate cost incurred by the $i^{\text {th }}$ constraint in $(s, a)$ where $i \in\{1, \ldots, N\}$. Also, the vector $\bar{C}$ is used to denote the value of the constraints (i.e., the bound that must be satisfied). The probability of reaching another state $s^{\prime}$ while being at
state $s$ and taking action $a$ is determined by transition kernel $P\left(s^{\prime} \mid s, a\right)$. At the beginning of each horizon, we begin from a fixed initial state $s_{0}$. As the CMDP has a finite horizon, the length of each horizon, or episode, is considered to be a fixed value $H$. Hence, the CMDP is defined by the tuple $M=\left\langle S, A, P, r, c, \bar{C}, s_{0}, H\right\rangle$.

Assumption 1. We assume $S$ and $A$ are finite sets with cardinalities $|S|$ and $|A|$. Further, we assume that the immediate reward $r(s, a)$ is taken from the interval $[0,1]$ and immediate cost lies in $[0,1]$. We also make an assumption that there are $N$ constraints which for each $i \in$ $\{1, \ldots, N\}, \bar{C}_{i} \in\left[0, \bar{C}_{\max }\right]$.

Next, to choose an action from $A$ at time-step $h$, we define a policy $\pi$ as a mapping from stateaction space $S \times A$ to set of probability vectors defined over action space, i.e. $\pi: S \times A \rightarrow[0,1]^{|A|}$. So $\pi(s, \cdot, h)$ is a probability vector over $A$ at time-step $h$. Also, $a \sim \pi(s, \cdot, h)$ means that action $a$ is chosen according to policy $\pi$ while being at state $s$ at time-step $h$.

When policy $\pi$ is fixed, the underlying Markov Decision Process turns into a Markov chain. The transition kernel of this Markov chain is $P_{\pi}$, which can be viewed as an operator. The operator $P_{\pi} f(s)=\mathbb{E}\left[f\left(s_{h+1}\right) \mid s_{h}=s\right]=\sum_{s^{\prime} \in S} P_{\pi}\left(s^{\prime} \mid s\right) f\left(s^{\prime}\right)$ takes any function $f: S \rightarrow \mathbb{R}$ and returns the expected value of $f$ in the next time step. For convenience, we define the multi-step version $P_{\pi}^{h} f(s)=P_{\pi} P_{\pi} \ldots P_{\pi} f$, which is repeated $h$ times. Further, we define $P_{\pi}^{-1}$ and $P_{\pi}^{0}$ as the identity operator.

We consider cumulative finite horizon criteria for both the objective function and the constraint functions with identical horizon $H$. We define the value function of state $s$ at time-step $t$ under policy $\pi$ as

$$
\begin{equation*}
V_{t}^{\pi}(s)=\mathbb{E}\left[\sum_{h=t}^{H-1} r\left(s_{h}, a_{h}\right) ; a_{h} \sim \pi\left(s_{h}, \cdot, h\right), s_{t}=s\right], \tag{2.1}
\end{equation*}
$$

where action $a_{h}$ is chosen according to policy $\pi$ and expectation $\mathbb{E}[$.$] is taken w.r.t transition kernel$ $P$. Then, the local variance of the value function at time step $h$ under policy $\pi$ is

$$
\begin{equation*}
\sigma_{h}^{\pi^{2}}(s)=\mathbb{E}\left[\left(V_{h+1}^{\pi}\left(s_{h+1}\right)-P_{\pi} V_{h+1}^{\pi}(s)\right)^{2}\right] . \tag{2.2}
\end{equation*}
$$

Similar to the definition of the value function (3.1), the $i^{\text {th }}$ constraint function at time $t$ under policy $\pi$ is formulated as

$$
\begin{equation*}
C_{i, t}^{\pi}(s)=\mathbb{E}\left[\sum_{h=t}^{H-1} c\left(i, s_{h}, a_{h}\right) ; a_{t} \sim \pi\left(s_{h}, \cdot, h\right), s_{t}=s\right] . \tag{2.3}
\end{equation*}
$$

Again, the local variance of $i^{t h}$ constraint function at time-step $h$ under policy $\pi$, i.e. $\sigma_{i, h}^{\pi^{2}}$ is defined similar to local variance of value function (4.2).

Finally, the general finite-horizon CMDP problem is

$$
\begin{equation*}
\max _{\pi} V_{0}^{\pi}\left(s_{0}\right) \text { s.t. } C_{i, 0}^{\pi}\left(s_{0}\right) \leq \bar{C}_{i}, \quad \forall i \in\{1, \ldots, N\} \tag{2.4}
\end{equation*}
$$

Assumption 2. We assume that there exists some policy $\pi$ that satisfies the constraints in (3.4). Hence, this CMDP problem is feasible with optimal policy $\pi^{*}$ and optimal solution $V_{0}^{*}\left(s_{0}\right)=$ $V_{0}^{\pi^{*}}\left(s_{0}\right)$.

Note that we only consider learning feasible CMDPs, since otherwise no algorithm would be able to discover an optimal policy satisfying constraints.

Constrained-RL Problem: The Constrained RL problem formulation is identical to the CMDP optimization problem of (3.4), but without being aware of values of transition kernel $P .^{\dagger}$ Our goal is to provide model-based algorithms and determine the sample complexity results in a PAC sense, which is defined as follows:

Definition 1. For an algorithm $\mathcal{A}$, sample complexity is the number of samples that $\mathcal{A}$ requires to achieve

$$
\begin{aligned}
\mathbb{P}\left(V_{0}^{\mathcal{A}}\left(s_{0}\right)\right. & \geq V_{0}^{\pi^{*}}\left(s_{0}\right)-\epsilon \text { and } \\
C_{i, 0}^{\mathcal{A}}\left(s_{0}\right) & \left.\leq \bar{C}_{i}+\epsilon \forall i \in\{1, \ldots, N\}\right) \geq 1-\delta
\end{aligned}
$$

[^1]for a given $\epsilon$ and $\delta$.

Note that this definition includes both objective maximization and constraint violations, as opposed to a traditional definition that only considers the objective [28].

### 2.3 Sample Complexity Result of Generative Model Based Learning

In this section, we introduce a generative model based CMDP learning algorithm called Optimistic Generative Model Based Learning, or Optimistic-GMBL. According to Optimistic-GMBL, we sample each state-action pair $n$ number of times uniformly across all state-action pairs, count the number of times each transition occurs $n\left(s^{\prime}, s, a\right)$ for each next state $s^{\prime}$, and construct an empirical model of transition kernel denoted by $\widehat{P}\left(s^{\prime} \mid s, a\right)=\frac{n\left(s^{\prime}, s, a\right)}{n} \forall\left(s^{\prime}, s, a\right)$. Then Optimistic-GMBL creates a class of CMDPs using the empirical model. This class is denoted by $\mathcal{M}_{\delta_{P}}$ and contains CMDPs with identical reward, cost matrices, $\bar{C}$, initial state $s_{0}$ and horizon of the true CMDP, but with transition kernels close to true model. This class of CMDPs is defined as

$$
\begin{align*}
& \mathcal{M}_{\delta_{P}}:=\left\{M^{\prime}: r^{\prime}(s, a)=r(s, a),\right.  \tag{2.5}\\
& c^{\prime}(i, s, a)=c(i, s, a), H^{\prime}=H, s_{0}^{\prime}=s_{0} \\
& \left|P^{\prime}\left(s^{\prime} \mid s, a\right)-\widehat{P}\left(s^{\prime} \mid s, a\right)\right| \leq  \tag{2.6}\\
& \min \left(\sqrt{\frac{2 \widehat{P}\left(s^{\prime} \mid s, a\right)\left(1-\widehat{P}\left(s^{\prime} \mid s, a\right)\right)}{n} \log \frac{4}{\delta_{P}}}+\frac{2}{3 n} \log \frac{4}{\delta_{P}},\right. \\
& \left.\left.\sqrt{\frac{\log 4 / \delta_{P}}{2 n}}\right) \forall s, a, s^{\prime}, i\right\},
\end{align*}
$$

where $\delta_{P}$ is defined in Algorithm 1. For any $M^{\prime} \in \mathcal{M}$, objective function $V_{0}^{\prime} \pi\left(s_{0}\right)$ and cost functions $C_{i, 0}^{\prime \pi}\left(s_{0}\right)$ are computed w.r.t. the corresponding transition kernel $P^{\prime}$ according to equations (3.1) and (3.3) respectively.

Finally, Optimistic-GMBL maximizes the objective function among all possible transition kernels, while satisfying constraints (if feasible). More specifically, it solves the optimistic planning
problem below

$$
\begin{equation*}
\max _{\pi, M^{\prime} \in \mathcal{M}_{\delta_{P}}} V_{0}^{\prime \pi}\left(s_{0}\right) \quad \text { s.t. } \quad C_{i, 0}^{\prime} \pi\left(s_{0}\right) \leq \bar{C}_{i} \forall i . \tag{2.7}
\end{equation*}
$$

Optimistic-GMBL uses Extended Linear Programming, or ELP, to solve the problem of (6.33). This method inputs $\mathcal{M}_{\delta_{P}}$ and outputs $\tilde{\pi}$ for the optimal solution. The description of ELP is provided in supplementary materials. Algorithm 1 describes Optimistic-GMBL.

```
Algorithm 1 Optimistic-GMBL
    Input: accuracy \(\epsilon\) and failure tolerance \(\delta\).
    Set \(\delta_{P}=\frac{\delta}{12(N+2)|S|^{2}|A| H}\).
    Set \(n\left(s^{\prime}, s, a\right)=0 \forall\left(s, a, s^{\prime}\right)\).
    for each \((s, a) \in S \times A\) do
        Sample \((s, a), n=\frac{256}{\epsilon^{2}}|S| H^{3} \log \frac{12(N+2)|S||A| H}{\delta}\) and update \(n\left(s^{\prime}, s, a\right)\).
        \(\widehat{P}\left(s^{\prime} \mid s, a\right)=\frac{n\left(s^{\prime}, s, a\right)}{n} \forall s^{\prime}\).
    Construct \(\mathcal{M}_{\delta_{P}}\) according to (4.21).
    Output \(\tilde{\pi}=\operatorname{ELP}\left(\mathcal{M}_{\delta_{P}}\right)\).
```


### 2.3.1 PAC Analysis of Optimistic-GMBL

Here, we present the sample complexity result of Optimistic-GMBL. Time complexity result and analysis will be provided in Supplementary materials.

Theorem 1. Consider any finite-horizon CMDP $M=\left\langle S, A, P, r, c, \bar{C}, s_{0}, H\right\rangle$ satisfying assumptions 3 and 4, and CMDP problem formulation of (3.4). Then, for any $\epsilon \in\left(0, \frac{2}{9} \sqrt{\frac{H}{|S|}}\right)$ and $\delta \in(0,1)$, algorithm 1 creates a model CMDP $\tilde{M}=\left\langle S, A, \tilde{P}, r, c, \bar{C}, s_{0}, H\right\rangle$ and outputs policy $\tilde{\pi}$ such that

$$
\begin{aligned}
& \mathbb{P}\left(V_{0}^{\tilde{\pi}}\left(s_{0}\right) \geq V_{0}^{\pi^{*}}\left(s_{0}\right)-\epsilon\right. \text { and } \\
& \left.C_{i, 0}^{\tilde{\pi}}\left(s_{0}\right) \leq \bar{C}_{i}+\epsilon \forall i \in\{1,2, \ldots, N\}\right) \geq 1-\delta,
\end{aligned}
$$

with at least total sampling budget of

$$
\frac{256}{\epsilon^{2}}|S|^{2}|A| H^{3} \log \frac{12(N+2)|S||A| H}{\delta}
$$

The proof of Theorem 12 differs from the traditional analysis framework of unconstrained RL [6] in the following manner. First, is the role played by optimism in model construction. The notion of optimism is not required for learning unconstrained MDPs with generative models, because any estimated model is always feasible [29]. However, there is no such guarantee for any general CMDP problem formulation [4]. Specifically, simply substituting the true kernel $P$ by the estimated one $\widehat{P}$ is not appropriate, since there is no assurance of feasibility of that problem. Hence, Optimistic-GMBL converts the CMDP problem under the estimated transition kernel to an optimistic planning problem (6.33) and an ELP-based solution.

Second, the core of the analysis of every unconstrained MDP is based on being able to characterize the optimal policy via the Bellman operator. This technique enables one to obtain a sample complexity that scales with the size of the state space as $O(|S|)$. However, we cannot use this approach to characterize the optimal policy in a CMDP [4]. We require a uniform PAC result over set of all policies and set of value and constraint functions, which in turn leads to $O\left(|S|^{2} \log |S|\right)$ sample complexity in the size of state space.

Corollary 1. In case of $N=0$, the problem would become regular unconstrained MDP. And, the sample complexity result with $N=0$ would also hold for unconstrained case.

Now, we present some of the lemmas that are essential to prove Theorem 12. Then we sketch the proof of this theorem. The detailed proofs are provided in supplementary materials.

First, we show that true CMDP lies inside the $\mathcal{M}_{\delta_{P}}$ with high probability, w.h.p. So, the problem (6.33) would be feasible w.h.p., since the original CMDP problem is assumed to be feasible according to Assumption 4.

## Lemma 1.

$$
\mathbb{P}\left(M \in \mathcal{M}_{\delta_{P}}\right) \geq 1-|S|^{2}|A| \delta_{P}
$$

Proof Sketch: Fix a state-action pair $(s, a)$ and next state $s^{\prime}$. Then, according to combination of Hoefding's inequality [30] and empirical Bernstein's inequality [31], we get that each $P\left(s^{\prime} \mid s, a\right)$ is inside the confidence set defined by (6.32) with probability at least $1-\delta_{P}$. Applying the union bound yields the result.

Now, we present the core lemma required for proving Theorem 12 and its proof sketch. Using this lemma, we bound the mismatch in objective and constraint functions when we have $n$ number of samples from each $(s, a)$. This bound applies uniformly over the set of policies and set of value and constraint functions. The result also enables us to bound the objective and constraint functions individually. Then we apply union bound on all objective and constraint functions. This process is the reason why the number of constraints appear logarithmically in the sample complexity result.

Lemma 2. Let $\delta_{P} \in(0,1)$. Then, if $n \geq 2592|S|^{2} H^{2} \log 4 / \delta_{P}$, under any policy $\pi$

$$
\left\|V_{0}^{\pi}-\tilde{V}_{0}^{\pi}\right\|_{\infty} \leq \sqrt{\frac{128|S| H^{3} \log 4 / \delta_{P}}{n}}
$$

w.p. at least $1-3|S|^{2}|A| H \delta_{P}$, and for any $i \in\{1, \ldots, N\}$,

$$
\left\|C_{i, 0}^{\pi}-\tilde{C}_{i, 0}^{\pi}\right\|_{\infty} \leq \sqrt{\frac{128|S| H^{3} \log 4 / \delta_{P}}{n}}
$$

w.p. at least $1-3|S|^{2}|A| H \delta_{P}$.

Proof Sketch: We first show that $\left|\tilde{P}\left(s^{\prime} \mid s, a\right)-P\left(s^{\prime} \mid s, a\right)\right| \leq O\left(\sqrt{\left.\frac{P\left(s^{\prime} \mid s, a\right)\left(1-P\left(s^{\prime} \mid s, a\right)\right)}{n}\right)}\right.$ for each $s^{\prime}, s, a$. Then, we show that at each time-step $h,\left(P_{\pi}-\tilde{P}_{\pi}\right) V_{h}^{\pi}(s) \leq O\left(\sqrt{\frac{|S|}{n}} \sigma_{h}^{\pi}(s)\right)$. Applying this bound to $\left|\tilde{V}_{0}^{\pi}\left(s_{0}\right)-V_{0}^{\pi}\left(s_{0}\right)\right|$ and from the fact that $\sigma_{h}^{\pi}(s)$ is close to $\tilde{\sigma}_{h}^{\pi}(s)$ by $\frac{\sqrt{|S| H^{2}}}{n^{1 / 4}}$, we obtain the result. This procedure is also applicable to each constraint function $i$.

Proof Sketch of Theorem 12: From Lemma 6, we know that the optimistic planning problem (6.33) is feasible w.h.p. Hence, we can obtain an optimistic policy $\tilde{\pi}$. The rest of this proof consists of two major parts.

First, we prove $\epsilon$-optimality of objective function w.h.p. Considering policy $\pi^{*}$ we obtain $\left|V_{0}^{\pi^{*}}\left(s_{0}\right)-\tilde{V}_{0}^{\pi^{*}}\left(s_{0}\right)\right| \leq O\left(\sqrt{\frac{|S| H^{3}}{n}}\right)$ w.h.p. by means of Lemma 28. Similarly, $\left|V_{0}^{\tilde{\pi}}\left(s_{0}\right)-\tilde{V}_{0}^{\tilde{\tilde{n}}}\left(s_{0}\right)\right| \leq$ $O\left(\sqrt{\frac{|S| H^{3}}{n}}\right)$ w.h.p. Next, we use the fact that $\tilde{V}_{0}^{\pi^{*}}\left(s_{0}\right) \leq \tilde{V}_{0}^{\tilde{\pi}}\left(s_{0}\right)$ and obtain

$$
V_{0}^{\tilde{\pi}}\left(s_{0}\right) \geq V_{0}^{\pi^{*}}\left(s_{0}\right)-O\left(\sqrt{\frac{|S| H^{3}}{n}}\right)
$$

Next, we show that each constraint is violated at most by $\epsilon$ w.h.p. Here, we use the second part of Lemma 28 to bound constraint violation. Thus, for each $i \in\{1, \ldots, N\}$ we have $\mid C_{i, 0}^{\tilde{\pi}}\left(s_{0}\right)-$ $\tilde{C}_{i, 0}^{\tilde{\pi}}\left(s_{0}\right) \left\lvert\, \leq O\left(\sqrt{\frac{|S| H^{3}}{n}}\right)\right.$ w.h.p. Also, we know that $\tilde{C}_{i, 0}^{\tilde{\pi}}\left(s_{0}\right) \leq \bar{C}_{i}$, since $\tilde{\pi}$ is solution of the ELP. Hence, we obtain

$$
C_{i, 0}^{\tilde{\pi}}\left(s_{0}\right) \leq \bar{C}_{i}+O\left(\sqrt{\frac{|S| H^{3}}{n}}\right)
$$

w.h.p. Finally, we obtain the end result by applying the union bound, and obtaining $n$ by solving $\epsilon=O\left(\sqrt{\frac{|S| H^{3}}{n}}\right)$.

### 2.4 Sample Complexity Result of Online Learning

The Optimistic-GMBL approach requires that every state-action pair in the system be sampled a certain number of times before a policy is computed. However, many applications may not be able to utilize this approach since it may not be possible to reach those states without the application of some policy, or they might be unsafe and so should not be sampled often. Hence, we need an approach that can collect samples from the environment by means of an online algorithm.

Online Constrained-RL, or Online-CRL described in Algorithm 8, is an online method proceeding in episodes with length $H$. At the beginning of each episode $k$, Online-CRL constructs an empirical model $\widehat{P}$ according to state-action visitation frequencies, i.e., $\widehat{P}\left(s^{\prime} \mid s, a\right)=\frac{n\left(s^{\prime}, s, a\right)}{n(s, a)}$,
where $n\left(s^{\prime}, s, a\right)$ and $n(s, a)$ are visitation frequencies. This empirical model $\widehat{P}$ induces a set of finite-horizon CMDPs $\mathcal{M}_{k}$ which any CMDP $M^{\prime} \in \mathcal{M}_{k}$ has identical horizon and reward and cost matrices. However, for any $(s, a) \in S \times A$ and $s^{\prime} \in S, P^{\prime}\left(s^{\prime} \mid s, a\right)$ lies inside a confidence interval induced by $\widehat{P}$. To construct a confidence interval for any element of $P^{\prime}\left(s^{\prime} \mid s, a\right)$, we use identical concentration inequalities to Optimistic GMBL as defined by (6.32). The only difference is the use of $n(s, a)$ instead of $n$. Thus the class of CMPDs is defined as below at each episode $k$ :

$$
\begin{align*}
& \mathcal{M}_{k}:=\left\{M^{\prime}: r^{\prime}(s, a)=r(s, a),\right. \\
& c^{\prime}(i, s, a)=c(i, s, a), H^{\prime}=H, s_{0}^{\prime}=s_{0} \\
& \left|P^{\prime}\left(s^{\prime} \mid s, a\right)-\widehat{P}\left(s^{\prime} \mid s, a\right)\right| \leq \\
& \min \left(\sqrt{\frac{2 \widehat{P}\left(s^{\prime} \mid s, a\right)\left(1-\widehat{P}\left(s^{\prime} \mid s, a\right)\right)}{n(s, a)} \log \frac{4}{\delta_{1}}}\right.  \tag{2.8}\\
& \left.\left.+\frac{2}{3 n(s, a)} \log \frac{4}{\delta_{1}}, \sqrt{\frac{\log 4 / \delta_{1}}{2 n(s, a)}}\right) \forall s, s^{\prime}, a, i\right\},
\end{align*}
$$

where $\delta_{1}$ is defined in Algorithm 8.
Next, we use ELP to obtain an optimistic policy $\tilde{\pi}_{k}$, which is the solution of optimistic CMDP problem below:

$$
\max _{\pi, M^{\prime} \in \mathcal{M}_{k}} V_{0}^{\prime} \pi\left(s_{0}\right) \text { s.t. } C_{i, 0}^{\prime \pi}\left(s_{0}\right) \leq \bar{C}_{i} \forall i .
$$

This problem is exactly the same as problem of (6.33), except for substituting $\mathcal{M}_{\delta_{P}}$ with $\mathcal{M}_{k}$. Here, for any $M^{\prime} \in \mathcal{M}_{k}, V_{0}^{\prime \pi}\left(s_{0}\right)$ and $C_{i, 0}^{\prime \pi}\left(s_{0}\right)$ are computed according to (3.1) and (3.3) w.r.t. underlying transition kernel $P^{\prime}$, respectively.

This algorithm draws inspiration from the infinite-horizon algorithm UCRL- $\gamma$ [32] and its finite-horizon counterpart UCFH [7] with several differences. Unlike UCRL- $\gamma$ and UCFH, Algorithm 8 updates the model at the beginning of each episode, which allows for faster model construction. Also, since we desire a policy that pertains to a CMDP using an linear programming approach [4], we must ensure that all constraints are linear. Hence, unlike UCFH, Algorithm 8

```
Algorithm 2 Online-CRL
    Input: accuracy \(\epsilon\) and failure tolerance \(\delta\).
    Set \(k=1, w_{\min }=\frac{\epsilon}{4 H|S|}, U_{\max }=|S|^{2}|A| m, \delta_{1}=\frac{\delta}{4(N+1)|S| U_{\max }}\).
    Set \(m\) according to (6.35) and (6.36).
    Set \(n(s, a)=n\left(s^{\prime}, s, a\right)=0 \forall s, s^{\prime} \in S, a \in A\).
    while there is \((s, a)\) with \(n(s, a)<|S| m H\) do
        \(\widehat{P}\left(s^{\prime} \mid s, a\right)=\frac{n\left(s^{\prime}, s, a\right)}{n(s, a)} \forall(s, a)\) with \(n(s, a)>0\) and \(s^{\prime} \in S\).
        Construct \(\mathcal{M}_{k}\) according to (6.31).
        \(\tilde{\pi}_{k}=\operatorname{ELP}\left(\mathcal{M}_{k}\right)\).
        for \(t=1, \ldots, H\) do
            \(a_{t} \sim \tilde{\pi}_{k}\left(s_{t}\right), s_{t+1} \sim P\left(\cdot \mid s_{t}, a_{t}\right), n\left(s_{t}, a_{t}\right)++, n\left(s_{t+1}, s_{t}, a_{t}\right)++\).
        \(k++\)
```

utilizes a combination of the empirical Bernstein's and Hoeffding's inequalities, which allows us to ensure linearity of constraints (i.e., we can indeed use an extended linear program to solve for the constrained optimistic policy). However, the constraints of UCFH are non-linear and require the use of extended value iteration coupled with a complex sub-routine, which cannot be utilized in the constrained RL case. Thus, we are able to obtain strong bounds on sample complexity similar to UCFH, but yet ensure that the solution approach only uses a linear program.

### 2.4.1 PAC Analysis of Online-CRL

We now present the PAC bound of Algorithm 8.

Theorem 2. Consider CMDP $M=\left\langle S, A, r, c, \bar{C}, s_{0}, H\right\rangle$ satisfying assumptions 3 and 4. For any $0<\epsilon, \delta<1$, under Online-CRL we have:

$$
\begin{aligned}
& \mathbb{P}\left(V_{0}^{\tilde{\pi}_{k}}\left(s_{0}\right) \geq V_{0}^{\pi^{*}}\left(s_{0}\right)-\epsilon\right. \text { and } \\
& \left.C_{i, 0}^{\tilde{\pi}_{k}}\left(s_{0}\right) \leq \bar{C}_{i}+\epsilon \forall i \in\{1,2, \ldots, N\}\right) \geq 1-\delta,
\end{aligned}
$$

for all but at most

$$
\tilde{O}\left(\frac{|S|^{2}|A| H^{2}}{\epsilon^{2}} \log \frac{N+1}{\delta}\right)
$$

episodes.

To prove Theorem 13, we follow an approach motivated by [32] and its finite-horizon version [7]. However, there are several differences in our technique. As mentioned above, one of the differences is with regard to restricting ourselves to only linear concentration inequalities. We will show that excluding non-linear concentration inequalities pertaining to variance does not increase the sample complexity, and utilizing the fact that the number of successor states is less that $|S|$ leads to matching sample complexity in terms of $|S|$ with the UCFH algorithm. Furthermore, we are able to show that, unlike existing approaches, we can update the model at each episode, again without increasing the sample complexity. Thus, we are able to obtain PAC bounds that match the unconstrained case, and only increase by logarithmic factor with the number of constraints.

There are also recent results on characterizing the regret of constrained-RL [5] while using an algorithm reminiscent of Algorithm 8, and the question arises as to whether one can immediately translate these regret results into sample complexity bounds? However, regret and sample complexity results do not directly follow from one another [27], and following the [5] approach gives a PAC result $\tilde{O}\left(\frac{|S|^{2}|A| H^{4}}{\epsilon^{2}}\right)$, which is looser than our result by a factor of $H^{2}$. Thus, this alternative option does not provide the strong bounds that we are able to obtain to match existing PAC results of the unconstrained case.

Now, we introduce the notions of knownness and importance for state-action pairs and base our proof on these notions. Then we present the key lemmas required to prove Theorem 13. Finally, we sketch the proof of Theorem 13. The detailed analysis is provided in supplementary materials.

Let the weight of $(s, a)$-pair in an episode $k$ under policy $\tilde{\pi}_{k}$ be its expected frequency in that episode

$$
\begin{aligned}
w_{k}(s, a) & :=\sum_{h=0}^{H-1} \mathbb{P}\left(s_{h}=s, a \sim \tilde{\pi}_{k}\left(s_{h}, \cdot, h\right)\right) \\
& =\sum_{h=0}^{H-1} P_{\tilde{\pi}_{k}}^{h-1} \mathbb{I}\left\{s=\cdot, a \sim \tilde{\pi}_{k}(s, \cdot, h)\right\}\left(s_{0}\right) .
\end{aligned}
$$

Then, the importance $\iota_{k}$ of $(s, a)$ at episode $k$ is defined as its relative weight compared to $w_{\text {min }}:=\frac{\epsilon}{4 H|S|}$ on a log-scale

$$
\begin{aligned}
& \iota_{k}(s, a):=\min \left\{z_{j}: z_{j} \geq \frac{w_{k}(s, a)}{w_{\min }}\right\} \\
& \text { where } z_{1}=0 \text { and } z_{j}=2^{j-2} \forall j=2,3, \ldots
\end{aligned}
$$

Note that $\iota_{k}(s, a) \in\{0,1,2,4,8,16, \ldots\}$ is an integer indicating the influence of the stateaction pair on the value function of $\tilde{\pi}_{k}$. Similarly, we define knowness as

$$
\kappa_{k}(s, a):=\max \left\{z_{i}: z_{i} \leq \frac{n_{k}(s, a)}{m w_{k}(s, a)}\right\} \in\{0,1,2,4, \ldots\}
$$

which indicates how often $(s, a)$ has been observed relative to its importance. Value of $m$ is defined in Algorithm 8. Now, we can categorize $(s, a)$-pairs into subsets

$$
\begin{aligned}
& X_{k, \kappa, \iota}:=\left\{(s, a) \in X_{k}: \kappa_{k}(s, a)=\kappa, \iota_{k}(s, a)=\iota\right\} \\
& \text { and } \bar{X}_{k}=S \times A \backslash X_{k},
\end{aligned}
$$

where $X_{k}=\left\{(s, a): \iota_{k}(s, a)>0\right\}$ is the active set and $\bar{X}_{k}$ is the set of $(s, a)$-pairs that are very unlikely under policy $\tilde{\pi}_{k}$. We will show that if $\left|X_{k, \kappa, l}\right| \leq \kappa$ is satisfied, then the model of OnlineCRL would achieve near-optimality while violating constraints at most by $\epsilon$ w.h.p. This condition indicates that important state-action pairs under policy $\tilde{\pi}_{k}$ are visited a sufficiently large number of times. Hence, the model of Online-CRL will be accurate enough to obtain PAC bounds.

Now, first we show that true model belongs to $\mathcal{M}_{k}$ for every episode $k$ w.h.p.

Lemma 3. $M \in \mathcal{M}_{k}$ for all episodes $k$ with probability at least $1-\frac{\delta}{2(N+1)}$.
Proof Sketch: Fix a $(s, a)$, next state $s^{\prime}$ and an episode $k$. Then, $P\left(s^{\prime} \mid s, a\right)$ lies inside the confidence set constructed by the combined Bernstein's and Hoeffding's inequalities. Taking the union bound over maximum number of model updates, $U_{\max }$, and next states would yield the result.

Next, we bound the number of episodes that the condition $\left|X_{k, \kappa, l}\right| \leq \kappa$ is violated w.h.p.

Lemma 4. Suppose $E$ is the number of episodes $k$ for which there are $\kappa$ and $\iota$ with $\left|X_{k, \kappa, \iota}\right|>\kappa$, i.e. $E=\sum_{k=1}^{\infty} \mathbb{I}\left\{\exists(\kappa, \iota):\left|X_{k, \kappa, l}\right|>\kappa\right\}$ and let

$$
\begin{equation*}
m \geq \frac{6 H^{2}}{\epsilon} \log \frac{2(N+1) E_{\max }}{\delta} \tag{2.9}
\end{equation*}
$$

where $E_{\max }=\log _{2} \frac{H}{w_{\min }} \log _{2}|S|$. Then, $\mathbb{P}\left(E \leq 6|S||A| m E_{\max }\right) \geq 1-\frac{\delta}{2(N+1)}$.
Proof sketch: The proof of this lemma is divided into two stages. First, we provide a bound on the total number of times a fixed $(s, a)$ could be observed in a particular $X_{k, \kappa, \iota}$ in all episodes. Then, we present a high probability bound on the number of episodes that $\left|X_{k, \kappa, \iota}\right|>\kappa$ for a fixed $(\kappa, \iota)$. Finally, we obtain the result by means of martingale concentration and union bound.

Finally, the next lemma provides a bound on the mismatch between objective and constraint functions of the optimistic model and true model. The role of this lemma is similar to Lemma 28 for Optimistic-GMBL. It provides a PAC result, which is uniform over value and constraint functions. Hence, it is possible to have individual PAC results for any objective and constraint functions. As discussed in the context of Optimistic-GMBL, this process is responsible for a $\log N$ increase in the sample complexity result.

Lemma 5. Assume $M \in \mathcal{M}_{k}$. If $\left|X_{k, \kappa, \iota}\right| \leq \kappa$ for all $(\kappa, \iota)$ and $0<\epsilon \leq 1$ and

$$
\begin{equation*}
m=1280 \frac{|S| H^{2}}{\epsilon^{2}}\left(\log _{2} \log _{2} H\right)^{2} \log _{2}^{2}\left(\frac{8|S|^{2} H^{2}}{\epsilon}\right) \log \frac{4}{\delta_{1}} \tag{2.10}
\end{equation*}
$$

then $\left|\tilde{V}_{0}^{\tilde{\pi}_{k}}\left(s_{0}\right)-V_{0}^{\tilde{\pi}_{k}}\left(s_{0}\right)\right| \leq \epsilon$ and for any $i,\left|\tilde{C}_{i, 0}^{\tilde{\pi}_{k}}\left(s_{0}\right)-C_{i, 0}^{\tilde{\pi}_{k}}\left(s_{0}\right)\right| \leq \epsilon$.
Proof Sketch: We first use algebraic operations to obtain $\left|\tilde{P}\left(s^{\prime} \mid s, a\right)-P\left(s^{\prime} \mid s, a\right)\right| \leq$ $O\left(\sqrt{\left.\frac{P\left(s^{\prime} \mid s, a\right)\left(1-P\left(s^{\prime} \mid s, a\right)\right)}{n}\right)}\right.$ for each $s^{\prime}, s, a$. Then we show that at each time-step $h,\left(P_{\pi}-\tilde{P}_{\pi}\right) V_{h}^{\pi}(s) \leq$ $O\left(\sqrt{\frac{|S|}{n}} \sigma_{h}^{\pi}(s)\right)$. Then we divide the state-action based on knownness, i.e., whether they belong to
$X_{k}$ or not. By applying all bounds and using the fact that $\sigma_{h}^{\pi}(s)$ is close to $\tilde{\sigma}_{h}^{\pi}(s)$ by $\frac{\sqrt{|S| H^{2}}}{n^{1 / 4}}$, we obtain a bound on $\left|\tilde{V}_{0}^{\pi}\left(s_{0}\right)-V_{0}^{\pi}\left(s_{0}\right)\right|$. Eventually, we use the definition of weights to get the final result. This procedure is also applicable to each constraint function $i$.

Proof Sketch of Theorem 13: First, we apply Lemma 30 and show that $M \in \mathcal{M}_{k}$ for every $k$ w.p. at least $1-\frac{\delta}{2(N+1)}$. Therefore, the optimistic planning problem would be feasible and an optimistic policy $\tilde{\pi}_{k}$ exists w.h.p. Furthermore, we bound the number of episodes where $\left|X_{k, \kappa, l}\right|>$ $\kappa$ w.h.p. by means of Lemma 33. Thus, for other episodes where $\left|X_{k, \kappa, \iota}\right| \leq \kappa$, we show that objective function is $\epsilon$-optimal and all constraint functions are violated by $\epsilon$ by applying Lemma 35. Eventually, taking union bound yields the result.

### 2.5 Experimental Results

We conduct experiments on CMDPs akin to a grid world MDP, wherein each square indicates the location of the agent. The goal of the is to start at the fixed start state and reach the final state in $H$ steps. The agent obtains a reward of 1 when reaching the goal. Transitions are stochastic, and given any action, there is probability of self and other transitions, as well as transitioning to other state as intended by the action. We consider two classes of CMDPs under this setting, namely, (i) state occupancy constraints, and (ii) action frequency constraints, which represent the types of constraints that might appear in real systems.

For the first scenario class, we augment the unconstrained MDP by an action budget constraint. We restrict the number of moves to the right, while ensuring that a feasible path to the goal exists. Here, we consider a $3 \times 3$ and $5 \times 5$ grid as examples, with 9 state states and 25 states respectively, and with 4 actions. The $3 \times 3$ and $5 \times 5$ examples are labeled as scenario 1 a and scenario lb .

In the second scenario class, we consider a $3 \times 3$ grid world with a particular state is "bad" for the CMDP, so the agent must avoid entering it frequently or at all. The bad state has higher probability of transitioning out of itself compared to the rest of the states. But, if the agent enters this state, a cost is levied. Thus, the constraint is to limit the probability of entering the bad state, and to set the constraint threshold to 0 . This means that the optimal policy for CMDP is to avoid

the bad state altogether. This process is equivalent to incurring an immediate cost of 1 when the agent finds itself in the bad state.

We simulate Optimistic-GMBL and Online-CRL for these scenarios. Here, we consider two performance metrics. One, difference in value function calculated by

$$
V_{0}^{\pi^{*}}\left(s_{0}\right)-V_{0}^{\pi^{\prime}}\left(s_{0}\right) .
$$

where $\pi^{\prime}$ is whether Optimistic-GMBL or Online-CRL. The second performance metric is constraint violation which is calculated by

$$
\max \left(C_{0}^{\pi^{\prime}}\left(s_{0}\right)-\bar{C}, 0\right)
$$

since we have one constraint in each scenario. Further, we average each data point on every figure over 25 runs.

As seen in the Figures 2.1, 2.3 and 2.5, both Optimistic-GMBL and Online-CRL reach the optimal values in both scenarios. We observe that the Online-CRL algorithm, despite having fewer number of samples, does consistently better than the Optimistic-GMBL algorithm in both the scenarios. Similar behavior appears in Figures 2.2, 2.4, and 2.6, which illustrates constraint violation.


Figure 2.3: Value Difference for Scenario 1b. Reprinted with permission from [1]


Figure 2.4: Constraint Violation for Scenario 1 b . Reprinted with permission from [1]


Figure 2.5: Value Difference for Scenario 2. Figure 2.6: Constraint Violation for SceReprinted with permission from [1] nario 2. Reprinted with permission from [1]

Intuitively, Online-CRL outperforms Optimistic-GMBL empirically because it samples the important state-action pairs often, and hence resolves uncertainty quickly.

### 2.6 Conclusion

In this chapter, we studied the problem of learning stationary policies for finite-horizon CMDPs using Linear programming. We developed two types of algorithms and analyzed their sample complexity results-Optimistic-GMBL and online-CRL. Our most prominent result states a logarith-
mic increase in sample complexity compared to unconstrained regime. In the next chapter, we will study the case of infinite horizon CMDPs.

## 3. MODEL-BASED REINFORCEMENT LEARNING FOR INFINITE-HORIZON DISCOUNTED CONSTRAINED MARKOV DECISION PROCESSES*

### 3.1 Introduction

The previous chapter focuses on learning finite horizon (episodic) Constrained Markov Decision Processes (CMDPs). However, there are many physical systems that are consistent with a discounted infinite horizon reward. Therefore, in this chapter, we aim to develop simple algorithms to learn near-optimal policies for an infinite horizon CMDP without knowing the system parameters. Although, a regular model-based RL algorithm attempts to collect as few samples as possible to quickly solve for the optimal policy, minimizing the number of samples taken is even more essential in the CMDP setting. This requirement is due to the existence of constraints in the CMDP setting, and it might be important to violate them as few times as possible while maximizing the objective of the system. Therefore, the behavior of a system with respect to (w.r.t) both objective maximization and safety violation over time is a crucial performance metric for a proposed RL algorithm for CMDPs.

Main Contributions: Our goal is to upper bound the number of samples required to learn a near-optimal policy while nearly satisfying the constraints with high probability (w.h.p.) in the context of the discounted infinite-horizon setting.

Our contributions are mainly threefold:
(i) We design and analyze two model-based RL algorithms for CMDPs. One of them pursues a generative model based approach that obtains samples initially and creates a model. The other one is based on an online approach in which the model is updated over time-steps. With both algorithms, the estimated model might lead to infeasible situation. Thus, we utilize the idea of a confidence-ball around the estimated model such that the true model would belong to that ball w.h.p. This ensures that a solution may be found w.h.p. under the assumption that the real model

[^2]has a solution.
(ii) Both algorithms follow a two-stage pattern of model construction and a CMDP solution. The algorithms use linear programming (LP) to solve the CMDP problem with additional linear constraints to incorporate the confidence-ball.
(iii) We characterize PAC-type sample complexity bounds for both algorithms, accounting for both objective maximization and constraint satisfaction.

Intuitively, the model constructed by these algorithms must be more accurate than models created by unconstrained counterparts, which conjecture our main results are consistent with. Furthermore, a comparison of our main findings with lower bounds on sample complexity of MDPs $[6,7]$ shows an increase in our results by a logarithmic factor in the number of constraints and the size of the state space. However, there is no earlier work on lower bound of sample complexity of learning CMDPs to our best knowledge.

As mentioned above, cyber-physical systems might have a large number of constraints. However, our results indicate that the number of constraints should not be a major concern in implementation, since our bounds scale logarithmically with number of constraints. Hence, the results suggest that the constrained RL approach is likely applicable in a straightforward manner to cyberphysical systems.

Related Work: There are many articles studying the problem of controlling CMDPs with an algorithmic approach and control-theoretic view $[4,8,9,10,11,12]$. The results take the form of proving asymptotic convergence of their proposed methods under the assumption of the known model. There are also extensions of this approach to the context of an unknown model, where the focus is still on asymptotic behavior [15, 16, 17, 18]. These studies use Lagrangian method to show zero duality gap asymptotically. Further, [19] also develops an algorithm based on the Lagrangian method, but with small eventual duality gap. Finally, empirical studies based on the Lagrangian method have also been presented [20].

There are also studies on the constrained bandit case. Although bandits are not MDPs per se,
they are strongly related to them. Articles such as [21,22,23] consider such constraints, either in a knapsack sense, or on the type of controls that may be applied in a linear bandit context.

More related to our work theme are parallel studies on CMDPs. For example, [24] and [25] provide results with the assumption of unknown reward functions, with either a known or deterministic transition kernel. There are other works [26] focusing on proving asymptotic convergence without providing a bound on learning rate. Finally, closest related work to this article is [5] which explores algorithms similar to ours in finite-horizon setting, but concentrating on characterizing objective and constrained regret bounds. Now, regret and sample complexity bounds are not directly translatable [27], and converting their regret bounds to our setting gives relatively weak sample complexity bounds. Specifically, our main results with logarithmic increase in sample complexity with the number of constraints differentiates our work.

### 3.2 Notation and Problem Formulation

Notation and Setup: Our focus is on an infinite-horizon CMDP defined by a tuple $M=$ $\left\langle S, A, P, r, c, \bar{C}, s_{0}, \gamma\right\rangle . S$ and $A$ represent the sets of states and actions respectively. Additionally, $P\left(s^{\prime} \mid s, a\right)$ is used to indicate the probability of reaching state $s^{\prime}$ by taking action $a$ while being at state $s$. We define $r(s, a)$ as the reward for each state-action pair $(s, a)$. We assume that there are $N$ constraints. We use $c$ to denote the cost matrix, where $c(i, s, a)$ is the immediate cost incurred by the $i^{\text {th }}$ constraint in $(s, a)$ where $i \in\{1, \ldots, N\}$. Further, the value of the constraints (i.e. the bound that must be satisfied) are determined by the vector $\bar{C}$. Also, initial state is specified by $s_{0}$. Finally, we use $\gamma$ for discount factor. In this study, the discount factor is unique for both objective function and constraint functions where they shall be defined later.

Assumption 3. State and action sets $S$ and $A$ are assumed to be finite with cardinalities $|S|$ and $|A|$. In addition, the immediate cost and immediate reward $r(s, a)$ are assumed to be taken from the interval $[0,1]$. Number of constraints is also assumed to be $N$ which for each $i \in\{1, \ldots, N\}, \bar{C}_{i} \in$ $\left[0, \bar{C}_{\text {max }}\right]$.

Now, we define a stationary policy $\pi: S \times A \rightarrow[0,1]^{|A|}$ as a mapping from state-action space
$S \times A$ to set of probability vectors defined over action space in order to choose an action at any time-step $t$. Henceforth, $\pi(s, a)$ represents the probability of choosing the action $a$ when the system is at state $s$. Also, $a \sim \pi(s, \cdot)$ means that action $a$ is chosen according to stationary policy $\pi$ while being at state $s$.

Fixing a policy $\pi$ transforms the underlying MDP to a Markov chain. The transition kernel of this Markov chain is $P_{\pi}$, which can be viewed as an operator. The operator $P_{\pi} f(s)=$ $\mathbb{E}\left[f\left(s_{t+1}\right) \mid s_{t}=s\right]=\sum_{s^{\prime} \in S} P_{\pi}\left(s^{\prime} \mid s\right) f\left(s^{\prime}\right)$ takes any function $f: S \rightarrow \mathbb{R}$ and returns the expected value of $f$ in the next time-step. For convenience, we define the multi-step version $P_{\pi}^{t} f(s)=$ $P_{\pi} P_{\pi} \ldots P_{\pi} f$, which is repeated $t$ times. Further, we define $P_{\pi}^{0}$ as the identity operator.

For the objective and constraint functions, we consider discounted infinite-horizon criteria with identical discount factor $\gamma$. We define the value function of state $s$ under policy $\pi$ as

$$
\begin{equation*}
V^{\pi}(s)=\mathbb{E}\left[\sum_{t=0}^{\infty} \gamma^{t} r\left(s_{t}, a_{t}\right) ; a_{t} \sim \pi\left(s_{t}, \cdot\right), s_{t=0}=s_{0}\right], \tag{3.1}
\end{equation*}
$$

where expectation $\mathbb{E}[\cdot]$ is taken w.r.t transition kernel $P$. Next, the local variance of the value function at time step $t$ under policy $\pi$ is

$$
\begin{align*}
\sigma_{V_{\pi}}^{2}(s) & =\gamma^{2} \mathbb{E}\left[\left(V^{\pi}\left(s_{t+1}\right)-P_{\pi} V^{\pi}(s)\right)^{2}\right]  \tag{3.2}\\
& =\gamma^{2} P_{\pi}\left[\left(V^{\pi}-P_{\pi} V^{\pi}\right)^{2}\right](s) .
\end{align*}
$$

Analogous to the definition of the value function (3.1), the $i^{t h}$ constraint function under policy $\pi$ is defined as

$$
\begin{equation*}
C_{i}^{\pi}(s)=\mathbb{E}\left[\sum_{t=0}^{\infty} \gamma^{t} c\left(i, s_{t}, a_{t}\right) ; a_{t} \sim \pi\left(s_{t}, \cdot\right), s_{t=0}=s_{0}\right] \tag{3.3}
\end{equation*}
$$

Again, the local variance of $i^{t h}$ constraint function under policy $\pi$, i.e. $\sigma_{C_{i}^{\pi}}^{2}$ is defined similar to local variance of value function (4.2).

Eventually, the general infinite-horizon CMDP problem is

$$
\begin{equation*}
\max _{\pi} V^{\pi}\left(s_{0}\right) \text { s.t. } C_{i}^{\pi}\left(s_{0}\right) \leq \bar{C}_{i}, \quad \forall i \in\{1, \ldots, N\} \tag{3.4}
\end{equation*}
$$

Assumption 4. We assume that the CMDP problem of (3.4) is feasible with optimal policy $\pi^{*}$ and optimal solution $V^{*}\left(s_{0}\right)=V^{\pi^{*}}\left(s_{0}\right)$.

Note that we only consider learning feasible CMDPs by this assumption.
Constrained-RL Problem: The Constrained RL problem formulation is identical to the CMDP optimization problem of (3.4) with one difference. Here, we are not aware of the values of the transition kernel $P .{ }^{\dagger}$ We desire to provide model-based algorithms and determine the sample complexity results in a PAC sense, which is defined as follows:

Definition 2. For an algorithm $\mathcal{A}$, sample complexity is the number of samples that $\mathcal{A}$ requires to achieve

$$
\begin{aligned}
\mathbb{P}\left(V^{\mathcal{A}}\left(s_{0}\right)\right. & \geq V^{\pi^{*}}\left(s_{0}\right)-\epsilon \text { and } \\
C_{i}^{\mathcal{A}}\left(s_{0}\right) & \left.\leq \bar{C}_{i}+\epsilon \forall i \in\{1, \ldots, N\}\right) \geq 1-\delta
\end{aligned}
$$

for a given $\epsilon$ and $\delta$.

Note that with this definition, we include both objective maximization and constraint violations as opposed to the traditional definition that only considers the objective [28].

### 3.3 Sample Complexity Result of Generative Model Based Learning

Generative model based learning is a well known approach to learn an optimal policy for an MDP. However, naive application of this approach to CMDPs may not end with a feasible solution. Hence, we explore the generative model based approach for CMDPs, and propose a generative model based CMDP learning algorithm called Generative Model-Constrained RL (GM-CRL).

[^3]According to GM-CRL, each state-action pair is sampled $n$ number of times uniformly across all state-action pairs, the number of times each transition occurs $n\left(s^{\prime}, s, a\right)$ for each next state $s^{\prime}$ is counted, and an empirical model of transition kernel denoted by $\widehat{P}\left(s^{\prime} \mid s, a\right)=\frac{n\left(s^{\prime}, s, a\right)}{n} \forall\left(s^{\prime}, s, a\right)$ is constructed.

Unlike MDP problem formulation, there is no guarantee such that CMDP problem formulation w.r.t. $\widehat{P}$ is feasible. In order to resolve the feasibility concern, we expand the space of transition kernels to include the true transition kernel $P$, noting that the CMDP problem w.r.t. $P$ is feasible from Assumption 4. The algorithmic layout of this approach is as follows. GM-CRL creates a class of CMDPs using the empirical model. This class is denoted by $\mathcal{M}_{\delta_{P}}$ and contains CMDPs with identical reward, cost matrices, $\bar{C}$, initial state $s_{0}$ and discount factor of the true CMDP, but with transition kernels close to true model. This class of CMDPs is defined as

$$
\begin{align*}
& \mathcal{M}_{\delta_{P}}:=\left\{M^{\prime}: r^{\prime}(s, a)=r(s, a), c^{\prime}(i, s, a)=c(i, s, a), \gamma^{\prime}=\gamma\right.  \tag{3.5}\\
& \left|P^{\prime}\left(s^{\prime} \mid s, a\right)-\widehat{P}\left(s^{\prime} \mid s, a\right)\right| \leq \\
& \left.\min \left(\sqrt{\frac{2 \widehat{P}\left(s^{\prime} \mid s, a\right)\left(1-\widehat{P}\left(s^{\prime} \mid s, a\right)\right)}{n} \log \frac{4}{\delta_{P}}}+\frac{2}{3 n} \log \frac{4}{\delta_{P}}, \sqrt{\frac{\log 4 / \delta_{P}}{2 n}}\right) \forall s, a, s^{\prime}, i\right\} \tag{3.6}
\end{align*}
$$

where $\delta_{P}$ is defined in Algorithm 3. Note that for any $M^{\prime} \in \mathcal{M}$, objective function $V^{\prime} \pi\left(s_{0}\right)$ and cost functions $C_{i}^{\prime \pi}\left(s_{0}\right)$ are computed w.r.t. the corresponding transition kernel $P^{\prime}$ according to equations (3.1) and (3.3) respectively.

At the end, GM-CRL maximizes the objective function among all possible transition kernels, while satisfying constraints (if feasible). More specifically, it solves the optimistic planning problem below

$$
\begin{equation*}
\max _{\pi, M^{\prime} \in \mathcal{M}_{\delta_{P}}} V^{\prime \pi}\left(s_{0}\right) \quad \text { s.t. } \quad C_{i}^{\prime \pi}\left(s_{0}\right) \leq \bar{C}_{i} \forall i . \tag{3.7}
\end{equation*}
$$

To solve the problem of (6.33), GM-CRL uses Extended Linear Programming, or ELP. This method takes $\mathcal{M}_{\delta_{P}}$ as input and gives $\tilde{\pi}$ for the optimal solution. The description of ELP is pro-
vided in supplementary materials. Algorithm 3 describes GM-CRL.

```
Algorithm 3 GM-CRL
    Input: accuracy \(\epsilon\) and failure tolerance \(\delta\).
    Set \(\delta_{P}=\frac{\delta}{5(N+2)|S|^{3}|A|}\).
    Set \(n\left(s^{\prime}, s, a\right)=0 \forall\left(s, a, s^{\prime}\right)\).
    for each \((s, a) \in S \times A\) do
        Sample \((s, a), n=\frac{1152(\log 2)^{2} \gamma^{2}}{\epsilon^{2}(1-\gamma)^{3}}|S|^{2}|A| \log \frac{4}{\delta_{P}}\) and update \(n\left(s^{\prime}, s, a\right)\).
        \(\widehat{P}\left(s^{\prime} \mid s, a\right)=\frac{n\left(s^{\prime}, s, a\right)}{n} \forall s^{\prime}\).
    Construct \(\mathcal{M}_{\delta_{P}}\) according to (3.5).
    Output \(\tilde{\pi}=\operatorname{ELP}\left(\mathcal{M}_{\delta_{P}}\right)\).
```


### 3.3.1 PAC Analysis of GM-CRL

Here, we present the sample complexity result of GM-CRL.

Theorem 3. Consider any infinite-horizon CMDP $M=\left\langle S, A, P, r, c, \bar{C}, s_{0}, \gamma\right\rangle$ satisfying assumptions 3 and 4, and CMDP problem formulation of (3.4). Then, for any $\epsilon \in\left(0, \frac{0.22 \gamma}{\sqrt{|S|(1-\gamma)}}\right)$ and $\delta \in(0,1)$, algorithm 3 creates a model $C M D P \tilde{M}=\left\langle S, A, \tilde{P}, r, c, \bar{C}, s_{0}, \gamma\right\rangle$ and outputs policy $\tilde{\pi}$ such that

$$
\begin{aligned}
& \mathbb{P}\left(V^{\tilde{\pi}}\left(s_{0}\right) \geq V^{\pi^{*}}\left(s_{0}\right)-\epsilon\right. \text { and } \\
& \left.C_{i}^{\tilde{\pi}}\left(s_{0}\right) \leq \bar{C}_{i}+\epsilon \forall i \in\{1,2, \ldots, N\}\right) \geq 1-\delta,
\end{aligned}
$$

with at least total sampling budget of

$$
\frac{1152(\log 2)^{2} \gamma^{2}}{\epsilon^{2}(1-\gamma)^{3}}|S|^{2}|A| \log \frac{20(N+2)|S|^{3}|A|}{\delta}
$$

The proof of Theorem 12 is different from the traditional analysis framework of unconstrained RL [6] in the following manner. First, consider the role played by optimism in model construction. The notion of optimism is not required for learning unconstrained MDPs with generative
models, because any estimated model is always feasible [29]. However, there is no such guarantee for a general CMDP problem formulation [4]. Specifically, simply substituting the true kernel $P$ by the estimated one $\widehat{P}$ is not appropriate, since there is no assurance of feasibility of that problem. Hence, GM-CRL converts the CMDP problem under the estimated transition kernel to an optimistic planning problem (6.33) and an ELP-based solution.

Second, the core of the analysis of every unconstrained MDP is based on being able to characterize the optimal policy via the Bellman operator. This technique enables one to obtain a sample complexity that scales with the size of the state space as $O(|S|)$. However, we cannot use this approach to characterize the optimal policy in a CMDP [4]. We require a uniform PAC result over set of all policies and set of value and constraint functions, which in turn leads to quadratic sample complexity in the size of state space; i.e., a scaling of $O\left(|S|^{2}\right)$.

Corollary 2. In case of $N=0$, the problem would become regular unconstrained MDP. And, the sample complexity result with $N=0$ would also hold for unconstrained case.

Now, we present some of the lemmas that are essential to prove Theorem 12. Then we sketch the proof of this theorem. The detailed proofs are provided in supplementary materials.

First, we show that true CMDP lies inside the $\mathcal{M}_{\delta_{P}}$ with high probability, w.h.p. Hence, the problem (6.33) is feasible w.h.p., since the original CMDP problem is assumed to be feasible according to Assumption 4.

## Lemma 6.

$$
\mathbb{P}\left(M \in \mathcal{M}_{\delta_{P}}\right) \geq 1-|S|^{2}|A| \delta_{P}
$$

Proof Sketch: Fix a state-action pair $(s, a)$ and next state $s^{\prime}$. Then, according to combination of Hoefding's inequality [30] and empirical Bernstein's inequality [31], we obtain that each $P\left(s^{\prime} \mid s, a\right)$ is inside the confidence set defined by (6.32) with probability at least $1-\delta_{P}$. Applying the union bound yields the result.

Now, we present the core lemma required for proving Theorem 12 and its proof sketch. Using this lemma, we bound the mismatch in objective and constraint functions when we have $n$ number of samples from each $(s, a)$. This bound applies uniformly over the set of policies and set of value and constraint functions. The result also enables us to bound the objective and constraint functions individually. Then we apply the union bound on all objective and constraint functions. This process is the reason why the number of constraints appear logarithmically in the sample complexity result.

Lemma 7. Let $\delta_{P} \in(0,1)$. Then, if $n \geq 11819 \frac{|S|^{2} \log 4 / \delta_{P}}{(1-\gamma)^{2}}$, under any policy $\pi$

$$
\left\|V^{\pi}-\tilde{V}^{\pi}\right\|_{\infty} \leq 3 \gamma \log 2 \sqrt{\frac{32|S| \log 4 / \delta_{P}}{(1-\gamma)^{3} n}}
$$

w.p. at least $1-5|S|^{3}|A| \delta_{P}$, and for any $i \in\{1, \ldots, N\}$,

$$
\left\|C_{i}^{\pi}-\tilde{C}_{i}^{\pi}\right\|_{\infty} \leq 3 \gamma \log 2 \sqrt{\frac{32|S| \log 4 / \delta_{P}}{(1-\gamma)^{3} n}}
$$

w.p. at least $1-5|S|^{3}|A| \delta_{P}$.

Proof Sketch: We first show that $\left|\tilde{P}\left(s^{\prime} \mid s, a\right)-P\left(s^{\prime} \mid s, a\right)\right| \leq O\left(\sqrt{\left.\frac{P\left(s^{\prime} \mid s, a\right)\left(1-P\left(s^{\prime} \mid s, a\right)\right)}{n}\right)}\right.$ for each $s^{\prime}, s, a$. Then, we show that $\left(P_{\pi}-\tilde{P}_{\pi}\right) V^{\pi}(s) \leq O\left(\sqrt{\frac{|S|}{n}} \sigma_{V^{\pi}}(s)\right)$. Applying this bound to $\mid \tilde{V}^{\pi}\left(s_{0}\right)-$ $V^{\pi}\left(s_{0}\right) \mid$ and from the fact that $\sigma_{V^{\pi}}(s)$ is close to $\tilde{\sigma}_{V^{\pi}}(s)$ by $O\left(\frac{\sqrt{|S|}}{(1-\gamma) n^{1 / 4}}\right)$, we obtain the result. This procedure is also applicable to each constraint function $i$.

Proof Sketch of Theorem 12: From Lemma 6, we know that the optimistic planning problem (6.33) is feasible w.h.p. Hence, we can obtain an optimistic policy $\tilde{\pi}$. The rest of this proof consists of two major parts.

First, we prove $\epsilon$-optimality of objective function w.h.p. Considering policy $\pi^{*}$ we obtain $\left|V^{\pi^{*}}\left(s_{0}\right)-\tilde{V}^{\pi^{*}}\left(s_{0}\right)\right| \leq O\left(\sqrt{\frac{|S|}{(1-\gamma)^{3} n}}\right)$ w.h.p. by means of Lemma 28. Similarly, $\mid V^{\tilde{\pi}}\left(s_{0}\right)-$
$\tilde{V}^{\tilde{\pi}}\left(s_{0}\right) \left\lvert\, \leq O\left(\sqrt{\frac{|S|}{(1-\gamma)^{3} n}}\right)\right.$ w.h.p. Next, we use the fact that $\tilde{V}^{\pi^{*}}\left(s_{0}\right) \leq \tilde{V}^{\tilde{\pi}}\left(s_{0}\right)$ and obtain

$$
V^{\tilde{\pi}}\left(s_{0}\right) \geq V^{\pi^{*}}\left(s_{0}\right)-O\left(\sqrt{\left.\frac{|S|}{(1-\gamma)^{3} n}\right)} .\right.
$$

Next, we show that each constraint is violated at most by $\epsilon$ w.h.p. Here, we use the second part of Lemma 28 to bound constraint violation. Thus, for each $i \in\{1, \ldots, N\}$ we have $\mid C_{i}^{\tilde{\pi}}\left(s_{0}\right)-$ $\tilde{C}_{i}^{\tilde{\pi}}\left(s_{0}\right) \left\lvert\, \leq O\left(\sqrt{\frac{|S|}{(1-\gamma)^{3} n}}\right)\right.$ w.h.p. Also, we know that $\tilde{C}_{i}^{\tilde{\pi}}\left(s_{0}\right) \leq \bar{C}_{i}$, since $\tilde{\pi}$ is solution of the ELP. Hence, we obtain

$$
C_{i}^{\tilde{\pi}}\left(s_{0}\right) \leq \bar{C}_{i}+O\left(\sqrt{\left.\frac{|S|}{(1-\gamma)^{3} n}\right)}\right.
$$

w.h.p. Finally, we obtain the end result by applying the union bound, and obtaining $n$ by solving $\epsilon=O\left(\sqrt{\frac{|S|}{(1-\gamma)^{3} n}}\right)$.

### 3.4 Sample Complexity Result of Online Learning

The GM-CRL approach operates in a way that every state-action pair in the system is sampled a certain number of times before a policy is computed. However, there are applications that are not capable of utilizing this approach, since it may not be possible to reach those states without the employment of some policy, or they might be unsafe, and so should not be sampled often. Hence, we have to find an approach that can collect samples from the environment by means of an online algorithm.

Upper Confidence Constrained-RL, or UC-CRL described in Algorithm 4, is an online method proceeding over time-steps. At each time-step $t$, UC-CRL constructs an empirical model $\widehat{P}$ using state-action visitation frequencies, i.e., $\widehat{P}\left(s^{\prime} \mid s, a\right)=\frac{n\left(s^{\prime}, s, a\right)}{n(s, a)}$, where $n\left(s^{\prime}, s, a\right)$ and $n(s, a)$ are visitation frequencies. Then, we use $\widehat{P}$ to create a confidence interval around each element $\widehat{P}\left(s^{\prime} \mid s, a\right)$ using same concentration inequalities of GM-CRL defined by (6.32). Next, UC-CRL constructs set of infinite-horizon CMDPs $\mathcal{M}_{t}$ which any CMDP $M^{\prime} \in \mathcal{M}_{t}$ has identical discount factor and reward and cost matrices to the true CMDP $M$, but different transition kernels from the concentra-
tion inequalities. $\mathcal{M}_{t}$ is identical to $\mathcal{M}_{\delta_{P}}$ except for the use of $n(s, a)$ instead of $n$. Thus the class of CMPDs is defined as below at each time-step $t$ :

$$
\begin{align*}
& \mathcal{M}_{t}:=\left\{M^{\prime}: r^{\prime}(s, a)=r(s, a), c^{\prime}(i, s, a)=c(i, s, a), \gamma^{\prime}=\gamma\right. \\
& \left|P^{\prime}\left(s^{\prime} \mid s, a\right)-\widehat{P}\left(s^{\prime} \mid s, a\right)\right| \leq  \tag{3.8}\\
& \min \left(\sqrt{\left.\left.\frac{2 \widehat{P}\left(s^{\prime} \mid s, a\right)\left(1-\widehat{P}\left(s^{\prime} \mid s, a\right)\right)}{n(s, a)} \log \frac{4}{\delta_{1}}+\frac{2}{3 n(s, a)} \log \frac{4}{\delta_{1}}, \sqrt{\frac{\log 4 / \delta_{1}}{2 n(s, a)}}\right) \forall s, s^{\prime}, a, i\right\},}\right.
\end{align*}
$$

where $\delta_{1}$ is defined in Algorithm 4.
Subsequently, UC-CRL uses ELP to solve the optimistic CMDP problem below and get the optimistic policy $\tilde{\pi}_{t}$ :

$$
\max _{\pi, M^{\prime} \in \mathcal{M}_{t}} V^{\prime} \pi\left(s_{0}\right) \text { s.t. } C_{i}^{\prime} \pi\left(s_{0}\right) \leq \bar{C}_{i} \forall i .
$$

This problem is identical to the problem of (6.33), except for substituting $\mathcal{M}_{\delta_{P}}$ with $\mathcal{M}_{t}$. Here, for any $M^{\prime} \in \mathcal{M}_{t}, V^{\prime \pi}\left(s_{0}\right)$ and $C_{i}^{\prime \pi}\left(s_{0}\right)$ are computed according to (3.1) and (3.3) w.r.t. underlying transition kernel $P^{\prime}$, respectively.

```
Algorithm 4 UC-CRL
    Input: accuracy \(\epsilon\) and failure tolerance \(\delta\).
    Set \(m\) according to (6.35) and (6.36).
    Set \(t=1, w_{\text {min }}=\frac{\epsilon(1-\gamma)}{4|S|}, U_{\text {max }}=|S|^{2}|A| m, \delta_{1}=\frac{\delta}{4(N+1)|S| U_{\max }}\).
    Set \(n(s, a)=n\left(s^{\prime}, s, a\right)=0 \forall s, s^{\prime} \in S, a \in A\).
    while there is \((s, a)\) with \(n(s, a)<\frac{|S| m}{1-\gamma}\) do
        \(\widehat{P}\left(s^{\prime} \mid s, a\right)=\frac{n\left(s^{\prime}, s, a\right)}{n(s, a)} \forall(s, a)\) with \(n(s, a)>0\) and \(s^{\prime} \in S\).
        Construct \(\mathcal{M}_{t}\) according to (3.8).
        \(\tilde{\pi}_{t}=\operatorname{ELP}\left(\mathcal{M}_{t}\right)\).
        \(a_{t} \sim \tilde{\pi}_{t}\left(s_{t}\right), s_{t+1} \sim P\left(\cdot \mid s_{t}, a_{t}\right)\)
        if \(n\left(s_{t}, a_{t}\right)<\frac{|S| m}{1-\gamma}\) then
            \(n\left(s_{t}, a_{t}\right)++, n\left(s_{t+1}, s_{t}, a_{t}\right)++\).
        \(t++\)
```

UC-CRL is inspired by the infinite-horizon algorithm UCRL- $\gamma$ [32] and its finite-horizon equivalent UCFH [7] with differences. Similar to UCRL- $\gamma$, Algorithm 4 uses a combination of the empirical Bernstein's and Hoeffding's inequalities. These concentration inequalities allow us to ensure linearity of constraints (i.e., we can indeed use an extended linear program to solve for the constrained optimistic policy). However, the constraints of UCFH contain non-linear expressions preventing us from employing ELP. Furthermore, unlike UCRL- $\gamma$ and UCFH, Algorithm 4 updates the model at each time-step rather than at the beginning of long phases. This procedure allows for faster model construction. Finally, since we are solving a CMDP, this algorithm utilizes ELP instead of Extended Value Iteration which is used by UCRL $-\gamma$.

### 3.4.1 PAC Analysis of UC-CRL

We now present the PAC bound of Algorithm 4.

Theorem 4. Consider CMDP $M=\left\langle S, A, P, r, c, \bar{C}, s_{0}, \gamma\right\rangle$ satisfying assumptions 3 and 4. For any $0<\epsilon, \delta<1$, under $U C-C R L$ we have:

$$
\begin{aligned}
& \mathbb{P}\left(V^{\tilde{\pi}_{t}}\left(s_{0}\right) \geq V^{\pi^{*}}\left(s_{0}\right)-\epsilon\right. \text { and } \\
& \left.C_{i}^{\tilde{\pi}_{t}}\left(s_{0}\right) \leq \bar{C}_{i}+\epsilon \forall i \in\{1,2, \ldots, N\}\right) \geq 1-\delta,
\end{aligned}
$$

for all but at most

$$
\tilde{O}\left(\frac{|S|^{2}|A|}{\epsilon^{2}(1-\gamma)^{3}} \log \frac{(N+1)}{\delta}\right)
$$

time-steps.

We follow an approach motivated by [32] and its finite-horizon version [7] to prove Theorem 4. However, there are several differences in our technique, and we need to accommodate the frequent model update in our proof. We will show that, unlike existing approaches, we can update the model at each time-step, without increasing the sample complexity. Thus, we are able to obtain PAC bounds that match the unconstrained case, and only increase by logarithmic factor with the
number of constraints.
There are also recent works on characterizing the regret of constrained-RL in a finite-horizon setting [5] with an algorithm similar to Algorithm 4. An important emerging question is whether one can immediately convert these regret results into sample complexity bounds? A naive translation of the regret bounds of [5] would give us a PAC result $\tilde{O}\left(\frac{|S|^{2}|A| H^{4}}{\epsilon^{2}}\right)$. For comparing finitehorizon setting with infinite-horizon one, we can replace $H$ with $\frac{1}{1-\gamma}$ to obtain a PAC result for the equivalent infinite-horizon algorithm. Considering this, the approach followed by [5] gives a PAC bound which is looser than our result by a factor of $\frac{1}{(1-\gamma)^{2}}$. Therefore, this alternative option does not lead to the strong bounds that we are able to obtain, and matches existing PAC results of the unconstrained case.

Now, we present the notions of knownness and importance for state-action pairs and base our proof on these notions. Then we present the key lemmas needed for proving Theorem 4. Finally, we provide a proof sketch for Theorem 4. The detailed analysis is provided in supplementary materials.

Let the weight of $(s, a)$-pair under any policy $\pi$ be its discounted expected frequency

$$
\begin{aligned}
& w^{\pi}\left(s, a \mid s^{\prime}\right) \\
& :=\mathbb{I}\left\{\left(s^{\prime}, \pi\left(s^{\prime}\right)\right)=(s, a)\right\}+\gamma \sum_{s^{\prime \prime}} P_{\pi}\left(s^{\prime \prime} \mid s^{\prime}\right) w^{\pi}\left(s, a \mid s^{\prime \prime}\right) .
\end{aligned}
$$

Using this general definition, we define the weight of $(s, a)$ under policy $\tilde{\pi}_{t}$ as

$$
w_{t}(s, a)=w^{\tilde{\pi}_{t}}\left(s, a \mid s_{t}\right) .
$$

Then, the importance $\iota_{t}$ of $(s, a)$ at time-step $t$ is defined as its relative weight compared to $w_{\min }:=$
$\frac{\epsilon(1-\gamma)}{4|S|}$ on a log-scale

$$
\begin{aligned}
& \iota_{t}(s, a):=\min \left\{z_{j}: z_{j} \geq \frac{w_{t}(s, a)}{w_{\min }}\right\} \\
& \text { where } z_{1}=0 \text { and } z_{j}=2^{j-2} \forall j=2,3, \ldots .
\end{aligned}
$$

Note that $\iota_{t}(s, a) \in\{0,1,2,4,8,16, \ldots\}$ is an integer indicating the influence of the stateaction pair on the value function of $\tilde{\pi}_{t}$. Similarly, we define knownness as

$$
\kappa_{t}(s, a):=\max \left\{z_{i}: z_{i} \leq \frac{n_{t}(s, a)}{m w_{t}(s, a)}\right\} \in\{0,1,2,4, \ldots\}
$$

which indicates how often $(s, a)$ has been observed relative to its importance. Value of $m$ is defined in Algorithm 4. Now, we can categorize $(s, a)$-pairs into subsets

$$
\begin{aligned}
& X_{t, \kappa, \iota}:=\left\{(s, a) \in X_{t}: \kappa_{t}(s, a)=\kappa, \iota_{t}(s, a)=\iota\right\} \\
& \text { and } \bar{X}_{t}=S \times A \backslash X_{t}
\end{aligned}
$$

where $X_{t}=\left\{(s, a): \iota_{t}(s, a)>0\right\}$ is the active set and $\bar{X}_{t}$ is the set of $(s, a)$-pairs that are very unlikely under policy $\tilde{\pi}_{t}$. We will show that if the criteria $\left|X_{t, \kappa,,}\right| \leq \kappa$ is met, then the model of UCCRL would achieve near-optimal policies where these policies would violate constraints at most by $\epsilon$ w.h.p. This condition specifies that important state-action pairs under policy $\tilde{\pi}_{t}$ are visited a sufficiently large number of times. Thus, the model of UC-CRL will be accurate enough to obtain PAC bounds.

Now, we first show that the true model lies in $\mathcal{M}_{t}$ for every time-step $t$ w.h.p.

Lemma 8. $M \in \mathcal{M}_{t}$ for all time-steps $t$ with probability at least $1-\frac{\delta}{2(N+1)}$.
Proof Sketch: Let consider a fixed $(s, a)$, next state $s^{\prime}$ and a time-step $t$. Then, $P\left(s^{\prime} \mid s, a\right)$ belongs to the confidence set constructed by the combined Bernstein's and Hoeffding's inequalities. By taking the union bound over maximum number of model updates, $U_{\max }$, and next states we
obtain the result.
Next, we bound the number of time-steps in which the condition $\left|X_{t, \kappa, \kappa}\right| \leq \kappa$ is violated w.h.p.

Lemma 9. Suppose $E$ is the number of time-steps $t$ for which there are $\kappa$ and $\iota$ with $\left|X_{t, \kappa, \iota}\right|>\kappa$, i.e. $E=\sum_{t=1}^{\infty} \mathbb{I}\left\{\exists(\kappa, \iota):\left|X_{t, \kappa, \iota}\right|>\kappa\right\}$ and let

$$
\begin{equation*}
m \geq \frac{4}{\epsilon(1-\gamma)^{3}} \log \frac{2(N+1) E_{\max }}{\delta} \tag{3.9}
\end{equation*}
$$

where $E_{\max }=\log _{2} \frac{1}{w_{\min }(1-\gamma)} \log _{2}|S|$. Then, $\mathbb{P}\left(E \leq 6|S||A| m E_{\max }\right) \geq 1-\frac{\delta}{2(N+1)}$.
Proof sketch: This lemma is proven in two stages. First, we bound the total number of times a fixed $(s, a)$ could be observed in a particular $X_{t, \kappa, \iota}$ over all time-steps. Then, we provide a high probability bound on the number of time-steps that $\left|X_{t, \kappa, \iota}\right|>\kappa$ for a fixed $(\kappa, \iota)$. Finally, we get the result using of martingale concentration and union bound.

Finally, the next lemma bounds the mismatch between objective and constraint functions of the optimistic model and true model. This lemma functions similarly to Lemma 28 for GM-CRL. It provides a uniform PAC result over value and constraint functions. Hence, it enables us to have individual PAC results for any objective and constraint functions. As discussed in GM-CRL section, this process is responsible for a $\log N$ increase in the PAC result.

Lemma 10. Assume $M \in \mathcal{M}_{t}$. If $\left|X_{t, \kappa, \ell}\right| \leq \kappa$ for all $(\kappa, \iota)$ and $0<\epsilon \leq 1$ and

$$
\begin{align*}
m \geq & 1280 \frac{|S|}{\epsilon^{2}(1-\gamma)^{2}}\left(\log _{2} \log _{2}\left(\frac{1}{1-\gamma}\right)\right)^{2} \log _{2}^{2}\left(\frac{8|S|^{2}}{\epsilon(1-\gamma)^{2}}\right) \\
& \times \log \frac{4}{\delta_{1}}, \tag{3.10}
\end{align*}
$$

then $\left|\tilde{V}^{\tilde{\pi}_{t}}\left(s_{0}\right)-V^{\tilde{\pi}_{t}}\left(s_{0}\right)\right| \leq \epsilon$ and for any $i,\left|\tilde{C}_{i}^{\tilde{\pi}_{t}}\left(s_{0}\right)-C_{i}^{\tilde{\pi}_{t}}\left(s_{0}\right)\right| \leq \epsilon$.
Proof Sketch: First, we show $\left|\tilde{P}\left(s^{\prime} \mid s, a\right)-P\left(s^{\prime} \mid s, a\right)\right| \leq O\left(\sqrt{\left.\frac{P\left(s^{\prime} \mid s, a\right)\left(1-P\left(s^{\prime} \mid s, a\right)\right.}{n}\right)}\right.$ for each $s^{\prime}, s, a$. Then we prove that at each time-step $t,\left(P_{\pi}-\tilde{P}_{\pi}\right) V^{\pi}(s) \leq O\left(\sqrt{\frac{|S|}{n}} \sigma_{V^{\pi}}(s)\right)$. Next we partition the state-action based on knownness, i.e., whether they belong to $X_{t}$ or not. By using all


Figure 3.1: Value Difference. Reprinted Figure 3.2: Constraint Violation. Reprinted with permission from [2]
bounds and sequence of CMDPs, we obtain a bound on $\left|\tilde{V}^{\pi}\left(s_{0}\right)-V^{\pi}\left(s_{0}\right)\right|$. Eventually, we use the definition of weights to get the final result. This procedure is also applicable to each constraint function $i$.

Proof Sketch of Theorem 4: We first use Lemma 30 and show that true CMDP is admissible ,i.e. $M \in \mathcal{M}_{t}$ for every time-step, w.p. at least $1-\frac{\delta}{2(N+1)}$. Hence, the optimistic planning problem becomes feasible and an optimistic policy $\tilde{\pi}_{t}$ exists w.h.p. Further, we use Lemma 33 to bound the number of time-steps where $\left|X_{t, \kappa, \iota}\right|>\kappa$ w.h.p. Thus, for other time-steps where $\left|X_{t, \kappa, \iota}\right| \leq \kappa$, we apply Lemma 35 we show that objective function is $\epsilon$-optimal and all constraint functions are violated by $\epsilon$. Eventually, we obtain the result by means of union bound.

### 3.5 Experimental Results

We conduct experiments on CMDPs similar to a grid world MDP, wherein each square is the location of the agent. Here, we consider a $5 \times 5$ with 25 states and 4 actions. The goal of the agent is to reach a final state starting from a fixed initial state in least number of steps possible. When the agent arrives at the final state, it receives a reward of 1. It is then transitioned to initial state at the next time-step. Transitions are stochastic, and given any action, there is probability of self and other transitions, as well as transitioning to other state as intended by the action. In this experiment, we consider restricting the number of moves to the right.

We simulate GM-CRL and UC-CRL. In order to compare them, we consider two performance metrics. The first is the difference in value function calculated by

$$
V^{\pi^{*}}\left(s_{0}\right)-V^{\pi^{\prime}}\left(s_{0}\right) .
$$

where $\pi^{\prime}$ is whether GM-CRL or UC-CRL. The second performance metric is of constraint violation, which is calculated by

$$
\max \left(C^{\pi^{\prime}}\left(s_{0}\right)-\bar{C}, 0\right)
$$

since we have one constraint in each scenario. Further, we average each data point on every figure over 10 runs.

As seen in the Figure 3.1 both GM-CRL and UC-CRL reach the optimal value simultaneously, although UC-CRL incurs higher error with smaller number of samples. We discover that both algorithms performance is almost indistinguishable w.r.t. value difference metric. Similar behavior appears in Figure 3.2, which illustrates constraint violation. These results match our theoretical findings where the PAC results of both algorithms are much the same.

### 3.6 Conclusion

This chapter covers the learning problem of infinite horizon CMDPs. Similar to previous chapter, we designed two algorithms based on LP approach to learn an infinite horizon CMDP. Further, we showed that there is also a logarithmic increase in sample complexity result compared to unconstrained MDPs.

However, the RL algorithms presented in previous and current chapters are computationally expensive due to the need for solving an LP at each policy update. In the next chapter, we focus on developing more efficient RL algorithms for CMDPs in terms of computational complexity.

## 4. MODEL-BASED COMPUTATIONALLY EFFICIENT REINFORCEMENT LEARNING FOR FINITE-HORIZON CONSTRAINED MARKOV DECISION PROCESSES

### 4.1 Introduction

Prior to this chapter, we concentrated on analyzing the sample complexity of learning algorithms for CMDPs using LP approach. However, solving an LP requires high amount of computation power. Hence in this chapter, our objective is to design computationally efficient algorithms to solve CMDP problems where the dynamics are not known. RL algorithms with provable sample complexity results have been proposed to solve this class of problems in prior work [33]. However, those algorithms are based on a Linear programming (LP) approach, which is computationally expensive, particularly in the CMDP scenario. Here, we design different algorithms based on Lagrangian approach [4] that much reduces the cost of computation. Further, we analyze the sample complexity of the proposed algorithms in a probably-approximately-correct (PAC) sense.

Main Contributions: Our main contributions are as follows:
(i) We present two model-based RL algorithms with two different settings, (i) a generative setting where we initially collect samples from the environment and create a model, and (ii) an online setting where the samples are collected by interacting with the environment.
(ii) Both of the algorithms follow the Lagrangian approach which transforms the CMDP problem to a min-max problem. This process contributes to reduction in computational complexity of the algorithms compared to their LP-based counterparts [33]. Here, we guarantee the transformation of the CMDP problem to min-max problem yields an identical solution.
(iii) We provide PAC-type sample complexity results for both algorithms accounting for the differences in the corresponding Lagrangian functions. Comparing the presented sample complexity result with the LP-based algorithms [33] shows that Lagrangian-based algorithms suffer from higher sample complexity, while being computationally efficient. This is because the Lagrangian approach introduces new variables, causing enlargement of the reward space.

Related Work: There is extensive work in the space of CMDP focusing on problems of control, and many of the algorithmic approaches and applications have taken a control-theoretic view $[4,8,9,10,11,12]$. These articles assume that the dynamics of the environment is known, and show the asymptotic convergence of their proposed solutions

Asymptotic convergence of algorithms for solving CMDPs under unknown model is also studied by $[15,16,17,18]$ under Lagrangian methods to show zero eventual duality gap. Another work [19] also proposes an algorithm based on Lagrangian method with small eventual duality-gap.

Closest to our approach are parallel works on CMDPs. For example, [24] and [25] present results for CMDP problems with unknown reward functions. Other work [5] presents similar methods to ours but with a focus on bounding the regret, instead of sample complexity that is our focus of our work. Because the nature of the metric [5] considers for regret and our metric for sample complexity are different, we cannot directly translate their regret bound to a sample complexity bound that we desire. Further, [27] shows that there is only a loose relation between regret and sample complexity, which means that a separate analysis on sample complexity is needed. Finally, [33] designs and analyzes similar algorithms to learn CMDP problems. However, their approach is basically different since they are using LP-based algorithms that have high computational complexity.

### 4.2 Problem Formulation and Notation

Notation and Setup: We consider a general finite-horizon CMDP formulation. There are a set of states $S$ and set of actions $A$. The reward matrix is denoted by $r$, under which $r(s, a)$ is the reward for any state-action pair $(s, a)$. We assume that there are $N$ constraints. We use $c$ to denote the cost matrix, where $c(i, s, a)$ is the immediate cost incurred by the $i^{\text {th }}$ constraint in $(s, a)$ where $i \in\{1, \ldots, N\}$. Also, the vector $\bar{C}$ is used to denote the value of the constraints (i.e., the bound that must be satisfied). The probability of reaching another state $s^{\prime}$ while being at state $s$ and taking action $a$ is determined by transition kernel $P\left(s^{\prime} \mid s, a\right)$. As the CMDP has a finite horizon, the length of each horizon, or episode, is considered to be a fixed value $H$. Hence, the CMDP is defined by the tuple $M=\left\langle S, A, P, r, c, s_{0}, \bar{C}, H\right\rangle$.

Assumption 5. We assume $S$ and $A$ are finite sets with cardinalities $|S|$ and $|A|$. Further, we assume that the immediate reward $r(s, a)$ is taken from the interval $[0,1]$ and immediate cost lies in $[0,1]$. We also make an assumption that there are $N$ constraints which for each $i \in$ $\{1, \ldots, N\}, \bar{C}_{i} \in\left[\bar{C}_{\min }, \bar{C}_{\max }\right]$.

Next, to choose an action from $A$ at time-step $h$, we define a policy $\pi$ as a mapping from stateaction space $S \times A$ to set of probability vectors defined over action space, i.e. $\pi: S \times A \rightarrow[0,1]^{|A|}$. So $\pi(s, \cdot, h)$ is a probability vector over $A$ at time-step $h$. Also, $a \sim \pi(s, \cdot, h)$ means that action $a$ is chosen according to stationary* policy $\pi$ while being at state $s$ at time-step $h$.

When policy $\pi$ is fixed, the underlying Markov Decision Process turns into a Markov chain. The transition kernel of this Markov chain is $P_{\pi}$, which can be viewed as an operator. The operator $P_{\pi} f(s)=\mathbb{E}\left[f\left(s_{h+1}\right) \mid s_{h}=s\right]=\sum_{s^{\prime} \in S} P_{\pi}\left(s^{\prime} \mid s\right) f\left(s^{\prime}\right)$ takes any function $f: S \rightarrow \mathbb{R}$ and returns the expected value of $f$ in the next time step. For convenience, we define the multi-step version $P_{\pi}^{h} f(s)=P_{\pi} P_{\pi} \ldots P_{\pi} f$, which is repeated $h$ times. Further, we define $P_{\pi}^{-1}$ and $P_{\pi}^{0}$ as the identity operator.

We consider cumulative finite horizon criteria for both the objective function and the constraint functions with identical horizon $H$. We define the value function of state $s$ at time-step $t$ under policy $\pi$ as

$$
\begin{equation*}
V_{t}^{\pi}(s)=\mathbb{E}\left[\sum_{h=t}^{H-1} r\left(s_{h}, a_{h}\right) ; a_{h} \sim \pi\left(s_{h}, \cdot, h\right), s_{t}=s\right], \tag{4.1}
\end{equation*}
$$

where action $a_{h}$ is chosen according to policy $\pi$ and expectation $\mathbb{E}[$.$] is taken w.r.t transition kernel$ $P$. Then, the local variance of the value function at time step $h$ under policy $\pi$ is

$$
\begin{equation*}
\sigma_{h}^{\pi^{2}}(s)=\mathbb{E}\left[\left(V_{h+1}^{\pi}\left(s_{h+1}\right)-P_{\pi} V_{h+1}^{\pi}(s)\right)^{2}\right] . \tag{4.2}
\end{equation*}
$$

Similar to the definition of the value function (4.1), the $i^{\text {th }}$ constraint function at time $t$ under

[^4]policy $\pi$ is formulated as
\[

$$
\begin{equation*}
C_{i, t}^{\pi}(s)=\mathbb{E}\left[\sum_{h=0}^{H-1} c\left(i, s_{h}, a_{h}\right) ; a_{t} \sim \pi\left(s_{h}, \cdot, h\right), s_{t}=s\right] . \tag{4.3}
\end{equation*}
$$

\]

Again, the local variance of $i^{t h}$ constraint function at time-step $h$ under policy $\pi$, i.e. $\sigma_{i, h}^{\pi^{2}}$ is defined similar to local variance of value function (4.2).

Finally, the general finite-horizon CMDP problem is

$$
\begin{equation*}
\max _{\pi} V_{0}^{\pi}\left(s_{0}\right) \text { s.t. } C_{i, 0}^{\pi}\left(s_{0}\right) \leq \bar{C}_{i}, \quad \forall i \in\{1, \ldots, N\} \tag{4.4}
\end{equation*}
$$

Assumption 6. We assume that there exists some policy $\pi$ that satisfies the constraints in (4.4). Hence, this CMDP problem is feasible with optimal policy $\pi^{*}$ and optimal solution $V_{0}^{*}\left(s_{0}\right)=$ $V_{0}^{\pi^{*}}\left(s_{0}\right)$.

Note that we only consider learning feasible CMDPs, since otherwise no algorithm would be able to discover an optimal policy satisfying constraints. We also make the following assumption.

Assumption 7. Let assume there exists a policy $\pi_{0}$ incurring zero return and cost, i.e.

$$
V_{0}^{\pi_{0}}\left(s_{0}\right)=0 \text { and } C_{i, 0}^{\pi_{0}}\left(s_{0}\right)=0 \forall i
$$

for every transition kernel.

One of the ways to solve the optimization problem (4.4) is via Dual Decomposition technique as stated in [4]. Thus, we introduce an $N$-dimensional Lagrange multiplier vector $\lambda$ where the $i^{\text {th }}$ element $\lambda_{i}$ corresponds to the $i^{\text {th }}$ constraint and it is non-negative, $\lambda_{i} \geq 0$. So, the Lagrangian function is

$$
\begin{equation*}
L(\pi, \lambda)=V_{0}^{\pi}\left(s_{0}\right)-\sum_{i=1}^{N} \lambda_{i}\left(C_{i, 0}^{\pi}\left(s_{0}\right)-\bar{C}_{i}\right) \tag{4.5}
\end{equation*}
$$

Rearranging the above equation yields

$$
\begin{equation*}
L(\pi, \lambda)=V_{0}^{\pi(\lambda)}(\lambda)+\sum_{i=1}^{N} \lambda_{i} \bar{C}_{i} \tag{4.6}
\end{equation*}
$$

where $V_{0}^{\pi(\lambda)}(\lambda)$ is the value function defined as

$$
\begin{equation*}
V_{0}^{\pi}(\lambda)=V_{0}^{\pi}\left(s_{0}\right)-\sum_{i=1}^{N} \lambda_{i} C_{i, 0}^{\pi}\left(s_{0}\right)=\mathbb{E}\left[\sum_{h=0}^{H-1}\left(r\left(s_{h}, a_{h}\right)-\sum_{i=1}^{N} \lambda_{i} c\left(i, s_{h}, a_{h}\right)\right) ; a_{h} \sim \pi\left(s_{h}, \cdot, h\right)\right] . \tag{4.7}
\end{equation*}
$$

So, we can create a new reward matrix $r_{c}(\lambda, s, a)$ as

$$
\begin{equation*}
r_{c}(\lambda, s, a)=r(s, a)-\sum_{i=1}^{N} \lambda_{i} c(i, s, a) . \tag{4.8}
\end{equation*}
$$

Then, the dual function is

$$
\begin{equation*}
D(\lambda)=\max _{\pi} L(\pi, \lambda) \tag{4.9}
\end{equation*}
$$

and dual problem would be

$$
\begin{equation*}
\min _{\lambda \geq 0} D(\lambda) \tag{4.10}
\end{equation*}
$$

where $\lambda \geq 0$ means every element being non-negative.
We denote the optimal solution of (4.10) by $\lambda^{*}$. Here, we consider CMDP problems where there is no duality-gap i.e. $D\left(\lambda^{*}\right)=V_{0}^{\pi^{*}}\left(s_{0}\right)$. Assumption 6 guarantees that we obtain 0 duality-gap according to Slater's condition [4].

To solve the dual problem of (4.10), [4] applies gradient descent method. In this method, the vector $\lambda$ is initialized by an arbitrary value. The CMDP problem would turn to an MDP problem when the $\lambda$ is fixed. Hence, a policy w.r.t fixed $\lambda, \pi^{*}(\lambda)$, is computed. Next, the gradient w.r.t. $\pi^{*}(\lambda)$ is calculated. Finally, the new $\lambda$ is calculated and this procedure is carried on until $D(\lambda)$ converges to $D\left(\lambda^{*}\right)$.

Constrained-RL Problem: The Constrained RL problem formulation is identical to the CMDP optimization problem of (4.4), but without being aware of values of transition kernel $P .^{\dagger}$ Our goal is to provide model-based algorithms and determine the sample complexity results in a PAC sense, which is defined as follows:

Definition 3. For an algorithm $\mathcal{A}$, sample complexity is the number of samples that $\mathcal{A}$ requires to achieve

$$
\mathbb{P}\left(L(\pi(\mathcal{A}), \lambda(\mathcal{A})) \leq L\left(\pi^{*}, \lambda^{*}\right)+\epsilon\right) \geq 1-\delta
$$

for a given $\epsilon$ and $\delta$ where $\pi(\mathcal{A})$ and $\lambda(\mathcal{A})$ are outcomes of the algorithm.

### 4.3 GMBL-Dual

In this section, we introduce a generative model based CMDP learning algorithm called Generative Model Based Learning-Dual, or GMBL-Dual. According to GMBL-Dual, we sample each state-action pair $n$ number of times uniformly across all state-action pairs, count the number of times each transition occurs $n\left(s^{\prime}, s, a\right)$ for each next state $s^{\prime}$, and construct an empirical model of transition kernel denoted by $\widehat{P}\left(s^{\prime} \mid s, a\right)=\frac{n\left(s^{\prime}, s, a\right)}{n} \forall\left(s^{\prime}, s, a\right)$.

We now consider a different constrained MDP that is identical to the CMDP defined in Section 4.2 except that its transition kernel is $\widehat{P}$ instead of $P$. The expectation w.r.t. $\widehat{P}$ is denoted by $\widehat{\mathbb{E}}[\cdot]$. We define the quantities $\widehat{V}_{0}^{\pi}\left(s_{0}, \lambda\right)$ and $\widehat{C}_{i, 0}^{\pi}\left(s_{0}\right)$ in the same way as in (4.7) and (4.3) but by replacing $\mathbb{E}$ by $\widehat{\mathbb{E}}$. The quantities $\widehat{L}(\pi, \lambda), \widehat{D}(\lambda)$ can also now be defined in a similar way as in (4.6) and (4.9) by replacing $V_{0}^{\pi}\left(s_{0}, \lambda\right)$ with $\widehat{V}_{0}^{\pi}\left(s_{0}, \lambda\right)$. The optimal dual variable $\widehat{\lambda}^{*}$ is defined as $\widehat{\lambda}^{*}=\arg \min _{\lambda} \widehat{D}(\lambda)$. We also define

$$
\begin{equation*}
\widehat{\pi}(\lambda)=\arg \max _{\pi} \widehat{V}_{0}^{\pi}(\lambda), \widehat{V}_{0}^{*}(\lambda)=\widehat{V}_{0}^{\widehat{\pi}(\lambda)}(\lambda) \tag{4.11}
\end{equation*}
$$

Note that $\widehat{\pi}(\lambda)$ and $\widehat{V}_{0}^{*}(\lambda)$ can be computed by standard finite horizon dynamic programming [34],

[^5]and we omit the details.
The GMBL-Dual algorithm is summarized in Algorithm

```
Algorithm 5 GMBL-Dual
    Input: accuracy \(\epsilon\) and failure tolerance \(\delta\).
    Set \(\delta_{P}=\frac{\delta}{18|S|^{2}|A| H}\).
    Initialize \(\lambda_{i}(0)=\widehat{\lambda}_{i}=0 \forall i \in[1, N]\).
    Set \(n\left(s^{\prime}, s, a\right)=0 \forall\left(s, a, s^{\prime}\right), K\) and \(\alpha\) according to (4.13)
    for each \((s, a) \in S \times A\) do
        Sample \((s, a), n=\frac{128}{\epsilon^{2}}|S| H^{3}\left(1+N B_{\lambda}\right)^{2} \log \frac{72|S|^{2}|A| H}{\delta}\) and update \(n\left(s^{\prime}, s, a\right)\).
        \(\widehat{P}\left(s^{\prime} \mid s, a\right)=\frac{n\left(s^{\prime}, s, a\right)}{n} \forall s^{\prime}\).
    for \(k=0,1, \ldots, K \mathbf{d o}\)
        \(\widehat{\pi}_{k}=\) BackwardInduction \((M(\lambda))\).
        \(\lambda_{i}(k+1)=\Pi_{\Lambda}\left(\lambda_{i}(k)-\alpha\left(\bar{C}_{i}-\widehat{C}_{i, 0}^{\pi_{k}}\left(s_{0}\right)\right)\right)^{\ddagger}\)
        \(\widehat{\lambda}+=\lambda(k)\)
    \(\hat{\lambda} /=K\)
    Output \(\widehat{\pi}=\) BackwardInduction \((M(\widehat{\lambda}))\)
```

We next present the sample complexity of GMBL-Dual.

Theorem 5. For any $\delta \in(0,1)$ and $\epsilon \in\left(0, \frac{2}{9}\left(1+N B_{\lambda}\right) \sqrt{\frac{H}{|S|}}\right)$, GMBL-Dual algorithm with

$$
\begin{equation*}
n(\epsilon, \delta) \geq \frac{128|S| H^{3}\left(1+N B_{\lambda}\right)^{2} \log \left(72|S|^{2}|A| H / \delta\right)}{\epsilon^{2}} \tag{4.12}
\end{equation*}
$$

and parameters

$$
\begin{equation*}
K=\left(\frac{3 \sqrt{N} H\left(H+\bar{C}_{\max }\right)}{\epsilon \bar{C}_{\min }}\right)^{2}, \quad \alpha=\frac{\epsilon}{3 N\left(H+\bar{C}_{\max }\right)}, \tag{4.13}
\end{equation*}
$$

achieves $a \widehat{\lambda}$ and $\widehat{\pi}$ such that

$$
\mathbb{P}\left(\left|L(\widehat{\pi}, \widehat{\lambda})-L\left(\pi^{*}, \lambda^{*}\right)\right| \leq \epsilon\right) \geq 1-\delta
$$

The proof requires the use of multiple smaller results that we first present below, followed by their integration to yield the proof of the main theorem.

Proposition 1. Let $\lambda_{\max }=\max _{i} \lambda_{i}^{*}$. Then under Assumption 7, $\lambda_{\max }<B_{\lambda}=\frac{H}{C_{\min }}$.
Proof. The proof is provided in Appendix C.
Lemma 11. With the parameters $K$ and $\alpha$ given by (4.13), we obtain $\left|\widehat{D}(\widehat{\lambda})-\widehat{D}\left(\hat{\lambda}^{*}\right)\right| \leq \epsilon / 3$

This follows from the standard rate of convergence analysis of projected subgradient descent algorithm for convex functions and proposition 1. For completeness we first reproduce that result. We use the following result.

Theorem 6. [35] Let $g: \mathcal{X} \rightarrow \mathbb{R}^{d}$ be a convex function with $\|\nabla g\| \leq B_{1}$ where $\nabla g$ is the subgradient of $g$. Also, assume that the domain of $g(\cdot)$ is bounded, i.e. $\|x\| \leq B_{2}, \forall x \in \mathcal{X}$. Consider the projected gradient descent algorithm $x_{k+1}=\Pi_{\mathcal{X}}\left[x_{k}-\alpha \nabla g\left(x_{k}\right)\right]$ where $\Pi_{\mathcal{X}}$ is the projection operator. Then, with $\alpha=B_{2} /\left(B_{1} \sqrt{K}\right)$,

$$
g\left(\frac{1}{K} \sum_{k=1}^{K} x_{k}\right)-g\left(x^{*}\right) \leq \frac{B_{1} B_{2}}{\sqrt{K}}
$$

Proof of Lemma 11: We first show that the subgradient of $\widehat{D}(\cdot)$ at $\lambda$, denoted by $\nabla \widehat{D}(\lambda)$ is given by

$$
\nabla \widehat{D}(\lambda)=\left[\bar{C}_{i}-\widehat{C}_{i, 0}^{\widehat{\pi}(\lambda)}\left(s_{0}\right)\right]_{i} .
$$

Indeed, for any given $\lambda^{\prime}, \lambda$,

$$
\begin{aligned}
\widehat{D}\left(\lambda^{\prime}\right) & =\max _{\pi} \widehat{L}\left(\pi, \lambda^{\prime}\right) \geq \widehat{L}\left(\widehat{\pi}(\lambda), \lambda^{\prime}\right)=\widehat{V}_{0}^{\widehat{\pi}\left(s_{0}, \lambda\right)}+\sum_{i} \lambda_{i}^{\prime}\left(\bar{C}_{i}-\widehat{C}_{i, 0}^{\widehat{\pi}(\lambda)}\left(s_{0}\right)\right) \\
& =\widehat{V}_{0}^{\widehat{\pi}\left(s_{0}, \lambda\right)}+\sum_{i} \lambda_{i}\left(\bar{C}_{i}-\widehat{C}_{i, 0}^{\widehat{\pi}(\lambda)}\left(s_{0}\right)\right)+\sum_{i}\left(\lambda_{i}^{\prime}-\lambda_{i}\right)\left(\bar{C}_{i}-\widehat{C}_{i, 0}^{\widehat{\pi}(\lambda)}\left(s_{0}\right)\right) \\
& =\widehat{D}(\lambda)+\sum_{i}\left(\lambda_{i}^{\prime}-\lambda_{i}\right)\left(\bar{C}_{i}-\widehat{C}_{i, 0}^{\widehat{\pi}(\lambda)}\left(s_{0}\right)\right)
\end{aligned}
$$

and hence the claim follows by the definition of subgradient.
In order to bound $\|\nabla \widehat{D}(\lambda)\|$, first note that $\widehat{C}_{i, 0}^{\widehat{\pi}_{f}(\lambda)}\left(s_{0}\right) \leq H$. Also, $\bar{C}_{i} \leq \bar{C}_{\max }$. Hence, $\|\nabla \widehat{D}(\lambda)\|=\sqrt{N}\left(H+\bar{C}_{\max }\right)$.

Now, considering Proposition 1 , we project $\lambda(k)$ to set $\left[0, B_{\lambda}\right]$. Using Theorem 15 , we get the desired result.

Lemma 12. Let $\delta_{P} \in(0,1)$. Then, if $n \geq 2592|S|^{2} H^{2} \log 4 / \delta_{P}$, for a given $\lambda \in\left[0, B_{\lambda}\right]$ under any policy $\pi$

$$
\left\|V_{0}^{\pi}(\lambda)-\widehat{V}_{0}^{\pi}(\lambda)\right\|_{\infty} \leq \sqrt{\frac{128|S| H^{3}\left(1+N B_{\lambda}\right)^{2} \log 4 / \delta_{P}}{n}}
$$

w.p. at least $1-3|S|^{2}|A| H \delta_{P}$.

Proof. The proof procedure is identical to proof of Lemma 2 of [33] with adjustment of $\| V_{0}^{\pi}(\lambda)-$ $\widehat{V}_{0}^{\pi}(\lambda) \|_{\infty} \leq H\left(1+N B_{\lambda}\right)$.

Lemma 13. Let $\delta_{P} \in(0,1)$. Then, if $n \geq 2592|S|^{2} H^{2} \log 4 / \delta_{P}$, for a given $\lambda \in\left[0, B_{\lambda}\right]$

$$
|\widehat{D}(\lambda)-D(\lambda)| \leq \sqrt{\frac{128|S| H^{3}\left(1+N B_{\lambda}\right)^{2} \log 4 / \delta_{P}}{n}}
$$

w.p. at least $1-6|S|^{2}|A| H \delta_{P}$.

Proof. For a given $\lambda$, consider two policies $\pi(\lambda)$ and $\widehat{\pi}(\lambda)$. Then, according to Lemma 38 we have

$$
\begin{equation*}
V_{0}^{\pi(\lambda)}\left(s_{0}, \lambda\right) \leq \widehat{V}_{0}^{\pi(\lambda)}\left(s_{0}, \lambda\right)+\epsilon^{\prime} \leq \widehat{V}_{0}^{\widehat{\pi}(\lambda)}\left(s_{0}, \lambda\right)+\epsilon^{\prime} \tag{4.14}
\end{equation*}
$$

w.p. at least $1-3|S|^{2}|A| H \delta_{P}$ where $\epsilon^{\prime}=\sqrt{\frac{128|S| H^{3}\left(1+N B_{\lambda}\right)^{2} \log 4 / \delta_{P}}{n}}$. Please notice that the second inequality is due to the fact $\widehat{\pi}(\lambda)=\arg \max _{\pi} \widehat{V}_{0}^{\pi}(\lambda)$. Next, we have

$$
\begin{equation*}
\widehat{V}_{0}^{\widehat{\pi}(\lambda)}\left(s_{0}, \lambda\right) \leq V_{0}^{\widehat{\pi}(\lambda)}\left(s_{0}, \lambda\right)+\epsilon^{\prime} \leq V_{0}^{\pi(\lambda)}\left(s_{0}, \lambda\right)+\epsilon^{\prime} \tag{4.15}
\end{equation*}
$$

w.p. at least $1-3|S|^{2}|A| H \delta_{P}$. Now, combining the two inequalities (6.49) and (6.50), we get

$$
\left|\widehat{V}_{0}^{\widehat{\pi}(\lambda)}\left(s_{0}, \lambda\right)-V_{0}^{\pi(\lambda)}\left(s_{0}, \lambda\right)\right| \leq \epsilon^{\prime}
$$

w.p. at least $1-6|S|^{2}|A| H \delta_{P}$. Using the above inequality, we get

$$
\left.|\widehat{D}(\lambda)-D(\lambda)|=\mid \widehat{V}_{0}^{\widehat{\pi}(\lambda)}\left(s_{0}, \lambda\right)-V_{0}^{\pi(\lambda)}\left(s_{0}, \lambda\right)\right) \mid \leq \epsilon^{\prime}
$$

w.p. at least $1-6|S|^{2}|A| H \delta_{P}$. Hence the proof is complete.

Lemma 14. Let $\delta_{P} \in(0,1)$. Then, if $n \geq 2592|S|^{2} H^{2} \log 4 / \delta_{P}$, for a given $\lambda \in\left[0, B_{\lambda}\right]$

$$
\left|\widehat{D}\left(\widehat{\lambda}^{*}\right)-D\left(\lambda^{*}\right)\right| \leq \sqrt{\frac{128|S| H^{3}\left(1+N B_{\lambda}\right)^{2} \log 4 / \delta_{P}}{n}}
$$

w.p. at least $1-12|S|^{2}|A| H \delta_{P}$.

Proof. Since $\widehat{\lambda}^{*}=\arg \min _{\lambda} \widehat{D}(\lambda)$, then $\widehat{D}\left(\widehat{\lambda}^{*}\right) \leq \widehat{D}\left(\lambda^{*}\right)$. Next, we have

$$
\begin{equation*}
\widehat{D}\left(\lambda^{*}\right) \leq D\left(\lambda^{*}\right)+\epsilon^{\prime} \tag{4.16}
\end{equation*}
$$

w.p. at least $1-6|S|^{2}|A| H \delta_{P}$ where $\epsilon^{\prime}=\sqrt{\frac{128|S| H^{3}\left(1+N B_{\lambda}\right)^{2} \log 4 / \delta_{P}}{n}}$ according to Lemma 39. Therefore, we have

$$
\begin{equation*}
\widehat{D}\left(\widehat{\lambda}^{*}\right) \leq D\left(\lambda^{*}\right)+\epsilon^{\prime} \tag{4.17}
\end{equation*}
$$

w.p. at least $1-6|S|^{2}|A| H \delta_{P}$. Taking identical steps, we get

$$
\begin{equation*}
D\left(\lambda^{*}\right) \leq \widehat{D}\left(\widehat{\lambda}^{*}\right)+\epsilon^{\prime} \tag{4.18}
\end{equation*}
$$

w.p. at least $1-6|S|^{2}|A| H \delta_{P}$. Finally, combining the inequalities (6.52) and (6.53) yields the result.

Now, we are ready to prove Theorem 14.
Proof of Theorem 14: We expand the result of theorem 14

$$
\begin{aligned}
\left|L(\widehat{\pi}, \widehat{\lambda})-L\left(\pi^{*}, \lambda^{*}\right)\right| & =\left|\sum_{i} \widehat{\lambda}_{i} \bar{C}_{i}+V_{0}^{\widehat{\pi}}\left(s_{0}, \widehat{\lambda}\right)-D\left(\lambda^{*}\right)\right| \\
& =\left|\sum_{i} \widehat{\lambda}_{i} \bar{C}_{i}+\widehat{V}_{0}^{\widehat{\pi}}\left(s_{0}, \widehat{\lambda}\right)-D\left(\lambda^{*}\right)+V_{0}^{\widehat{\pi}}\left(s_{0}, \widehat{\lambda}\right)-\widehat{V}_{0}^{\widehat{\pi}}\left(s_{0}, \widehat{\lambda}\right)\right| \\
& \leq\left|\widehat{D}(\widehat{\lambda})-D\left(\lambda^{*}\right)\right|+\left|V_{0}^{\widehat{\pi}}\left(s_{0}, \widehat{\lambda}\right)-\widehat{V}_{0}^{\widehat{\pi}}\left(s_{0}, \widehat{\lambda}\right)\right| .
\end{aligned}
$$

First, we bound $\left|\widehat{D}(\widehat{\lambda})-D\left(\lambda^{*}\right)\right|$ by and expanding it further

$$
\begin{align*}
& \left|\widehat{D}(\widehat{\lambda})-D\left(\lambda^{*}\right)\right|=\left|\widehat{D}(\widehat{\lambda})-\widehat{D}\left(\widehat{\lambda}^{*}\right)+\widehat{D}\left(\widehat{\lambda}^{*}\right)-D\left(\lambda^{*}\right)\right| \\
& \quad \leq\left|\widehat{D}(\widehat{\lambda})-\widehat{D}\left(\widehat{\lambda}^{*}\right)\right|+\left|\widehat{D}\left(\widehat{\lambda}^{*}\right)-D\left(\lambda^{*}\right)\right| \leq \frac{\epsilon}{3}+\epsilon^{\prime} \tag{4.19}
\end{align*}
$$

w.p. at least $1-12|S|^{2}|A| H \delta_{P}$ where $\epsilon^{\prime}=\sqrt{\frac{128|S| H^{3}\left(1+N B_{\lambda}\right)^{2} \log 4 / \delta_{P}}{n}}$ according to Lemmas 11 and 40.

Next,

$$
\begin{equation*}
\left|V_{0}^{\widehat{\pi}}\left(s_{0}, \widehat{\lambda}\right)-\widehat{V}_{0}^{\hat{\pi}}\left(s_{0}, \widehat{\lambda}\right)\right| \leq \epsilon^{\prime} \tag{4.20}
\end{equation*}
$$

w.p. at least $1-6|S|^{2}|A| H \delta_{P}$ according to Lemma 38.

Eventually, we combine two inequalities (6.54) and (6.55) and get

$$
\begin{aligned}
& \left|L(\widehat{\pi}, \widehat{\lambda})-L\left(\pi^{*}, \lambda^{*}\right)\right| \\
& \leq \frac{\epsilon}{3}+2 \sqrt{\frac{128|S| H^{3}\left(1+N B_{\lambda}\right)^{2} \log 4 / \delta_{P}}{n}}
\end{aligned}
$$

w.p. at least $1-18|S|^{2}|A| H \delta_{P}$. Hence, putting $\epsilon=3 \sqrt{\frac{128|S| H^{3}\left(1+N B_{\lambda}\right)^{2} \log 4 / \delta_{P}}{n}}$ and $\delta=18|S|^{2}|A| H \delta_{P}$ completes the proof.

### 4.4 Online-CRL-Dual

Online Constrained-RL Dual, or Online-CRL-Dual described in Algorithm 6, is an online method proceeding in episodes with length $H$. At the beginning of each episode $k$, Online-CRLDual constructs an empirical model $\widehat{P}$ according to state-action visitation frequencies, i.e., $\widehat{P}\left(s^{\prime} \mid s, a\right)=$ $\frac{n\left(s^{\prime}, s, a\right)}{n(s, a)}$, where $n\left(s^{\prime}, s, a\right)$ and $n(s, a)$ are visitation frequencies. Furthermore, the reward matrix $r_{c}$ is created by equation (4.8) using updated Lagrange multipliers.

For any $\lambda$, the empirical model $\widehat{P}$ and reward matrix $r_{c}$ induce a set of finite-horizon MDPs $\mathcal{M}_{\lambda}$ which any MDP $M^{\prime} \in \mathcal{M}_{\lambda}$ has identical horizon and reward matrix. However, for any $(s, a) \in S \times A$ and $s^{\prime} \in S, P^{\prime}\left(s^{\prime} \mid s, a\right)$ lies inside a confidence interval induced by $\widehat{P} . M_{\lambda}$ is defined as:
$\mathcal{M}_{\lambda}:=\left\{M^{\prime}: r_{c}^{\prime}(\lambda, s, a)=r_{c}(\lambda, s, a), H^{\prime}=H\right.$, $\left|P^{\prime}\left(s^{\prime} \mid s, a\right)-\widehat{P}\left(s^{\prime} \mid s, a\right)\right| \leq \min \left(\sqrt{\frac{2 \widehat{P}\left(s^{\prime} \mid s, a\right)\left(1-\widehat{P}\left(s^{\prime} \mid s, a\right)\right)}{n(s, a)} \log \frac{4}{\delta_{P}}}+\frac{2}{3 n(s, a)} \log \frac{4}{\delta_{P}}, \sqrt{\frac{\log 4 / \delta_{P}}{2 n(s, a)}}\right)$
$\left.\forall s, a, s^{\prime}\right\}$,
where $\delta_{P}$ is defined in Algorithm 6. For any $M^{\prime} \in \mathcal{M}_{\lambda}$, objective function $V_{0}^{\prime} \pi\left(s_{0}\right)$ and cost functions $C_{i, 0}^{\prime} \pi\left(s_{0}\right)$ are computed w.r.t. the corresponding transition kernel $P^{\prime}$ according to equations (4.1) and (4.3) respectively. Accordingly, $L^{\prime}(\pi, \lambda)$ and $D^{\prime}(\lambda)$ are computed via equations (4.6) and (4.9). The optimistic model among all models in $\mathcal{M}_{\lambda}$ is denoted using $\sim \operatorname{such}$ as $\tilde{V}_{0}^{\tilde{\pi}(\lambda)}\left(s_{0}\right)$. Here,

$$
\tilde{\pi}(\lambda)=\underset{\pi, M^{\prime} \in \mathcal{M}_{\lambda}}{\arg \max } V_{0}^{\prime \pi}\left(s_{0}, \lambda\right) .
$$

Next, at the end of the episode $k$ Lagrange multipliers are updated according to Stochastic

Subgradient Descent method as follows:

$$
\begin{equation*}
\lambda_{i}^{(k+1)}=\Pi_{\lambda}\left(\lambda_{i}^{(k)}+\alpha\left(\tilde{C}_{i, 0}^{\tilde{\pi}_{k}}\left(s_{0}\right)-\bar{C}_{i}\right)\right) \tag{4.23}
\end{equation*}
$$

where $\Pi_{\lambda}(\cdot)$ is projection to $\left[0, B_{\lambda}\right] . B_{\lambda}$ is the upper bound on each $\lambda_{i}^{*}$.
Next, Online-CRL-Dual computes $\tilde{\lambda}^{(k)}=\frac{\sum_{j=0}^{k} \lambda^{(j)}}{k}$ and constructs $M_{\tilde{\lambda}(k)}$. Finally, it output $\tilde{\pi}_{k}$ as solution to $M_{\tilde{\lambda}(k)}$. Algorithm 6 briefs Online-CRL-Dual.

```
Algorithm 6 Online-CRL-Dual
    Input: accuracy \(\epsilon\) and failure tolerance \(\delta\).
    Set \(m\) by means of (6.35) and (6.36)
    Set \(w_{\text {min }}=\frac{\epsilon}{20 H N B_{\lambda}|S|}, U_{\text {max }}=|S|^{2}|A| m, \delta_{P}=\frac{\delta}{8|S| U_{\max }}\)
    Set \(K\) and \(\alpha\) as in (4.24)
    \(\tilde{\lambda}_{i}=\tilde{\lambda}_{i}^{(0)}=\lambda_{i}^{(0)}=0 \forall i\).
    Set \(n(s, a)=n\left(s, a, s^{\prime}\right)=0 \forall s, a, s^{\prime}\)
    while there is \((s, a)\) with \(n(s, a)<|S| m H\) and \(k<K\) do
        \(\widehat{P}\left(s^{\prime} \mid s, a\right)=\frac{n\left(s^{\prime}, s, a\right)}{\max \{n(s, a), 1,\}} \forall(s, a)\) with \(n(s, a)>0\) and \(s^{\prime} \in S\).
        Construct \(M_{\tilde{\lambda}(k)}\) using (4.21)
        Solve \(M_{\tilde{\lambda}(k)}\) by EVI and get \(\tilde{\pi}_{k}\left(\tilde{\lambda}^{(k)}\right)\)
        for \(t=1, \ldots, H\) do
            \(a_{t} \sim \tilde{\pi}_{k}\left(\tilde{\lambda}^{(k)}, s_{t}\right), s_{t+1} \sim P\left(\cdot \mid s_{t}, a_{t}\right)\)
            if \(n\left(s_{t}, a_{t}\right)<|S| m H\) : then
                \(n\left(s_{t}, a_{t}\right)++, n\left(s_{t}, a_{t}, s_{t+1}\right)++\)
            Construct \(M_{\lambda^{(k)}}\) using (4.21)
            Solve \(M_{\lambda^{(k)}}\) by EVI and get \(\tilde{\pi}_{k}\left(\lambda^{(k)}\right)\)
            Evaluate \(\tilde{C}_{i, 0}^{\tilde{n}_{k}\left(\lambda^{(k)}\right)}\left(s_{0}\right) \forall i\).
            Update \(\lambda^{(k+1)}\) using (4.23)
            \(\tilde{\lambda}=+\lambda^{(k+1)}\)
            \(k++\)
            \(\tilde{\lambda}^{(k)}=\frac{\tilde{\lambda}}{k}\)
```

This algorithm draws inspiration from the infinite-horizon algorithm UCRL- $\gamma$ [32] and its finite-horizon counterpart UCFH [7] with several differences. Unlike UCRL- $\gamma$ and UCFH, Algorithm 6 updates the model at the beginning of each episode, which allows for faster model construction.

To provide PAC result for sample complexity of Algorithm 6, we make the following assumption as well.

### 4.4.1 PAC Analysis of Online-CRL-Dual

Here, we present the PAC result of Algorithm 6

Theorem 7. Consider CMDP $M=\langle S, A, P, r, c, \bar{C}, H\rangle$ satisfying assumptions 5, 6 and 7. For any $0<\epsilon, \delta<1$ under Algorithm 6 we have

$$
L\left(\tilde{\pi}_{k}\left(\tilde{\lambda}^{(k)}\right), \tilde{\lambda}^{(k)}\right) \leq L\left(\pi^{*}, \lambda^{*}\right)+\epsilon
$$

w.p. at least $1-\delta$ after

$$
\max \left\{K, O\left(\frac{|S|^{2}|A| N^{2} B_{\lambda}^{2} H^{2}}{\epsilon^{2}} \log \frac{1}{\delta}\right)\right\}
$$

number of episodes with $K$ and $\alpha$ determined as

$$
\begin{equation*}
K=\left(\frac{5 \sqrt{N} H\left(\bar{C}_{\max }+H\right)}{\epsilon \bar{C}_{\min }}\right)^{2}, \quad \alpha=\frac{\epsilon}{5 N\left(\bar{C}_{\max }+H\right)^{2}} . \tag{4.24}
\end{equation*}
$$

The proof pf Theorem 7 consists of two stages. First, we prove that $V_{0}^{\tilde{\pi}_{k}\left(\tilde{\lambda}^{(k)}\right)}\left(s_{0}, \tilde{\lambda}^{(k)}\right)$ and $V_{0}^{\pi^{*}\left(\tilde{\lambda}^{(k)}\right)}\left(s_{0}, \tilde{\lambda}^{(k)}\right)$ are close to each other w.h.p. for all but except some number of episodes. The proof of this section is carried out by means of unconstrained MDP analysis techniques, mainly from [7]. Next, we prove that $\tilde{D}_{k}\left(\tilde{\lambda}^{(k)}\right)$ is also close to $D\left(\lambda^{*}\right)$ w.h.p. Here, we focus on employing stochastic subgradient method. Before explaining each stage, we present the following proposition which is useful for both stages.

### 4.4.2 First Stage: Unconstrained MDP Analysis

To prove this stage, we follow an approach motivated by [32] and its finite-horizon version [7]. However, there are several differences in our technique. As mentioned above, one of the differences is with regard to restricting ourselves to only linear concentration inequalities. We will
show that excluding non-linear concentration inequalities pertaining to variance does not increase the sample complexity, and utilizing the fact that the number of successor states is less that $|S|$ leads to matching sample complexity in terms of $|S|$ with the UCFH algorithm. Furthermore, we are able to show that, unlike existing approaches, we can update the model at each episode, again without increasing the sample complexity. Thus, we are able to obtain PAC bounds that match the unconstrained case, and only increase by logarithmic factor with the number of constraints.

Now, we introduce the notions of knownness and importance for state-action pairs and base our proof on these notions. Then we present the key lemmas required to prove Theorem 7. Finally, we sketch the proof of Theorem 7. The detailed analysis is provided in supplementary materials.

Let the weight of $(s, a)$-pair in an episode $k$ under policy $\tilde{\pi}_{k}$ be its expected frequency in that episode

$$
w_{k}(s, a):=\sum_{h=0}^{H-1} \mathbb{P}\left(s_{h}=s, a \sim \tilde{\pi}_{k}\left(s_{h}, \cdot, h\right)\right)=\sum_{h=0}^{H-1} P_{\tilde{\pi}_{k}}^{h-1} \mathbb{I}\left\{s=\cdot, a \sim \tilde{\pi}_{k}(s, \cdot, h)\right\}\left(s_{0}\right) .
$$

Then, the importance $\iota_{k}$ of $(s, a)$ at episode $k$ is defined as its relative weight compared to $w_{\min }:=\frac{\epsilon}{20 H|S|}$ on a log-scale

$$
\begin{aligned}
& \iota_{k}(s, a):=\min \left\{z_{j}: z_{j} \geq \frac{w_{k}(s, a)}{w_{\min }}\right\} \\
& \text { where } z_{1}=0 \text { and } z_{j}=2^{j-2} \forall j=2,3, \ldots .
\end{aligned}
$$

Note that $\iota_{k}(s, a) \in\{0,1,2,4,8,16, \ldots\}$ is an integer indicating the influence of the stateaction pair on the value function of $\tilde{\pi}_{k}$. Similarly, we define knowness as

$$
\kappa_{k}(s, a):=\max \left\{z_{i}: z_{i} \leq \frac{n_{k}(s, a)}{m w_{k}(s, a)}\right\} \in\{0,1,2,4, \ldots\}
$$

which indicates how often $(s, a)$ has been observed relative to its importance. Value of $m$ is defined
in Algorithm 6. Now, we can categorize $(s, a)$-pairs into subsets

$$
\begin{aligned}
& X_{k, \kappa, \iota}:=\left\{(s, a) \in X_{k}: \kappa_{k}(s, a)=\kappa, \iota_{k}(s, a)=\iota\right\} \\
& \text { and } \bar{X}_{k}=S \times A \backslash X_{k}
\end{aligned}
$$

where $X_{k}=\left\{(s, a): \iota_{k}(s, a)>0\right\}$ is the active set and $\bar{X}_{k}$ is the set of $(s, a)$-pairs that are very unlikely under policy $\tilde{\pi}_{k}$. We will show that if $\left|X_{k, \kappa, l}\right| \leq \kappa$ is satisfied, then the model of OnlineCRL would achieve sub-optimality while violating constraints at most by $\epsilon$ w.h.p. This condition indicates that important state-action pairs under policy $\tilde{\pi}_{k}$ are visited a sufficiently large number of times. Hence, the model of Online-CRL will be accurate enough to obtain PAC bounds.

Now, first we show that true model belongs to $\mathcal{M}_{k}$ for every episode $k$ w.h.p.
Lemma 15. [7] $M \in \mathcal{M}_{k}$ for all episodes $k$ with probability at least $1-\frac{\delta}{8}$.
Next, we bound the number of episodes that the condition $\left|X_{k, \kappa, l}\right| \leq \kappa$ is violated w.h.p.
Lemma 16. [7] Suppose $E$ is the number of episodes $k$ for which there are $\kappa$ and $\iota$ with $\left|X_{k, \kappa, l}\right|>$ $\kappa$, i.e. $E=\sum_{k=1}^{\infty} \mathbb{I}\left\{\exists(\kappa, \iota):\left|X_{k, \kappa, \iota}\right|>\kappa\right\}$ and let

$$
\begin{equation*}
m \geq \frac{30 H^{2}}{\epsilon} \log \frac{8 E_{\max }}{\delta} \tag{4.25}
\end{equation*}
$$

where $E_{\max }=\log _{2} \frac{H}{w_{\min }} \log _{2}|S|$. Then, $\mathbb{P}\left(E \leq 6|S||A| m E_{\max }\right) \geq 1-\frac{\delta}{8}$.
Finally, the next lemma provides a bound on the mismatch between objective function of the optimistic model and true model. It provides a PAC result for objective functions with any reward matrix $r_{c}(\lambda)$ for any $\lambda \in\left[0, B_{\lambda}\right]$.

Lemma 17. Assume $M \in \mathcal{M}_{k}$. If $\left|X_{k, \kappa, \iota}\right| \leq \kappa$ for all $(\kappa, \iota)$ and $0<\epsilon \leq 1$ and

$$
\begin{equation*}
m \geq 12800 \frac{|S| N^{2} B_{\lambda}^{2} H^{2}}{\epsilon^{2}}\left(\log _{2} \log _{2} H\right)^{2} \log _{2}^{2}\left(\frac{40|S|^{2} H^{2}}{\epsilon}\right) \log \frac{6}{\delta_{P}} \tag{4.26}
\end{equation*}
$$

then $\left|\tilde{V}_{0}^{\tilde{\pi}_{k}(\bar{\lambda}(k)}\left(s_{0}, \bar{\lambda}^{(k)}\right)-V_{0}^{\tilde{\pi}_{k}\left(\bar{\lambda}^{(k)}\right)}\left(s_{0}, \bar{\lambda}^{(k)}\right)\right| \leq \frac{\epsilon}{5}$.

Proof. The proof is provided in Appendix C.

Lemma 18. For any $0<\epsilon, \delta \leq 1$, we have

$$
\begin{equation*}
\mathbb{P}\left(\left|\tilde{V}_{0}^{\tilde{\pi}_{k}\left(\bar{\lambda}^{(k)}\right)}\left(s_{0}, \bar{\lambda}^{(k)}\right)-V_{0}^{\tilde{\pi}_{k}\left(\bar{\lambda}^{(k)}\right)}\left(s_{0}, \bar{\lambda}^{(k)}\right)\right| \leq \frac{\epsilon}{5}\right) \geq 1-\frac{\delta}{4}, \quad \mathbb{P}\left(\tilde{D}_{k}\left(\bar{\lambda}^{(k)}\right) \leq D\left(\bar{\lambda}^{(k)}\right)+\frac{\epsilon}{5}\right) \geq 1-\frac{\delta}{4} \tag{4.27}
\end{equation*}
$$

for all episodes except at most

$$
\tilde{O}\left(\frac{|S|^{2}|A| N^{2} B_{\lambda}^{2} H^{2}}{\epsilon^{2}} \log \frac{1}{\delta}\right),
$$

and eventually for any $\lambda \in\left[0, B_{\lambda}\right]$

$$
\begin{equation*}
\mathbb{P}\left(\tilde{D}(\lambda) \leq D(\lambda)+\frac{\epsilon}{5}\right) \geq 1-\frac{\delta}{4} \tag{4.28}
\end{equation*}
$$

Proof. The proof is provided in Appendix C.

### 4.4.3 Second Stage: Stochastic Subgradient Descent

First, we define good events. For the given accuracy $\epsilon \in(0,1)$, Algorithm 6 would collect samples $\left(s_{t}, a_{t}\right)_{t}$ where eventually each state-action pair $(s, a)$ would be visited equal number of times i.e. $|S| m H$. Please note that value of $m$ depends on $\epsilon$. Each time the algorithm runs, it pursues different trajectory. Among all the trajectories with equal number of samples from each $(s, a)$, we collect the ones in a set denoted by $F_{\epsilon / 5}$ that satisfy the following

$$
\begin{equation*}
\left\|\tilde{V}_{0}^{\tilde{\pi}(\lambda)}(\lambda)-V_{0}^{\pi^{*}(\lambda)}(\lambda)\right\|_{\infty} \leq \frac{\epsilon}{5} \text { and }|\tilde{D}(\lambda)-D(\lambda)| \leq \frac{\epsilon}{5} \forall \lambda \in\left[0, B_{\lambda}\right] \tag{4.29}
\end{equation*}
$$

and call it set of "good events". Later in Lemma 19, we will show that

$$
\mathbb{P}\left(F_{\epsilon / 5}\right) \geq 1-\frac{\delta}{4}
$$

Now, suppose we are given a partial trajectory denoted by $\tau_{\epsilon / 5, T}$ which consists of observations up to $T$ time-steps of a complete trajectory belonging to $F_{\epsilon / 5}$. Thus for a fixed episode $k$, we get $\tilde{D}_{k}(\lambda)=\mathbb{E}\left[\tilde{D}(\lambda) \mid F_{\epsilon / 5}\right]$.

Lemma 19. For any given $\lambda \in\left[0, B_{\lambda}\right]$ under algorithm 6 finally we obtain

$$
\mathbb{P}\left(F_{\epsilon / 5}\right) \geq 1-\frac{\delta}{4}
$$

Proof. The proof is provided in Appendix C.

Lemma 20. Let $g: \mathcal{X} \rightarrow \mathbb{R}^{d}$ be a convex function with bounded domain, i.e. $\|x\| \leq B_{1}, \forall x \in \mathcal{X}$. Also assume that there is $\tilde{g}$ where $\mathbb{E}[\tilde{g}] \in \partial g$ and it is bounded, i.e. $\|\tilde{g}\| \leq B_{2}$. Consider the projected stochastic subgradient descent algorithm $x_{k+1}=\Pi_{\mathcal{X}}\left(x_{k}-\alpha \tilde{g}\left(x_{k}\right)\right)$ where $\Pi_{\mathcal{X}}$ is the projection operator, for $K$ steps. Then after $K$ iterations with $\alpha=\frac{B_{1}}{B_{2} \sqrt{K}}$ we have

$$
\mathbb{E}\left[g\left(\frac{1}{K} \sum_{k=1}^{K} x_{k}\right)\right]-g\left(x^{*}\right) \leq \frac{B_{1} B_{2}}{\sqrt{K}}
$$

Proof. The proof is provided in Appendix C.

Proposition 2. With parameters $K$ and $\alpha$ determined by (4.24), after $k \geq \max \{K$, $\left.\tilde{O}\left(\frac{|S|^{2}|A| N^{2} B_{\lambda}^{2} H^{2}}{\epsilon^{2}} \log \frac{1}{\delta}\right)\right\}$ we get

$$
\mathbb{P}\left(\tilde{D}_{k}\left(\tilde{\lambda}^{(k)}\right) \leq \tilde{D}\left(\tilde{\lambda}^{*}\right)+\frac{3 \epsilon}{5}\right) \geq 1-\frac{\delta}{2}
$$

where $\tilde{\lambda}^{*}:=\arg \min _{\lambda} \tilde{D}(\lambda)$.

Proof. The proof is provided in Appendix C.

Lemma 21. For any $0<\epsilon, \delta<1$, under Algorithm 6 we get

$$
\mathbb{P}\left(\tilde{D}_{k}\left(\tilde{\lambda}^{(k)}\right) \leq D\left(\lambda^{*}\right)+\frac{4 \epsilon}{5}\right) \geq 1-\frac{3 \delta}{4} .
$$

Proof. The proof is provided in Appendix C.

### 4.4.4 Proof of Theorem 7

Consider the following

$$
\begin{aligned}
L\left(\tilde{\pi}_{k}\left(\tilde{\lambda}^{(k)}\right), \tilde{\lambda}^{(k)}\right)- & D\left(\lambda^{*}\right)=V_{0}^{\tilde{\pi}_{k}\left(\tilde{\lambda}^{k}\right)}\left(s_{0}, \tilde{\lambda}^{(k)}\right)+\sum_{i} \tilde{\lambda}_{i}^{(k)} \bar{C}_{i}-D\left(\lambda^{*}\right) \\
& =V_{0}^{\tilde{\pi}_{k}\left(\tilde{\lambda}^{k}\right)}\left(s_{0}, \tilde{\lambda}^{(k)}\right)-\tilde{V}_{0}^{\tilde{\pi}_{k}\left(\tilde{\lambda}^{k}\right)}\left(s_{0}, \tilde{\lambda}^{(k)}\right)+\tilde{V}_{0}^{\tilde{\pi}_{k}\left(\tilde{\lambda}^{k}\right)}\left(s_{0}, \tilde{\lambda}^{(k)}\right)+\sum_{i} \tilde{\lambda}_{i}^{(k)} \bar{C}_{i}-D\left(\lambda^{*}\right) \\
& =V_{0}^{\tilde{\pi}_{k}\left(\bar{\lambda}^{k}\right)}\left(s_{0}, \tilde{\lambda}^{(k)}\right)-\tilde{V}_{0}^{\tilde{\pi}_{k}\left(\tilde{\lambda}^{k}\right)}\left(s_{0}, \tilde{\lambda}\right)+\tilde{D}_{k}\left(\tilde{\lambda}^{(k)}\right)-D\left(\lambda^{*}\right)
\end{aligned}
$$

Now, we consider the two following sections:

- Section 1: We prove $\left|V_{0}^{\tilde{\pi}_{k}\left(\tilde{\lambda}^{(k)}\right)}\left(s_{0}, \tilde{\lambda}^{(k)}\right)-\tilde{V}_{0}^{\tilde{\pi}_{k}\left(\tilde{\lambda}^{(k)}\right)}\left(s_{0}, \tilde{\lambda}^{(k)}\right)\right|$ is small w.h.p. after certain number of episodes.
- Section 2: We prove $\left|\tilde{D}_{k}\left(\tilde{\lambda}^{(k)}\right)-D\left(\lambda^{*}\right)\right|$ is small w.h.p. after certain number of episodes.

Section 1: To prove this part, we apply Lemma 18 and get

$$
\begin{equation*}
\mathbb{P}\left(\tilde{V}_{0}^{\tilde{\pi}_{k}\left(\tilde{\lambda}^{(k)}\right)}\left(s_{0}, \tilde{\lambda}^{(k)}\right)-V_{0}^{\tilde{\pi}_{k}\left(\tilde{\lambda}^{(k)}\right)}\left(s_{0}, \tilde{\lambda}^{(k)}\right) \leq \frac{\epsilon}{5}\right) \geq 1-\frac{\delta}{4} . \tag{4.30}
\end{equation*}
$$

Section 2: Now, we prove the second part. By applying Lemma 21, we get

$$
\begin{equation*}
\mathbb{P}\left(\tilde{D}_{k}\left(\tilde{\lambda}^{(k)}\right)-D\left(\lambda^{*}\right) \leq \frac{4 \epsilon}{5}\right) \geq 1-\frac{3 \delta}{4} \tag{4.31}
\end{equation*}
$$

with parameters $K$ and $\alpha$ specified by (4.24). Therefore, both inequalities (4.30) and (4.31) are satisfied after max $\left\{K, 6 E_{\text {max }}|S||A| m\right\}$ which is

$$
\begin{aligned}
& 61440 \frac{|S|^{2}|A| N^{2} B_{\lambda}^{2} H^{2}\left(\bar{C}_{\max }+H\right)^{2}}{\bar{C}_{\min }^{2} \epsilon^{2}}\left(\log _{2} \log _{2} H\right)^{2} \log _{2}^{2}\left(\frac{4|S| H^{2}}{\epsilon}\right) \log _{2}^{2}\left(\frac{8 H^{2}|S|^{2}}{\epsilon}\right) \\
& \times \log \left(\frac{2048|S|^{4}|A| H^{2}}{\epsilon^{2} \delta}\left(\log _{2} \log _{2} H\right)^{2} \log _{2}^{2}\left(\frac{8 H^{2}|S|^{2}}{\epsilon}\right)\right) .
\end{aligned}
$$

Finally, combining inequalities (4.30) and (4.31) and applying union bound would yield the result.

### 4.5 Conclusion

In this chapter, we developed two algorithms based on Lagrangian approach in order to achieve computationally efficient learning algorithms. We showed, however, that this efficiency yields in an increase in sample complexity due to expansion of space of reward matrices.

Our next goal is to tailor the algorithms for specific application scenarios. Specifically, we desire to study routing and scheduling in multihop wireless networks. First, we study the problem of routing and scheduling for broadcasting with known parameters in the next chapter. Then, we present learning algorithms for data networks in the final chapter.

## 5. BROADCASTING REAL-TIME FLOWS IN INTEGRATED ACCESS AND BACKHAUL 5G NETWORKS*

### 5.1 Introduction

Mutli-hop broadcasting in wireless networks, which entails disseminating information to every device in the system via retransmissions at multiple nodes, is an important mechanism to coordinate devices in networked systems. Furthermore, many applications of broadcast communications are safety-critical, and timely deliveries of information is crucial to maintain the robustness and safety of the system. For example, multi-hop broadcasting is needed to disseminate timely safety information among connected vehicles in vehicular ad hoc networks (VANETs), to announce control decisions in networked control systems and Internet of Things (IoT), and to exchange locations and flight paths among unmanned aerial vehicles (UAVs) for Unmanned Aircraft System Traffic Management (UTM).

The cellular infrastructure that will enable these time-critical broadcast wireless applications will be 5G networks that are currently being designed to support ultra-low latency, ultra-high throughput communications. These networks will utilize the highly directional and high bandwidth mm-wave band, which suffers from high attenuation and sensitively to fading. This requires the relatively dense deployment of small base stations at spacings of about 250 m . However, providing fiber backhaul to all of these base stations is prohibitively expensive. An important development in this context is Integrated Access and Backhaul (IAB) [36, 37], under which there are a few base stations with fiber backhaul that act as gateways to many others that are connected via a mm-wave wireless mesh backhaul. This mm-wave backhaul creates a directional wireless network between the nodes, but routing across these is highly dynamic and subject to the vagaries of the wireless channel. The same mm-wave spectrum also is used to provide access to end-users, i.e., both access and backhaul are integrated over mm-wave.

Motivated by the above features of emerging networks, this chapter studies the problem of

[^6]designing algorithms for broadcasting real-time flows with strict per-packet end-to-end deadlines in directional wireless mesh networks. Here, real-time flow imposes a strict deadline for each of its packets, and packets that cannot be delivered before their respective deadlines are dropped from the system. From the IAB perspective, our goal is to ensure that each broadcast packet is delivered to an appropriate IAB base station before its deadline, at which point it is immediately transmitted to its respective end user. Each IAB node in the network then obtains some utility based on the time-average number of on-time packets that it receive from each flow. The goal of this chapter is to maximize the total timely-utility of the whole network.

There are several important challenges that need to be addressed for broadcasting real-time flows in such multi-hop mmWave networks. First, since it is difficult to coordinate a large network in real-time, centralized algorithms that require the instant knowledge of the state of each node and packet are usually infeasible to implement. Hence, we need distributed algorithms, where each node makes decisions using its local information. Second, as mentioned above, transmissions in the mmWave band can be unreliable. Finally, broadcasting algorithms need to explicitly address the deadline requirement of each flow.

## Main Results and Organization

In this chapter, we propose a new protocol for broadcasting in multi-hop mmWave networks, namely, the delegated-set routing (DSR) protocol. DSR has two important features: First, it is a distributed protocol where all the required coordination among nodes can be conveyed in the headers of packets once the topology of the network is known. Hence, there is virtually no overhead of coordination after topology creation process. Second, DSR allows each node to dynamically change its transmission strategies based on the deadlines of its packets and random events, such as transmission failures, it experiences.

Relaxing the link utilization constraint (number of transmissions allowed per time slot) to an average one, and using dual decomposition techniques, we also propose a distributed algorithm that aims to maximize the total system-wide utility under DSR. This algorithm only requires minimal and infrequent information exchange among nodes. We analytically prove that our algorithm
achieves the optimal total utility under an average link capacity constraint. The key novelty lies in a natural decomposition into packet-by-packet and link-by-link updates that need minimal coordination. These lead to a steepest-ascent-type control associated with each packet, and a sub-gradient type of update at links. This algorithm also gives rise to a simple index policy when link utilization constraints of all links need to be satisfied at every instant.

We evaluate our algorithms through simulations on representative network graphs. We compare our algorithms against recent studies on throughput optimal algorithms, including one that is designed specifically for broadcast, and one that is universal in terms of being able to support unicast, multicast and broadcast. We show that despite some of these algorithms being centralized and complex, our algorithm, which is designed specifically for simplicity and delay optimality, achieves better performance.

The chapter is organized as follows. Section 5.2 reviews existing studies on broadcasting and multi-hop networks. Section 5.3 describes our system model for multi-hop networks with real-time broadcast flows. Section 5.4 describes the additional structure imposed by the DSR protocol, as well as an epoch-wise approach to policy selection. Section 5.5 applies dual-decomposition, which turns out to be the basis of our distributed algorithm. Section 5.6 proposes distributed algorithms that optimize DSR, as well as the index policy that can ensure hard capacity constraints are met. Section 5.7 presents our simulation results.

### 5.2 Related Work

Broadcasting/multicasting is a fundamental functionality of networks, and has been studied in a substantial body of literature. One of the earliest policies for broadcasting/multicasting in ad hoc networks is via flooding [38, 39]. However, such policies can lead to severe packet collision frequency, and excessive redundant retransmissions, as shown by Ni et al. [40]. Gandhi et al. [41] and Huang et al. [42] have shown that the problem of minimizing delay in wireless ad hoc networks is NP-hard, and have proposed approximation algorithms aiming to reduce delay. These studies rely on centralized algorithms.

There has been much interest in throughput optimal broadcasting/multicasting. For instance,

Sarkar and Tassiulas [43] proposed a scheduling and routing policy that relies on pre-computed spanning trees, which might be difficult to maintain and compute in scalable sized networks. Ho and Viswanathan [44] and Yuan et al. [45] propose network coding based policies in the context, which, however, leads to additional computation complexity. Zhang et al. [46] and Sinha et al. [47] consider multi-hop broadcasting problems in Directed Acyclic Graphs (DAG), which are not applicable to networks with arbitrary topology. Sinha et al. [48] also propose a centralized throughput optimal broadcasting policy for networks with arbitrary topology, which might be difficult to deploy in a large scale system. Furthermore, the throughput maximization focus of all the above does not directly allow for meeting stringent deadline guarantees.

Given the rising application of wireless networks to safety-critical and realtime applications, there has been much recent interest in deadline constrained multi-hop communication. Xiong et al. [49] proposed a delay-aware throughput optimal policy for multi-hop networks. Their policy, however, can not provide stringent delay guarantees. Mao et al. [50] propose a hard deadline guaranteed policy, under the assumption that all routes in the network are fixed. Li and Eryilmaz [51] consider serving flows with stringent deadlines in a multi-hop system, and their proposed framework can be extended to incorporate routing decisions. However, their policies are heuristic, and optimality cannot be shown. Singh and Kumar [52] relax the deadline constrained optimization problem in the manner of the Whittle's relaxation for multi-armed bandits, and proposed decentralized optimal solutions. However, both it and the above body of work on deadline constrained communication only considers unicast traffic, and it is not clear how it applies to broadcasting/multicasting networks.

### 5.3 System Model

We consider a multi-hop network that consists of $N$ wireless nodes operating in the mmWave band motivated by the IAB system. Here, the nodes correspond to fixed IAB base stations, and the network topology is known to all nodes. The available spectrum is divided into multiple halfduplex channels, and nodes can use these channels to send and receive packets from multiple nodes simultaneously. Furthermore, these channels are directional in that transmissions on dif-
ferent links do not interfere with each other, consistent with empirical observations in IAB test deployments [37]. These links can have different constraints on the supportable number of transmissions in each time slot, as well as their reliabilities.

Time is slotted and numbered as $t=1,2, \ldots$ We assume that link $l$ can transmit $T_{l}$ packets in each time slot, and that each transmission will be successfully received by the receiver with probability $P_{l}$. At the end of each time slot, the receiver sends an aggregated ACK indicating which packets it has successfully received in the time slot to the transmitter. Where we need to indicate the transmitter and the receiver of a link, we use $l=n \rightarrow m$ to indicate that link $l$ has transmitter $n$ and receiver $m$.

We consider $F$ real-time broadcast flows, using $s_{f}$ to indicate the source node of flow $f$. At the beginning of each time slot $t, a_{f}(t)$ packets of flow $f$ arrive at node $s_{f}$. We assume that $\left[a_{f}(1), a_{f}(2), \ldots\right]$ is a sequence of i.i.d. random variables with mean $A_{f}$. Moreover, each flow $f$ specifies a per-packet end-to-end deadline of $D_{f}$ time slots. Packets from flow $f$ are only useful for $D_{f}$ time slots from their respective arrival times at their source nodes, and are dropped from the network when they expire. Due to communication constraints, it is likely that some nodes cannot receive all packets from each flow. We therefore measure the performance of node $n$ on flow $f$ by its timely-throughput, defined as the long-term average number of packets from flow $f$ that are successfully delivered to node $n$ within the deadline.

Let $\Omega$ be a set of stationary packet scheduling policies. Hence, given the state of the system consisting of the locations and expiry times of all existing packets, a policy $\omega \in \Omega$ is a rule that decides which packet to transmit on what link, subject to communication constraints. For each stationary policy $\omega \in \Omega$, let $x_{n, f}^{\omega}(t)$ be the number of packets from $f$ that are delivered to $n$ at time $t$ under $\omega$, i.e., these are the packets that survived the deadline constraint. Also, let $\epsilon_{l, f}^{\omega}(t)$ be the number of packets from flow $f$ transmitted over link $l$ at time $t$ under $\omega$. Since $\omega$ is a stationary policy, and all packets that expire are immediately dropped, we can define

$$
\mu_{n, f}^{\omega}:=\liminf _{T \rightarrow \infty} \frac{\sum_{t=1}^{T} x_{n, f}^{\omega}(t)}{T}
$$

as the timely-throughput of node $n$ on flow $f$ under $\omega$, and

$$
\bar{\epsilon}_{l, f}^{\omega}:=\limsup _{T \rightarrow \infty} \frac{\sum_{t=1}^{T} \epsilon_{l, f}^{\omega}(t)}{T}
$$

as the average number of transmissions for flow $f$ over link $l$ under $\omega$.
Now, finding the optimal total utility with respect to timely-throughputs over all the $N$ nodes under DSR is equivalent to finding the stationary policy that maximizes the total timely-utility under link utilization constraints, which can be written as

## Relaxed Timely-Utility Maximization (R-TUM)

$$
\begin{gather*}
\operatorname{Max} \sum_{n=1}^{N} \sum_{f=1}^{F} U_{n, f}\left(\mu_{n, f}^{\omega}\right)  \tag{5.1}\\
\text { s.t. } \omega \in \Omega,  \tag{5.2}\\
\quad \sum_{f=1}^{F} \bar{\epsilon}_{l, f}^{\omega} \leq T_{l}, \forall l . \tag{5.3}
\end{gather*}
$$

Notice that whereas the R-TUM problem above requires each delivered packet to satisfy its deadline constraint, it only requires that the long-term average number of transmissions over link $l, \sum_{f=1}^{F} \bar{\epsilon}_{l, f}^{\omega}$ be no larger than $T_{l}$. This link utilization constraint relaxation is in the same manner as [52]. In a practical system, such a relaxation might be akin to imposing an average transmit power constraint rather than a hard one. We will first design policies that pertain to this relaxed link-utilization constraint. Using the insights gained, we will also develop a policy that enforces a hard link-utilization constraint, i.e.,

$$
\begin{equation*}
\sum_{f=1}^{F} \epsilon_{l, f}^{\omega}(t) \leq T_{l}, \forall l, t \tag{5.4}
\end{equation*}
$$

Solving the R-TUM problem could be posed as a Markov Decision Process (MDP), where the state of the system at any given point of time consists of the locations and expiry times of all existing packets. However, such a solution is infeasible to implement in practice. First, it is
straightforward to show that the number of different system states is at least doubly exponential in $N$, and hence standard algorithms for finding the optimal MDP-based solution will result in prohibitive complexity. Second, even after one finds the optimal MDP-based solution, it may be impossible to implement it in a distributed fashion, since the complete state needs to be known at each node. In what follows, we impose additional structure on the policy space to render it tractable.

### 5.4 A Structured Approach to Real-Time Broadcasting

We now introduce two elements of structure to the policy space to enable its solution as a distributed convex optimization problem.

### 5.4.1 Delegated-Set Routing (DSR)

Ensuring a per-packet deadline guarantee requires that we retain flexibility in routing to dynamically choose the next hop node for a packet based on current state. Thus, source routing on a per-packet basis is not satisfactory. However, for distributed implementation, we also need to ensure that there is no ambiguity as to which neighboring node is responsible for transmitting a packet to a given node. We resolve these seemingly opposite requirements via a protocol that we term delegated-set routing (DSR).

For each node $n$ that possesses a packet $i$ at time $t$, we define the delegated-set of node $n$ as the subset of nodes that $n$ is responsible for forwarding packets, possibly through multi-hop transmissions. First, to ensure routing flexibility, whenever a node $n$ decides to forward a packet to another node $m$, node $n$ delegates a subset of its own delegated-set to $m$, and specifies this subset in the packet header. If the transmission is successful, this subset is removed from the delegated-set of $n$, since it is now the responsibility of $m$ to forward the packet to this subset. Second, in order to avoid duplicate transmissions (ambiguity on which node should transmit a given packet), the DSR protocol requires that the delegated-sets of different nodes for the same packet are chosen to be disjoint.

To illustrate how DSR works, consider the network as shown in Fig. 5.1. When a packet


Figure 5.1: An example illustrating DSR. Reprinted with permission from [3]
arrives at the source node $s_{f}$, the delegated set of $s_{f}$ is every node in the network, since it is the responsibility of $s_{f}$ to broadcast the packet to the entire network. Suppose in the first time slot, $s_{f}$ transmits the packet to $A$, and delegates the subset $\{A, C, D\}$ to $A$. If the transmission is successful, the delegated-set of $s_{f}$ becomes $\left\{s_{f}, B, E\right\}$, while the delegated-set of $A$ is $\{A, C, D\}$. In the next time slot, when $s_{f}$ transmits the packet to $B$, it needs to delegate the subset $\{B, E\}$ to $B$. In particular, $s_{f}$ cannot include node $D$ in the delegated-set for $B$, since $D$ is already in the delegated-set of $A$.

We note that the ability to dynamically adjust routing decisions is an important feature that distinguishes DSR from many existing studies on multi-hop broadcasting, such as [48] and [43]. These studies adopt source-routing, where the source node determines the routing decision of each packet, and intermediate nodes cannot change the decision. As $s_{f}$ cannot foresee whether the transmissions from $A$ to $C$ will be successful, it cannot take an optimal routing decision.

### 5.4.2 Epoch-wise Stationary Policies

Our second aspect of adding structure to the policy space is to expand it from $\Omega$, the set of all stationary policies, to the set of all epoch-wise stationary policies. In an epoch-wise stationary policy, time is divided into epochs of equal length. The epoch-wise stationary policy adopts a stationary policy $\omega^{+}[i]$ in each epoch $i$. The duration of an epoch is chosen to be large enough so that the average performance of $\omega^{+}[i]$ in epoch $i$ is not influenced by the system state at the beginning of the epoch. Specifically, an epoch-wise stationary policy is defined as follows:

Definition 4. An epoch-wise stationary policy is a sequence of stationary policies $\omega^{+}=(\omega[i])_{i=1}^{\infty}, \omega[i] \in$
$\Omega\}$, where $\omega[i]$ is used in epoch $i$. The length of an epoch is chosen so that, under $\omega^{+}$,

$$
\mu_{n, f}^{\omega^{+}}:=\liminf _{T \rightarrow \infty} \frac{\sum_{t=1}^{T} x_{n, f}^{\omega^{+}}(t)}{T}=\liminf _{I \rightarrow \infty} \frac{\sum_{i}^{I} \mu_{n, f}^{\omega[i]}}{I},
$$

and

$$
\bar{\epsilon}_{l, f}^{\omega^{+}}:=\limsup _{T \rightarrow \infty} \frac{\sum_{t=1}^{T} \epsilon_{l, f}^{\omega^{+}}(t)}{T}=\underset{I \rightarrow \infty}{\limsup } \frac{\sum_{i}^{I} \epsilon_{l, f}^{\omega[i]}}{I}
$$

We can now define $\Omega^{+}$as the set of all epoch-wise stationary policies. For each epoch-wise stationary policy $\omega^{+}$, let $\gamma^{\omega^{+}}:=\left[\left[\mu_{n, f}^{\omega^{+}}, 1 \leq n \leq N, 1 \leq f \leq F\right],\left[\bar{\epsilon}_{l, f}^{\omega^{+}}, 1 \leq l \leq L, 1 \leq f \leq F\right]\right]$ be the vector of timely-throughputs and average link uses under $\omega^{+}$. Also, let $\Gamma:=\left\{\gamma^{\omega+} \mid \omega^{+} \in \Omega^{+}\right\}$ be the set of attainable vectors of timely-throughputs and average link uses under all epoch-wise stationary policies. An important advantage of considering the policy space $\Omega^{+}$is that $\Gamma$ is a convex set.

Lemma 22. $\Gamma$ is convex.

Proof. Consider two epoch-wise stationary policies $\omega_{1}^{+}$, $\omega_{2}^{+}$, and a number $0<a<1$, we will show that there exists an epoch-wise stationary policy $\omega_{a}^{+}$such that $\gamma^{\omega_{a}^{+}}=a \gamma^{\omega_{1}^{+}}+(1-a) \gamma^{\omega_{2}^{+}}$.

We construct $\omega_{a}^{+}$as follows: In epoch $i$, if $\lfloor a i\rfloor>\lfloor a(i-1)\rfloor$, then $\omega_{a}^{+}$uses $\omega_{1}[\lfloor a i\rfloor]$ in epoch $i$. Otherwise, $\omega_{a}^{+}$uses $\omega_{2}[i-\lfloor a i\rfloor]$ in epoch $i$.

It is straightforward to check that, in the first $I$ epochs, $\omega_{a}^{+}$consists of the first $\lfloor a I\rfloor$ stationary policies from $\omega_{1}^{+}$and the first $\lceil(1-a) I\rceil$ stationary policies from $\omega_{2}^{+}$. Therefore, $\gamma^{\omega_{a}^{+}}=a \gamma^{\omega_{1}^{+}}+$ $(1-a) \gamma^{\omega_{2}^{+}}$.

Since $\Gamma$ is a convex set, it is straightforward to verify that the optimization problem (5.1)-(5.3) subject the policy space $\Gamma$ is a convex optimization problem.

### 5.5 Solution Overview

Although the problem R-TUM, (5.1) - (5.3), is convex, solving it directly remains challenging because there is no simple characterization of $\Gamma$. In this section, we present a general framework
of solving R-TUM through dual decomposition. The exact distributed algorithm will be presented in the next section.

### 5.5.1 Dual Problem Formulation

Let $\lambda_{l}$ be the Lagrange multiplier with respect to the constraint $\sum_{f=1}^{F} \bar{\epsilon}_{l, f}^{\omega^{+}} \leq T_{l}$ in (5.3), and $\lambda$ be the vector of all $\lambda_{l}, l=1,2, \ldots, L$. The Lagrangian of R-TUM is then

$$
\begin{equation*}
\mathcal{L}\left(\gamma^{\omega^{+}}, \lambda\right)=\sum_{n=1}^{N} \sum_{f=1}^{F} U_{n, f}\left(\mu_{n, f}^{\omega^{+}}\right)-\sum_{l=1}^{L} \lambda_{l}\left(\sum_{f=1}^{F} \bar{\epsilon}_{l, f}^{\omega^{+}}-T_{l}\right), \tag{5.5}
\end{equation*}
$$

and the dual objective function is

$$
\begin{equation*}
\mathcal{D}(\lambda)=\max _{\gamma \in \Gamma} \mathcal{L}(\gamma, \lambda) \tag{5.6}
\end{equation*}
$$

The dual problem of R-TUM is to find a non-negative vector $\lambda$ that minimizes $\mathcal{D}(\lambda)$.
We first show that strong duality holds for R-TUM.

Theorem 8. Let $\mathcal{P}^{*}$ be the optimal solution to $\boldsymbol{R}$-TUM, and $\mathcal{D}^{*}:=\min _{\lambda: \lambda_{l} \geq 0, \forall l} \mathcal{D}(\lambda)$, then $\mathcal{P}^{*}=$ $\mathcal{D}^{*}$.

Proof. Since Relaxed Utility is convex, we only need to check the Slater's condition:

1. $\Gamma \neq \emptyset$.
2. Constraint (5.3) is a linear inequality.
3. Consider the policy that never transmits any packets. Under this policy, the number of transmissions over link $l$ is 0 , which is strictly less than $T_{l}$, for all $l$.

Therefore, Slater's condition holds, and the proof is complete.

Hence, solving R-TUM is equivalent to solving the dual problem, which consists of two steps: First, given a vector $\lambda$, we need to find the dual objective function $\mathcal{D}(\lambda)$. Second, we need to find the vector $\lambda$ that minimizes $\mathcal{D}(\lambda)$.

### 5.5.2 Packet-By-Packet Decomposition for the Dual Objective

We first present an iterative algorithm that finds $\mathcal{D}(\lambda)=\max _{\gamma \in \Gamma} \mathcal{L}(\gamma, \lambda)$ for a given $\lambda$ using the steepest ascent algorithm. For each stationary policy $\omega$, let $\gamma^{\omega}$ be defined to be the vector of timely-throughputs and link usages under $\omega$. Then the steepest ascent algorithm constructs a sequence of epoch-wise stationary policies that ultimately converges to the optimal epoch-wise stationary policy. The algorithm proceeds as follows:

1. Set $k \leftarrow 1$
2. Let $\omega_{k}^{+}$be the round-robin epoch-wise stationary policy that follows the sequence $\left\{\omega_{1}, \omega_{2}, \ldots, \omega_{k}, \omega_{1}, \omega_{2}, \ldots\right.$
3. Let $\omega_{k+1}$ be the stationary policy that maximizes the directional derivative, $\nabla \mathcal{L}\left(\gamma^{\omega_{k}^{+}}, \lambda\right)$. $\gamma^{\omega_{k+1}}$.
4. Set $k \leftarrow k+1$ and repeat step 2.

Based on our construction of $\omega_{k}^{+}$, we have $\gamma^{\omega_{k}^{+}}=\frac{\sum_{j=1}^{k} \gamma^{\omega_{j}}}{k}$. Therefore $\gamma^{\omega_{k+1}^{+}}-\gamma^{\omega_{k}^{+}}=$ $\frac{\gamma^{\omega_{k+1}-\gamma^{+}}}{k+1}$. Effectively, for each $k$, our steepest ascent algorithm finds $\omega_{k+1}^{+}$that maximizes the directional derivative $\nabla \mathcal{L}\left(\gamma^{\omega_{k}^{+}}, \lambda\right) \cdot\left(\gamma^{\omega_{k+1}^{+}}-\gamma^{\omega_{k}^{+}}\right)$among all epoch-wise stationary policies with step size $\frac{1}{k+1}$. Following the analysis presented in Boyd et al. [53] Section 9.4.3, it is straightforward to show the following:

Theorem 9. Under our steepest ascent algorithm, $\mathcal{L}\left(\gamma^{\omega_{k}^{+}}, \lambda\right)$ converges to $\mathcal{D}(\lambda)$, as $k \rightarrow \infty$.

Notice that the critical step in our steepest ascent policy is to find $\omega_{k+1}$ that maximizes $\nabla L\left(\gamma^{\omega_{k}^{+}}, \lambda\right)$. $\gamma^{\omega_{k+1}}$. We have

$$
\begin{aligned}
& \nabla \mathcal{L}\left(\gamma^{\omega_{k}^{+}}, \lambda\right) \cdot \gamma^{\omega_{k+1}} \\
= & \sum_{n, f} \frac{\partial}{\partial \mu_{n, f}} \mathcal{L}\left(\gamma^{\omega_{k}^{+}}, \lambda\right) \mu_{n, f}^{\omega_{k+1}}+\sum_{l, f} \frac{\partial}{\partial \bar{\epsilon}_{l, f}} \mathcal{L}\left(\gamma^{\omega_{k}^{+}}, \lambda\right) \bar{\epsilon}_{l, f}^{\omega_{k+1}} \\
= & \sum_{f=1}^{F}\left\{\sum_{n=1}^{N} U_{n, f}^{\prime}\left(\mu_{n, f}^{\omega_{k}^{+}}\right) \mu_{n, f}^{\omega_{k+1}}-\sum_{l=1}^{L} \lambda_{l} \epsilon_{l, f}^{\omega_{k+1}}\right\} .
\end{aligned}
$$

This naturally gives us a flow-by-flow decomposition in the sense that $\nabla \mathcal{L}\left(\gamma^{\omega_{k}^{+}}, \lambda\right) \cdot \gamma^{\omega_{k+1}}$ can be maximized by maximizing

$$
\begin{equation*}
\sum_{n=1}^{N} U_{n, f}^{\prime}\left(\mu_{n, f}^{\omega_{k}^{+}}\right) \mu_{n, f}^{\omega_{k+1}}-\sum_{l=1}^{L} \lambda_{l} \epsilon_{l, f}^{\omega_{k+1}} \tag{5.7}
\end{equation*}
$$

for each flow $f$ individually. Moreover, note that, after normalizing with the average packet arrival rate of flow $f, \mu_{n, f}^{\omega_{k+1}}$ is the average delivery per-packet from flow $f$ to node $n$, and $\bar{\epsilon}_{l, f}^{\omega_{k+1}}$ is the average number of transmissions per packet over link $l$ for flow $f$.

For each packet $i$ from flow $f$, let $y_{n, f, i}$ be a random variable representing the event that packet $i$ is successfully delivered to node $n$ within its deadline of $d_{f}$. Also, let $z_{l, f, i}$ be the random variable indicating the number times that link $l$ transmits $i$. Then $\mathbb{E}\left[y_{n, f, i}\right]$ is the success probability that packet $i$ is delivered to node $n$, while $\mathbb{E}\left[z_{l, f, i}\right]$ is the expected number of times that link $l$ transmits $i$. Therefore, from (5.7), maximizing $\nabla \mathcal{L}\left(\gamma^{\omega_{k}^{+}}, \lambda\right) \cdot \gamma^{\omega_{k+1}}$ can be achieved by maximizing

$$
\begin{equation*}
\sum_{n=1}^{N} U_{n, f}^{\prime}\left(\mu_{n, f}^{\omega_{k}^{+}}\right) \mathbb{E}\left[y_{n, f, i}\right]-\sum_{l=1}^{L} \lambda_{l} \mathbb{E}\left[z_{l, f, i}\right] \tag{5.8}
\end{equation*}
$$

for each packet $i$.
We note that such packet-by-packet decomposition allows distributed algorithms for finding the optimal solution since, instead of considering the system state as a whole, each packet only needs to maximize (5.8) on its own, without considering the states of other packets.

### 5.5.3 Link-by-Link Update for the Dual Problem

After finding $\mathcal{D}(\lambda)$, we now proceed to find the solution to the dual problem, $\min _{\lambda: \lambda_{l} \geq 0, \forall l} \mathcal{D}(\lambda)$.
Our solution is based on the subgradient method. We first find the subgradient of $\mathcal{D}(\lambda)$.

Theorem 10. Let $\gamma(\lambda)=\left[\left[\mu_{n, f}(\lambda)\right],\left[\bar{\epsilon}_{l, f}(\lambda)\right]\right]:=\arg \max _{\gamma \in \Gamma} \mathcal{L}(\gamma, \lambda)$, then the L-dimensional vector $\left[T_{l}-\sum_{f=1}^{F} \bar{\epsilon}_{l, f}(\lambda)\right]$ is a subgradient for $\mathcal{D}(\lambda)$.

Proof. For any arbitrary $\lambda^{\prime}$ :

$$
\begin{aligned}
& \mathcal{D}\left(\lambda^{\prime}\right)=\max _{\gamma} \mathcal{L}\left(\gamma, \lambda^{\prime}\right) \geq \mathcal{L}\left(\gamma(\lambda), \lambda^{\prime}\right) \\
= & \sum_{n=1}^{N} \sum_{f=1}^{F} U_{n, f}\left(\mu_{n, f}(\lambda)\right)-\sum_{l=1}^{L} \lambda_{l}^{\prime}\left(\sum_{f=1}^{F} \bar{\epsilon}_{l, f}(\lambda)-T_{l}\right) \\
= & \sum_{n=1}^{N} \sum_{f=1}^{F} U_{n, f}\left(\mu_{n, f}(\lambda)\right)-\sum_{l=1}^{L} \lambda_{l}\left(\sum_{f=1}^{F} \bar{\epsilon}_{l, f}(\lambda)-T_{l}\right) \\
& +\sum_{l=1}^{L}\left(\lambda_{l}-\lambda_{l}^{\prime}\right)\left(\sum_{f=1}^{F} \bar{\epsilon}_{l, f}(\lambda)-T_{l}\right) \\
= & \mathcal{D}(\lambda)+\left(\lambda^{\prime}-\lambda\right) \cdot\left[T_{l}-\sum_{f=1}^{F} \bar{\epsilon}_{l, f}(\lambda)\right] .
\end{aligned}
$$

Thus, $\left[T_{l}-\sum_{f=1}^{F} \bar{\epsilon}_{l, f}(\lambda)\right]$ is a subgradient of $\mathcal{D}(\lambda)$.

The subgradient method finds the optimal $\lambda$ that minimizes $\mathcal{D}(\lambda)$ iteratively. Starting with an arbitrary vector $\lambda(1)$, the subgradient method finds $\lambda(k+1)=\left[\lambda_{l}(k+1)\right]$ by setting

$$
\begin{equation*}
\lambda_{l}(k+1)=\left[\lambda_{l}(k)-\beta_{k}\left(T_{l}-\sum_{f=1}^{F} \bar{\epsilon}_{l, f}(\lambda(k))\right)\right]^{+} \tag{5.9}
\end{equation*}
$$

where $x^{+}:=\max \{0, x\}$.

Theorem 11. If the sequence $\beta_{k}$ is chosen so that $\beta_{k} \geq 0, \forall k, \sum_{k=1}^{\infty} \beta_{k}=\infty$, and $\lim _{k \rightarrow \infty} \beta_{k}=0$, then $\mathcal{D}(\lambda(k)) \rightarrow \min _{\lambda: \lambda_{l} \geq 0, \forall l} \mathcal{D}(\lambda)$, as $k \rightarrow \infty$.

Proof. This is the direct result of Theorem 8.9.2 in [54].
Recall that $\left.\sum_{f=1}^{F} \bar{\epsilon}_{l, f}(\lambda(k))\right)$ is the average number of transmissions that link $l$ makes. Therefore, for link $l$ to update $\lambda_{l}$ by (5.9), link $l$ only needs to know its own link constraint and the number of transmissions it makes. Hence, this subgradient method allows for a distributed update of $\lambda_{l}$.

### 5.6 Optimization of DSR

Under DSR, the transmission strategy for a node having a packet $i$ consists of two parts: determining which node to transmit the packet $i$ to, and determining what delegated-set to assign to the receiver. In this section, we discuss the optimal transmission strategy that maximizes (5.8) under the design of DSR.

Fix a packet $i$ from flow $f$. For each subset of nodes $\pi$, let $\mathcal{L}_{\pi}$ be the set of links whose transmitter and receiver are both in $\pi$. Also, for each node $n$, subset of nodes $\pi$, and integer $\tau \in\left[0, d_{f}\right]$, define

$$
\begin{align*}
W_{f}(n, \pi, \tau) & = \\
& \max \left(\sum_{k \in \pi} U_{k, f}^{\prime}\left(\mu_{k, f}^{\omega_{k}^{+}}\right) \mathbb{E}\left[y_{k, f, f}\right]-\sum_{l \in \mathcal{L}_{\pi}} \lambda_{l} \mathbb{E}\left[z_{l, f, i}\right]\right) \tag{5.10}
\end{align*}
$$

if node $n$ receives the packet $i$ and delegated-set $\pi$, and the packet $i$ has $\tau$ time slots before meeting its deadline.

By the definition of $W_{f}(n, \pi, \tau)$, finding the optimal transmission strategy that maximizes (5.8) is equivalent to finding the value of $W_{f}\left(s_{f},\{1,2, \ldots, N\}, d_{f}\right)$, as well as the transmission strategy that achieves it.

We use dynamic programming to find $W_{f}(n, \pi, \tau)$. Suppose node $n$ receives the packet $i$ and delegated-set $\pi$, and packet $i$ has $\tau$ time slots before meeting its deadline. Also suppose that node $n$ decides to transmit the packet to $m$ and designates the delegated-set $\pi^{m}$ to $m$. If the transmission is successful, then, in the next time slot, node $n$ has a delegated-set of $\pi-\pi^{m}$, node $m$ has a delegated-set of $\pi^{m}$, and packet $i$ has $\tau-1$ time slots before its deadline. By the definition of $W_{f}(\cdot)$, we have, given that the transmission is successful,

$$
\begin{align*}
& \max \left(\sum_{k \in \pi} U_{k, f}^{\prime}\left(\mu_{k, f}^{\omega_{k}^{+}}\right) \mathbb{E}\left[y_{k, f, i}\right]-\sum_{l \in \mathcal{L}_{\pi}} \lambda_{l} \mathbb{E}\left[z_{l, f, i}\right]\right) \\
& =W_{f}\left(n, \pi-\pi^{m}, \tau-1\right)+W_{f}\left(m, \pi^{m}, \tau-1\right)-\lambda_{n \rightarrow m} . \tag{5.11}
\end{align*}
$$

On the other hand, if the transmission fails, then, in the next time slot, node $n$ still has the delegated-set $\pi$ and packet $i$ has $\tau-1$ time slots before its deadline. Given that the transmission fails, we have

$$
\begin{align*}
& \max \left(\sum_{k \in \pi} U_{k, f}^{\prime}\left(\mu_{k, f}^{\omega_{k}^{+}}\right) \mathbb{E}\left[y_{k, f, i}\right]-\sum_{l \in \mathcal{L}_{\pi}} \lambda_{l} \mathbb{E}\left[z_{l, f, i}\right]\right) \\
& =W_{f}(n, \pi, \tau-1)-\lambda_{n \rightarrow m} . \tag{5.12}
\end{align*}
$$

Since each transmission from $n$ to $m$ succeeds with probability $P_{n \rightarrow m}$, we have, given that $n$ transmits packet $i$ and assigns delegated-set $\pi^{m}$ to $m$,

$$
\begin{align*}
& \max \left(\sum_{k \in \pi} U_{k, f}^{\prime}\left(\mu_{k, f}^{\omega_{k}^{+}}\right) \mathbb{E}\left[y_{k, f, i}\right]-\sum_{l \in \mathcal{L}_{\pi}} \lambda_{l} \mathbb{E}\left[z_{l, f, i}\right]\right) \\
& =P_{n \rightarrow m} \times(5.11)+\left(1-P_{n \rightarrow m}\right) \times(5.12) \tag{5.13}
\end{align*}
$$

Based on the above analysis, we can write down the following iterative equation:

$$
\begin{align*}
& W_{f}(n, \pi, \tau)=\max \left\{W_{f}(n, \pi, \tau-1)\right. \\
& \max _{m, \pi^{m}: m \in \pi^{m}, \pi^{m} \subset \pi^{\prime}}\left[P _ { n \rightarrow m } \left(W_{f}\left(n, \pi-\pi^{m}, \tau-1\right)\right.\right. \\
& \left.+W_{f}\left(m, \pi^{m}, \tau-1\right)\right)+\left(1-P_{n \rightarrow m}\right) W_{f}(n, \pi, \tau-1) \\
& \left.\left.-\lambda_{n \rightarrow m}\right]\right\} \tag{5.14}
\end{align*}
$$

with boundary condition

$$
\begin{equation*}
W_{f}(n, \pi, 0)=r_{i, n}=U_{n, f}^{\prime}\left(\mu_{n, f}\right) \tag{5.15}
\end{equation*}
$$

where the term $W_{f}(n, \pi, \tau-1)$ in (5.14) represents the case when $n$ does not transmit the packet at all. Eq. (5.14) and (5.15) allows a dynamic programming algorithm to find $W_{f}(n, \pi, \tau)$ for all $f, n, \pi$, and $\tau$. As we will show in Section 5.7, our algorithm can be easily carried out in
medium-sized networks.

### 5.6.1 Index-DSR for Per-Time-Slot Link Constraint

The Dynamic Program in (5.14) can be directly combined with the dual decomposition in Section 5.5 to achieve the optimal solution of R-TUM problem under DSR. In this section, we further propose an index policy that satisfies the per-time-slot link utilization constraint $\sum_{i, v} \epsilon_{i, v, l}(t) \leq T_{l}$, for all $t$, of the original TUM problem. The index-DSR policy would be to transmit the maximum number of packets among all possible packets to be transmitted so that the per-time-slot link constraint is not violated.

We make several changes to the dynamic program and the dual decomposition technique. First, we change the iterative equation (5.14) to

$$
\begin{align*}
& W_{f}(n, \pi, \tau)= \\
& \max _{m, \pi^{m}: m \in \pi^{m}, \pi^{m} \subset \pi^{\prime}}\left[P _ { n \rightarrow m } \left(W_{f}\left(n, \pi-\pi^{m}, \tau-1\right)\right.\right. \\
& \left.+W_{f}\left(m, \pi^{m}, \tau-1\right)\right)+\left(1-P_{n \rightarrow m}\right) W_{f}(n, \pi, \tau-1) \\
& \left.\left.-\lambda_{n \rightarrow m}\right]\right\}, \tag{5.16}
\end{align*}
$$

as long as there is a link from $n$ to another node in $\pi$, and

$$
\begin{equation*}
W_{f}(n, \pi, \tau)=W_{f}(n, \pi, \tau-1) \tag{5.17}
\end{equation*}
$$

otherwise. In other words, we force each node $n$ to find a link to transmit each packet. We also define $m^{*}(n, \pi, \tau)$ and $\pi^{m *}(n, \pi, \tau)$ as the optimal $m$ and $\pi^{m}$ that achieves $W_{f}(n, \pi, \tau)$. We note that, since we now force each node $n$ to find a link to transmit each packet, it is possible that $W_{f}(n, \pi, \tau)$ is negative for some $(n, \pi, \tau)$.

Second, in each time slot $t$ and for each link $n \rightarrow m$, we find all packets possessed by $n$ with delegated-set $\pi, \tau$ slots until their respective deadlines, and $m^{*}(n, \pi, \tau)=m$. We sort these packets in descending order of $W_{f}(n, \pi, \tau)$, and let $\epsilon_{n \rightarrow m}^{\prime}(t)$ be the number of these packets with
$W_{f}(n, \pi, \tau)>0$. In other words, $\epsilon_{n \rightarrow m}^{\prime}(t)$ is the number of packets whose optimal strategy yields a positive return by transmitting over the link $n \rightarrow m$. After sorting these packets, link $n \rightarrow m$ simply transmit the first $T_{n \rightarrow m}$ packets. Finally, the price of each link is updated by (5.9).

### 5.7 Simulation Results

In this section, we present simulation results that compare the performance of our policy against a policy proposed in [55] called Universal Max-Weight (UMW), and a policy proposed by Sinha, Paschos, and Modiano in [48] that we call SPM. We first provide a brief description of these two policies, and then present our simulation settings and results.

### 5.7.1 Overview of UMW and SPM

The UMW policy solves the problem of throughput-optimal packet dissemination in a network with arbitrary topology with different types of traffic, e.g., unicast, multicast and broadcast. In both the centralized and distributed versions of UMW, the route of each packet is decided at the origin. This route is a weighted tree that is constructed using the edge weights at time of decision at the origin. Hence, if the route of the packet turns to be inappropriate during packet dissemination, it cannot be modified. Although this policy also has a heuristic version that can be implemented in a distributed fashion, we consider our comparison against the centralized version, which has better performance than the distributed one.

The SPM policy is designed specifically for throughput optimal broadcast. SPM is a virtualqueue based algorithm, where virtual-queues are defined for subsets of nodes. These virtual queues keep track of a kind of backpressure, while accounting for the fact that packets are duplicated in the broadcast regime. A feature of this work is that each slot is sub-divided into $L$ minislots, where $L$ is the number of links in the network, and a random link is activated in each mini-slot. Here, a packet may be retransmitted multiple times over the mini-slots comprising a slot (i.e., it could potentially reach all nodes in just one slot). To ensure consistency with the slot model, we modify this algorithm to only allow packet state updates at each slot, rather than at each mini-slot.


Figure 5.2: Scenario 1: 11 -node network. Reprinted with permission from [3]

Figure 5.5: Scenario 2: 18 -node network. Reprinted with permission from [3]



Figure 5.3: Scenario 1: Linear Utility Function. Reprinted with permission from [3]


Figure 5.4: Scenario 1: Logarithmic Utility Function. Reprinted with permission from [3]


Figure 5.7: Scenario 2: Logarithmic Utility Function. Reprinted with permission from [3]

### 5.7.2 Simulation Settings and Results

In this study, we consider two different simulation scenarios motivated by designs for IAB network deployments [36, 37]. Here, we have two kinds of nodes, namely, (i) gateway nodes with fiber drops (shown in red), and (ii) wireless-only nodes with mm-wave backhaul (shown as blue nodes). We assume that gateways communicate reliably between each other with zero latency, since they are connected to the same backend switch (consistent with IAB architecture). The two scenarios represent different levels of gateway availability. The first scenario is a an 11-node network with 2 fiber drops as in figure (5.2), while the second scenario is an 18 - node IAB network with 9 fiber drops as shown in figure (5.5). Hence, Scenario 1 is illustrative performance in a network with multiple wireless hops, whereas Scenario 2 illustrates performance in a more densely connected network.

In both scenarios, there are two broadcast flows. One of the flows originates at a fiber-connected gateway node, and the other one from a wireless-only node. For each link $l, P_{l}$ is randomly chosen from $[0.5,1.0]$, and $T_{l}$ is randomly chosen from $[1,5]$. Each flow generates packets according to a Poisson random process, where source node of flow 1 has a mean arrival rate of 1.5 packets per time slot, and source node of second flow has a mean arrival rate of 2 packets per time slot. Since UWM and SPM only aim to maximize throughput, we first consider a linear utility function $U_{n, f}\left(\mu_{n, f}\right)=\mu_{n, f}$ to make a fair comparison. In this case, the total utility of the system is the same as the total timely-throughputs. In a second case, we also consider a logarithmic utility function $U_{n, f}\left(\mu_{n, f}\right)=\log \left(\mu_{n, f}+1\right)$, which models the idea that the utility of the end user might be a non-negative, concave and increasing function of timely throughput. We assume that the two flows have the same deadline of $D$ time slots, and vary $D$ from 4 to 10 . We test four the optimal DSR protocol (for the relaxed problem), the Index-DSR protocol, the UWM policy, and the SPM policy.

The simulation results for the linear utility function and the logarithmic utility function for scenario in figure (5.2) are shown in figures (5.3) and (5.4), respectively. The performance of DSR is an upper bound, since it is the optimal solution under a relaxed constraint. The IndexDSR protocol outperforms UWM, possibly because of more dynamic routing of each packet under

Index-DSR. This also shows that UMW might be providing bursty service to nodes, since deadlines are often violated and packets are dropped, leading to poor throughput. The Index-DSR policy outperforms SPM in all cases despite the assumption taht SPM can compute the reachable subgraph for each packet instantly.

The results for second IAB scenario, depicted in (5.5) shows similar results in terms performance of DSR-based algorithms for much the same reasons specified above. However, results of figures (5.6) and (5.7) shows that UMW has better performance than SPM, unlike the results obtained in (5.3) and (5.7). This result appears to be due to the density of the network. The UMW policy manages to deliver more unexpired packets to the destination since it has to traverse fewer hops. SPM is also handicapped by the fact that we force it to obey a slot-by-slot state update model like all the other protocols (although we do allow it to utilize its minislot-based transmission model). Ultimately, these results demonstrate the efficiency and flexibility of the DSR protocol.

### 5.8 Conclusion

In this chapter, We studied the problem of broadcasting real-time flows with hard per-packet deadlines in a multi-hop wireless network. We considered the IAB node deployment and proposed an optimal algorithm-DSR and near-optimal algorithm-index-DSR. These algorithms assume that the link reliabilities are known. In the next chapter, we disregard this assumption and present learning algorithms.

## 6. REINFORCEMENT LEARNING FOR SCHEDULING AND ROUTING REAL-TIME FLOWS IN INTEGRATED ACCESS AND BACKHAUL 5G NETWORKS

### 6.1 Introduction

The previous chapter studied the problem of routing and scheduling when the system parameters (link reliabilities) are known. In this chapter, we do not consider this assumption moving into learning direction. The problem of maximizing timely throughput can be posed in the manner of reinforcement learning (RL) over a Constrained Markov Decision Process (CMDP). Here, the state of the system is the tuple of location and remaining lifetime of each packet, and a unit reward is obtained each time that an unexpired packet is delivered successfully to end-user. The available actions are the choices of links that can be used for forwarding the packet at each node, and the randomness of the MDP kernel stems from the randomness of the links. The constraints of this problem are on the number of transmissions permissible per link at each time, while the fact that the probabilities of success or failure at each link is unknown implies the need for a learning approach.

Multiple challenges must be addressed to successfully solve the CMDP problem of deadline constrained flows. First, reinforcement learning must be employed to estimate the link reliabilities using as few packets as possible. Second, we must ensure that per-packet deadline guarantees are met. Finally, it is untenable to solve a global MDP that requires state information about every packet and node in the system, and a simple distributed implementation of the policy is desired.

From RL point of view, our objective is to design simple algorithms to solve CMDP problems under an unknown model. Whereas the goal of a typical model-based RL approach would take as few samples as possible to quickly determine the optimal policy, minimizing the number of samples taken is even more important in the CMDP setting. This because constraints are violated during the learning process, and it might be critical to keep the number of such violations as low as possible, and yet ensure that the weighted timely throughput is maximized. Hence, determining
how the joint metrics of timely throughput maximization and capacity constraint violation evolve over time as the model becomes more and more accurate is crucial to understand the efficacy of a proposed RL algorithms for CMDPs.

## Main Results

Our main results are based on two general frameworks presented in [4]. First, we formulate an LP according to CMDP problem [4] and analyze the sample complexity of solving that to a desired accuracy with a high probability in both objective and constraints in the context of finite horizon (episodic) problems. We focus on two figures of merit pertaining to objective maximization and constraint satisfaction in a probably-approximately-correct (PAC) sense. Our main contributions with the LP framework are as follows:
(i) We develop two model-based algorithms, namely, (i) a generative approach that obtains samples initially then creates a model, and (ii) an online approach in which the model is updated as time proceeds.
(ii) The algorithms follow the general pattern of model construction or update, followed by a solution using linear programming (LP) of the CMDP generated in this manner.
(iii) We develop PAC-type sample complexity bounds for both algorithms, accounting for both objective maximization and constraint satisfaction.

Next, we build on a framework of a general solution methodology for CMDPs using a dual decomposition approach of Altman [4]. Here, the CMDP problem is solved via a two step procedure of (i) maximizing the objective (solving an MDP) under fixed Lagrange multipliers corresponding to the constraints, and (ii) a gradient descent step over the Lagrange multipliers. This algorithm follows a procedure under which each link is sampled a given number of times to determine its statistics to a desired level of accuracy, and the resulting (noisy) model of the system is used as an input to the CMDP framework of Altman [4].

Our work is perhaps the first to consider a learning approach towards solving CMDPs in the context of optimal wireless scheduling design. The main contribution of our work is to design algorithms that explicitly account for the overhead of learning link reliabilities while computing the
optimal packet and link scheduling policy. We follow the general theme of model-based reinforcement learning, under which the intent is to efficiently determine the transition kernel of the MDP under study, and explicitly solve it to obtain the optimal policy. This approach is particularly suited to our problem, as it has a well defined structure under which the unknown sources of randomness in the system are parametrized by the success probabilities of the links. Our performance analysis goal is to characterize the so-called sample complexity of our algorithms, i.e., we wish to determine the number of packet transmissions needed to ensure that the value of the packet transmission policy differs from that of the optimal policy at most by a parameter $\epsilon$ with a high probability.

Our numerical evaluation is over topologies similar to those proposed for IAB trails [37]. We compare our RL-based algorithms with the optimal solution value assuming that the model (link success probabilities) are known to show how the accuracy improves with increasing sample complexity.

### 6.2 Related Work

There has been much work in the past several years on provably throughput optimal scheduling policies, starting with seminal work of Tassiulas et al. [56], and follow up works [57, 58] leading to the so-called backpressure type scheduling policies. Recent work in this space has focused on throughput optimal broadcast under networks with different topologies [59, 55]. With the rise of real-time streaming applications that require hard delay guarantees, a different approach is needed as backpressure cannot provide delay optimality. Work in this space focuses on scheduling such real-time flows, wherein an MDP formulation is avoided due to the emphasis on a single (typically downlink) wireless hop [60, 61].

The design of scheduling algorithms that can support hard deadline constrains in the multihop context has been the topic of recent study. For instance, Xiong et al. [49] introduce delayawareness into the protocol, without, however, enabling hard deadline guarantees. Other work, such as that by Mao et al. [50] provide such guarantees under fixed routing, while that by Li et al. [51] is only able to do so in a heuristic manner without optimality guarantees. The fundamental issue here is the need to solve a global MDP for taking scheduling/routing decisions, and the work
of Singh et al. [62] is the first to use an average link utilization constraint to enable a simple and distributed solution. The approach has been further generalized to the broadcast setting by HasanzadeZonuzy et al. [63].

The use of AI methods in communication networks has recently been the subject of much interest, with most work focusing on bandit-style approaches to learning the sources of randomness in the system. For example, Krishnasamy et al. [64] use posterior sampling with some additional learning effort in order to small queuing regret in a system with a single queue and many wireless channel. Combes et al. [65] and Gupta et al. [66] both use a marginal posterior sampling approach in the context of power allocation in the context of a system in which channel statistics are unknown. Talebi et al. [67] also consider a bandit approach to routing over links whose statistics are unknown.

Unlike the above body of work on learning in wireless networks, our problem of delay constrained unicast flows does not admit a bandit-type of solution due to the hard delay constraint that implies that the state of each packet in the system consists of both a location and a time to live. Hence, while the source of randomness in our problem lies in unreliable links (like earlier work), our formulation is very different and takes the form of a constrained MDP that explicitly accounts for state, rather than the bandit formulation considered earlier.

In addition, much work in the space of CMDP has been driven by problems of control, and many of the algorithmic approaches and applications have taken a control-theoretic view $[4,8,9$, $10,11,12]$ for solving a general CMDP problem. The approach taken is to study the problem under a known model, and showing asymptotic convergence of the solution method proposed. There are also studies on constrained partially observable MDPs such as [13, 14]. Both of these works propose algorithms based on value iteration requiring solving linear program or constrained quadratic program.

Extending CMDP approaches to the context on an unknown model has also mostly focused on asymptotic convergence $[15,16,17,18]$ under Lagrangian methods to show zero eventual duality gap. [19] also proposes an algorithm based on Lagrangian method, but proves that this algorithm
achieves a small eventual gap. On the other hand empirical works built on Lagrangian method has also been proposed [20].

A parallel theme has been related to the constrained bandit case, wherein the the underlying problem, while not directly being an MDP, bears a strong relation to it. Work such as [21, 22, 23] consider such constraints, either in a knapsack sense, or on the type of controls that may be applied in a linear bandit context.

Closest to our theme are parallel works on CMDPs. For instance, [24] and [25] present results in the context of unknown reward functions, with either a known stochastic or deterministic transition kernel. Other work [26] focuses on asymptotic convergence, and so does not provide an estimate on the learning rate. Finally, [5] explores algorithms and themes similar to ours, but focuses on characterizing objective and constrained regret under different flavors of online algorithms, which can be seen as complementary to or work. Since there is no direct relation between regret and sample complexity [27], applying their regret approach to our setting gives relatively weak sample complexity bounds. Our discovery of a general principle of logarithmic increase in sample complexity with the number of constraints also distinguishes our work.

### 6.3 Problem Formulation

In this section, we formally describe our model and the constrained MDP (CMDP) formulation for maximizing the weighted timely throughput of the system. The setup of both approaches are similar to Singh et al. [62], and employs the relaxed transmission constraint and Lagrangian decomposition technique proposed in that work to obtain simple per-packet MDPs that are conducive to attain decentralized optimal policy. To achieve this goal, we explain briefly two different approaches to solve a CMDP problem presented in [4] in detail. Finally, we state the problem formally.

### 6.3.1 System Model

We consider a communication network described by a directed graph $G=(\mathcal{S}, \mathcal{L})$, where $\mathcal{S}$ is the set of nodes and $\mathcal{L}$ is the set of links. The cardinality of $\mathcal{S}, \mathcal{L}$ are denoted by $S,|\mathcal{L}|$ respectively.

Let $\mathcal{L}_{j}$ be set of the outgoing links from node $j \in \mathcal{S}$. A directed link $l=(j, k)$ indicates that node $j$ can transmit data packet to node $k$. We use self loops to indicate the decision not to transmit at a node, i.e., $(j, j) \in \mathcal{L}_{j}$ for all $j \in \mathcal{S}$. We model unreliability of network links by assuming that a transmission over link $l$ is successful with a probability $p_{l}$. We also assume that the time is slotted, and one time slot is the time needed to transmit one packet over any link in the network.

We consider a set of finite number of flows $F$ with size $|F|$ indexed by $f \in\{1, \ldots,|F|\} . s_{f}$ and $d_{f}$ indicate the source node and destination node of flow $f \in F$, respectively. Let $A_{f}(t)$ denotes the set of packets arriving at node $s_{f}$ at time $t$ that are in flow $f$. The average arrival rate of flow $f$ is then defined as $\rho_{f}=\lim _{T \rightarrow \infty} \sum_{t=1}^{T}\left|A_{f}(t)\right| / T$. We denote $\rho_{\mathrm{tot}}=\sum_{f} \rho_{f}$. Each packet of flow $f$ has a maximum end-to-end delay $\tau_{f}$ associated with it. A packet of flow $f$ that has arrived at $s_{f}$ at time $t$ needs to be delivered to $d_{f}$ before time $t+\tau_{f}$, or else it will be discarded. We assume that $\max _{f} \tau_{f}=\tau_{\text {max }}<\infty$.

The timely throughput for flow $f$ under a scheduling policy $\pi, R_{f}^{\pi}$, is the expected value of the number of packets delivered prior to deadline expiry per unit time,

$$
\begin{equation*}
R_{f}^{\pi}=\liminf _{T \rightarrow \infty} \frac{1}{T} \mathbb{E} \sum_{t=1}^{T} x_{f}^{\pi}(t) \tag{6.1}
\end{equation*}
$$

where $x_{f}^{\pi}(t)$ is the number of packets of flow $f$ successfully delivered to $d_{f}$ under policy $\pi$ at time $t$.

The average link utilization for link $l$ under policy $\pi$, denoted by $C_{l}^{\pi}$ is defined as

$$
\begin{equation*}
C_{l}^{\pi}:=\limsup _{T \rightarrow \infty} \frac{1}{T} \mathbb{E} \sum_{f \in F} \sum_{t=1}^{T} c_{l, f}^{\pi}(t), \tag{6.2}
\end{equation*}
$$

where $c_{l, f}^{\pi}(t)$ is the number of packet transmissions for flow $f$ on link $l$ under policy $\pi$ at time $t$. This is the relaxation proposed in [62]. In practice, such a relaxation might correspond to an average transmit power constraint. It is pointed out in [62] that the gap between this approach and the hard constraint becomes small in the heavy traffic regime. We will also consider such a hard constraint in the numerical simulations.

The optimal scheduling problem is to find a policy $\pi^{*}$ that solves the following optimization problem

$$
\begin{equation*}
[\mathbf{O S P}] \max _{\pi} \sum_{f \in F} \beta_{f} R_{f}^{\pi}, \text { s.t } C_{l}^{\pi} \leq C_{l}, \forall l \in \mathcal{L} \tag{6.3}
\end{equation*}
$$

### 6.3.2 Constrained MDP Formulation

We now formulate OSP using the framework of constrained Markov Decision Processes (CMDP). We first define the per-packet finite-horizon MDP corresponding to each flow as if there is no link capacity by specifying the states, actions, rewards and transition kernel. Next, we show how the per-packet MDPs weld together by imposing link capacity constraints. Then, we formulate the network CMDP using the per-packet MDP definitions, cost matrices and constraints.

State. Let $s_{i, f}(t)$ denote the state of the packet $i$ from flow $f$ at time $t$, defined as the node at which that packet from flow $f$ is located at time $t$. If the packet has been delivered to its destination, or if it has been discarded from the network by time $t$, then $s_{i, f}(t)$ is defined as the terminal state $s_{\text {term }}$. The state of the network at time $t, s(t)$, is then defined as $s(t)=\left(s_{i, f}(t), i \in \cup_{\tau=0}^{\tau_{f}} A_{f}(t-\right.$ $\tau), f \in F)$.

Action. The scheduling action $a_{i, f}(t)$ for packet $i$ in flow $f$ at time $t$ is defined the link on which that packet is transmitted at time $t$. Hence, $a_{i, f}(t) \in \mathcal{L}_{s_{i, f}(t)}$. The scheduling action for the network at time $t, a(t)$, is then defined as $a(t)=\left(a_{i, f}(t), i \in \cup_{\tau=0}^{\tau_{f}} A_{f}(t-\tau), f \in \mathcal{F}\right)$. A scheduling policy $\pi$ maps the state of the system $s(t)$ to the scheduling action $a(t)$, i.e., $a(t)=\pi(s(t))$.

Transition Kernel. We denote the transition kernel of the MDP as $P(k \mid j, l)$, which is the probability that the $s_{i, f}(t+1)=k$ given that $s_{i, f}(t)=j$ and $a_{i, f}(t)=l$. Clearly,

$$
P(k \mid j, l)= \begin{cases}p_{l} & \text { if } l=(j, k)  \tag{6.4}\\ 1-p_{l} & \text { if } j=k \\ 0 & \text { O.W. }\end{cases}
$$

We assume that $p_{l}=1$ for $l=(j, j)$ for all $j \in \mathcal{S}$. Note that the transition kernel is the same for
all packets in all the flows.
Furthermore, transition kernel under policy $\pi$ is

$$
P_{\pi}(k \mid j)=\sum_{l} P(k \mid j, l) \pi(l \mid j) .
$$

Reward. Let $r_{f}(j)$ denote the reward for a packet in flow $f$ for being in state $j$. We define

$$
r_{f}(j)= \begin{cases}\beta_{f} & \text { if } j=d_{f}  \tag{6.5}\\ 0 & \text { O.W. }\end{cases}
$$

Per-Packet MDP. For each flow $f$, we can denote the per-packet finite-horizon MDP by a tuple $M_{f}=\left\langle\mathcal{S}, \mathcal{L}, P, r_{f}, \tau_{f}\right\rangle$. Here, the horizon is $\tau_{f}$. Like any other finite-horizon MDP, we define value function of state $j$ at time $t \in\left[0, \tau_{f}\right)$ under any policy $\pi$ as below:

$$
\begin{equation*}
V_{f, t}^{\pi}(j)=\mathbb{E}\left[\sum_{h=t}^{\tau_{f}} r_{f}(s(h)) \mid a(h) \sim \pi(s(h)), s(t)=j\right] . \tag{6.6}
\end{equation*}
$$

Now, we need to specify the cost matrices and constraint vector to formulate the CMDP. These definitions are independent from the per-packet MDPs.

Cost Matrices and Constraint Vector. A capacity constraint on each link $l$ implies a cost matrix and a constraint to be satisfied. The cost matrix is defined as

$$
c_{l}(j, l)= \begin{cases}1 & \text { if } l \in \mathcal{L}_{j}  \tag{6.7}\\ 0 & \text { O.W. }\end{cases}
$$

and the constraint is denoted by $C_{l} \cdot\left[C_{l}\right]_{l}$ is used to denote the constraint vector.
Then, for each flow $f$ the cost function of state $j$ under policy $\pi$ at time-step $t \in\left[0, \tau_{f}\right)$ is determined as below

$$
\begin{equation*}
C_{l, f, t}^{\pi}(j)=\mathbb{E}\left[\sum_{h=t}^{\tau_{f}} c_{l}(s(h), a(h)) \mid a(h) \sim \pi(s(h)), s(t)=j\right] . \tag{6.8}
\end{equation*}
$$

Now, we rewrite term $\beta_{f} R_{f}^{\pi}$ using definition (6.1)

$$
\begin{aligned}
\beta_{f} R_{f}^{\pi} & =\beta_{f} \liminf _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{\infty} x_{f}^{\pi}(t)=\liminf _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{\infty} \beta_{f} x_{f}^{\pi}(t) \\
& =\liminf _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{\infty}\left|A_{f}(t)\right| V_{f, 0}^{\pi}\left(s_{f}\right) \\
& =V_{f, 0}^{\pi}\left(s_{f}\right) \liminf _{T \rightarrow \infty} \frac{\sum_{t=1}^{\infty}\left|A_{f}(t)\right|}{T}=\rho_{f} V_{f, 0}^{\pi}\left(s_{f}\right) .
\end{aligned}
$$

Analogously, we use definition (6.2) and get

$$
C_{l}^{\pi}=\sum_{f} \rho_{f} C_{l, f, 0}^{\pi}\left(s_{f}\right)
$$

Now, we use tuple $\left\langle\mathcal{S}, \mathcal{L}, P,\left\{\rho_{f}\right\}_{f},\left\{s_{f}\right\}_{f}\left\{r_{f}\right\}_{f},\left\{c_{l}\right\}_{l},\left[C_{l}\right]_{l},\left\{\tau_{f}\right\}_{f}\right\rangle$ to denote the NetworkCMDP and formulate the OSP equivalently as,

> [Network-CMDP]

$$
\begin{aligned}
& \max _{\pi} \sum_{f} \rho_{f} V_{f, 0}^{\pi}\left(s_{f}\right) \\
& \text { s.t } \sum_{f} \rho_{f} C_{l, f, 0}^{\pi}\left(s_{f}\right) \leq C_{l} \forall l \in \mathcal{L}
\end{aligned}
$$

The network-CMDP problem of (6.9) is quite different from generic CMDP formulations presented in [4]. Unlike generic CMDPs, network-CMDP consists of multiple decision processes. One solution could be approaching network-CMDP as one generic CMDP and apply existing methods. This approach would lead to a solution but in expense of high computation power. Besides, these decision processes do not have identical horizon length in general which does not align with existing methods for CMDPs.

Further, network-CMDPs integrate multiple costs caused by different decision processes and impose them as a constraint. This integration prohibits us from decomposing these decision processes. However, we show how we tackle these issues by using existing methods for CMDPs in a
different way.
Network-CMDP problem formulated by (6.9) could be solved in two ways. First solution approach is converting the problem to Linear Programming (LP) using occupancy measures. The other way is solving via Lagrange multipliers. Both of the solution techniques are extensively discussed in [4]. In this chapter, we utilize both approaches to design and analyze Reinforcement Learning algorithms.

### 6.3.3 LP Representation of CMDP

LP is one technique to solve CMDP problem (6.9) [4]. To convert CMDP problem to a linear programming problem, we introduce occupation measures. The finite-horizon state-action occupation measure at time-step $\tau$ under policy $\pi$ is defined as

$$
\begin{equation*}
\mu(j, l, \pi, \tau, f):=\mathbb{P}\left(j_{f, \tau}=j, l_{f, \tau}=l\right) \tag{6.10}
\end{equation*}
$$

where the probability is calculated w.r.t. underlying transition kernel under policy $\pi ; P_{\pi}$. It is shown that both objective function and cost functions could be restated as functions of occupation measures. Then, the problem would become to find the optimal occupation measures. This procedure may be accomplished by creating a Linear Program that is equivalent to network-CMDP problem [4]. Here, we present the equivalent LP formulation of network-CMDP problem (6.9) by
[5]. Let $\mu$ be any generic occupation measure. Then, the equivalent LP would be

$$
\begin{align*}
& \max _{\mu} \sum_{j, f, \tau} \mu(j, l, \tau, f) \rho_{f} r_{f}(j) \\
& \text { s.t. } \\
& \sum_{l, \tau} \sum_{f} \rho_{f} \mu(j, l, \tau, f) c_{l}(j, l) \leq C_{l},  \tag{6.11}\\
& \sum_{l} \mu(j, l, \tau, f)=\sum_{j^{\prime}, l^{\prime}} P\left(j \mid j^{\prime}, l^{\prime}\right) \mu\left(j^{\prime}, l^{\prime}, \tau-1, f\right), \\
& \quad \sum_{l} \mu\left(s_{f}, l, 0, f\right)=1, \quad \sum_{l} \mu\left(s_{f}, l, 0, f\right)=0 \forall f, \\
& \mu(j, j, \tau, f) \geq 0
\end{align*}
$$

We can prove that LP (B.3) is equivalent to network-CMDP problem (6.9) by means of traditional CMDP methods in [4]. However, [68] shows it directly. Finally, the optimal policy $\pi^{*}$ would be

$$
\pi^{*}(j, l, \tau, f)=\frac{\mu(j, l, \tau, f)}{\sum_{l^{\prime}} \mu\left(j, l^{\prime}, \tau, f\right)}
$$

### 6.3.4 Packet-by-Packet Decomposition

We next describe the decomposition approach that reduces the complexity of the problem by turning it into a per-packet MDP, rather than having to consider a global problem that accounts for the states of all packets in the system at each transmission decision.

The Lagrange Dual is a usual approach towards the solution of a CMDP [4]. The Lagrangian can be written as,

$$
\begin{align*}
L(\pi, \lambda)= & \sum_{l \in \mathcal{L}} \lambda_{l} C_{l}+\lim _{T \rightarrow \infty} \frac{1}{T} \mathbb{E} \sum_{t=1}^{T} \sum_{f \in F} \sum_{i \in A_{f}(t)} \sum_{\tau=0}^{\tau_{f}} \\
& \left(r_{f}\left(s_{i, f}^{\pi}(t+\tau)\right)-\sum_{l} \lambda_{l} \mathbb{I}\left\{a_{i, f}^{\pi}(t+\tau)=l\right\}\right), \tag{6.12}
\end{align*}
$$

considering equivalent formulation of OSP , presented by (6.9). Noting that the rewards and transition probabilities are the same for each packet $i$ in a given flow $f$, we define

$$
\begin{gather*}
V_{f, 0}^{\pi}\left(s_{f}, \lambda\right)=\mathbb{E}\left[\sum_{\tau=0}^{\tau_{f}}\left(r_{f}\left(s_{i, f}^{\pi}(t+\tau)\right)-\sum_{l} \lambda_{l} \mathbb{I}\left\{a_{i, f}^{\pi}(t+\tau)=l\right\}\right)\right. \\
\left.\mid i, f, s_{i, f}^{\pi}(t)=s_{f}\right], \tag{6.13}
\end{gather*}
$$

where $\mathbb{E}$ is the expectation w.r.t. to the underlying transition kernel under the policy $\pi$. Then the Lagrangian (6.12) can be written as

$$
\begin{align*}
L(\pi, \lambda) & =\sum_{l \in \mathcal{L}} \lambda_{l} C_{l}+\sum_{f \in F} \lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T} \sum_{i \in A_{f}(t)} V_{f, 0}^{\pi}\left(s_{f}, \lambda\right) \\
& =\sum_{l \in \mathcal{L}} \lambda_{l} C_{l}+\sum_{f \in F} \lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T}\left|A_{f}(t)\right| V_{f, 0}^{\pi}\left(s_{f}, \lambda\right) \\
& =\sum_{l \in \mathcal{L}} \lambda_{l} C_{l}+\sum_{f \in F} \rho_{f} V_{f, 0}^{\pi}\left(s_{f}, \lambda\right) \tag{6.14}
\end{align*}
$$

The dual function $D(\lambda)$ and 'dual policy' $\pi(\lambda)$, and the optimal dual variable are defined as

$$
\begin{align*}
& D(\lambda)=\max _{\pi} L(\pi, \lambda), \pi(\lambda)=\arg \max _{\pi} L(\pi, \lambda),  \tag{6.15}\\
& \lambda^{*}=\arg \min _{\lambda \geq 0} D(\lambda) .
\end{align*}
$$

Since there is no duality gap [4], the optimal policy $\pi^{*}$ for the [CMDP] is the same as $\pi\left(\lambda^{*}\right)$.
Note that given a $\lambda, V_{f, 0}^{\pi}\left(s_{f}, \lambda\right)$ for a given flow $f$ does not depend on other flows. Hence, rather than finding an optimal joint policy $\pi(\lambda)$ for all flows, we can instead find an optimal policy $\pi_{f}(\lambda)$
for each flow separately. More precisely,

$$
\begin{aligned}
& D(\lambda)=\max _{\pi} L(\pi, \lambda)=\sum_{l \in \mathcal{L}} \lambda_{l} C_{l}+\max _{\pi} \sum_{f \in F} \rho_{f} V_{f, 0}^{\pi}\left(s_{f}, \lambda\right) \\
& =\sum_{l \in \mathcal{L}} \lambda_{l} C_{l}+\sum_{f \in F} \rho_{f} \max _{\pi_{f}} V_{f, 0}^{\pi_{f}}\left(s_{f}, \lambda\right) \\
& =\sum_{l \in \mathcal{L}} \lambda_{l} C_{l}+\sum_{f \in F} \rho_{f} V_{f, 0}^{*}\left(s_{f}, \lambda\right)
\end{aligned}
$$

where,

$$
\begin{equation*}
V_{f, 0}^{*}(\lambda)=\max _{\pi_{f}} V_{f, 0}^{\pi_{f}}(\lambda), \text { and, } \pi_{f}(\lambda)=\arg \max _{\pi_{f}} V_{f, 0}^{\pi_{f}}(\lambda) \tag{6.16}
\end{equation*}
$$

Now, $\pi_{f}(\lambda)$ and $V_{f, 0}^{*}(\lambda)$ can be computed by standard finite horizon dynamic programming if we know the transition kernel $P$ (equivalently, the link probabilities $p_{l}$ ).

However, as discussed in the Introduction, $p_{l} \mathrm{~s}$ are unknown a priori. We thus propose a reinforcement learning approach for learning $p_{l} \mathrm{~S}$ and at the same time solving for the optimal policy.

### 6.3.5 Constrained RL Formulation

The Constrained RL problem formulation is identical to the CMDP optimization problem of (6.9), but without being aware of values of transition kernel $P$.* Our goal is to provide model-based algorithms and determine the sample complexity results in a PAC sense. As we have two solution approaches for solving a CMDP, we present two definitions of sample complexity that extends the notion of sample complexity for unconstrained regime [28] to Constrained-RL. The way these definitions include the objective maximization and constraint violations differentiates them.

[^7]
### 6.3.5.1 Sample Complexity of Algorithms based on LP

Definition 5. Let $\mathcal{A}$ be an algorithm and $\pi(\mathcal{A})$ be the output of this algorithm. Then, sample complexity for $\mathcal{A}$ is the number of packets that $\mathcal{A}$ requires to achieve

$$
\begin{aligned}
\mathbb{P}\left(\sum_{f} \rho_{f} V_{f, 0}^{\pi(\mathcal{A})}\left(s_{f}\right)\right. & \geq \sum_{f} \rho_{f} V_{f, 0}^{\pi^{*}}\left(s_{f}\right)-\epsilon \\
& \text { and } \left.\sum_{f} \rho_{f} C_{l, f, 0}^{\pi(\mathcal{A})} \leq C_{l}+\epsilon \forall l\right) \geq 1-\delta
\end{aligned}
$$

for a given $\epsilon$ and $\delta$.

Definition 5 includes satisfaction of both objective maximization and constraint violations individually. This definition mostly suits the algorithms outputting a policy which have analytical bounds on sub-optimality and constraint violations. Such algorihtms are usually based on LP approach.

### 6.3.5.2 Sample Complexity of Algorithms based on per-packet Decomposition

Definition 6. Let $\mathcal{A}$ be an algorithm based on per-packet decomposition and $\pi(\mathcal{A})$ and $\lambda(\mathcal{A})$ be the output of this algorithm. Then, sample complexity for $\mathcal{A}$ is the number of packets that $\mathcal{A}$ requires to achieve

$$
\mathbb{P}\left(L(\pi(\mathcal{A}), \lambda(\mathcal{A})) \leq L\left(\pi^{*}, \lambda^{*}\right)+\epsilon\right) \geq 1-\delta
$$

for a given $\epsilon$ and $\delta$.

Definition 6 regards the notion of sample complexity for Constrained-RL in a different manner. This definition integrates the objective maximization and constraint violation whereas Definition 5 which considers these individually. This integration is made by including Lagrange multipliers. Therefore, Definition 6 is appropriate for algorithms based on dual decomposition. Please notice that although we are not able to characterize the objective sub-optimality and constraint violations individually by Definition 6, but we obtain the luxury of less computational complexity.

### 6.4 Reinforcement Learning Solutions

This section consists of two categories of (RL) algorithms. Algorithms based on (i) LP approach, and (ii) dual decomposition. In each category, we propose two identical subcategories of model-based RL algorithms for solving the CMDP corresponding to timely throughput maximization. In the following we elaborate on each category.

### 6.4.1 Algorithms based on LP

In this section, we present two algorithms based on LP. These two algorithms employ LP as an alternate and more precise tool compared to Dual Decomposition. First, we propose and analyze a generative model-based algorithm. Then, we conclude this section by an online algorithm.

### 6.4.1.1 GMBL-LP

Here, we introduce a generative model based network learning algorithm called Generative Model Based Learning-LP, or GMBL-LP. According to GMBL-LP, we sample each link $n$ number of times uniformly across all links, count the number of times each transition occurs $n(k, j, l)$ for each next node $k$, and construct an empirical model of transition kernel denoted by $\widehat{P}(k \mid j, l)=$ $\frac{n(k, j, l)}{n} \forall(k, j, l)$. Then GMBL-LP substitutes the empirical model with true model and solves the following optimization problem by means LP

$$
\begin{equation*}
\max _{\pi} \sum_{f} \rho_{f} \widehat{V}_{f, 0}^{\pi}\left(s_{f}\right) \text { s.t } \sum_{f} \rho_{f} \widehat{C}_{l, f, 0}^{\pi}\left(s_{f}\right) \leq C_{l} \forall l \in \mathcal{L} \tag{6.17}
\end{equation*}
$$

where the value functions $\widehat{V}_{f, 0}^{\pi}\left(s_{f}\right)$ and cost functions $\widehat{C}_{f, l, 0}^{\pi}\left(s_{f}\right)$ are calculated w.r.t. to transition kernel $\widehat{P}$ using equations (6.6) and (6.8) respectively.

Algorithm 7 describes GMBL-LP.
Now, we present the sample complexity result of GMBL-LP.
Theorem 12. GMBL-LP algorithm with

$$
n(\epsilon, \delta) \geq \frac{72 S \rho_{t o t}^{2} \tau_{\max }^{3} \beta_{\max }^{2} \log 4 / \delta_{P}}{\epsilon^{2}}
$$

```
Algorithm 7 GMBL-LP
    Input: accuracy \(\epsilon\) and failure tolerance \(\delta\).
    Set \(\delta_{P}=\frac{\delta}{3(|\mathcal{L}|+2) S^{2}|F| \mathcal{L} \mid \tau_{\text {max }}}\)
    Set \(n(k, j, l)=0 \forall(j, l, k)\).
    for each \(j \in \mathcal{S}\) do
        Sample \(l \in \mathcal{L}_{j}, n=\frac{72 S \rho_{\text {lot }} \tau_{\text {max }}^{3} \beta_{\text {max }}^{2} \log 4 / \delta_{P}}{\epsilon^{2}}\) and update \(n(k, j, l)\).
        \(\widehat{P}(k \mid j, l)=\frac{n(k, j, l)}{n} \forall k\).
    Output \(\widehat{\pi}=\operatorname{LP}(\widehat{M})\).
```

for $\epsilon<\frac{\beta_{\max } \rho_{\text {ot }}}{18 \log 4 / \delta_{P}} \sqrt{\frac{2 \tau_{\text {max }}}{S}}$ achieves $a \widehat{\pi}$ such that

$$
\begin{aligned}
\mathbb{P}\left(\sum_{f} \rho_{f} V_{f, 0}^{\widehat{\pi}_{f}} \geq\right. & \sum_{f} \rho_{f} V_{f, 0}^{\pi_{f}^{*}}-\epsilon \text { and } \\
& \left.\sum_{f} \rho_{f} C_{l, f, 0}^{\widehat{\pi}} \leq C_{l}+\epsilon\right) \geq 1-\delta
\end{aligned}
$$

where $\delta_{P}$ is defined in Algorithm 7.

The proof of Theorem 12 resembles both traditional analysis frameworks of unconstrained RL [6] and constrained RL [33]. First, unlike [33], we are not required to apply the notion of optimism. Because, we are equipped with "do-not-transmit" action at every state (location). This makes the network-CMDP problem feasible under any transition kernel (6.9). Thus, the problem of (6.17) is feasible, which allows us to avoid applying optimism. Another benefit is that we are able design an algorithm for data network purposes with less computational complexity compared to its counterpart algorithm for general CMDPs [33].

Second, the core of the analysis of every unconstrained MDP is based on being able to characterize the optimal policy via the Bellman operator. This technique enables one to obtain a sample complexity that scales with the size of the state space as $O(S)$. However, we cannot use this approach to characterize the optimal policy in a CMDP [4]. We require a uniform PAC result over set of all policies and set of value and constraint functions, which in turn leads to $O\left(S^{2} \log S\right)$ sample complexity in the size of state space.

Now, we present some of the propositions that are essential to prove Theorem 12. Then we sketch the proof of this theorem.

Now, we present the lemmas required for proving Theorem 12 and its proof. Using these propositions, we bound the mismatch in objective and constraint functions when we have $n$ number of samples from each $(s, a)$. This bound applies uniformly over the set of policies and set of value and constraint functions. The result also enables us to bound the objective and constraint functions individually. Then we apply union bound on all objective and constraint functions. This process is the reason why the number of constraints appear logarithmically in the sample complexity result.

Lemma 23. Suppose there is a network-CMDPs $M=\left\langle\mathcal{S}, \mathcal{L}, P,\left\{r_{f}\right\}_{f},\left\{c_{l}\right\}_{l},\left[C_{l}\right]_{l},\left\{s_{f}\right\}_{f},\left\{\tau_{f}\right\}_{f}\right\rangle$.Then, for any flow $f$, under any policy $\pi$

$$
\begin{aligned}
& V_{f, 0}^{\pi}-\widehat{V}_{f, 0}^{\pi}=\sum_{h=0}^{\tau_{f}-2} \widehat{P}_{\pi}^{h-1}\left(P_{\pi}-\widehat{P}_{\pi}\right) V_{f, h+1}^{\pi} \text { and } \\
& V_{f, 0}^{\pi}-\widehat{V}_{f, 0}^{\pi}=\sum_{h=0}^{\tau_{f}-2} P_{\pi}^{h-1}\left(P_{\pi}-\widehat{P}_{\pi}\right) \widehat{V}_{f, h+1}^{\pi},
\end{aligned}
$$

and for any $l$,

$$
\begin{aligned}
& C_{f, l, 0}^{\pi}-\widehat{C}_{f, l, 0}^{\pi}=\sum_{h=0}^{\tau_{f}-2} \widehat{P}_{\pi}^{h-1}\left(P_{\pi}-\widehat{P}_{\pi}\right) C_{f, l, h+1}^{\pi} \text { and } \\
& C_{f, l, 0}^{\pi}-\widehat{C}_{f, l, 0}^{\pi}=\sum_{h=0}^{\tau_{f}-2} P_{\pi}^{h-1}\left(P_{\pi}-\widehat{P}_{\pi}\right) \widehat{C}_{f, l, h+1}^{\pi} .
\end{aligned}
$$

Proof. We only prove the first statement of value function since the proof procedure for cost is
identical. For a fixed $h$ and $j$

$$
\begin{aligned}
& V_{f, h}^{\pi}(j)-\widehat{V}_{f, h}^{\pi}(j)=r_{f}(j)+\sum_{k} P_{\pi}(k \mid j) V_{f, h+1}^{\pi}(k) \\
& -\left(r_{f}(j)+\sum_{k} \widehat{P}_{\pi}(k \mid j) \widehat{V}_{f, h+1}^{\pi}(k)\right) \\
& =\sum_{k} P_{\pi}(k \mid j) V_{f, h+1}^{\pi}(k)-\sum_{k} \widehat{P}_{\pi}(k \mid j) V_{f, h+1}^{\pi}(k) \\
& +\sum_{k} \widehat{P}_{\pi}(k \mid j) V_{f, h+1}^{\pi}(k)-\sum_{k} \widehat{P}_{\pi}(k \mid j) \widehat{V}_{f, h+1}^{\pi}(k) \\
& =\sum_{k}\left(P_{\pi}(k \mid j)-\widehat{P}_{\pi}(k \mid j)\right) V_{f, h+1}^{\pi}(k) \\
& +\sum_{k} \widehat{P}_{\pi}(k \mid j)\left(V_{f, h+1}^{\pi}(k)-\widehat{V}_{f, h+1}^{\pi}(k)\right)
\end{aligned}
$$

Because $V_{f, \tau_{f}-1}^{\pi}(j)=\widehat{V}_{f, \tau_{f}-1}^{\pi}(j)=r_{f}(j)$, if we expand the second term until $h=\tau_{f}-1$, we get the result.

Lemma 24. Let $\delta_{P} \in(0,1)$ and

$$
\left|p_{l}-\widehat{p}_{l}\right| \leq c_{1}+c_{2} \sqrt{\widehat{p}_{l}\left(1-\widehat{p}_{l}\right)}
$$

w.p. at least $1-\delta_{P}$ for each $l \in \mathcal{L}$. Then, for any flow $f$ under any policy $\pi$

$$
\begin{aligned}
\mid \sum_{k}\left(P_{\pi}(k \mid j)\right. & \left.-\widehat{P}_{\pi}(k \mid j)\right) \widehat{V}_{f, h+1}^{\pi}(k) \mid \\
& \leq 2 c_{1}\left\|\widehat{V}_{f, h+1}^{\pi}\right\|_{\infty}+c_{2} \sqrt{2} \widehat{\sigma}_{f, h}^{\pi}(j)
\end{aligned}
$$

for any $(j, l) \in \mathcal{S} \times \mathcal{L}$ and $h \in\left[0, \tau_{f}-2\right]$ w.p. at least $1-2 \delta_{P}$, and

$$
\begin{aligned}
\mid \sum_{k}\left(P_{\pi}(k \mid j)\right. & \left.-\widehat{P}_{\pi}(k \mid j)\right) \widehat{C}_{f, l, h+1}^{\pi}(k) \mid \\
& \leq 2 c_{1}\left\|\widehat{C}_{f, l, h+1}^{\pi}\right\|_{\infty}+c_{2} \sqrt{2} \widehat{\sigma}_{f, l, h}^{\pi}(j)
\end{aligned}
$$

for any $(j, l) \in \mathcal{S} \times \mathcal{L}, l \in \mathcal{L}$ and $h \in\left[0, \tau_{f}-2\right]$ w.p. at least $1-2 \delta_{P}$.

Proof. We only prove the statement of value function since the proof procedure for cost is identical. Fix state $j$ and define for this fixed state $j$ the constant function $\bar{V}_{f}^{\pi}(k)=\sum_{k^{\prime}} \widehat{P}_{\pi}\left(k^{\prime} \mid j\right) \widehat{V}_{f, h+1}^{\pi}\left(k^{\prime}\right)$ as the expected value function of the successor states of $j$. Note that $\bar{V}_{f}^{\pi}(k)$ is a constant function and so $\bar{V}_{f}^{\pi}(k)=\sum_{k^{\prime}} \widehat{P}_{\pi}\left(k^{\prime} \mid j\right) \bar{V}_{f}^{\pi}\left(k^{\prime}\right)=\sum_{k^{\prime}} P_{\pi}\left(k^{\prime} \mid j\right) \bar{V}_{f}^{\pi}\left(k^{\prime}\right)$.

$$
\begin{align*}
& \left|\sum_{k}\left(P_{\pi}(k \mid j)-\widehat{P}_{\pi}(k \mid j)\right) \widehat{V}_{f, h+1}^{\pi}(k)\right| \\
& =\left|\sum_{k}\left(P_{\pi}(k \mid j)-\widehat{P}_{\pi}(k \mid j)\right) \widehat{V}_{f, h+1}^{\pi}(k)+\bar{V}_{f}^{\pi}(j)-\bar{V}_{j}^{\pi}(j)\right| \\
& =\left|\sum_{k}\left(P_{\pi}(k \mid j)-\widehat{P}_{\pi}(k \mid j)\right)\left(\widehat{V}_{f, h+1}^{\pi}(k)-\bar{V}_{f}^{\pi}(k)\right)\right|  \tag{6.18}\\
& \leq \sum_{k}\left|P_{\pi}(k \mid j)-\widehat{P}_{\pi}(k \mid j)\right|\left|\widehat{V}_{f, h+1}^{\pi}(k)-\bar{V}_{f}^{\pi}(k)\right|  \tag{6.19}\\
& \leq \sum_{k}\left(c_{1}+c_{2} \sqrt{\left.\widehat{P}_{\pi}(k \mid j)-\left(1-\widehat{P}_{\pi}(k \mid j)\right)\right)\left|\widehat{V}_{f, h+1}^{\pi}(k)-\bar{V}_{f}^{\pi}(k)\right|}\right. \\
& \leq S c_{1}\left\|\widehat{V}_{f, h+1}^{\pi}\right\|_{\infty} \\
& +c_{2} \sum_{k} \sqrt{\widehat{P}_{\pi}(k \mid j)\left(1-\widehat{P}_{\pi}(k \mid j)\right)\left(\widehat{V}_{f, h+1}^{\pi}(k)-\bar{V}_{f}^{\pi}(k)\right)^{2}} \\
& \leq S c_{1}\left\|\widehat{V}_{f, h+1}^{\pi}\right\|_{\infty} \\
& +c_{2} \sqrt{S \sum_{k} \widehat{P}_{\pi}(k \mid j)\left(1-\widehat{P}_{\pi}(k \mid j)\right)\left(\widehat{V}_{f, h+1}^{\pi}(k)-\bar{V}_{f}^{\pi}(k)\right)^{2}}  \tag{6.20}\\
& \leq \sqrt{k}\left\|\widehat{V}_{f, h+1}^{\pi}\right\|_{\infty}+c_{2} \sqrt{S \sum_{k} \widehat{P}_{\pi}(k \mid j)\left(\widehat{V}_{f, h+1}^{\pi}(k)-\bar{V}_{f}^{\pi}(k)\right)^{2}} \\
& =S c_{1}\left\|\widehat{V}_{f, h+1}^{\pi}\right\|_{\infty}+c_{2} \sqrt{S} \widehat{\sigma}_{f, h}^{\pi}(j) .
\end{align*}
$$

Inequality (B.7) holds w.p. at least $1-S \delta_{P}$, since we used the assumption and applied the triangle inequality and union bound. Please note that the it is straightforward to show that assumption leads to the form of inequality (6.18). We then applied the assumed bound on $\left|\widehat{V}_{f, h+1}^{\pi}(k)-\bar{V}_{f}^{\pi}(k)\right|$ and bounded it by $\left\|\widehat{V}_{f, h+1}^{\pi}\right\|_{\infty}$ as all value functions are non-negative. In inequality (B.8), we applied the Cauchy-Schwarz inequality and subsequently used the fact that each term is the sum is non-
negative and that $\left(1-\widehat{P}_{\pi}(k \mid j)\right) \leq 1$. The final equality follows from the definition of $\widehat{\sigma}_{f, h}^{\pi}(j)$.

Lemma 25. Let $\delta_{P} \in(0,1)$ and

$$
\left|p_{l}-\widehat{p}_{l}\right| \leq \frac{c_{3}}{\sqrt{n}}
$$

for all $l \in \mathcal{L}$ w.p. at least $1-\delta_{P}$. Then, for any flow $f$ under any policy $\pi$

$$
\left\|V_{f, \tau_{f}-1}^{\pi}-\widehat{V}_{f, \tau_{f}-1}^{\pi}\right\|_{\infty} \leq \cdots \leq\left\|V_{f, 0}^{\pi}-\widehat{V}_{f, 0}^{\pi}\right\|_{\infty} \leq \frac{c_{3} \tau_{f} \beta_{f}}{\sqrt{n}}
$$

w.p. at least $1-2 S|\mathcal{L}| \tau_{f} \delta_{P}$, and for any $l$

$$
\begin{aligned}
& \left\|C_{f, l, \tau_{f}-1}^{\pi}-\widehat{C}_{f, l, \tau_{f}-1}^{\pi}\right\|_{\infty} \leq \ldots \\
& \cdots \leq\left\|C_{f, l, 0}^{\pi}-\widehat{C}_{f, l, 0}^{\pi}\right\|_{\infty} \leq \frac{c_{3} \tau_{f} \beta_{f}}{\sqrt{n}}
\end{aligned}
$$

w.p. at least $1-2 S|\mathcal{L}| \tau_{f} \delta_{P}$.

Proof. We prove the statement of value function since the proof procedure for cost is identical. Let
$\Delta_{h}=\max _{j}\left|V_{f, h}^{\pi}(j)-\widehat{V}_{f, h}^{\pi}(j)\right|$. Then

$$
\begin{aligned}
& \Delta_{h}=\left|V_{f, h}^{\pi}(j)-\widehat{V}_{f, h}^{\pi}(j)\right|=\mid r_{f}(j)+\sum_{k} P_{\pi}(k \mid j) V_{f, h+1}^{\pi}(k) \\
& -\left(r_{f}(j)+\sum_{k} \widehat{P}_{\pi}(k \mid j) \widehat{V}_{f, h+1}^{\pi}(k)\right) \mid \\
& =\mid \sum_{k} P_{\pi}(k \mid j) V_{f, h+1}^{\pi}(k)-\sum_{k} \widehat{P}_{\pi}(k \mid j) V_{f, h+1}^{\pi}(k) \\
& +\sum_{k} \widehat{P}_{\pi}(k \mid j) V_{f, h+1}^{\pi}(k)-\sum_{k} \widehat{P}_{\pi}(k \mid s) \widehat{V}_{f, h+1}^{\pi}(k) \mid \\
& =\mid \sum_{l \in \mathcal{L}_{j}} \pi(j, f, h, l)\left(p_{l} V_{f, h+1}^{\pi}\left(j^{\prime}\right)+\left(1-p_{l}\right) V_{f, h+1}^{\pi}(j)\right. \\
& -\widehat{p}_{l} \widehat{V}_{f, h+1}^{\pi}\left(j^{\prime}\right)-\left(1-\widehat{p}_{l}\right) \widehat{V}_{f, h+1}^{\pi}(j) \pm \widehat{p}_{l} V_{f, h+1}^{\pi}\left(j^{\prime}\right) \\
& \left. \pm\left(1-\widehat{p}_{l}\right) V_{f, h+1}^{\pi}(j)\right) \mid \\
& =\mid \sum_{l \in \mathcal{L}_{j}} \pi(j, f, h, l)\left(\left(p_{l}-\widehat{p}_{l}\right) V_{f, h+1}^{\pi}\left(j^{\prime}\right)+\left(\widehat{p}_{l}-p_{l}\right) V_{f, h+1}^{\pi}(j)\right. \\
& +\widehat{p}_{l}\left(V_{f, h+1}^{\pi}\left(j^{\prime}\right)-\widehat{V}_{f, h+1}^{\pi}\left(j^{\prime}\right)\right) \\
& \left.+\left(1-\widehat{p}_{l}\right)\left(V_{f, h+1}^{\pi}(j)-\widehat{V}_{f, h+1}^{\pi}(j)\right)\right) \mid \\
& \leq \sum_{l \in \mathcal{L}_{j}} \pi(j, f, h, l)\left(\left|p_{l}-\widehat{p}_{l}\right| \beta_{f}+\Delta_{h+1}\right) \\
& \leq \frac{c_{3} \beta_{f}}{\sqrt{n}}+\Delta_{h+1}
\end{aligned}
$$

Here, $l=\left(j, j^{\prime}\right)$. Thus,

$$
\Delta_{h} \leq \frac{c_{3} \beta_{f}}{\sqrt{n}}+\Delta_{h+1}
$$

w.p. at least $1-2|\mathcal{L}| \delta_{P}$ by applying union bound over all current state, action and next state. If we expand this recursively, we get

$$
\Delta_{\tau_{f}-1}=0 \leq \cdots \leq \Delta_{0} \leq \frac{c_{3} \tau_{f} \beta_{f}}{\sqrt{n}}
$$

since $\Delta_{\tau_{f}-1}=\max _{j}\left|r_{f}(j)-r_{f}(j)\right|=0$. By taking union bound over time-steps, we get the result holds w.p. at least $1-2 S|\mathcal{L}| \tau_{f} \delta_{P}$. Hence the proof is complete.

Lemma 26. Let $\delta_{P} \in(0,1)$ and

$$
\left|p_{l}-\widehat{p}_{l}\right| \leq \frac{c_{3}}{\sqrt{n}}
$$

w.p. at least $1-\delta_{P}$ for all $l \in \mathcal{L}$. Then if $n \geq \frac{c_{3}^{2}}{36 S^{2}}$, for any flow $f$, at any time-step $h \in\left[0, \tau_{f}-1\right]$ and under any policy $\pi$

$$
\left\|\sigma_{f, h}^{\pi}-\widehat{\sigma}_{f, h}^{\pi}\right\|_{\infty} \leq \frac{2 \sqrt{6 c_{3} S} \tau_{f} \beta_{f}}{n^{1 / 4}}
$$

w.p. at least $1-2 S^{2} \mathcal{L} \tau_{f} \delta_{P}$, and similarly for any $l \in \mathcal{L}$

$$
\left\|\sigma_{f, l, h}^{\pi}-\widehat{\sigma}_{f, l, h}^{\pi}\right\|_{\infty} \leq \frac{2 \sqrt{6 c_{3} S} \tau_{f} \beta_{f}}{n^{1 / 4}}
$$

w.p. at least $1-2 S^{2}|\mathcal{L}| \tau_{f} \delta_{P}$.

Proof. We prove the statement of value function since the proof procedure for cost is identical. Fix a state $j$. Then,

$$
\begin{aligned}
& \sigma_{f, h}^{\pi^{2}}(j)=\sigma_{f, h}^{\pi^{2}}(j)-\widehat{\mathbb{E}}\left[\left(V_{f, h+1}^{\pi}\left(j_{h+1}\right)-\widehat{P}_{\pi} V_{f, h+1}^{\pi}(j)\right)^{2}\right] \\
& +\widehat{\mathbb{E}}\left[\left(V_{f, h+1}^{\pi}\left(j_{h+1}\right)-\widehat{P}_{\pi} V_{f, h+1}^{\pi}(j)\right)^{2}\right] \\
& \leq \sum_{k}\left(P_{\pi}(k \mid j)-\widehat{P}_{\pi}(k \mid j)\right) V_{f, h+1}^{\pi^{2}}(k) \\
& -\left[\left(\sum_{k} P_{\pi}(k \mid j) V_{f, h+1}^{\pi}(k)\right)^{2}-\left(\sum_{k} \widehat{P}_{\pi}(k \mid j) V_{f, h+1}^{\pi}(k)\right)^{2}\right] \\
& +\sqrt{\widehat{\mathbb{E}}\left[\left(V_{f, h+1}^{\pi}\left(j_{h+1}\right)-\widehat{V}_{1}^{\pi}\left(j_{1}\right)-\widehat{P}_{\pi}\left(V_{f, h+1}^{\pi}-\widehat{V}_{f, h+1}^{\pi}\right)(j)\right)^{2}\right]} \\
& +\sqrt{\widehat{\mathbb{E}}\left[\left(\widehat{V}_{f, h+1}^{\pi}\left(j_{h+1}\right)-\widehat{P}_{\pi}\left(\widehat{V}_{f, h+1}^{\pi}\right)(j)\right)^{2}\right]^{2}},
\end{aligned}
$$

where we applied triangular inequality in the last line. And, please note that $\widehat{\mathbb{E}}$ means expectation
w.r.t. transition kernel $\widehat{P}_{\pi}$. It is straightforward to show that $\operatorname{Var}_{k \sim \widehat{P}_{\pi}(\cdot \mid j)}\left(V_{f, h}^{\pi}(k)-\widehat{V}_{f, h}^{\pi}(k)\right) \leq$ $\left\|V_{f, h}^{\pi}-\widehat{V}_{f, h}^{\pi}\right\|_{\infty}^{2}$ implying

$$
\begin{aligned}
\sigma_{f, h}^{\pi^{2}}(j) & \leq \sum_{k}\left(P_{\pi}(k \mid j)-\widehat{P}_{\pi}(k \mid j)\right) V_{f, h+1}^{\pi^{2}}(k) \\
& -\left[\sum_{k}\left(P_{\pi}(k \mid j)-\widehat{P}_{\pi}(k \mid j)\right) V_{f, h+1}^{\pi}(k)\right] \\
& \times\left[\sum_{k}\left(P_{\pi}(k \mid j)+\widehat{P}_{\pi}(k \mid j)\right) V_{f, h+1}^{\pi}(k)\right] \\
& +\left(\left\|V_{f, h}^{\pi}-\widehat{V}_{f, h}^{\pi}\right\|_{\infty}+\widehat{\sigma}_{f, h}^{\pi}(j)\right)^{2} .
\end{aligned}
$$

Now, if we use Lemma 53, we get

$$
\begin{aligned}
& \sigma_{f, h}^{\pi^{2}}(j) \leq\left[\hat{\sigma}_{f, h}^{\pi}(j)+\frac{c_{3} \tau_{f} \beta_{f}}{\sqrt{n}}\right]^{2}+\frac{6 c_{3} S \beta_{f}^{2}}{\sqrt{n}} \\
& \leq\left[\widehat{\sigma}_{f, h}^{\pi}(j)+\frac{c_{3} \tau_{f} \beta_{f}}{\sqrt{n}}\right]^{2}+\frac{6 c_{3} S \tau_{f}^{2} \beta_{f}^{2}}{\sqrt{n}} \\
& \leq\left[\widehat{\sigma}_{f, h}^{\pi}(j)+\frac{c_{3} \tau_{f} \beta_{f}}{\sqrt{n}}+\frac{\sqrt{6 c_{3} S} \tau_{f} \beta_{f}}{n^{1 / 4}}\right]^{2} \\
& \leq\left[\widehat{\sigma}_{f, h}^{\pi}(j)+\frac{2 \sqrt{6 c_{3} S} \tau_{f} \beta_{f}}{n^{1 / 4}}\right]^{2}
\end{aligned}
$$

w.p. at least $1-2 S^{2}|\mathcal{L}| \tau_{f} \delta_{P}{ }^{\dagger}$ Next, we multiplied the $\frac{6 c_{3} S \beta_{f}^{2}}{\sqrt{n}}$ by $\tau_{f}^{2}$ since $\tau_{f} \geq 1$. Then, we used the fact that for any $x, y>0$ we have $x^{2}+y^{2} \leq(x+y)^{2}$. And, the assumption on $n$, dominates the term with $\frac{1}{n^{1 / 4}}$ over $\sqrt{n}$. Eventually, the result follows by taking square root from both sides and union bound on both directions, i.e. $\widehat{\sigma}_{f, h}^{\pi}(j) \leq \sigma_{f, h}^{\pi}(j)+\frac{2 \sqrt{6 c_{3} S} \tau_{f} \beta_{f}}{n^{1 / 4}}$.

Lemma 27. [7] For any flow $f$, the variance of the value function defined as $\Sigma_{f, t}^{\pi}(j)=\mathbb{E}\left[\left(\sum_{h=t}^{\tau_{f}-1} r_{f}\left(j_{h}\right)-\right.\right.$ $\left.\left.V_{f, 0}^{\pi}(j)\right)^{2}\right]$ satisfies a Bellman equation $\Sigma_{f, t}^{\pi}(j)=\sigma_{f, t}^{\pi^{2}}(j)+\sum_{k} P_{\pi}(k \mid j) V_{f, t+1}^{\pi}(k)$ which gives $\Sigma_{f, t}^{\pi}(j)=\sum_{h=t}^{\tau_{f}}\left(P_{\pi}^{h-1} \sigma_{f, h}^{\pi^{2}}\right)(j)$. Since $0 \leq \Sigma_{f, 0}^{\pi}(j) \leq\left(\tau_{f} \beta_{f}\right)^{2}$, it follows that $0 \leq \sum_{h=0}^{\tau_{f}-1}\left(P_{\pi}^{h-1} \sigma_{f, h}^{\pi^{2}}\right)(j) \leq$ $\left(\tau_{f} \beta_{f}\right)^{2}$ for all $j \in \mathcal{S}$.

[^8]Corollary 3. The result of Lemma 63 also holds for variance of cost functions.

Lemma 28. Let $\delta_{P} \in(0,1)$. Then, if $n \geq 11664 S^{2} \tau_{f}^{2} \log 4 / \delta_{P}{ }^{3}$, for any flow $f$ under any policy $\pi$

$$
\left\|V_{f, 0}^{\pi}-\widehat{V}_{f, 0}^{\pi}\right\|_{\infty} \leq \sqrt{18 \frac{S \tau_{f}^{3} \beta_{f}^{2} \log 4 / \delta_{P}}{n}}
$$

w.p. at least $\ldots$, and for any $l \in \mathcal{L}$,

$$
\left\|C_{f, l, 0}^{\pi}-\tilde{C}_{f, l, 0}^{\pi}\right\|_{\infty} \leq \sqrt{18 \frac{S \tau_{f}^{3} \beta_{f}^{2} \log 4 / \delta_{P}}{n}}
$$

w.p. at least $1-3 S^{2}|\mathcal{L}| \tau_{f} \delta_{P}$.

Proof. We only prove the statement of value function since the proof procedure for cost is identical. First, let

$$
\begin{equation*}
c_{1}=\frac{2}{3 n} \log \frac{4}{\delta_{P}} \text { and } c_{2}=\sqrt{\frac{2 \log 4 / \delta_{P}}{n}} \tag{6.21}
\end{equation*}
$$

Now, let fix state $j$ :

$$
\begin{align*}
& \left|V_{f, 0}^{\pi}(j)-\widehat{V}_{f, 0}^{\pi}(j)\right|=\left|\sum_{h=0}^{\tau_{f}-2} \widehat{P}_{\pi}^{h-1}\left(P_{\pi}-\widehat{P}_{\pi}\right) V_{f, h+1}^{\pi}\right|(j)  \tag{6.22}\\
& \leq \sum_{h=0}^{\tau_{f}-2} \widehat{P}_{\pi}^{h-1}\left|\left(P_{\pi}-\widehat{P}_{\pi}\right) V_{f, h+1}^{\pi}\right|(j) \\
& \leq \sum_{h=0}^{\tau_{f}-2} \widehat{P}_{\pi}^{h-1}\left(S c_{1}\left\|V_{f, h+1}^{\pi}\right\|_{\infty}+c_{2} \sqrt{S} \sigma_{f, h}^{\pi}\right)(j)  \tag{6.23}\\
& \leq S \tau_{f}^{2} \beta_{f} c_{1}+c_{2} \sqrt{S} \sum_{h=0}^{\tau_{f}-1}\left(\widehat{P}_{\pi}^{h-1} \sigma_{f, h}^{\pi}\right)(j)  \tag{6.24}\\
& \leq S \tau_{f}^{2} \beta_{f} c_{1} \\
& +c_{2} \sqrt{S} \sum_{h=0}^{\tau_{f}-1}\left(\widehat{P}^{h-1}\left(\widehat{\sigma}_{f, h}^{\pi}+\frac{2 \sqrt{6}\left(\log 4 / \delta_{P}\right)^{0.25} S^{0.5} \tau_{f} \beta_{f}}{n^{1 / 4}}\right)(j)\right.  \tag{6.25}\\
& \leq S \tau_{f}^{2} \beta_{f} c_{1}+c_{2} \sqrt{S \tau_{f}} \sqrt{\sum_{h=0}^{\tau_{f}-1}\left(\widehat{P}^{h-1} \widehat{\sigma}_{f, h}^{\pi^{2}}\right)(j)}  \tag{6.26}\\
& +c_{2} \tau_{f} \sqrt{S} \frac{2 \sqrt{6}\left(\log 4 / \delta_{P}\right)^{0.25} S^{0.5} \tau_{f} \beta_{f}}{n^{1 / 4}}  \tag{6.27}\\
& =\frac{2 S \tau_{f}^{2} \beta_{f}}{3 n}  \tag{6.28}\\
& +\sqrt{\frac{2 S \tau_{f}^{3} \beta_{f}^{2} \log 4 / \delta_{P}}{n}}+\frac{4 \times 3^{0.5} S \tau_{f}^{2} \beta_{f} \log 4 / \delta_{P}^{0.75}}{n^{0.75}}  \tag{6.29}\\
& \leq \sqrt{18 \frac{S \tau_{f}^{3} \beta_{f}^{2} \log 4 / \delta_{P}}{n}}  \tag{6.30}\\
&
\end{align*}
$$

In equation (B.16), we used Lemma 51. Then, we applied Lemma 52 to obtain inequality (B.17). Next, we bound $\left\|V_{f, h+1}^{\pi}\right\|_{\infty}$ by $\tau_{f} \beta_{f}$ in inequality (B.18). To get inequality (B.19), we use Lemma 54 , since we can bound $p_{l}-\widehat{p}_{l}$ by $c_{2}$. And, we applied Cauchy-Scharwz inequality to get inequality (B.20). To get inequality (B.21) and (6.28), we applied Lemma 63 and substituting $c_{1}$ and $c_{2}$ according to equations (B.15). Finally, inequality (A.12) follows from the fact that $n \geq 11664 S^{2} \tau_{f}^{2} \log 4 / \delta_{P}{ }^{3}$. Since the result is true for every $j \in S$, hence the proof is complete.

Now, we are ready to prove the Theorem 12

Proof of Theorem 12:Let $\delta_{P} \in(0,1)$. First, we know that optimization problem (6.17) is feasible. Now, for each flow $f$, we have

$$
\begin{aligned}
& V_{f, 0}^{\pi^{*}}\left(s_{f}\right)-\sqrt{18 \frac{S \tau_{f}^{3} \beta_{f}^{2} \log 4 / \delta_{P}}{n}} \leq \widehat{V}_{f, 0}^{\pi^{*}}\left(s_{f}\right) \\
& \leq V_{f, 0}^{\pi^{*}}\left(s_{f}\right)+\sqrt{18 \frac{S \tau_{f}^{3} \beta_{f}^{2} \log 4 / \delta_{P}}{n}}
\end{aligned}
$$

w.p. at least $1-3 S^{2}|\mathcal{L}| \tau_{f} \delta_{P}$ and

$$
\begin{aligned}
& V_{f, 0}^{\hat{\pi}}\left(s_{f}\right)-\sqrt{18 \frac{S \tau_{f}^{3} \beta_{f}^{2} \log 4 / \delta_{P}}{n}} \leq \widehat{V}_{f, 0}^{\hat{\pi}}\left(s_{f}\right) \\
& \leq V_{f, 0}^{\hat{\pi}}\left(s_{f}\right)+\sqrt{18 \frac{S \tau_{f}^{3} \beta_{f}^{2} \log 4 / \delta_{P}}{n}}
\end{aligned}
$$

w.p. at least $1-3 S^{2}|\mathcal{L}| \tau_{f} \delta_{P}$ according to Lemma 28. On the other hand, we know that $\widehat{V}_{f, 0}^{\pi_{0}^{*}}\left(s_{f}\right) \leq$ $\widehat{V}_{f, 0}^{\hat{\pi}}\left(s_{f}\right)$. Thus, by combining these results we get

$$
\begin{aligned}
& V_{f, 0}^{\pi^{*}}\left(s_{f}\right)-\sqrt{18 \frac{S \tau_{f}^{3} \beta_{f}^{2} \log 4 / \delta_{P}}{n}} \leq \widehat{V}_{f, 0}^{\pi^{*}}\left(s_{f}\right) \\
& \leq \widehat{V}_{f, 0}^{\hat{\pi}}\left(s_{f}\right) \leq V_{f, 0}^{\hat{\pi}}\left(s_{f}\right)+\sqrt{18 \frac{S \tau_{f}^{3} \beta_{f}^{2} \log 4 / \delta_{P}}{n}}
\end{aligned}
$$

It yields that $V_{f, 0}^{\hat{\widehat{f}}}\left(s_{f}\right) \geq V_{f, 0}^{\pi^{*}}\left(s_{f}\right)-2 \sqrt{18 \frac{S \tau_{f}^{3} \beta_{f}^{2} \log 4 / \delta_{P}}{n}}$ w.p. at least $1-6 S^{2}|\mathcal{L}| \tau_{f} \delta_{P}$ by union bound. Therefore,

$$
\sum_{f} \rho_{f} V_{f, 0}^{\hat{\pi}}\left(s_{f}\right) \geq \sum_{f} V_{f, 0}^{\pi^{*}}\left(s_{f}\right)-2 \rho_{\mathrm{tot}} \sqrt{18 \frac{S \tau_{\max }^{3} \beta_{\max }^{2} \log 4 / \delta_{P}}{n}}
$$

w.p. at least $1-6 S^{2}|F||\mathcal{L}| \tau_{\max } \delta_{P}$.

Now, for any flow $f$ and any $l \in \mathcal{L}$ we have

$$
C_{f, l, 0}^{\hat{\kappa}}\left(s_{f}\right) \leq \widehat{C}_{f, l, 0}^{\hat{\pi}}\left(s_{f}\right)+\sqrt{18 \frac{S \tau_{f}^{3} \beta_{f}^{2} \log 4 / \delta_{P}}{n}}
$$

w.p. at least $1-3 S^{2}|\mathcal{L}| \tau_{f} \delta_{P}$ according to Lemma 28. Finally,

$$
\begin{aligned}
& \sum_{f} \rho_{f} C_{f, l, 0}^{\widehat{\pi}}\left(s_{f}\right) \\
& \leq \sum_{f} \rho_{f} \widehat{C}_{f, l, 0}^{\hat{\widehat{ }}}\left(s_{f}\right)+\rho_{\mathrm{tot}} \sqrt{18 \frac{S \tau_{\max }^{3} \beta_{\max }^{2} \log 4 / \delta_{P}}{n}} \\
& \leq C_{l}+\rho_{\mathrm{tot}} \sqrt{18 \frac{S \tau_{\max }^{3} \beta_{\max }^{2} \log 4 / \delta_{P}}{n}}
\end{aligned}
$$

w.p. at least $1-3 S^{2}|F||\mathcal{L}| \tau_{\max } \delta_{P}$.

By taking union bound, we get that all statements for value and cost functions hold w.p. at least $1-3(|\mathcal{L}|+2) S^{2}|F||\mathcal{L}| \tau_{\max } \delta_{P}$. Hence, putting $\epsilon=2 \rho_{\text {tot }} \sqrt{18 \frac{S \tau_{\text {max }}^{3} \beta_{\max }^{2} \log 4 / \delta_{P}}{n}}$ and $\delta=3(|\mathcal{L}|+$ 2) $S^{2}|F||\mathcal{L}| \tau_{\max } \delta_{P}$ concludes the proof. Please note that $\epsilon<\frac{\beta_{\max } \rho_{\text {ot }}}{18 \log 4 / \delta_{P}} \sqrt{\frac{2 \tau_{\max }}{S}}$ would satisfy the assumption in Lemma 28.

### 6.4.1.2 Online-CRL-LP

Online Constrained-RL-LP, or Online-CRL-LP described in Algorithm 8, is an online method proceeding in episodes with length of $\tau_{\max }$. At the beginning of each episode $e$, Online-CRL-LP constructs an empirical model $\widehat{P}$ according to link visitation frequencies, i.e., $\widehat{P}(k \mid j, l)=\frac{n(k, j, l)}{n(j, l)}$, where $n(k, j, l)$ and $n(j, l)$ are visitation frequencies. This empirical model $\widehat{P}$ induces a set of finite-horizon MDPs for each flow. Considering the constraints on link capacities, we get a set of network-CMDPs $\mathcal{M}_{e}$ which any network-CMDP $M^{\prime} \in \mathcal{M}_{e}$ has identical horizon and reward and cost matrices. However, for any $(j, l) \in \mathcal{S} \times \mathcal{L}$ and $k \in \mathcal{S}, P^{\prime}(k \mid j, l)$ lies inside a confidence interval induced by $\widehat{P}$. To construct a confidence interval for any element of $P^{\prime}(k \mid j, l)$, we use concentration inequalities as defined by (6.32). Thus the class of network-CMDPs is defined as
below at each episode $e$ :

$$
\begin{align*}
& \mathcal{M}_{e}:=\left\{M^{\prime}:\left\{r_{f}^{\prime}(j)\right\}_{f}=\left\{r_{f}(j)\right\}_{f},\left\{\rho_{f}^{\prime}\right\}_{f}=\left\{\rho_{f}\right\}_{f}\right.  \tag{6.31}\\
& c_{l}^{\prime}(j, l)=c_{l}(j, l), C_{l}^{\prime}=C_{l},\left\{\tau_{f}^{\prime}\right\}_{f}=\left\{\tau_{f}\right\}_{f}, \\
& \left|P^{\prime}(k \mid j, l)-\widehat{P}(k \mid j, l)\right| \leq  \tag{6.32}\\
& \min \left(\sqrt{\frac{2 \widehat{P}(k \mid j, l)(1-\widehat{P}(k \mid j, l))}{n(j, l)} \log \frac{4}{\delta_{1}}}+\frac{2}{3 n(j, l)} \log \frac{4}{\delta_{1}},\right. \\
& \left.\left.\sqrt{\frac{\log 4 / \delta_{P}}{2 n(j, l)}}\right) \forall j, l, k, f\right\},
\end{align*}
$$

where $\delta_{1}$ is defined in Algorithm 8. Here, for any $M^{\prime} \in \mathcal{M}_{e}$, and flow $f, V_{f, 0}^{\prime \pi}\left(s_{f}\right)$ and $C_{f, l, 0}^{\prime \pi}\left(s_{f}\right)$ are computed according to (6.6) and (6.8) w.r.t. underlying transition kernel $P^{\prime}$, respectively.

Finally, Online-CRL-LP maximizes the objective functions among all possible transition kernels, while satisfying constraints (if feasible). More specifically, it solves the optimistic planning problem below

$$
\begin{equation*}
\max _{\pi, M^{\prime} \in \mathcal{M}_{e}} \sum_{f} \rho_{f} V_{f, 0}^{\prime \pi}\left(s_{f}\right) \text { s.t. } \sum_{f} \rho_{f} C_{f, l, 0}^{\prime \pi}\left(s_{f}\right) \leq C_{l} \forall l . \tag{6.33}
\end{equation*}
$$

Online-CRL-LP uses Extended Linear Programming, or ELP, to solve the problem of (6.33). This method inputs $\mathcal{M}_{\delta_{P}}$ and outputs $\tilde{\pi}$ for the optimal solution. The description of ELP is provided in supplementary materials.

## Algorithm 8 describes Online-CRL-LP.

This algorithm draws inspiration from the constrained-RL algorithm Online-CRL [33] with several differences. The formulation of network-CMDP differs from generic CMDP definition in two ways. First, the objective of generic CMDP is defined for one decision process with one horizon, while the network-CMDP contains multiple decision processes with different horizon lengths. Second, the constraints imposed on a network-CMDP are integration of multiple decision processes. This situation does not happen to general CMDPs. In spite of these differences, we

```
Algorithm 8 Online-CRL-LP
    Input: accuracy \(\epsilon\) and failure tolerance \(\delta\).
    Set \(e=1, w_{\min }=\frac{|F| \epsilon}{4 \tau_{\max } S \rho_{\text {ot }} \beta_{\max }}, U_{\max }=S|\mathcal{L}| m, \delta_{1}=\frac{\delta}{4|F| S U_{\max }}\).
    Set \(m\) according to (6.35) and (6.36).
    Set \(n(j, l)=n(k, j, l)=0 \forall j, d_{l} \in \mathcal{S}, l \in \mathcal{L}\).
    while there is \((j, l)\) with \(n(j, l)<S m \tau_{\max }\) do
        \(\widehat{P}(k \mid j, l)=\frac{n(k, j, l)}{n(j, l)} \forall(j, l)\) with \(n(j, l)>0\) and \(d_{l} \in \mathcal{S}\).
        Construct \(\mathcal{M}_{e}\) according to (6.31).
        \(\tilde{\pi}_{e}=\operatorname{ELP}\left(\mathcal{M}_{e}\right)\).
        for Each flow \(f\) do
            for \(t=1, \ldots, \tau_{f}\) do
                \(l \sim \tilde{\pi}_{e}(j, f, l, h), j_{t+1} \sim P\left(\cdot \mid j_{t}, l_{t}\right), n\left(j_{t}, l_{t}\right)++, n\left(j_{t+1}, j_{t}, l_{t}\right)++\).
        \(e++\)
```

show that we are able to use existing RL tools for problems defined as network-CMDPs.
We now present the PAC bound of Algorithm 8.

Theorem 13. For any $0<\epsilon, \delta<1$, under Online-CRL-LP we have:

$$
\begin{gathered}
\mathbb{P}\left(\sum_{f} \rho_{f} V_{f, 0}^{\tilde{\pi}_{e}}\left(s_{f}\right) \geq \sum_{f} \rho_{f} V_{f, 0}^{\pi^{*}}\left(s_{f}\right)-\epsilon\right. \text { and } \\
\left.\sum_{f} \rho_{f} C_{f, l, 0}^{\tilde{\pi}_{e}}\left(s_{f}\right) \leq C_{l}+\epsilon \forall l \in \mathcal{L}\right) \geq 1-\delta
\end{gathered}
$$

for all but at most

$$
\tilde{O}\left(\frac{S|\mathcal{L}| \rho_{\text {tot }}^{2} \tau_{\max }^{2} \beta_{\max }^{2}}{\epsilon^{2}}\right)
$$

episodes.

To prove Theorem 13, we follow an approach motivated by [33]. However, there are several differences in our technique. As mentioned above, one of the differences is with regard to multiple decision processes and integration of these processes within constraints. We will show how to approach this problem and obtain matching sample complexity results.

There are also recent results on characterizing the regret of constrained-RL [5] while using an
algorithm reminiscent of Algorithm 8, and the question arises as to whether one can immediately translate these regret results into sample complexity bounds? However, regret and sample complexity results do not directly follow from one another [27], and following the [5] approach gives a PAC result $\tilde{O}\left(\frac{|S|^{2}|A| H^{4}}{\epsilon^{2}}\right),{ }^{\ddagger}$ which is looser than our result by a factor of $H^{2}$. Thus, this alternative option does not provide the strong bounds that we are able to obtain to match existing PAC results of the unconstrained case.

Now, we introduce the notions of knowness and importance for links and base our proof on these notions. Then we present the key lemmas required to prove Theorem 13. Finally, we sketch the proof of Theorem 13. The detailed analysis is provided in supplementary materials.

Let the weight of $(j, l)$-pair in an episode $e$ for flow $f$ under policy $\tilde{\pi}_{e}$ be its expected frequency in that episode

$$
\begin{aligned}
w_{f, e}(j, l) & :=\sum_{h=0}^{\tau_{f}-1} \mathbb{P}\left(j_{h}=j, l \sim \tilde{\pi}_{e}\left(j_{h}, f, \cdot, h\right)\right) \\
& =\sum_{h=0}^{\tau_{f}-1} P_{\tilde{\pi}_{e}}^{h-1} \mathbb{I}\left\{j=\cdot, l \sim \tilde{\pi}_{e}(j, f, \cdot, h)\right\}\left(s_{f}\right) .
\end{aligned}
$$

Further, we define the weight of $(j, l)$-pair in an episode $e$ under policy $\tilde{\pi}_{e}$ be the cumulative weights of all flows:

$$
w_{e}(j, l)=\sum_{f} w_{f, e}(j, l)
$$

Then, the importance $\iota_{e, f}$ of $(j, l)$ at episode $e$ is defined as its relative weight compared to $w_{\min }:=\frac{\epsilon}{4 \tau_{\max } S}$ on a log-scale

$$
\begin{aligned}
& \iota_{e}(j, l):=\min \left\{z_{i}: z_{i} \geq \frac{w_{e}(j, l)}{w_{\min }}\right\} \\
& \text { where } z_{1}=0 \text { and } z_{i}=2^{i-2} \forall i=2,3, \ldots
\end{aligned}
$$

[^9]Note that $\iota_{e}(j, l) \in\{0,1,2,4,8,16, \ldots\}$ is an integer indicating the influence of the link on the value function of $\tilde{\pi}_{e}$. Similarly, we define knownness as

$$
\kappa_{e}(j, l):=\max \left\{z_{i}: z_{i} \leq \frac{n_{e}(j, l)}{m w_{e}(j, l)}\right\} \in\{0,1,2,4, \ldots\}
$$

which indicates how often $(j, l)$ has been observed relative to its importance. Value of $m$ is defined in Algorithm 8. Now, we can categorize $(j, l)$-pairs into subsets

$$
\begin{aligned}
& X_{e, \kappa, \iota}:=\left\{(j, l) \in X_{e}: \kappa_{e}(j, l)=\kappa, \iota_{e}(j, l)=\iota\right\} \\
& \text { and } \bar{X}_{e}=\mathcal{S} \times \mathcal{A} \backslash X_{e},
\end{aligned}
$$

where $X_{e}=\left\{(j, l): \iota_{e}(j, l)>0\right\}$ is the active set and $\bar{X}_{e}$ is the set of $(j, l)$-pairs that are very unlikely under policy $\tilde{\pi}_{e}$. We will show that if $\left|X_{e, \kappa, \iota}\right| \leq \kappa$ is satisfied, then the model of Online-CRL-LP would achieve near-optimality while violating constraints at most by $\epsilon$ w.h.p. This condition indicates that important state-action pairs under policy $\tilde{\pi}_{e}$ are visited a sufficiently large number of times. Hence, the model of Online-CRL-LP will be accurate enough to obtain PAC bounds.

Here, we present the lemmas required for proving the Theorem 13

Lemma 29. The total number of updates under algorithm 8 is bounded by $U_{\max }=S|\mathcal{L}| m$.

Proof. Let fix a link $l$. Note that $n(j, l)$ is not decreasing and also it increases up to $S m \tau_{\max }$. And, since update of model happens at the beginning of each episode, then maximum number of updates due to a single $l$ happens at most $S m$ number of times. Thus, maximum number of updates due to all $l$ is no larger than $S|\mathcal{L}| m$.

Now, we show that true model belongs to $\mathcal{M}_{e}$ for every episode $e$ w.h.p.
Lemma 30. $M \in \mathcal{M}_{e}$ for all episodes $e$ with probability at least $1-\frac{\delta}{2 \mid F(|\mathcal{L}|+1)}$.

Proof. At each episode with model update $e$ and for each $l$, by Hoeffding's inequality [30] we have

$$
|P(k \mid j, l)-\widehat{P}(k \mid j, l)| \leq \sqrt{\frac{\log \left(4 / \delta_{1}\right)}{2 n(j, l)}}
$$

holds w.p. at least $1-\delta_{1} / 2$.
By empirical Brenstein's inequality [31] we have

$$
\begin{aligned}
& |P(k \mid j, l)-\widehat{P}(k \mid j, l)| \leq \sqrt{\frac{2 \widehat{P}(k \mid j, l)(1-\widehat{P}(k \mid j, l))}{n(j, l)} \log \frac{4}{\delta_{1}}} \\
& +\frac{2}{3 n(j, l)} \log \frac{4}{\delta_{1}}
\end{aligned}
$$

w.p. at least $1-\delta_{1} / 2$.

Combining above two inequalities and applying union bound, we get

$$
\begin{aligned}
& \mathbb{P}(|P(k \mid j, l)-\widehat{P}(k \mid j, l)| \\
& \leq \min \left\{\sqrt{\frac{2 \widehat{P}(k \mid j, l)(1-\widehat{P}(k \mid j, l))}{n(j, l)} \log \frac{4}{\delta_{1}}}+\frac{2}{3 n(j, l)} \log \frac{4}{\delta_{1}},\right. \\
& \left.\left.\sqrt{\frac{\log 4 / \delta_{1}}{2 n(j, l)}}\right\}\right) \geq 1-\delta_{1} .
\end{aligned}
$$

Finally, we get the result by applying union bound over all model updates and next states.

Lemma 31. Total number of observations of $(j, l) \in X_{e, \kappa, \iota}$ with $\kappa \in[1, S-1]$ and $\iota>0$ over all episodes $e$ is at most $3|\mathcal{L}| m w_{\iota} \kappa . w_{\iota}=\min \left\{w_{e}(j, l): \iota_{e, f}(j, l)=\iota\right\}$.

Proof. Note that $w_{\iota+1}=2 w_{\iota}$ for $\iota>0$. Consider an episode $e$ and a fixed $(j, l) \in X_{e, \kappa, \iota}$. Since we assumed $\iota_{e}(j, l)=\iota$, then $w_{\iota} \leq w_{e}(j, l) \leq 2 w_{\iota}$. Similarly, from $\kappa_{e}(j, l)=\kappa$ we have $\frac{n_{k}(j, l)}{2 m w_{k}(j, l)} \leq$ $\kappa \leq \frac{n_{k}(j, l)}{m w_{e}(j, l)}$ which implies

$$
\begin{equation*}
m w_{\iota} \kappa \leq m w_{e}(j, l) \kappa \leq n_{e}(j, l) \leq 2 m w_{e}(j, l) \kappa \leq 4 m w_{\iota} \kappa . \tag{6.34}
\end{equation*}
$$

Therefore, each $(j, l)$ in $\left\{(j, l) \in X_{e, \kappa, \iota}: e \in \mathbb{N}\right\}$ can only be observed $3 m w_{\iota} \kappa$. Then, the total observations is at most $3|\mathcal{L}| m w_{\iota} \kappa$.

Lemma 32. Number of episodes $E_{\kappa, \iota}$ in episodes with $\left|X_{e, \kappa, \iota}\right|>\kappa$ is bounded for $\alpha \geq 3$ w.h.p.

$$
\mathbb{P}\left(E_{\kappa, \iota}>\alpha N\right) \leq \exp \left(-\frac{\eta w_{\iota}(\kappa+1) N}{|F| \tau_{\max }}\right)
$$

where $N=|\mathcal{L}| m$ and $\eta=\frac{\alpha(3 / \alpha-1)^{2}}{7 / 3-1 / \alpha}$.
Proof. Let $\nu_{e}:=\sum_{h=0}^{\tau_{\max }-1} \mathbb{I}\left\{\left(j_{h}, l_{h}\right) \in X_{e, \kappa, \iota}\right\}$ be number of observations of $(j, l)$ with $\left|X_{e, \kappa, l}\right|>\kappa$.
We have $e \in\left\{1, \ldots, E_{\kappa, \iota}\right\}$.
In these episodes $\left|X_{e, \kappa, \iota}\right| \geq \kappa+1$ and all $(j, l)$ in partition $(\kappa, \iota)$ have $w_{e}(j, l) \geq w_{\iota}$, then

$$
\mathbb{E}\left[\nu_{e} \mid \nu_{1}, \ldots, \nu_{e-1}\right] \geq(\kappa+1) w_{\iota} .
$$

Also $\mathbb{V}\left[\nu_{e} \mid \nu_{1}, \ldots, \nu_{e-1}\right] \leq \mathbb{E}\left[\nu_{e} \mid \nu_{1}, \ldots, \nu_{e-1}\right] \tau_{\max }$ since $\nu_{e} \in\left[0,|F| \tau_{\max }\right]$.
Now, we define the continuation:

$$
\nu_{e}^{+}:= \begin{cases}\nu_{e} & e \leq E_{\kappa, \iota} \\ w_{\iota}(\kappa+1) & \text { O.W. }\end{cases}
$$

and centralized auxiliary sequence

$$
\bar{\nu}_{e}:=\frac{\nu_{e}^{+} w_{\iota}(\kappa+1)}{\mathbb{E}\left[\nu_{e}^{+} \mid \nu_{1}^{+}, \ldots, \nu_{e-1}^{+}\right]} .
$$

By construction

$$
\mathbb{E}\left[\bar{\nu}_{e} \mid \bar{\nu}_{1}, \ldots, \bar{\nu}_{e-1}\right]=w_{\iota}(\kappa+1)
$$

According to lemma 57, we have $E_{\kappa, \iota}>\alpha N$ if

$$
\sum_{e=1}^{\alpha N} \bar{\nu}_{e} \leq 3 N w_{\iota} \kappa \leq 3 N w_{\iota}(\kappa+1)
$$

Now, we define martingale below

$$
B_{e}:=\mathbb{E}\left[\sum_{i=1}^{\alpha N} \bar{\nu}_{i} \mid \bar{\nu}_{1}, \ldots, \bar{\nu}_{e}\right]=\sum_{i=1}^{e} \bar{\nu}_{i}+\sum_{i=e+1}^{\alpha N} \mathbb{E}\left[\bar{\nu}_{i} \mid \bar{\nu}_{1}, \ldots, \bar{\nu}_{i}\right],
$$

which gives $B_{0}=\alpha N w_{\iota}(\kappa+1)$ and $B_{\alpha N}=\sum_{e=1}^{\alpha N} \bar{\nu}_{e}$. Now, since $\nu_{e}^{+} \in\left[0,|F| \tau_{\max }\right]$

$$
\begin{aligned}
& \left|B_{e+1}-B_{e}\right|=\left|\bar{\nu}_{e}-\mathbb{E}\left[\bar{\nu}_{e} \mid \bar{\nu}_{1}, \ldots, \bar{\nu}_{e-1}\right]\right| \\
& =\left|\frac{w_{\iota}(\kappa+1)\left(\nu_{e}^{+}-\mathbb{E}\left[\nu_{e}^{+} \mid \bar{\nu}_{1}, \ldots, \bar{\nu}_{e-1}\right]\right)}{\mathbb{E}\left[\nu_{e}^{+} \mid \nu_{1}^{+}, \ldots, \nu_{e-1}^{+}\right]}\right| \\
& \leq\left|\nu_{e}^{+}-\mathbb{E}\left[\nu_{e}^{+} \mid \bar{\nu}_{1}, \ldots, \bar{\nu}_{e-1}\right]\right| \leq|F| \tau_{\max } .
\end{aligned}
$$

## Using

$$
\begin{aligned}
& \sigma^{2}:=\sum_{e=1}^{\alpha N} \mathbb{V}\left[B_{e}-B_{e-1} \mid B_{1}-B_{0}, \ldots, B_{e-1}-B_{e-2}\right] \\
& =\sum_{e=1}^{\alpha N} \mathbb{V}\left[\bar{\nu}_{e} \mid \bar{\nu}_{1}, \ldots, \bar{\nu}_{e-1}\right] \leq \alpha N|F| \tau_{\max } w_{\iota}(\kappa+1) \\
& =B_{0}|F| \tau_{\max }
\end{aligned}
$$

We can apply Theorem 22 of [69] and obtain

$$
\begin{aligned}
& \mathbb{P}\left(E_{\kappa, \iota}>\alpha N\right) \leq \mathbb{P}\left(\sum_{e=1}^{\alpha N} \bar{\nu}_{e} \leq 3 N w_{\iota}(\kappa+1)\right) \\
& =\mathbb{P}\left(B_{\alpha N}-B_{0} \leq 3 B_{0} / \alpha-B_{0}\right) \\
& \leq \exp \left(-\frac{(3 / \alpha-1)^{2} B_{0}^{2}}{2 \sigma^{2}+|F| \tau_{\max }(1 / 3-1 / \alpha) B_{0}}\right)
\end{aligned}
$$

for $\alpha \geq 3$. By simplifying it we get

$$
\mathbb{P}\left(E_{\kappa, \iota}>\alpha N\right) \leq \exp -\frac{\alpha(3 / \alpha)^{2}}{7 / 3-1 / \alpha} \frac{N w_{\iota}(\kappa+1)}{|F| \tau_{\max }}
$$

Lemma 33. Suppose $E$ is the number of episodes efor which there are $\kappa$ and $\iota$ with $\left|X_{e, \kappa, \iota}\right|>\kappa$, i.e. $E=\sum_{e=1}^{\infty} \mathbb{I}\left\{\exists(\kappa, \iota):\left|X_{e, \kappa, \iota}\right|>\kappa\right\}$ and let

$$
\begin{equation*}
m \geq \frac{6 \tau_{\max }^{2}}{\epsilon} \log \frac{2|F|(|\mathcal{L}|+1) E_{\max }}{\delta} \tag{6.35}
\end{equation*}
$$

where $E_{\max }=\log _{2} \frac{\tau_{\max }}{w_{\min }} \log _{2} S$. Then, $\mathbb{P}\left(E \leq 6|\mathcal{L}| m E_{\max }\right) \geq 1-\frac{\delta}{2|F|(|\mathcal{L}|+1)}$.
Proof. Since $w_{e}(j, l) \leq|F| \tau_{\max }$, we have that $\frac{w_{e}(j, l)}{w_{\min }}<\frac{|F| \tau_{\max }}{w_{\min }}$ and so $\iota_{e}(j, l) \leq|F| \tau_{\max } / w_{\text {min }}=$ $4 \tau_{\max }^{2} S / \epsilon$. In addition, $\left|X_{e, \kappa, \iota}\right| \leq|\mathcal{L}|$ for all $e, \kappa, \iota$ and so $\left|X_{e, \kappa, \iota}\right|>\kappa$ can only be true for $\kappa \leq S$. Hence, only $E_{\max }=\log _{2} \frac{|F| \tau_{\max }}{w_{\min }} \log _{2} S$ possible values for $(\kappa, \iota)$ exists that can have $\left|X_{e, \kappa, \iota}\right|>\kappa$. By union bound over all $(\kappa, \iota)$ and lemma 58, we get

$$
\begin{aligned}
\mathbb{P}\left(E \leq \alpha N E_{\max }\right) & \geq \mathbb{P}\left(\max _{(\kappa, \iota)} E_{\kappa, \iota} \leq \alpha N\right) \\
& \geq 1-E_{\max } \exp \left(-\frac{\eta w_{\iota}(\kappa+1) N}{|F| \tau_{\max }}\right) \\
& \geq 1-E_{\max } \exp \left(-\frac{\eta w_{\min } N}{|F| \tau_{\max }}\right) \\
& =1-E_{\max } \exp \left(-\frac{\eta w_{\min } m|\mathcal{L}|}{|F| \tau_{\max }}\right) \\
& =1-E_{\max } \exp \left(-\frac{\eta \epsilon m|\mathcal{L}|}{4 \tau_{\max }^{2} S}\right)
\end{aligned}
$$

Bounding the right hand-side by $1-\frac{\delta}{2|F|(|\mathcal{L}|+1)}$ and solving for $m$ gives

$$
\begin{gathered}
1-E_{\max } \exp \left(-\frac{\eta \epsilon m|\mathcal{L}|}{4 \tau_{\max }^{2}|S|}\right) \geq 1-\delta / 2 \\
\Leftrightarrow m \geq \frac{4 \tau_{\max }^{2} S}{|\mathcal{L}| \eta \epsilon} \ln \frac{2 E_{\max }}{\delta}
\end{gathered}
$$

Hence, the condition

$$
m \geq \frac{4 \tau_{\max }^{2}}{\eta \epsilon} \ln \frac{2 E_{\max }}{\delta}
$$

is sufficient for desired result to hold. Plugging in $\alpha=6$ and $\eta=\frac{\alpha(3 / \alpha-1)^{2}}{7 / 3-1 / \alpha}$ would obtain the statement to show.

Lemma 34. Let $\delta_{1} \in(0,1)$. Assume $p, \widehat{p}, \tilde{p} \in[0,1]$ satisfy $\mathbb{P}\left(p \in \mathcal{P}_{\delta_{1}}\right) \geq 1-\delta_{1}$ and $\tilde{p} \in \mathcal{P}_{\delta_{1}}$ where

$$
\begin{aligned}
& \mathcal{P}_{\delta_{1}}:=\left\{p^{\prime} \in[0,1]:\left|p^{\prime}-\widehat{p}\right| \leq \min \left(\sqrt{\frac{2 \widehat{p}(1-\widehat{p})}{n} \log 4 / \delta_{1}}\right.\right. \\
& \left.\left.+\frac{2}{3 n} \log 4 / \delta_{1}, \sqrt{\frac{\log 4 / \delta_{P}}{2 n}}\right)\right\} .
\end{aligned}
$$

Then,

$$
\begin{aligned}
& |p-\tilde{p}| \leq \sqrt{\frac{8 \tilde{p}(1-\tilde{p})}{n} \log 4 / \delta_{1}}+2 \sqrt{2}\left(\frac{\log 4 / \delta_{1}}{n}\right)^{\frac{3}{4}} \\
& +3 \sqrt{2} \frac{\log 4 / \delta_{1}}{n}
\end{aligned}
$$

w.p. at least $1-\delta_{1}$.

## Proof.

$$
\begin{aligned}
& |p-\tilde{p}| \leq|p-\widehat{p}|+|\widehat{p}-\tilde{p}| \leq 2 \sqrt{\frac{2 \widehat{p}(1-\widehat{p})}{n} \log 4 / \delta_{1}}+\frac{4}{3 n} \log 4 / \delta_{1} \\
& \left.\leq 2 \sqrt{\frac{2 \log 4 / \delta_{1}}{n}\left(\tilde{p}+\sqrt{\frac{\log 4 / \delta_{1}}{2 n}}\right)\left(1-\tilde{p}+\sqrt{\frac{\log 4 / \delta_{1}}{2 n}}\right.}\right)
\end{aligned} \frac{4}{3 n} \log 4 / \delta_{1} .
$$

The first term in the first line is true w.p. at least $1-\delta_{1}$, hence the proof is complete.
Corollary 4. If we substitute the $\delta_{P}$ with $\delta_{1}$ in Lemma 52, the result will pertain.

Lemma 35. Assume $M \in \mathcal{M}_{e}$. If $\left|X_{e, \kappa, \iota}\right| \leq \kappa$ for all $(\kappa, \iota)$ and $0<\epsilon \leq 1$ and

$$
\begin{align*}
& m=1280 \frac{S \tau_{\max }^{2} \rho_{t o t}^{2} \beta_{\max }^{2}}{\epsilon^{2}}\left(\log _{2} \log _{2} \tau_{\max }\right)^{2}  \tag{6.36}\\
& \log _{2}^{2}\left(\frac{8 S^{2} \rho_{t o t}^{2} \beta_{\max }^{2} \tau_{\max }^{2}}{\epsilon}\right) \log \frac{4}{\delta_{1}},
\end{align*}
$$

then for any flow $f,\left|\tilde{V}_{f, 0}^{\tilde{\pi}_{e}}\left(s_{f}\right)-V_{f, 0}^{\tilde{\pi}_{e}}\left(s_{f}\right)\right| \leq \frac{\epsilon}{\rho_{t o t}}$ and for any $l,\left|\tilde{C}_{f, l, 0}^{\tilde{\pi}_{e}}\left(s_{f}\right)-C_{f, l, 0}^{\tilde{\pi}_{e}}\left(s_{f}\right)\right| \leq \frac{\epsilon}{\rho_{\text {tot }}}$.
Proof. We only prove the statement of value function since the proof procedure for cost is identical.
Consider an individual flow $f$. Before proceeding, in this lemma we reason about a sequence of CMDPs $M_{f, d}$ which have the same transition probabilities but different reward matrix $r_{f}^{(d)}$ and cost matrices $c_{l}^{(d)}$. Here, we only present the definition of $r_{f}^{(d)}$, as definition of $c_{l}^{(d)}$ is identical to $r_{f}^{(d)}$. For $d=0$, the reward matrix is the original reward function $r_{f}$ of $M_{f}\left(r_{f}^{(0)}=r_{f}\right.$.) The following reward matrices are then defined recursively as $r_{f}^{(2 d+2)}=\max _{h} \sigma_{f, h: \tau_{f}-1}^{(d), 2}$, where $\sigma_{f, h: \tau_{f}-1}^{(d), 2}$ is local variance of the value function w.r.t. the rewards $r_{f}^{(d)}$. Note that for every $d$ and $h=0, \ldots, \tau_{f}-1$ and $j \in \mathcal{S}$, we have $r_{f}^{(d)}(j) \in\left[0, \beta_{f}^{d} \tau_{f}^{d}\right]$.

In addition, we will drop the notations $k, f$ and policy $\tilde{\pi}_{e}$ in the following lemmas, since the statements are for a fixed episode $k$ and flow $f$ and all value functions, reward matrices and transition kernels are defined under policy $\tilde{\pi}_{e}$. Please note that $s_{0}$ is the source node of that particular flow.

Now,

$$
\begin{aligned}
& \Delta_{d}:=\left|V_{0}^{(d)}\left(s_{0}\right)-\tilde{V}_{0}^{(d)}\left(s_{0}\right)\right|=\left|\sum_{h=0}^{\tau-2} P^{h-1}(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}\left(s_{0}\right)\right| \\
& \leq \sum_{h=0}^{\tau-1} P^{h-1}\left|P-\tilde{P} \tilde{V}_{h+1}^{(d)}\right|\left(s_{0}\right) \\
& =\sum_{h=0}^{\tau-1} P^{h-1} \\
& \left(\sum_{j \in \mathcal{S}, l \in \mathcal{L}_{j}} \mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\left|(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}\right|\right)\left(s_{0}\right) \\
& =\sum_{j \in \mathcal{S}, l \in \mathcal{L}_{j}} \sum_{h=0}^{\tau-1} P^{h-1} \\
& \left(\mathbb{I}\{j=\cdot, l=\tilde{\pi}(j, \cdot, h)\}\left|(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}\right|\right)\left(s_{0}\right) \\
& =\sum_{j \in \mathcal{S}, l \in \mathcal{L}_{j}} \sum_{h=0}^{\tau-1} P^{h-1} \\
& \left(\mathbb{I}\{j=\cdot, l=\tilde{\pi}(j, \cdot, h)\}\left|(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}(j)\right|\right)\left(s_{0}\right)
\end{aligned}
$$

The first equality follows from Lemma 51, the second step from the fact that $V_{h+1} \geq 0$ and $P^{h-1}$ being non-expansive. In the third, we introduce an indicator function which does not change the value as we sum over all $(j, l)$ pairs. The fourth step relies on the linearity of $P$ operators. In the fifth step, we realize that $\mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\left|(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}(\cdot)\right|$ is a function that takes nonzero values for input $j$. We can therefore replace the argument of the second term with $j$ without
changing the value. The term becomes constant and by linearity of $P$, we can write

$$
\begin{aligned}
& \left|V_{0}^{(d)}\left(s_{0}\right)-\tilde{V}_{0}^{(d)}\left(s_{0}\right)\right|=\Delta_{d} \leq \sum_{j \in \mathcal{S}, l \in \mathcal{L}_{j}} \sum_{h=0}^{\tau-1} P^{h-1}\left(\mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\left|(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}(s)\right|\right)\left(s_{0}\right) \\
& \leq \sum_{j, l \notin X} \sum_{h=0}^{\tau-1}\left\|\tilde{V}_{h+1}^{(d)}\right\|_{\infty}\left(P^{h-1} \mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\right)\left(s_{0}\right) \\
& +\sum_{j, l \in X} \sum_{h=0}^{\tau-1}\left|(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}(j)\right| \times\left(P^{h-1} \mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\right)\left(s_{0}\right) \\
& \leq \sum_{j, l \notin X} \sum_{h=0}^{\tau-1} \beta^{d+1} \tau^{d+1}\left(P^{h-1} \mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\right)\left(s_{0}\right) \\
& +\sum_{j, l \in X} \sum_{h=0}^{\tau-1}\left|(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}(j)\right| \times\left(P^{h-1} \mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\right)\left(s_{0}\right) \\
& \leq \sum_{j, l \notin X} \sum_{h=0}^{\tau-1} \beta^{d+1} \tau^{d+1}\left(P^{h-1} \mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\right)\left(s_{0}\right) \\
& +\sum_{j, l \in X} \sum_{h=0}^{\tau-1}\left|S c_{1}(j, l) \beta^{d+1} \tau^{d+1}+c_{2}(j, l) \sqrt{S} \tilde{\sigma}_{h}^{(d)}(j, l)\right| \times\left(P^{h-1} \mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\right)\left(s_{0}\right) \\
& \leq \sum_{j, l \notin X} \sum_{h=0}^{\tau} \beta^{d+1} \tau^{d+1}\left(P^{h-1} \mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\right)\left(s_{0}\right) \\
& +\sum_{j, l \in X} \sum_{h=0}^{\tau}\left|S c_{1}(j, l) \beta^{d+1} \tau^{d+1}\right|\left(P^{h-1} \mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\right)\left(s_{0}\right) \\
& +\sum_{j, l \in X} \sum_{h=0}^{\tau-1}\left|\sqrt{S} c_{2}(j, l) \tilde{\sigma}_{h}^{(d)}(j, l)\right| \times\left(P^{h-1} \mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\right)\left(s_{0}\right) \\
& \leq \sum_{j, l \notin X} \beta^{d+1} \tau^{d+1} w(j, l)+\sum_{j, l \in X} S c_{1}(j, l) \tau^{d+1} w(j, l) \\
& +\sum_{j, l \in X} \sqrt{S} c_{2}(j, l) \times \sum_{h=0}^{\tau-1} \tilde{\sigma}_{h}^{(d)}(j, l)\left(P^{h-1} \mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\right)\left(s_{0}\right) \\
& \leq w_{\min } S \beta^{d+1} \tau^{d+1}+\sum_{j, l \in X} S c_{1}(j, l) \beta^{d+1} \tau^{d+1} w(j, l) \\
& +\sum_{j, l \in X} \sqrt{S} c_{2}(j, l) \times \sum_{h=0}^{\tau-1} \tilde{\sigma}_{h}^{(d)}(j, l)\left(P^{h-1} \mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\right)\left(s_{0}\right) \\
& \\
& \\
& \\
& \\
& \\
& \\
& \\
& \\
& \\
& \\
&
\end{aligned}
$$

In the second inequality, we split the sum over all $(j, l)$ pairs and used the fact that $P$ and $\tilde{P}$ are non-expansive. The next step follows from $\left\|V_{h+1}^{(d)}\right\|_{\infty} \leq\left\|V_{0}^{(d)}\right\|_{\infty} \leq \beta^{d+1} \tau^{d+1}$. We then apply Lemma 52 and subsequently use that all terms are nonnegative and the definition of $w(j, l)$. Therefore,

$$
\begin{aligned}
& \Delta_{d} \leq \\
& \frac{|F| \beta^{d} \tau^{d} \epsilon}{4 \rho_{\mathrm{tot}}}+\sum_{j, l \in X} S c_{1}(j, l) \beta^{d+1} \tau^{d+1} w(j, l)+\sum_{j, l \in X} \sqrt{S} c_{2}(j, l) \\
& \times \sum_{h=0}^{\tau-1} \tilde{\sigma}_{h}^{(d)}(j, l)\left(P^{h-1} \mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\right)\left(s_{0}\right)
\end{aligned}
$$

Eventually, this step comes from the fact that $w(j, l) \leq w_{\min }$ for all $(j, l)$ not in the active set. Besides, please note that we are analyzing under the given policy $\tilde{\pi}$, which implies that there are only $S$ nonzero $w$ in non-active set.

Using the assumption that $M \in \mathcal{M}$ and $\tilde{M} \in \mathcal{M}$ from the fact that ELP chooses the optimistic CMDP in $\mathcal{M}$, we can apply Lemma 60 and get that

$$
\begin{aligned}
& c_{1}(j, l)=2 \sqrt{2}\left(\frac{\log 4 / \delta_{1}}{n(j, l)}\right)^{3 / 4}+3 \sqrt{2} \frac{\log 4 / \delta_{1}}{n(j, l)} \\
& \text { and } c_{2}(j, l)=\sqrt{\frac{8}{n(j, l)} \log 4 / \delta_{1}} .
\end{aligned}
$$

Plugging definitions above we have

$$
\begin{aligned}
& \Delta_{d} \leq \frac{|F| \beta^{d} \tau^{d} \epsilon}{4 \rho_{\mathrm{tot}}}+2 \sqrt{2} S \beta^{d+1} \tau^{d+1} \log 4 / \delta_{1}^{3 / 4} \sum_{j, l \in X} \frac{w(j, l)}{n(j, l)^{3 / 4}} \\
& +3 \sqrt{2} S \beta^{d+1} \tau^{d+1} \log 4 / \delta_{1} \sum_{j, l \in X} \frac{w(j, l)}{n(j, l)} \\
& +\sqrt{8 S \log 4 / \delta_{1}} \sum_{j, l \in X} \frac{1}{\sqrt{n(j, l)}} \sum_{h=0}^{\tau-1} \tilde{\sigma}_{h}^{(d)}(j, l) \\
& \times\left(P^{h-1} \mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\right)\left(s_{0}\right)
\end{aligned}
$$

Hence, we bound

$$
\Delta_{d} \leq \frac{|F| \beta^{d} \tau^{d} \epsilon}{4 \rho_{\mathrm{tot}}}+U_{d}\left(s_{0}\right)+Y_{d}\left(s_{0}\right)+Z_{d}\left(s_{0}\right)
$$

as a sum of three terms which we will consider individually in the following. The first term is

$$
\begin{aligned}
& U_{d}\left(s_{0}\right)=2 \sqrt{2} S \beta^{d+1} \tau^{d+1} \log 4 / \delta_{1}^{3 / 4} \sum_{j, l \in X} \frac{w(j, l)}{n(j, l)^{3 / 4}} \\
& \leq 2 \sqrt{2} S \beta^{d+5 / 4} \tau^{d+5 / 4} \log 4 / \delta_{1}^{3 / 4} \sum_{\kappa, l \in \mathcal{K} \times \mathcal{I}} \sum_{j, l \in X_{\kappa, l}}\left(\frac{w(j, l)}{n(j, l)}\right)^{3 / 4} \\
& \leq 2 \sqrt{2} S \beta^{d+5 / 4} \tau^{d+5 / 4} \log 4 / \delta_{1}^{3 / 4} \sum_{\kappa, l \in \mathcal{K} \times \mathcal{I}}\left(\frac{\left|X_{\kappa, l}\right|}{m \kappa}\right)^{3 / 4} \\
& \leq 2 \sqrt{2} S \beta^{d+5 / 4} \tau^{d+5 / 4} \log 4 / \delta_{1}^{3 / 4} \sum_{\kappa, l \in \mathcal{K} \times \mathcal{I}}\left(\frac{1}{m}\right)^{3 / 4} \\
& \leq 2 \sqrt{2} S \beta^{d+5 / 4} \tau^{d+5 / 4} \log 4 / \delta_{1}^{3 / 4}|\mathcal{K} \times \mathcal{I}|\left(\frac{1}{m}\right)^{3 / 4}
\end{aligned}
$$

In the second line, we used Cauchy-Scharwz. Next, we used the fact that for $s, a \in X_{\kappa, \iota}$, we have $n(j, l) \geq m w(j, l) \kappa$, refer to equation (B.22). Finally, we applied the assumption of $\left|X_{\kappa, l}\right| \leq \kappa$. Please note that $\mathcal{K} \times \mathcal{I}$ is the set of all possible $(\kappa, \iota)$ pairs.

The next term is

$$
\begin{aligned}
& Y_{d}\left(s_{0}\right)=\sqrt{8 S \log 4 / \delta_{1}} \sum_{j, l \in X} \frac{1}{\sqrt{n(j, j)}} \sum_{h=0}^{\tau-1} \tilde{\sigma}_{h}^{(d)}(j, l) \times\left(P^{h-1} \mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\right)\left(s_{0}\right) \\
& \leq \sqrt{8 S \log 4 / \delta_{1}} \sum_{j, l \in X} \frac{1}{\sqrt{n(j, l)}} \times \sqrt{\sum_{h=0}^{\tau-1} P^{h-1} \mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\left(s_{0}\right)} \\
& \times \sqrt{\sum_{h=0}^{\tau-1} \tilde{\sigma}_{h}^{(d)^{2}}(j, l) P^{h-1} \mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\left(s_{0}\right)} \\
& =\sqrt{8 S \log 4 / \delta_{1}} \sum_{j, l \in X} \sqrt{\frac{w(j, l)}{n(j, l)} \sum_{h=0}^{\tau-1} \tilde{\sigma}_{h}^{(d)^{2}}(j, l) P^{h-1} \mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\left(s_{0}\right)} \\
& =\sqrt{8 S \log 4 / \delta_{1}} \sum_{\kappa, \iota} \sum_{j, l \in X_{\kappa, l}} \sqrt{\frac{w(j, l)}{n(j, l)} \sum_{h=0}^{\tau-1} \tilde{\sigma}_{h}^{(d)^{2}}(j, l) P^{h-1} \mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\left(s_{0}\right)} \\
& \leq \sqrt{8 S \log 4 / \delta_{1}} \sum_{\kappa, \iota}\left(\sqrt{\left|X_{\kappa, l}\right| \sum_{s, a \in X_{\kappa, \iota}} \frac{w(s, a)}{n(s, a)}} \times \sqrt{\sum_{h=0}^{\tau-1} \tilde{\sigma}_{h}^{(d)^{2}}(j, l) P^{h-1} \mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\left(s_{0}\right)}\right) \\
& \leq \sqrt{8 S \log 4 / \delta_{1}} \sum_{\kappa, l} \sqrt{\frac{1}{m} \sum_{j, l \in X_{\kappa, l}} \sum_{h=0}^{\tau-1} \tilde{\sigma}_{h}^{(d)^{2}}(j, l) P^{h-1} \mathbb{I}\{j=\cdot, a \sim \tilde{\pi}(j, \cdot, h)\}\left(s_{0}\right)} \\
& \leq \sqrt{\frac{8 S \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}} \\
& \times \sqrt{\sum_{j, l \in X} \sum_{h=0}^{\tau-1} \tilde{\sigma}_{h}^{(d)^{2}}(j, l) P^{h-1} \mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\left(s_{0}\right)} \\
& \leq \sqrt{\frac{8 S \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}} \\
& \times \sqrt{\sum_{j \in S, l \in \mathcal{L}_{j}} \sum_{h=0}^{\tau-1} \tilde{\sigma}_{h}^{(d)^{2}}(j, l) P^{h-1} \mathbb{I}\{j=\cdot, l \sim \tilde{\pi}(j, \cdot, h)\}\left(s_{0}\right)} \\
& =\sqrt{\frac{8 S \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m} \sum_{h=0}^{\tau-1} P^{h-1} \tilde{\sigma}_{h}^{(d)^{2}}\left(s_{0}\right)} \\
& \leq \sqrt{\frac{8 S \beta^{2 d+3} \tau^{2 d+3} \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}} \text {. }
\end{aligned}
$$

In the forth and fifth line, we applied Cauchy-Scharwz inequality. Then, we used the definition
of $w(s, a)$ to get to third inequality. Next, we split the sum and applied Cauchy-Scharwz again to obtain fifth inequality. Furthermore, we applied the assumption of $\left|X_{\kappa, l}\right| \leq \kappa$ to get sixth inequality. Next, we applied Cauchy-Scharwz inequality to obtain seventh inequality. And, the final inequality follows from the facts that $P^{h-1}$ is non-expansive and $\left\|\tilde{\sigma}_{h}^{(d)}\right\|_{\infty} \leq \beta^{2 d+2} \tau^{2 d+2}$. Thus, we have

$$
\begin{equation*}
Y_{d}\left(s_{0}\right) \leq \sqrt{\frac{8 S \beta^{2 d+3} \tau^{2 d+3} \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}} . \tag{6.37}
\end{equation*}
$$

However, we can improve this bound as follows

$$
\begin{aligned}
& Y_{d}\left(s_{0}\right) \leq \sqrt{\frac{8 S \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m} \sum_{h=0}^{\tau-1} P^{h-1} \tilde{\sigma}_{h}^{(d)^{2}}\left(s_{0}\right)} \\
& =\sqrt{\frac{8 S \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}} \\
& \times \sqrt{\sum_{h=0}^{\tau-1} P^{h-1} \tilde{\sigma}_{h}^{(d)^{2}}\left(s_{0}\right)-\tilde{P}^{h-1} \tilde{\sigma}_{h}^{(d)^{2}}\left(s_{0}\right)+\tilde{P}^{h-1} \tilde{\sigma}_{h}^{(d)^{2}}\left(s_{0}\right)} \\
& \leq \sqrt{\frac{8 S \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}} \times \\
& =\sqrt{\frac{8 S \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}} \\
& \times \sqrt{\left.\beta^{2 d+2} \tau^{2 d+2}+\sum_{h=0}^{\tau-1} P^{h-1} r^{(2 d+2)}\left(s_{0}\right)-\tilde{P}^{h-1} r^{(2 d+2} \tau^{2 d+2}+V_{0}^{(2 d+2)}\left(s_{0}\right)\right)} \\
& =\sqrt{\frac{8 S \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}\left(\beta_{0}^{2 d+2} \tau^{2 d+2}+\Delta_{2 d+2}^{(2 d+2)}\left(s_{0}\right)\right)} \\
& \leq \sqrt{\frac{8 S \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m} \beta^{2 d+2} \tau^{2 d+2}} \\
& +\sqrt{\frac{8 S \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m} \Delta_{2 d+2} .}
\end{aligned}
$$

In the third step, we used Lemma 63 and definition of $r^{(2 d+2)}$.

The last term is

$$
\begin{aligned}
& Z_{d}\left(s_{0}\right)=3 \sqrt{2} S \beta^{d+1} \tau^{d+1} \log 4 / \delta_{1} \sum_{j, l \in X} \frac{w(j, l)}{n(j, l)} \\
& \leq 3 \sqrt{2} S \beta^{d+1} \tau^{d+1} \log 4 / \delta_{1} \sum_{\kappa, l} \frac{\left|X_{\kappa, l}\right|}{m \kappa} \\
& \leq \frac{3 \sqrt{2} S \beta^{d+1} \tau^{d+1} \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}
\end{aligned}
$$

which we used $n(j, l) \geq m w(j, l) \kappa$ again.
Now, if we put all the pieces together, we have

$$
\begin{aligned}
& \Delta_{d} \leq \frac{|F| \beta^{d} \tau^{d} \epsilon}{4 \rho_{\mathrm{tot}}}+2 \sqrt{2} S \beta^{d+5 / 4} \tau^{d+5 / 4} \log 4 / \delta_{1}^{3 / 4} \\
& \times|\mathcal{K} \times \mathcal{I}|\left(\frac{1}{m}\right)^{3 / 4}+\frac{3 \sqrt{2} S \beta^{d+1} \tau^{d+1} \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m} \\
& +\sqrt{\frac{8 S \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m} \beta^{2 d+2} \tau^{2 d+2}} \\
& +\sqrt{\frac{8 S \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m} \Delta_{2 d+2}}
\end{aligned}
$$

If we choose $m$ sufficiently large which will be shown later, then it is straightforward to show that $U_{d}\left(s_{0}\right) \leq Z_{d}\left(s_{0}\right)$ and $Y_{d}\left(s_{0}\right) \leq Z_{d}\left(s_{0}\right)$. Hence, if we expand the above inequality up to depth $\gamma=\left\lceil\frac{\log \tau}{2 \log 2}\right\rceil$ with $\mathcal{D}=\{0,2,6,14, \ldots, \gamma\}$, we get

$$
\begin{aligned}
\Delta_{0} & \leq \sum_{d \in \mathcal{D} \backslash \gamma}\left(\frac{8 S \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}\right)^{\frac{d}{d+2}} \\
& \times\left[\frac{|F| \beta^{d} \tau^{2} \epsilon}{4 \rho_{\text {tot }}}+3 \sqrt{\frac{8 S \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}| \tau^{2 d+2}}{m}}\right]^{\frac{2}{d+2}} \\
& +\left(\frac{8 S \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}\right)^{\frac{\gamma}{\gamma+2}} \\
& \times\left[\frac{|F| \beta^{\gamma} \tau^{\gamma} \epsilon}{4 \rho_{\text {tot }}}+3 \sqrt{\frac{8 S \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}| \tau^{2 \gamma+2}}{m}}\right]^{\frac{2}{\gamma+2}}
\end{aligned}
$$

Here, we used inequality (B.23) to bound $Z_{\gamma}\left(s_{0}\right)$. Finally, the proof completes if we let

$$
m=1280 \frac{S \beta^{2} \rho_{\mathrm{tot}}^{2} \tau^{2}}{\epsilon^{2}}\left(\log _{2} \log _{2} \tau\right)^{2} \log _{2}^{2}\left(\frac{8 S^{2} \beta^{2} \rho_{\mathrm{tot}}^{2} \tau^{2}}{\epsilon}\right) \log \frac{6}{\delta_{1}}
$$

Proof of Theorem 13: By Lemma 33, we know that number of episodes where $\left|X_{\kappa, l}\right|>\kappa$ for some $\kappa, \iota$ is bounded by $6 E_{\max }|\mathcal{L}| m$ with probability at least $1-\frac{\delta}{2|F|(|\mathcal{L}|+1)}$. For all other episodes, we have by Lemma 35 that for any flow $f$ and any link $l$

$$
\begin{equation*}
\left|\tilde{V}_{f, 0}^{\tilde{\pi}_{e}}\left(s_{f}\right)-V_{f, 0}^{\tilde{\pi}_{e}}\left(s_{f}\right)\right| \leq \frac{\epsilon}{\rho_{\mathrm{tot}}},\left|\tilde{C}_{f, l, 0}^{\tilde{\pi}_{e}}\left(s_{f}\right)-C_{f, l, 0}^{\tilde{\pi}_{e}}\left(s_{f}\right)\right| \leq \frac{\epsilon}{\rho_{\mathrm{tot}}} . \tag{6.38}
\end{equation*}
$$

Using Lemma 30, we get that $M \in \mathcal{M}_{e}$ for any episode $e$ w.p. at least $1-\frac{\delta}{2|F|(|\mathcal{L}|+1)}$. Further, we know that ELP outputs the policy $\tilde{\pi}_{e}$ such that

$$
\begin{equation*}
\tilde{V}_{f, 0}^{\tilde{\pi}_{e}}\left(s_{f}\right) \geq V_{f, 0}^{\pi^{*}}\left(s_{f}\right), \quad \tilde{C}_{f, l, 0}^{\tilde{\pi}_{e}}\left(s_{f}\right) \leq C_{l} \forall l \tag{6.39}
\end{equation*}
$$

w.p. at least $1-\frac{\delta}{2|F|(|\mathcal{L}|+1)}$. Combining the inequalities (C.2) with inequalities (B.25), we get that for all episodes with $\left|X_{\kappa, \iota}\right| \leq \kappa$ for all $\kappa, \iota$

$$
V_{f, 0}^{\tilde{\pi}_{e}}\left(s_{f}\right) \geq V_{f, 0}^{\pi^{*}}\left(s_{f}\right)-\frac{\epsilon}{\rho_{\mathrm{tot}}}
$$

w.p. at least $1-\frac{\delta}{2|F|(|\mathcal{L}|+1)}$. Thus we have

$$
\sum_{f} \rho_{f} V_{f, 0}^{\tilde{\pi}_{e}}\left(s_{f}\right) \geq \sum_{f} \rho_{f} V_{f, 0}^{\pi^{*}}\left(s_{f}\right)-\epsilon
$$

w.p. at least $1-\frac{\delta}{2(|\mathcal{L}|+1)}$.

Next for any $l, C_{f, l, 0}^{\tilde{\pi}_{e}}\left(s_{f}\right) \leq \tilde{C}_{f, l, 0}^{\tilde{\pi}_{e}}\left(s_{f}\right)+\frac{\epsilon}{\rho_{\text {tot }}}$. So,

$$
\sum_{f} \rho_{f} C_{f, l, 0}^{\tilde{\pi}_{e}}\left(s_{f}\right) \leq \sum_{f} \rho_{f} \tilde{C}_{f, l, 0}^{\tilde{\pi}_{e}}\left(s_{f}\right)+\epsilon \leq C_{l}+\epsilon
$$

w.p. 1, since the optimistic problem of (6.33) is feasible in this context. Applying the union bound we get the desired result, if $m$ satisfies

$$
\begin{aligned}
& m \geq 1280 \frac{S \beta_{\max }^{2} \rho_{\mathrm{tot}}^{2} \tau_{\max }^{2}}{\epsilon^{2}}\left(\log _{2} \log _{2} \tau_{\max }\right)^{2} \\
& \times \log _{2}^{2}\left(\frac{8 \beta_{\max }^{2} \rho_{\mathrm{tot}}^{2} \tau_{\max }^{2} S^{2}}{\epsilon}\right) \log \frac{4}{\delta_{1}} \text { and } \\
& m \geq \frac{6 \tau_{\max }^{2}}{\epsilon} \log \frac{2 E_{\max }}{\delta}
\end{aligned}
$$

From the definitions, we get

$$
\log \frac{4}{\delta_{1}}=\log \frac{4|F| S U_{\max }}{\delta}=\log \frac{4|F| S|\mathcal{L}| m}{\delta}
$$

Thus,

$$
\begin{aligned}
m & \geq 1280 \frac{S \beta_{\max }^{2} \rho_{\mathrm{tot}}^{2} \tau_{\max }^{2}}{\epsilon^{2}}\left(\log _{2} \log _{2} \tau_{\max }\right)^{2} \\
& \times \log _{2}^{2}\left(\frac{8 \beta_{\max }^{2} \rho_{\text {tot }}^{2} \tau_{\max }^{2} S^{2}}{\epsilon}\right) \log \frac{4|F| S|\mathcal{L}| m}{\delta} .
\end{aligned}
$$

It is well-known fact that for any constant $B>0, \nu \geq 2 B \ln B$ implies $\nu \geq B \ln \nu$. Using this, we can set

$$
\begin{aligned}
m & \geq 2560 \frac{S \beta_{\max }^{2} \rho_{\mathrm{tot}}^{2} \tau_{\max }^{2}}{\epsilon^{2}}\left(\log _{2} \log _{2} \tau_{\max }\right)^{2} \\
& \times \log _{2}^{2}\left(\frac{8 \beta_{\max }^{2} \rho_{\mathrm{tot}}^{2} \tau_{\max }^{2} S^{2}}{\epsilon}\right) \\
& \times\left[\operatorname { l o g } \left(\frac{2048|F| S|\mathcal{L}| \tau_{\max }^{2}\left(\log _{2} \log _{2} \tau_{\max }\right)^{2}}{\epsilon^{2} \delta}\right.\right. \\
& \left.\left.+\log \log _{2}^{2}\left(\frac{8 \tau_{\max }^{2}|S|^{2}}{\epsilon}\right)\right)\right]
\end{aligned}
$$

Also,

$$
E_{\max }=\log _{2} S \log _{2} \frac{4 S \beta_{\max }^{2} \rho_{\mathrm{tot}}^{2} \tau_{\max }^{2}}{\epsilon} \leq \log _{2}^{2} \frac{4 S \beta_{\max }^{2} \rho_{\mathrm{tot}}^{2} \tau_{\max }^{2}}{\epsilon}
$$

and

$$
\begin{aligned}
& \log \frac{2|F| E_{\max }}{\delta} \\
& =\log \frac{2|F| \log _{2} S \log _{2}\left(4 S \beta_{\max }^{2} \rho_{\mathrm{tot}}^{2} \tau_{\max }^{2} / \epsilon\right)}{\delta} \\
& \leq \log \frac{2|F| \log _{2}^{2}\left(4 S \beta_{\max }^{2} \rho_{\mathrm{tot}}^{2} \tau_{\max }^{2} / \epsilon\right)}{\delta} \\
& \leq \log \frac{16|F| S^{3}|\mathcal{L}| \tau_{\max }^{2}}{\epsilon \delta}
\end{aligned}
$$

Setting

$$
\begin{align*}
& m=2560 \frac{S \beta_{\max }^{2} \rho_{\mathrm{tot}}^{2} \tau_{\max }^{2}}{\epsilon^{2}}\left(\log _{2} \log _{2} \tau_{\max }\right)^{2}  \tag{6.40}\\
& \times \log _{2}^{2}\left(\frac{8 \beta_{\max }^{2} \rho_{\mathrm{tot}}^{2} \tau_{\max }^{2} S^{2}}{\epsilon}\right)  \tag{6.41}\\
& \times\left[\operatorname { l o g } \left(\frac{2048|F| S^{3}|\mathcal{L}| \tau_{\max }^{2}}{\epsilon^{2} \delta}\left(\log _{2} \log _{2} \tau_{\max }\right)^{2}\right.\right. \\
& \left.\left.+\log \log _{2}^{2}\left(\frac{8 \tau_{\max }^{2} S^{2}}{\epsilon}\right)\right)\right]
\end{align*}
$$

is therefore a valid choice for $m$ to ensure that with probability at least $1-\frac{\delta}{|F|}$, there are at most

$$
\begin{aligned}
& 6 E_{\max }|\mathcal{L}| m=15360 \frac{S|\mathcal{L}| \beta_{\max }^{2} \rho_{\mathrm{tot}}^{2} \tau_{\max }^{2}}{\epsilon^{2}}\left(\log _{2} \log _{2} \tau_{\max }\right)^{2} \\
& \quad \times \log _{2}^{2}\left(\frac{4 S \beta_{\max }^{2} \rho_{\mathrm{tot}}^{2} \tau_{\max }^{2}}{\epsilon}\right) \\
& \quad \times\left[\operatorname { l o g } \left(\frac{2048|F| S^{3}|\mathcal{L}| \tau_{\max }^{2}}{\epsilon^{2} \delta}\left(\log _{2} \log _{2} \tau_{\max }\right)^{2}\right.\right. \\
& \left.\left.\quad+\log \log _{2}^{2}\left(\frac{8 \tau_{\max }^{2} S^{2}}{\epsilon}\right)\right)\right]
\end{aligned}
$$

sub-optimal episodes.

### 6.4.2 Algorithms based on Dual Decomposition

In this section, we propose two model-based RL algorithms. Both algorithms operate in a loop consisting of two steps. First, they solve the per-packet MDP under the current model to obtain sub-optimal solution of $V_{f}^{*}(\lambda)$ with high probability. Next, the Lagrange multipliers, $\lambda$ are updated according to estimated model. The difference between the two algorithms is in how they sample the system in order to construct the model and update it, using an offline or online approach. We will show how both algorithms would result in an $\epsilon$-optimal policy with high probability. We also characterize the sample complexity according to Definition 6.

### 6.4.2.1 Generative Model-Based Learning-Dual

According to the GMBL-Dual algorithm, we use a traditional channel sounding approach, and simply send $n$ packets over each link for estimating the reliability of each link $p_{l}$. For each link $l=(j, k)$, the transmission of a packet is 'successful' if the packet transmitted from node $j$ in the link $l$ reaches node $j$ in one time slot. We define the empirical link reliability, $\hat{p}_{l}$, as the ratio of the successful transmission to the total number of transmission. Given $\hat{p}_{l}$, we can define the approximate transmission kernel $\hat{P}$ as (6.4) by replacing $p_{l}$ with $\hat{p}_{l}$. It is straight forward to see that $\hat{p}_{l}$ is an unbiased estimator of $p_{l}$ and $\hat{P}$ is an unbiased estimator of $P$. The expectation w.r.t. to this approximate transition kernel $\widehat{P}$ is denoted by $\hat{\mathbb{E}}[\cdot]$.

We now consider a different constrained MDP that is identical to the CMDP defined in Section 6.3 except that its transition kernel is $\hat{P}$ instead of $P$. The expectation w.r.t. $\hat{P}$ is denoted by $\hat{\mathbb{E}}[\cdot]$. We define the quantities $\hat{V}_{f}^{\pi}(\lambda)$ in the same way as in (6.13) but by replacing $\mathbb{E}$ by $\hat{\mathbb{E}}$. The quantities $\hat{L}(\pi, \lambda), \hat{D}(\lambda)$ can also now be defined in a similar way as in (6.14) and (6.15) by replacing $V_{f}^{\pi}(\lambda)$ with $\hat{V}_{f}^{\pi}(\lambda)$. The optimal dual variable $\hat{\lambda}^{*}$ is defined as $\hat{\lambda}^{*}=\arg \min _{\lambda} \hat{D}(\lambda)$. We also define

$$
\begin{equation*}
\hat{\pi}_{f}(\lambda)=\arg \max _{\pi_{f}} \hat{V}_{f}^{\pi_{f}}(\lambda), \quad \hat{V}_{f}^{*}(\lambda)=\hat{V}_{f}^{\hat{\pi}_{f}(\lambda)}(\lambda) \tag{6.42}
\end{equation*}
$$

Note that $\hat{\pi}_{f}(\lambda)$ and $\hat{V}_{f}^{*}(\lambda)$ can be computed by standard finite horizon dynamic programming [34], and we omit the details.

We also define the following quantities for describing the GMBL algorithm succinctly.

$$
\begin{align*}
& \hat{C}_{l, f}^{\pi_{f}}=\hat{\mathbb{E}}\left[\sum_{\tau=0}^{\tau_{f}} \mathbf{1}\left\{a_{i, f}^{\pi_{f}}(t+\tau)=l\right\} \mid i, f, s_{i, f}^{\pi_{f}}(t)=s_{f}\right],  \tag{6.43}\\
& \hat{R}_{f}^{\pi_{f}}=\mathbb{E}\left[\sum_{\tau=0}^{\tau_{f}} r_{f}\left(s_{i, f}^{\pi_{f}}(t+\tau) \mid i, f, s_{i, f}^{\pi_{f}}(t)=s_{f}\right],\right.  \tag{6.44}\\
& \hat{C}_{l}^{\pi}=\sum_{f} \rho_{f} \hat{C}_{l, f}^{\pi_{f}}, \quad \hat{R}^{\pi}=\sum_{f} \rho_{f} \hat{R}_{f}^{\pi_{f}}, \text { for } \pi=\left(\pi_{f}\right)_{f \in \mathcal{F}}, \tag{6.45}
\end{align*}
$$

Here $\pi$ is the joint policy given by the collection of each individual policy $\pi_{f}$. Note that from (6.13), (6.43), (6.44), we can write

$$
\begin{align*}
& \hat{V}_{f}^{\pi_{f}}(\lambda)=\hat{R}_{f}^{\pi_{f}}-\sum_{l} \lambda_{l} \hat{C}_{l, f}^{\pi_{f}},  \tag{6.46}\\
& \hat{L}(\pi, \lambda)=\hat{R}^{\pi}+\sum_{l} \lambda_{l}\left(C_{l}-\hat{C}_{l}^{\pi}\right) .
\end{align*}
$$

The GMBL-Dual algorithm is summarized in Algorithm 9.

```
Algorithm 9 Generative Model-Based Learning-Dual (GMBL-Dual)
    Input: accuracy \(\epsilon, \delta\). Initialize \(\lambda_{l}(0)=0, \forall l \in \mathcal{L}\)
    Send \(n=n(\epsilon, \delta)\) packets in each link \(l \in \mathcal{L}\)
    Estimate the link probability \(\hat{p}_{l}\) by transmitting \(n\) packets across all links uniformly
    Construct the approximate transition kernel \(\hat{P}\)
    for \(m\) from 1 to \(M\) do
        For each flow \(f\), compute \(\pi_{f}(m)=\hat{\pi}_{f}(\lambda(m))\) according to (6.42). Define \(\pi(m)=\)
        \(\left(\pi_{f}(m)\right)_{f \in \mathcal{F}}\)
        Compute \(\hat{C}_{l}^{\pi(m)}\) according to (6.43) and (6.45)
        Compute \(\lambda_{l}(m+1)\) for each link \(l\) as
```

            \(\lambda_{l}(m+1)=\Pi_{\Lambda}\left(\lambda_{l}(m)-\alpha\left(C_{l}-\hat{C}_{l}^{\pi(m)}\right)\right)^{\S}\)
    9: Compute $\hat{\lambda}(M)=\frac{1}{M} \sum_{m=1}^{M} \lambda(m)$.
10: Compute $\pi_{f}(M+1)=\hat{\pi}_{f}(\hat{\lambda}(M))$
11: Output: $\hat{\pi}=\left(\pi_{f}(M+1)\right)_{f \in F}, \hat{\lambda}=\hat{\lambda}(M)$

We next present the sample complexity of GMBL-Dual.

Theorem 14. GMBL-Dual algorithm with

$$
\begin{equation*}
n(\epsilon, \delta) \geq \frac{162 S \rho_{\text {tot }}^{2} \tau_{\max }^{3}\left(\beta_{\max }+|\mathcal{L}| \lambda_{\max }\right)^{2} \log \frac{72|F| S^{2}|\mathcal{L}| \tau_{\max }}{\delta}}{\epsilon^{2}} \tag{6.47}
\end{equation*}
$$

and parameters

$$
\begin{align*}
& M=\frac{36|\mathcal{L}|\left(\tau_{\max } \rho_{\text {tot }}+C_{\max }\right)^{2} \lambda_{\max }^{2}}{\epsilon^{2}},  \tag{6.48}\\
& \alpha=\frac{\epsilon}{3|\mathcal{L}|\left(\tau_{\max } \rho_{\text {tot }}+C_{\max }\right)^{2}},
\end{align*}
$$

where $\lambda_{\max }=\frac{\rho_{\text {tot }} \beta_{\max }}{C_{\min }}$ and $C_{\min }=\min _{l} C_{l}$, achieves $a \hat{\lambda}$ and $\hat{\pi}$ such that

$$
\mathbb{P}\left(\left|L(\hat{\pi}, \hat{\lambda})-L\left(\pi^{*}, \lambda^{*}\right)\right| \leq \epsilon\right) \geq(1-\delta)
$$

The proof requires the use of multiple smaller results that we first present below, followed by their integration to yield the proof of the main theorem.

Lemma 36. Let $\lambda_{\max }=\max _{l} \lambda_{l}^{*}$. Then, $\lambda_{\max }<\frac{\rho_{l a t} \beta_{\max }}{C_{\min }}$.

Proof. Considering OSP of (6.3) and reward matrix of each flow $f$ (6.5), it is obvious that optimal policy for OSP would be transmitting packets rather than no-transmission, so that OSP would yield positive result. Therefore, it means that each policy $\pi_{f}\left(\lambda^{*}\right)$ is consisted of transmitting packets. Comparing value of transmission policy with no-transmission and knowing the fact that no-transmission policy yield 0 reward for each flow, we conclude that $V_{f}^{*}\left(\lambda^{*}\right)$ must be positive for each flow $f$, otherwise no-transmission policy must have been chosen.

On the other hand, optimal policy of the network might utilize some of the links, not all the links. Due to Complementary Slackness, [70], if link $l$ is not used, then $\lambda_{l}^{*}$ would be 0 . And, chosen links would be utilized such that average utilization would be equal to their constraint, i.e. $\sum_{f} \rho_{f} C_{f, l, 0}^{\pi^{*}}\left(s_{f}\right)=C_{l}$. Hence, we continue with those links that their $\lambda_{l}^{*}$ would be positive.

For any flow $f$, we know that

$$
0<V_{f, 0}^{\pi^{*}}\left(\lambda^{*}\right) \leq \beta_{f}-\sum_{l \in q_{f}} \lambda_{l}^{*} \sigma_{l, f}
$$

where $q_{f}$ is the path from $s_{f}$ to $d_{f}$ and $\sigma_{l, f}$ is expected number of times that the packet of flow $f$ is being transmitted over link $l$. Therefore,

$$
0<\beta_{f}-\sum_{l \in q_{f}} \lambda_{l}^{*} \sigma_{l, f}
$$

Multiplying above term by $\rho_{f}$ and summing both sides over $f$, we get

$$
0<\sum_{f} \rho_{f} \beta_{f}-\sum_{f} \sum_{l \in q_{f}} \lambda_{l}^{*} \rho_{f} \sigma_{l, f}
$$

On the other hand, by rearranging summations we get

$$
0<\sum_{f} \beta_{f}-\sum_{f} \sum_{l \in q_{f}} \lambda_{l}^{*} \sigma_{l, f} \leq \rho_{\mathrm{tot}} \beta_{\max }-\sum_{l \in G^{*}} \lambda_{l}^{*}\left(\sum_{f} \rho_{f} \sigma_{l, f}\right),
$$

where $G^{*}$ is subgraph of the network with all active links.
Further, we can write $\rho_{f} \sigma_{l, f}$ using $C_{f, l, 0}^{\pi^{*}}$, where

$$
C_{f, l, 0}^{\pi^{*}}\left(s_{f}\right)=\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T} c_{f, l}^{\pi^{*}}(t)
$$

So

$$
\begin{aligned}
0<\sum_{f} \beta_{f}- & \sum_{f} \sum_{l \in q_{f}} \lambda_{l}^{*} \rho_{f} \sigma_{l, f} \\
& \leq \rho_{\mathrm{tot}} \beta_{\max }-\sum_{l \in G^{*}} \lambda_{l}^{*}\left(\sum_{f} \rho_{f} C_{f, l, 0}^{\pi^{*}}\left(s_{f}\right)\right) .
\end{aligned}
$$

Next, ignoring the middle term we get

$$
\sum_{l \in G^{*}} \lambda_{l}^{*}\left(\sum_{f} \rho_{f} C_{f, l, 0}^{\pi^{*}}\left(s_{f}\right)\right)<\rho_{\mathrm{tot}} \beta_{\max }
$$

Since all $\lambda_{l}^{*}$ and $C_{f, l, 0}^{\pi^{*}}\left(s_{f}\right)$ are positive, we pick the $\lambda_{\max }$ and the link corresponding to it and get

$$
\lambda_{\max } C_{l(\max )}^{\pi^{*}}<\rho_{\mathrm{tot}} \beta_{\max }
$$

Now, we find the lower bound for the left-hand-side. We know that $C_{l(\max )}^{\pi^{*}} \geq C_{\min }$ according to Complementary Slackness. Hence,

$$
C_{\min } \lambda_{\max }<\rho_{\text {tot }} \beta_{\max }
$$

Therefor, proof completes.

Lemma 37. With the parameters $M$ and $\alpha$ given by (6.48), we obtain $\left|\hat{D}(\hat{\lambda})-\hat{D}\left(\hat{\lambda}^{*}\right)\right| \leq \epsilon / 3$

This follows from the standard rate of convergence analysis of projected subgradient descent algorithm for convex functions and proposition 36. For completeness we first reproduce that result. We use the following result.

Theorem 15. [35] Let $g: \mathcal{X} \rightarrow \mathbb{R}^{d}$ be a convex function with $\|\nabla g\| \leq B_{1}$. Also, assume that the domain of $g(\cdot)$ is bounded, i.e. $\|x\| \leq B_{2}, \forall x \in \mathcal{X}$. Consider the projected gradient descent algorithm $x_{m+1}=\Pi_{\mathcal{X}}\left[x_{m}-\alpha \nabla g\left(x_{m}\right)\right]$ where $\Pi_{\mathcal{X}}$ is the projection operator. Then, with $\alpha=B_{2} /\left(B_{1} \sqrt{M}\right)$,

$$
g\left(\frac{1}{M} \sum_{m=1}^{M} x_{m}\right)-g\left(x^{*}\right) \leq \frac{B_{1} B_{2}}{\sqrt{M}}
$$

Proof of Lemma 37: We first show that the subgradient of $\widehat{D}(\cdot)$ at $\lambda$, denoted by $\nabla \widehat{D}(\lambda)$ is
given by

$$
\nabla \widehat{D}(\lambda)=\left(C_{l}-\sum_{f} \rho_{f} \widehat{C}_{f, l, 0}^{\pi}(\lambda)\left(s_{f}\right)\right)_{l \in \mathcal{L}}
$$

Indeed, for any given $\lambda^{\prime}, \lambda$,

$$
\left.\left.\left.\begin{array}{rl}
\widehat{D}\left(\lambda^{\prime}\right) & =\max _{\pi} \hat{L}\left(\pi, \lambda^{\prime}\right) \geq \widehat{L}\left(\widehat{\pi}(\lambda), \lambda^{\prime}\right) \\
& =\widehat{R}^{\widehat{\pi}(\lambda)}+\sum_{l} \lambda_{l}^{\prime}\left(C_{l}-\sum_{f} \rho_{f} \widehat{C}_{f, l, 0}^{\pi}(\lambda)\right. \\
& \left.\left.=\widehat{R}_{f}^{\widehat{\pi}(\lambda)}\right)\right) \\
& +\sum_{l} \lambda_{l}\left(C_{l}-\sum_{f} \rho_{f} \widehat{C}_{f, l, 0}^{\pi}(\lambda)\right. \\
l
\end{array} s_{f}^{\prime}\right)\right), \lambda_{l}\right)\left(C_{l}-\sum_{f} \rho_{f} \widehat{C}_{f, l, 0}^{\pi(\lambda)}\left(s_{f}\right)\right) .
$$

and hence the claim follows by the definition of subgradient.
In order to bound $\|\nabla \hat{D}(\lambda)\|$, first note that from (6.43) $\widehat{C}_{f, l, 0}^{\pi_{f}(\lambda)}\left(s_{f}\right) \leq \tau_{\text {max }}$. So, $\sum_{f} \rho_{f} \widehat{C}_{f, l, 0}^{\pi(\lambda)}\left(s_{f}\right) \leq$ $\tau_{\max } \rho_{\text {tot }}$. Also, $C_{l} \leq C_{\max }$. Hence, $\|\nabla D(\lambda)\|=\sqrt{\mathcal{L}}\left(\tau_{\max } \rho_{\text {tot }}+C_{\max }\right)$.

Now, considering Lemma 36, we project $\lambda(m)$ to set $\left[0,2 \lambda_{\max }\right]$. Using Theorem 15 , we get the desired result.

Lemma 38. Let $\delta_{P} \in(0,1)$. Then, if $n \geq 11664 S^{2} \tau_{f}^{2} \log 4 / \delta_{P}{ }^{3}$, for any flow $f$ and for a given $\lambda \in\left[0, \lambda_{\max }\right]$ under any policy $\pi$

$$
\left\|V_{f, 0}^{\pi}(\lambda)-\widehat{V}_{f, 0}^{\pi}(\lambda)\right\|_{\infty} \leq \sqrt{18 \frac{S \tau_{f}^{3}\left(\beta_{f}+|\mathcal{L}| \lambda_{\max }\right)^{2} \log 4 / \delta_{P}}{n}}
$$

w.p. at least $1-3 S^{2}|\mathcal{L}| \tau_{f} \delta_{P}$.

Proof. The proof procedure is identical to proof of Lemma 28 with adjustment of $\| V_{f, 0}^{\pi}(\lambda)-$ $\widehat{V}_{f, 0}^{\pi}(\lambda) \|_{\infty} \leq \beta_{f}+|\mathcal{L}| \lambda_{\max }$.

Lemma 39. Let $\delta_{P} \in(0,1)$. Then, if $n \geq 11664 S^{2} \tau_{f}^{2} \log 4 / \delta_{P}{ }^{3}$, for a given $\lambda \in\left[0, \lambda_{\max }\right]$

$$
|\widehat{D}(\lambda)-D(\lambda)| \leq \rho_{\text {tot }} \sqrt{18 \frac{S \tau_{\max }^{3}\left(\beta_{\max }+|\mathcal{L}| \lambda_{\max }\right)^{2} \log 4 / \delta_{P}}{n}}
$$

w.p. at least $1-6|F| S^{2}|\mathcal{L}| \tau_{\max } \delta_{P}$.

Proof. For a given $\lambda$, consider two policies $\pi(\lambda)$ and $\widehat{\pi}(\lambda)$. Then for any flow $f$, according to Lemma 38 we have

$$
\begin{equation*}
V_{f, 0}^{\pi_{f}(\lambda)}\left(s_{f}, \lambda\right) \leq \widehat{V}_{f, 0}^{\pi_{f}(\lambda)}\left(s_{f}, \lambda\right)+\epsilon^{\prime} \leq \widehat{V}_{f, 0}^{\widehat{\pi}_{f}(\lambda)}\left(s_{f}, \lambda\right)+\epsilon^{\prime} \tag{6.49}
\end{equation*}
$$

w.p. at least $1-3 S^{2}|\mathcal{L}| \tau_{f} \delta_{P}$ where $\epsilon^{\prime}=\sqrt{18 \frac{S \tau_{f}^{3}\left(\beta_{f}+|\mathcal{L}| \lambda_{\max }\right)^{2} \log 4 / \delta_{P}}{n}}$. Please notice that the second inequality is due to the fact $\widehat{\pi}_{f}(\lambda)=\arg \max _{\pi} \widehat{V}_{f, 0}^{\pi}(\lambda)$. Next, we have

$$
\begin{equation*}
\widehat{V}_{f, 0}^{\widehat{\pi}_{f}(\lambda)}\left(s_{f}, \lambda\right) \leq V_{f, 0}^{\widehat{\pi}_{f}(\lambda)}\left(s_{f}, \lambda\right)+\epsilon^{\prime} \leq V_{f, 0}^{\pi_{f}(\lambda)}\left(s_{f}, \lambda\right)+\epsilon^{\prime} \tag{6.50}
\end{equation*}
$$

w.p. at least $1-3 S^{2}|\mathcal{L}| \tau_{f} \delta_{P}$. Now, combining the two inequalities (6.49) and (6.50), we get

$$
\left|\widehat{V}_{f, 0}^{\widehat{\pi}_{f}(\lambda)}\left(s_{f}, \lambda\right)-V_{f, 0}^{\pi_{f}(\lambda)}\left(s_{f}, \lambda\right)\right| \leq \epsilon^{\prime}
$$

w.p. at least $1-6 S^{2}|\mathcal{L}| \tau_{f} \delta_{P}$. Using the above inequality, we get

$$
\begin{aligned}
|\widehat{D}(\lambda)-D(\lambda)| & =\left|\sum_{f} \rho_{f}\left(\widehat{V}_{f, 0}^{\pi_{f}(\lambda)}\left(s_{f}\right)-V_{f, 0}^{\pi_{f}(\lambda)}\left(s_{f}\right)\right)\right| \\
& \leq \sum_{f} \rho_{f}\left|\widehat{V}_{f, 0}^{\pi_{f}(\lambda)}\left(s_{f}\right)-V_{f, 0}^{\pi_{f}(\lambda)}\left(s_{f}\right)\right| \leq \rho_{\mathrm{tot}} \epsilon^{\prime}
\end{aligned}
$$

w.p. at least $1-6|F| S^{2}|\mathcal{L}| \tau_{\max } \delta_{P}$. Hence the proof is complete.

Lemma 40. Let $\delta_{P} \in(0,1)$. Then, if $n \geq 11664 S^{2} \tau_{f}^{2} \log 4 / \delta_{P}{ }^{3}$, for a given $\lambda \in\left[0, \lambda_{\max }\right]$

$$
\left|\widehat{D}\left(\widehat{\lambda}^{*}\right)-D\left(\lambda^{*}\right)\right| \leq \rho_{\text {tot }} \sqrt{18 \frac{S \tau_{f}^{3}\left(\beta_{f}+|\mathcal{L}| \lambda_{\max }\right)^{2} \log 4 / \delta_{P}}{n}}
$$

w.p. at least $1-12|F| S^{2}|\mathcal{L}| \tau_{\max } \delta_{P}$.

Proof. Since $\widehat{\lambda}^{*}=\arg \min _{\lambda} \widehat{D}(\lambda)$, then $\widehat{D}\left(\widehat{\lambda}^{*}\right) \leq \widehat{D}\left(\lambda^{*}\right)$. Next, we have

$$
\begin{equation*}
\widehat{D}\left(\lambda^{*}\right) \leq D\left(\lambda^{*}\right)+\epsilon^{\prime} \tag{6.51}
\end{equation*}
$$

w.p. at least $1-6|F| S^{2}|\mathcal{L}| \tau_{\max } \delta_{P}$ where $\epsilon^{\prime}=\rho_{\text {tot }} \sqrt{18 \frac{S \tau_{\text {max }}^{3}\left(\beta_{\max }+|\mathcal{L}| \lambda_{\max }\right)^{2} \log 4 / \delta_{P}}{n}}$ according to Lemma 39. Therefore, we have

$$
\begin{equation*}
\widehat{D}\left(\widehat{\lambda}^{*}\right) \leq D\left(\lambda^{*}\right)+\epsilon^{\prime} \tag{6.52}
\end{equation*}
$$

w.p. at least $1-6|F| S^{2}|\mathcal{L}| \tau_{\max } \delta_{P}$. Taking identical steps, we get

$$
\begin{equation*}
D\left(\lambda^{*}\right) \leq \widehat{D}\left(\widehat{\lambda}^{*}\right)+\epsilon^{\prime} \tag{6.53}
\end{equation*}
$$

w.p. at least $1-6|F| S^{2}|\mathcal{L}| \tau_{\max } \delta_{P}$. Finally, combining the inequalities (6.52) and (6.53) yields the result.

Now, we are ready to prove Theorem 14.

Proof of Theorem 14: We expand the result of theorem 14

$$
\begin{aligned}
& \left|L(\widehat{\pi}, \widehat{\lambda})-L\left(\pi^{*}, \lambda^{*}\right)\right| \\
& =\left|\sum_{l} \widehat{\lambda}_{l} C_{l}+\sum_{f} \rho_{f} V_{f, 0}^{\widehat{\pi}_{f}}\left(s_{f}, \widehat{\lambda}\right)-D\left(\lambda^{*}\right)\right| \\
& =\mid \sum_{l} \widehat{\lambda}_{l} C_{l}+\sum_{f} \rho_{f} \widehat{V}_{f, 0}^{\widehat{\pi}_{f}}\left(s_{f}, \widehat{\lambda}\right)-D\left(\lambda^{*}\right) \\
& +\sum_{f} \rho_{f}\left(V_{f, 0}^{\widehat{\pi}_{f}}\left(s_{f}, \widehat{\lambda}\right)-\widehat{V}_{f, 0}^{\widehat{\pi}_{f}}\left(s_{f}, \widehat{\lambda}\right)\right) \mid \\
& \leq\left|\widehat{D}(\widehat{\lambda})-D\left(\lambda^{*}\right)\right|+\sum_{f} \rho_{f}\left|V_{f, 0}^{\widehat{\pi}_{f}}\left(s_{f}, \widehat{\lambda}\right)-\widehat{V}_{f, 0}^{\widehat{\pi}_{f}}\left(s_{f}, \widehat{\lambda}\right)\right|
\end{aligned}
$$

First, we bound $\left|\widehat{D}(\widehat{\lambda})-D\left(\lambda^{*}\right)\right|$ by and expanding it further

$$
\begin{align*}
& \left|\widehat{D}(\widehat{\lambda})-D\left(\lambda^{*}\right)\right|=\left|\widehat{D}(\widehat{\lambda})-\widehat{D}\left(\widehat{\lambda}^{*}\right)+\widehat{D}\left(\widehat{\lambda}^{*}\right)-D\left(\lambda^{*}\right)\right| \\
& \quad \leq\left|\widehat{D}(\widehat{\lambda})-\widehat{D}\left(\widehat{\lambda}^{*}\right)\right|+\left|\widehat{D}\left(\widehat{\lambda}^{*}\right)-D\left(\lambda^{*}\right)\right| \leq \frac{\epsilon}{3}+\epsilon^{\prime} \tag{6.54}
\end{align*}
$$

w.p. at least $1-12|F| S^{2}|\mathcal{L}| \tau_{\max } \delta_{P}$ where $\epsilon^{\prime}=\rho_{\text {tot }} \sqrt{18 \frac{S \tau_{\text {max }}^{3}\left(\beta_{\max }+|\mathcal{L}| \lambda_{\max }\right)^{2} \log 4 / \delta_{P}}{n}}$ according to Lemmas 37 and 40.

Next,

$$
\begin{equation*}
\sum_{f} \rho_{f}\left|V_{f, 0}^{\widehat{\pi}_{f}}\left(s_{f}, \widehat{\lambda}\right)-\widehat{V}_{f, 0}^{\hat{\pi}_{f}}\left(s_{f}, \widehat{\lambda}\right)\right| \leq \epsilon^{\prime} \tag{6.55}
\end{equation*}
$$

w.p. at least $1-6|F| S^{2}|\mathcal{L}| \tau_{\max } \delta_{P}$ according to Lemma 38.

Eventually, we combine two inequalities (6.54) and (6.55) and get

$$
\begin{aligned}
& \left|L(\widehat{\pi}, \widehat{\lambda})-L\left(\pi^{*}, \lambda^{*}\right)\right| \\
& \leq \frac{\epsilon}{3}+2 \rho_{\mathrm{tot}} \sqrt{18 \frac{S \tau_{\max }^{3}\left(\beta_{\max }+|\mathcal{L}| \lambda_{\max }\right)^{2} \log 4 / \delta_{P}}{n}}
\end{aligned}
$$

w.p. at least $1-18|F| S^{2}|\mathcal{L}| \tau_{\max } \delta_{P}$. Hence, putting $\epsilon=3 \rho_{\text {tot }} \sqrt{18 \frac{S \tau_{\text {max }}^{3}\left(\beta_{\max }+|\mathcal{L}| \lambda_{\max }\right)^{2} \log 4 / \delta_{P}}{n}}$ and
$\delta=18|F| S^{2}|\mathcal{L}| \tau_{\max } \delta_{P}$ completes the proof.

### 6.5 Simulation Results
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In this section, we present simulation results to compare the performance of the GMBL-LP, Online-CRL-LP and GMBL-Dual algorithms with respect to the optimal policy in the context of attaining high weighted timely throughput in an IAB network. We develop three simulation scenarios that are motivated by IAB node deployment features such as density of nodes and mm-
wave communication [36]. The three scenarios represent different node densities. We consider networks with 10,20 and 40 nodes with 20,80 and 320 number of links respectively. In every scenario, for each link $l, p_{l}$ is uniformly randomly chosen from $[0.5,1.0]$, while $C_{l}$ is chosen from $[1,5]$. We have two unicast flows in all scenarios. Packet arrivals to the system follow a Poisson number of arrivals to each source node in each time slot. In all scenarios, both flows have same weight of 2 .

The performance metrics of interest are the error in the objective function which is the weighted throughput engendered by the policy that is the outcome of the algorithm and aggregation of capacity constraint violations. We also consider the error corresponding to duality gap only for GMBL-Dual algorithm. We define this error as

$$
\begin{equation*}
\left|\sum_{l} \lambda_{l}^{M} C_{l}+\sum_{f} V_{f}^{\pi_{f}\left(\lambda_{M}\right)}\left(\lambda_{M}\right)-D\left(\lambda^{*}\right)\right| \tag{6.56}
\end{equation*}
$$

where $\lambda_{M}$ and $\pi_{f}\left(\lambda_{M}\right)$ are the Lagrange multipliers and policy that result from the execution of GMBL-Dual algorithm. The error depends on the number of sub-gradient updates, $M$, which we empirically set as 100 for good error performance.

Our graphs relate to sample complexity, reward, constraint violation and duality gap. We set a packet budget for learning the model, and identify the error for each of our candidate algorithms. Figures 6.1, 6.4 and 6.7 depict the relation between the error and transmission budget empirically in the three scenarios. The graphs show that increasing the transmit budget reduces error for all the algorithms which is inconsistent with Theorems 12, 13 and 14. However, Online-CRLLP outperforms both GMBL-LP and GMBL-Dual algorithms. This observation implicates that Online-CRL-LP mostly concentrates on effective links, while the other two algorithms do not distinguish between links. Here, we also observe that GMBL-LP and GMBL-Dual algorithms perform similarly in terms of obtaining true objective. However, the figures show that when the density of the network increases, GMBL-LP algorithm experiences more deviations compared to other two algorithms.

Next, we compare the total amount of capacity constraint violations of output of three algorithms in figures 6.2, 6.5 and 6.8. These figures illustrate Online-CRL-LP also outperforms the other two algorithms in terms of constraint violation. We also observe that while Online-CRL-LP and GMBL-LP algorithms show a decrease in constraint violation, GMBL-Dual algorithm incur an increase in constraint violation. This result happens from implementing deterministic policy instead of stochastic policies. Because, we do not have access to obtain a stochastic policy for a given MDP. Resolving this issue needs developing a tool to construct a stochastic policy for a given MDP, or implementing two time-scale approximation which results in a totally different approach.

Further, we illustrate duality-gap error only for GMBL-Dual algorithm in figures 6.3, 6.6 and 6.9 because this result is only available for this algorithm. All the figures show that the duality gap error characterized according to equation (6.56) decreases as the transmission budget increases. These figures also implicate that even though the constraint violation does not decrease, the duality gap error decreases which is consistent with Theorem 14.

Finally, comparing the graphs of each performance metric under the three network scenarios indicate that a larger number of sources of randomness causes higher error. For example, the figures 6.1, 6.4 and 6.7 show that the error is higher for scenario 2 (which has more links) than scenario 1 for every transmit budget. This phenomenon is also seen in figures 6.2, 6.5 and 6.8 , and 6.3, 6.6 and 6.9 , which is consistent with Theorems 12,13 and 14.

### 6.6 Conclusion

In this chapter, we considered the problem of maximizing the throughput of unicast flows with strict per-packet deadlines over a multi-hop wireless network, motivated by 5G IAB mm-wave networks. The problem formulation took the form on a CMDP, and, assuming that the link statistics are unknown, can be solved using LP and dual-decomposition approaches. We proposed a modelbased RL approaches, and developed three of algorithms, based on offline channel sounding.

## 7. SUMMARY AND DIRECTIONS OF FUTURE RESEARCH

In this thesis, we study learning in the face of constraints as applied to networked systems. In the first three chapters, we introduced two notions of sample complexity for understanding the performance of RL algorithms for safety-constrained applications. We developed two categories of algorithms-offline GMBL and online algorithms in first three chapters. The main findings of chapters 2 and 3 points to a logarithmic factor increase in sample complexity over the unconstrained regime suggesting the value of the approach to real systems. However, these algorithms are based on LP approach which are computationally expensive. Therefore, in chapter 4, we concentrate on reducing the computational complexity of the constrained-RL algorithms by considering dual approach.

In the next chapter, we studied the problem of broadcasting real-time flows with hard perpacket deadlines in a multi-hop wireless network as a prospective application for our learning algorithms. This problem is computationally complex due to the need to solve an MDP over the network graph. We relax the problem using average link utilization constraints, and come up with a novel decomposition approach that enables its solution in a distributed fashion. We propose the DSR algorithm that maximizes the total timely-utility. The algorithm has a low complexity, and has a really low coordination overhead. We also develop a simple index policy based on DSR that is able to meet hard link utilization constraints. We simulate the variants of the algorithm, comparing against several recent throughout optimal algorithms. In all cases, DSR and the index policy have a better performance in terms of total timely-utility. We conclude that throughput and delay optimality are fundamentally different, but simple near-optimal solutions are possible in the delay-constrained case.

In final chapter, we considered the problem of maximizing the throughput of unicast flows with strict per-packet deadlines over a multi-hop wireless network, motivated by 5G IAB mm-wave networks. The problem formulation took the form on a CMDP, and, assuming that the link statistics are unknown, can be solved using LP and dual-decomposition approaches. We proposed a model-
based RL approaches, and developed three of algorithms, based on offline channel sounding. We introduced two notions of sample complexity. First notion is defined for objective maximization and constraint satisfaction individually for understanding the performance of RL algorithms for networks. With this definition, we developed two types of algorithms-GMBL-LP and online-CRL-LP. Second notion of sample complexity integrates objective maximization and constraint violations together. We designed algorithm GMBL-Dual based on this definition. Finally, we compared the performance of the three algorithms and showed that they have almost similar performance.
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## APPENDIX A

## APPENDIX OF CHAPTER 2

## A. 1 Extended-Linear Programming

ELP is a Linear Programming, LP, formulation indeed. So, we first present generic LP which is used to solve CMDP problem of (3.4) [4], then build the idea of ELP based on that. To solve CMDP problem (3.4) via LP approach, we convert this problem to a linear programming problem formulated using new variables occupation measures. Now, consider $\mu$ as the finite-horizon stateaction occupation measure under policy $\pi$ defined as

$$
\begin{equation*}
\mu(s, a, \pi, h):=\mathbb{P}\left(s_{h}=s, a_{h}=a \mid s_{h=0}=s_{0}\right) \tag{A.1}
\end{equation*}
$$

where the probability is calculated w.r.t. underlying transition kernel under policy $\pi, P_{\pi}$. It is shown that objective function and constraint functions could be restated as functions of occupation measures. Then, the problem would become to find the optimal occupation measures.

Now, if we let $\mu$ be any generic occupation measure defined as (B.1), then the equivalent LP to CMDP problem (3.4) is

$$
\begin{align*}
& \max _{\mu} \sum_{s, a, h} \mu(s, a, h) r(s, a) \\
& \text { s.t. } \\
& \sum_{s, a, h} \mu(s, a, h) c(i, s, a) \leq \bar{C}_{i} \forall i,  \tag{A.2}\\
& \sum_{a} \mu(s, a, h)=\sum_{s^{\prime}, a^{\prime}} P\left(s \mid s^{\prime}, a^{\prime}\right) \mu\left(s^{\prime}, a^{\prime}, h-1\right) \forall h \in\{1, \ldots, H-1\}, \\
& \quad \sum_{a} \mu\left(s_{0}, a, 0\right)=1, \quad \sum_{a} \mu(s, a, 0)=0 \forall s \in S \backslash\left\{s_{0}\right\}, \\
& \mu(s, a, h) \geq 0 \forall s, a, h
\end{align*}
$$

It is proved that the LP (B.3) is equivalent to CMDP problem of (3.4), and the optimal policy computed by this LP is also the solution to CMDP problem in [4]. Eventually, the optimal policy $\pi^{*}$ is calculated as follows

$$
\pi^{*}(s, a, h)=\frac{\mu(s, a, h)}{\sum_{b} \mu(s, b, h)}
$$

Now, given the estimated model $\widehat{P}$, we get the ELP formulation if we define new occupancy measure $q\left(s, a, s^{\prime}, h\right)=P\left(s^{\prime} \mid s, a\right) \mu(s, a, h)$. Eventually, the ELP formulation is

$$
\begin{aligned}
& \max _{q} \sum_{s, a, s^{\prime}, h} q\left(s, a, s^{\prime}, h\right) r(s, a) \\
& \text { s.t. } \\
& \sum_{s, a, s^{\prime}, h} q\left(s, a, s^{\prime}, h\right) c(i, s, a) \leq \bar{C}_{i} \forall i \in\{1, \ldots, N\}, \\
& \sum_{a, s^{\prime}} q\left(s, a, s^{\prime}, h\right)=\sum_{s^{\prime}, a^{\prime}} q\left(s^{\prime}, a^{\prime}, s, h-1\right) \forall h \in\{1, \ldots, H-1\}, \\
& \sum_{a, s^{\prime}} q\left(s_{0}, a, s^{\prime}, 0\right)=1, \quad \sum_{a, s^{\prime}} q\left(s, a, s^{\prime}, 0\right)=0 \forall s \in S \backslash\left\{s_{0}\right\}, \\
& q\left(s, a, s^{\prime}, h\right) \geq 0 \forall s, s^{\prime} \in S, a \in A, h \in\{0,1, \ldots, H-1\}, \\
& q\left(s, a, s^{\prime}, h\right)-\left(\widehat{P}\left(s^{\prime} \mid s, a\right)+\beta\left(s, a, s^{\prime}\right)\right) \sum_{y} q(s, a, y, h) \leq 0 \forall s, a, s^{\prime}, h, \\
& \quad-q\left(s, a, s^{\prime}, h\right)+\left(\widehat{P}\left(s^{\prime} \mid s, a\right)-\beta\left(s, a, s^{\prime}\right)\right) \sum_{y} q(s, a, y, h) \leq 0 \forall s, a, s^{\prime}, h,
\end{aligned}
$$

where $\beta\left(s, a, s^{\prime}\right)$ is the radius of the confidence interval around $\widehat{P}\left(s^{\prime} \mid s, a\right)$ which depends on the algorithm. The last two conditions in the above formulation include the confidence interval around $\widehat{P}$ and distinguish ELP from generic LP formulation. At the end, ELP outputs the optimistic policy, $\tilde{\pi}$ for Optimistic-GMBL and $\tilde{\pi}_{k}$ for Online-CRL, using the solution of above LP. Also, we can calculate an optimistic transition kernel denoted by $\tilde{P}$ by means of optimal $q\left(s, a, s^{\prime}, h\right)$. In
brief, the optimistic transition kernel and optimistic policy are computed as follows

$$
\tilde{P}\left(s^{\prime} \mid s, a\right)=\frac{q\left(s, a, s^{\prime}, h, s_{0}\right)}{\sum_{b} q\left(s, a, b, h, s_{0}\right)}, \quad \tilde{\pi}^{*}(s, a, h)=\frac{\sum_{s^{\prime}} q\left(s, a, s^{\prime}, h, s_{0}\right)}{\sum_{b, s^{\prime}} q\left(s, b, s^{\prime}, h, s_{0}\right)} .
$$

The details of ELP about the time and space complexity is briefed in [5], so we do not present them here.

## A. 2 Detailed Proofs for Upper PAC Bounds in Offline Mode

In this section, we assume that we have $n$ samples from each $(s, a)$ in every lemma presented.
Proof of Lemma 6: Fix a state, action and next state, i.e. $s, a, s^{\prime}$. Then, according to Hoeffding's inequality [30]

$$
\mathbb{P}\left(\left|P\left(s^{\prime} \mid s, a\right)-\widehat{P}\left(s^{\prime} \mid s, a\right)\right| \leq \sqrt{\frac{\log 4 / \delta_{P}}{2 n}}\right) \geq 1-\delta_{P} / 2
$$

Now, we apply empirical Bernstein's inequality [31] and get

$$
\mathbb{P}\left(\left|P\left(s^{\prime} \mid s, a\right)-\widehat{P}\left(s^{\prime} \mid s, a\right)\right| \leq \sqrt{\frac{2 \widehat{P}\left(s^{\prime} \mid s, a\right)\left(1-\widehat{P}\left(s^{\prime} \mid s, a\right)\right)}{n} \log \frac{4}{\delta_{P}}}+\frac{2}{3 n} \log \frac{4}{\delta_{P}}\right) \geq 1-\delta_{P} / 2
$$

By combining these two inequalities and applying union bound, we get

$$
\begin{aligned}
& \mathbb{P}\left(\left|P\left(s^{\prime} \mid s, a\right)-\widehat{P}\left(s^{\prime} \mid s, a\right)\right| \leq \min \left\{\sqrt{\frac{2 \widehat{P}\left(s^{\prime} \mid s, a\right)\left(1-\widehat{P}\left(s^{\prime} \mid s, a\right)\right)}{n} \log \frac{4}{\delta_{P}}}+\frac{2}{3 n} \log \frac{4}{\delta_{P}}, \sqrt{\frac{\log 4 / \delta_{P}}{2 n}}\right\}\right) \\
& \quad \geq 1-\delta_{P}
\end{aligned}
$$

Finally, we get the result by applying union bound over all state, action and next states.

Lemma 41. Let $\delta_{P} \in(0,1)$. Assume $p, \widehat{p}, \tilde{p} \in[0,1]$ satisfy $\mathbb{P}\left(p \in \mathcal{P}_{\delta_{P}}\right) \geq 1-\delta_{P}$ and $\tilde{p} \in \mathcal{P}_{\delta_{P}}$ where

$$
\mathcal{P}_{\delta_{P}}:=\left\{p^{\prime} \in[0,1]:\left|p^{\prime}-\widehat{p}\right| \leq \min \left(\sqrt{\frac{2 \widehat{p}(1-\widehat{p})}{n} \log 4 / \delta_{P}}+\frac{2}{3 n} \log 4 / \delta_{P}, \sqrt{\frac{\log 4 / \delta_{P}}{2 n}}\right)\right\} .
$$

Then,

$$
|p-\tilde{p}| \leq \sqrt{\frac{8 \tilde{p}(1-\tilde{p})}{n} \log 4 / \delta_{P}}+2 \sqrt{2}\left(\frac{\log 4 / \delta_{P}}{n}\right)^{\frac{3}{4}}+3 \sqrt{2} \frac{\log 4 / \delta_{P}}{n}
$$

w.p. at least $1-\delta_{P}$.

## Proof.

$$
\begin{aligned}
|p-\tilde{p}| & \leq|p-\hat{p}|+|\widehat{p}-\tilde{p}| \leq 2 \sqrt{\frac{2 \widehat{p}(1-\widehat{p})}{n} \log 4 / \delta_{P}}+\frac{4}{3 n} \log 4 / \delta_{P} \\
& \left.\leq 2 \sqrt{\frac{2 \log 4 / \delta_{P}}{n}\left(\tilde{p}+\sqrt{\frac{\log 4 / \delta_{P}}{2 n}}\right)\left(1-\tilde{p}+\sqrt{\frac{\log 4 / \delta_{P}}{2 n}}\right.}\right)+\frac{4}{3 n} \log 4 / \delta_{P} \\
& =2 \sqrt{\frac{2 \log 4 / \delta_{P}}{n}\left(\tilde{p}(1-\tilde{p})+\sqrt{\frac{\log 4 / \delta_{P}}{2 n}}+\frac{\log 4 / \delta_{P}}{2 n}\right)}+\frac{4}{3 n} \log 4 / \delta_{P} \\
& \leq \sqrt{\frac{8 \tilde{p}(1-\tilde{p})}{n} \log 4 / \delta_{P}}+2 \sqrt{2}\left(\frac{\log 4 / \delta_{P}}{n}\right)^{\frac{3}{4}}+3 \sqrt{2} \frac{\log 4 / \delta_{P}}{n}
\end{aligned}
$$

The first term in the first line is true w.p. at least $1-\delta_{P}$, hence the proof is complete.

Lemma 42. Suppose there are two CMDPs $M=\left\langle S, A, P, r, c, \bar{C}, s_{0}, H\right\rangle$ and $M^{\prime}=\left\langle S, A, P^{\prime}, r, c, \bar{C}, s_{0}, H\right\rangle$ satisfying assumption 3. Then, under any policy $\pi$

$$
V_{0}^{\pi}-V_{0}^{\prime \pi}=\sum_{h=0}^{H-2} P_{\pi}^{\prime h-1}\left(P_{\pi}-P_{\pi}^{\prime}\right) V_{h+1}^{\pi} \text { and } V_{0}^{\pi}-V_{0}^{\prime \pi}=\sum_{h=0}^{H-2} P_{\pi}^{h-1}\left(P_{\pi}-P_{\pi}^{\prime}\right) V_{h+1}^{\prime \pi},
$$

and for any $i \in\{1, \ldots, N\}$,

$$
C_{i, 0}^{\pi}-C_{i, 0}^{\prime \pi}=\sum_{h=0}^{H-2} P_{\pi}^{\prime h-1}\left(P_{\pi}-P_{\pi}^{\prime}\right) C_{i, h+1}^{\pi} \text { and } C_{i, 0}^{\pi}-C_{i, 0}^{\prime \pi}=\sum_{h=0}^{H-2} P_{\pi}^{h-1}\left(P_{\pi}-P_{\pi}^{\prime}\right) C_{i, h+1}^{\prime \pi} .
$$

Proof. We only prove the first statement of value function since the proof procedure for cost is
identical. For a fixed $h$ and $s$

$$
\begin{aligned}
& V_{h}^{\pi}(s)-V_{h}^{\prime \pi}(s)=r_{\pi}(s)+\sum_{s^{\prime}} P_{\pi}\left(s^{\prime} \mid s\right) V_{h+1}^{\pi}\left(s^{\prime}\right)-\left(r_{\pi}(s)+\sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right) V_{h+1}^{\prime \pi}\left(s^{\prime}\right)\right) \\
& =\sum_{s^{\prime}} P_{\pi}\left(s^{\prime} \mid s\right) V_{h+1}^{\pi}\left(s^{\prime}\right)-\sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right) V_{h+1}^{\pi}\left(s^{\prime}\right)+\sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right) V_{h+1}^{\pi}\left(s^{\prime}\right)-\sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right) V_{h+1}^{\prime \pi}\left(s^{\prime}\right) \\
& =\sum_{s^{\prime}}\left(P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right) V_{h+1}^{\pi}\left(s^{\prime}\right)+\sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\left(V_{h+1}^{\pi}\left(s^{\prime}\right)-V_{h+1}^{\prime \pi}\left(s^{\prime}\right)\right) .
\end{aligned}
$$

Because $V_{H-1}^{\pi}(s)=V_{H-1}^{\prime \pi}(s)=r_{\pi}(s)$, if we expand the second term until $h=H-1$, we get the result.

Lemma 43. Let $\delta_{P} \in(0,1)$. Suppose there are two CMDPs $M=\left\langle S, A, P, r, c, \bar{C}, s_{0}, H\right\rangle$ and $M^{\prime}=\left\langle S, A, P^{\prime}, r, c, \bar{C}, s_{0}, H\right\rangle$ satisfying assumption 3. Further assume

$$
\left|P\left(s^{\prime} \mid s, a\right)-P^{\prime}\left(s^{\prime} \mid s, a\right)\right| \leq c_{1}+c_{2} \sqrt{P^{\prime}\left(s^{\prime} \mid s, a\right)-\left(1-P^{\prime}\left(s^{\prime} \mid s, a\right)\right)}
$$

w.p. at least $1-\delta_{P}$ for each $s, s^{\prime} \in S, a \in A$. Then, under any policy $\pi$

$$
\left|\sum_{s^{\prime}}\left(P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right) V_{h+1}^{\prime \pi}\left(s^{\prime}\right)\right| \leq|S| c_{1}\left\|V_{h+1}^{\prime \pi}\right\|_{\infty}+c_{2} \sqrt{|S|} \sigma_{h}^{\prime \pi}(s)
$$

for any $(s, a) \in S \times A$ and $h \in[0, H-2]$ w.p. at least $1-|S| \delta_{P}$, and

$$
\left|\sum_{s^{\prime}}\left(P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right) C_{i, h+1}^{\prime \pi}\left(s^{\prime}\right)\right| \leq|S| c_{1}\left\|C_{i, h+1}^{\prime \pi}\right\|_{\infty}+c_{2} \sqrt{|S|} \sigma_{i, h}^{\prime \pi}(s)
$$

for any $(s, a) \in S \times A, i \in\{1, \ldots, N\}$ and $h \in[0, H-2]$ w.p. at least $1-|S| \delta_{P}$.

Proof. We only prove the statement of value function since the proof procedure for cost is identical. Fix state $s$ and define for this fixed state $s$ the constant function $\bar{V}^{\pi}\left(s^{\prime}\right)=\sum_{s^{\prime \prime}} P_{\pi}^{\prime}\left(s^{\prime \prime} \mid s\right) V_{h+1}^{\prime \pi}\left(s^{\prime \prime}\right)$ as the expected value function of the successor states of $s$. Note that $\bar{V}^{\pi}\left(s^{\prime}\right)$ is a constant function
and so $\bar{V}^{\pi}\left(s^{\prime}\right)=\sum_{s^{\prime \prime}} P_{\pi}^{\prime}\left(s^{\prime \prime} \mid s\right) \bar{V}^{\pi}\left(s^{\prime \prime}\right)=\sum_{s^{\prime \prime}} P_{\pi}\left(s^{\prime \prime} \mid s\right) \bar{V}^{\pi}\left(s^{\prime \prime}\right)$.

$$
\begin{align*}
& \left|\sum_{s^{\prime}}\left(P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right) V_{h+1}^{\prime \pi}\left(s^{\prime}\right)\right|=\left|\sum_{s^{\prime}}\left(P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right) V_{h+1}^{\prime \pi}\left(s^{\prime}\right)+\bar{V}^{\pi}(s)-\bar{V}^{\pi}(s)\right| \\
& =\left|\sum_{s^{\prime}}\left(P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right)\left(V_{h+1}^{\prime \pi}\left(s^{\prime}\right)-\bar{V}^{\pi}\left(s^{\prime}\right)\right)\right| \\
& \leq \sum_{s^{\prime}}\left|P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right|\left|V_{h+1}^{\pi}\left(s^{\prime}\right)-\bar{V}^{\pi}\left(s^{\prime}\right)\right|  \tag{A.3}\\
& \leq \sum_{s^{\prime}}\left(c_{1}+c_{2} \sqrt{P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)-\left(1-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right)}\right)\left|V_{h+1}^{\pi}\left(s^{\prime}\right)-\bar{V}^{\pi}\left(s^{\prime}\right)\right| \\
& \leq|S| c_{1}\left\|V_{h+1}^{\prime \pi}\right\|_{\infty}+c_{2} \sum_{s^{\prime}} \sqrt{P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\left(1-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right)\left(V_{h+1}^{\pi}\left(s^{\prime}\right)-\bar{V}^{\pi}\left(s^{\prime}\right)\right)^{2}} \\
& \leq|S| c_{1}\left\|V_{h+1}^{\prime \pi}\right\|_{\infty}+c_{2} \sqrt{|S| \sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\left(1-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right)\left(V_{h+1}^{\pi}\left(s^{\prime}\right)-\bar{V}^{\pi}\left(s^{\prime}\right)\right)^{2}}  \tag{A.4}\\
& \leq|S| c_{1}\left\|V_{h+1}^{\prime \pi}\right\|_{\infty}+c_{2} \sqrt{|S| \sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\left(V_{h+1}^{\pi}\left(s^{\prime}\right)-\bar{V}^{\pi}\left(s^{\prime}\right)\right)^{2}} \\
& =|S| c_{1}\left\|V_{h+1}^{\prime \pi}\right\|_{\infty}+c_{2} \sqrt{|S| \sigma_{h}^{\prime \pi}}
\end{align*}
$$

Inequality (B.7) holds w.p. at least $1-|S| \delta_{P}$, since we used the assumption and applied the triangle inequality and union bound. We then applied the assumed bound on $\left|V_{h+1}^{\prime \pi}\left(s^{\prime}\right)-\bar{V}^{\pi}\left(s^{\prime}\right)\right|$ and bounded it by $\left\|V_{h+1}^{\prime \pi}\right\|_{\infty}$ as all value functions are non-negative. In inequality (B.8), we applied the Cauchy-Schwarz inequality and subsequently used the fact that each term is the sum is nonnegative and that $\left(1-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right) \leq 1$. The final equality follows from the definition of $\sigma_{h}^{\prime \pi}(s)$.

Lemma 44. Let $\delta_{P} \in(0,1)$. Suppose there are two CMDPs $M=\left\langle S, A, P, r, c, \bar{C}, s_{0}, H\right\rangle$ and $M^{\prime}=\left\langle S, A, P^{\prime}, r, c, \bar{C}, s_{0}, H\right\rangle$ satisfying assumption 3. Further assume

$$
\left|P\left(s^{\prime} \mid s, a\right)-P^{\prime}\left(s^{\prime} \mid s, a\right)\right| \leq \frac{a}{\sqrt{n}}
$$

for all $s, s^{\prime} \in S, a \in A$ w.p. at least $1-\delta_{P}$. Then, under any policy $\pi$

$$
\left\|V_{H-1}^{\pi}-V_{H-1}^{\prime \pi}\right\|_{\infty} \leq \cdots \leq\left\|V_{0}^{\pi}-V_{0}^{\prime \pi}\right\|_{\infty} \leq|S| H^{2} a \frac{1}{\sqrt{n}}
$$

w.p. at least $1-|S|^{2}|A| H \delta_{P}$, and for any $i \in\{1, \ldots, N\}$

$$
\left\|C_{i, H-1}^{\pi}-C_{i, H-1}^{\prime \pi}\right\|_{\infty} \leq \cdots \leq\left\|C_{i, 0}^{\pi}-C_{i, 0}^{\prime \pi}\right\|_{\infty} \leq|S| H^{2} a \frac{1}{\sqrt{n}}
$$

w.p. at least $1-|S|^{2}|A| H \delta_{P}$.

Proof. We prove the statement of value function since the proof procedure for cost is identical. Let $\Delta_{h}=\max _{s}\left|V_{h}^{\pi}(s)-V_{h}^{\prime \pi}(s)\right|$. Then

$$
\begin{aligned}
& \Delta_{h}=\left|V_{h}^{\pi}(s)-V_{h}^{\prime \pi}(s)\right|=\left|r_{\pi}(s)+\sum_{s^{\prime}} P_{\pi}\left(s^{\prime} \mid s\right) V_{h+1}^{\pi}\left(s^{\prime}\right)-\left(r_{\pi}(s)+\sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right) V_{h+1}^{\prime \pi}\left(s^{\prime}\right)\right)\right| \\
& =\left|\sum_{s^{\prime}} P_{\pi}\left(s^{\prime} \mid s\right) V_{h+1}^{\pi}\left(s^{\prime}\right)-\sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right) V_{h+1}^{\pi}\left(s^{\prime}\right)+\sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right) V_{h+1}^{\pi}\left(s^{\prime}\right)-\sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right) V_{h+1}^{\prime \pi}\left(s^{\prime}\right)\right| \\
& \leq \sum_{s^{\prime}} \mid\left(P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right) \mid H+\Delta_{h+1}\right. \\
& \leq|S| H a \frac{1}{\sqrt{n}}+\Delta_{h+1} .
\end{aligned}
$$

Thus,

$$
\Delta_{h} \leq|S| H a \frac{1}{\sqrt{n}}+\Delta_{h+1}
$$

w.p. at least $1-|S|^{2}|A| \delta_{P}$ by applying union bound over all current state, action and next state. If we expand this recursively, we get

$$
\Delta_{H-1}=0 \leq \cdots \leq \Delta_{0} \leq|S| H^{2} a \frac{1}{\sqrt{n}}
$$

since $\Delta_{H-1}=\max _{s}\left|r_{\pi}(s)-r_{\pi}(s)\right|=0$. By taking union bound over time-steps, we get the result
holds w.p. at least $1-|S|^{2}|A| H \delta_{P}$. Hence the proof is complete.

Lemma 45. Let $\delta_{P} \in(0,1)$. Suppose there are two CMDPs $M=\left\langle S, A, P, r, c, \bar{C}, s_{0}, H\right\rangle$ and $M^{\prime}=\left\langle S, A, P^{\prime}, r, c, \bar{C}, s_{0}, H\right\rangle$ satisfying assumption 3. Further assume

$$
\left|P\left(s^{\prime} \mid s, a\right)-P^{\prime}\left(s^{\prime} \mid s, a\right)\right| \leq \frac{a}{\sqrt{n}}
$$

w.p. at least $1-\delta_{P}$ for all $s, s^{\prime} \in S, a \in A$. Then if $n \geq a|S| H^{2}$, at any time-step $h \in[0, H-1]$ and under any policy $\pi$

$$
\left\|\sigma_{h}^{\pi}-\sigma_{h}^{\prime \pi}\right\|_{\infty} \leq \frac{2 \sqrt{2|S| H^{2} a}}{n^{1 / 4}}
$$

w.p. at least $1-2|S|^{2}|A| H \delta_{P}$, and similarly for any $i \in\{1, \ldots, N\}$

$$
\left\|\sigma_{i, h}^{\pi}-\sigma_{i, h}^{\prime \pi}\right\|_{\infty} \leq \frac{2 \sqrt{2|S| H^{2} a}}{n^{1 / 4}}
$$

w.p. at least $1-2|S|^{2}|A| H \delta_{P}$.

Proof. We prove the statement of value function since the proof procedure for cost is identical. Fix a state $s$. Then,

$$
\begin{aligned}
\sigma_{h}^{\pi^{2}}(s) & =\sigma_{h}^{\pi^{2}}(s)-\mathbb{E}^{\prime}\left[\left(V_{h+1}^{\pi}\left(s_{h+1}\right)-P_{\pi}^{\prime} V_{h+1}^{\pi}(s)\right)^{2}\right]+\mathbb{E}^{\prime}\left[\left(V_{h+1}^{\pi}\left(s_{h+1}\right)-P_{\pi}^{\prime} V_{h+1}^{\pi}(s)\right)^{2}\right] \\
& \leq \sum_{s^{\prime}}\left(P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right) V_{h+1}^{\pi^{2}}\left(s^{\prime}\right)-\left[\left(\sum_{s^{\prime}} P_{\pi}\left(s^{\prime} \mid s\right) V_{h+1}^{\pi}\left(s^{\prime}\right)\right)^{2}-\left(\sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right) V_{h+1}^{\pi}\left(s^{\prime}\right)\right)^{2}\right] \\
& +\left[\sqrt{\mathbb{E}^{\prime}\left[\left(V_{h+1}^{\pi}\left(s_{h+1}\right)-V_{1}^{\prime \pi}\left(s_{1}\right)-P_{\pi}^{\prime}\left(V_{h+1}^{\pi}-V_{h+1}^{\prime \pi}\right)(s)\right)^{2}\right]}+\sqrt{\mathbb{E}^{\prime}\left[\left(V_{h+1}^{\prime \pi}\left(s_{h+1}\right)-P_{\pi}^{\prime}\left(V_{h+1}^{\prime \pi}\right)(s)\right)^{2}\right.}\right]^{2}
\end{aligned}
$$

where we applied triangular inequality in the last line. And, please note that $\mathbb{E}^{\prime}$ means expectation w.r.t. transition kernel $P_{\pi}^{\prime}$. It is straightforward to show that $\operatorname{Var}_{s^{\prime} \sim P_{\pi}^{\prime}(\cdot \mid s)}\left(V_{h}^{\pi}\left(s^{\prime}\right)-V_{h}^{\prime \pi}\left(s^{\prime}\right)\right) \leq$
$\left\|V_{h}^{\pi}-V_{h}^{\prime \pi}\right\|_{\infty}^{2}$ implying

$$
\begin{aligned}
\sigma_{h}^{\pi^{2}}(s) & \leq \sum_{s^{\prime}}\left(P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right) V_{h+1}^{\pi^{2}}\left(s^{\prime}\right) \\
& -\left[\sum_{s^{\prime}}\left(P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right) V_{h+1}^{\pi}\left(s^{\prime}\right)\right]\left[\sum_{s^{\prime}}\left(P_{\pi}\left(s^{\prime} \mid s\right)+P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right) V_{h+1}^{\pi}\left(s^{\prime}\right)\right] \\
& +\left(\left\|V_{h}^{\pi}-V_{h}^{\prime \pi}\right\|_{\infty}+\sigma_{h}^{\prime \pi}(s)\right)^{2}
\end{aligned}
$$

w.p. at least $1-|S| \delta_{P}$ Now, if we use Lemma 53, we get

$$
\begin{aligned}
\sigma_{h}^{\pi^{2}}(s) & \leq\left[\sigma_{h}^{\prime}(s)+\frac{|S| H^{2} a}{\sqrt{n}}\right]^{2}+\frac{2|S| a H^{2}}{\sqrt{n}} \leq\left[\sigma_{h}^{\prime \pi}(s)+\frac{|S| H^{2} a}{\sqrt{n}}+\frac{\sqrt{2|S| H^{2} a}}{n^{1 / 4}}\right]^{2} \\
& \leq\left[\sigma_{h}^{\prime \pi}(s)+\frac{2 \sqrt{2|S| H^{2} a}}{n^{1 / 4}}\right]^{2}
\end{aligned}
$$

w.p. at least $1-|S|^{2}|A| H \delta_{P} .{ }^{*}$ In the last line, we used the fact that for any $x, y>0$ we have $x^{2}+y^{2} \leq(x+y)^{2}$. And, the assumption on $n$, dominates the term with $\frac{1}{n^{1 / 4}}$ over $\sqrt{n}$. Eventually, the result follows by taking square root from both sides and union bound on both directions, i.e. $\sigma_{h}^{\prime \pi}(s) \leq \sigma_{h}^{\pi}(s)+\frac{2 \sqrt{2|S| H^{2} a}}{n^{1 / 4}} .{ }^{\dagger}$

Lemma 46. [7] The variance of the value function defined as $\Sigma_{t}^{\pi}(s)=\mathbb{E}\left[\left(\sum_{h=t}^{H-1} r\left(s_{h}\right)-V_{0}^{\pi}(s)\right)^{2}\right]$ satisfies a Bellman equation $\Sigma_{t}^{\pi}(s)=\sigma_{t}^{\pi^{2}}(s)+\sum_{s^{\prime} \in S} P_{\pi}\left(s^{\prime} \mid s\right) V_{t+1}^{\pi}\left(s^{\prime}\right)$ which gives $\Sigma_{t}^{\pi}(s)=$ $\sum_{h=t}^{H}\left(P_{\pi}^{h-1} \sigma_{h}^{\pi^{2}}\right)(s)$. Since $0 \leq \Sigma_{0}^{\pi}(s) \leq H^{2}$, it follows that $0 \leq \sum_{h=0}^{H-1}\left(P_{\pi}^{h-1} \sigma_{h}^{\pi^{2}}\right)(s) \leq H^{2}$ for all $s \in S$.

## Corollary 5. The result of Lemma 63 also holds for variance of cost functions.

Proof of Lemma 28: We only prove the statement of value function since the proof procedure for cost is identical. First, we apply Lemma 60 and get
$\left|P\left(s^{\prime} \mid s, a\right)-\tilde{P}\left(s^{\prime} \mid s, a\right)\right| \leq \sqrt{\frac{8 P\left(s^{\prime} \mid s, a\right)\left(1-\tilde{P}\left(s^{\prime} \mid s, a\right)\right)}{n} \log 4 / \delta_{P}}+2 \sqrt{2}\left(\frac{\log 4 / \delta_{P}}{n}\right)^{\frac{3}{4}}+3 \sqrt{2} \frac{\log 4 / \delta_{P}}{n}$
${ }^{*}$ Please note that when the assumption on transition kernel holds, then $\sum_{s^{\prime}}\left(P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right) V_{h+1}^{\pi^{2}}\left(s^{\prime}\right)$ and $\left\|V_{h}^{\pi}-V_{h}^{\prime \pi}\right\|_{\infty}$ are dependent. And, we can consider the one with lower probability.
${ }^{\dagger}$ Here, we also know that the high probability bound on $\left|\sigma_{h}^{\pi}(s)-\sigma_{h}^{\prime \pi}(s)\right|$ is dependent over all $(s, a)$.
w.p. at least $1-\delta_{P}$. So, let

$$
\begin{equation*}
c_{1}=2 \sqrt{2}\left(\frac{\log 4 / \delta_{P}}{n}\right)^{\frac{3}{4}}+\frac{3 \sqrt{2} \log 4 / \delta_{P}}{n} \text { and } c_{2}=\sqrt{\frac{8 \log 4 / \delta_{P}}{n}} \tag{A.5}
\end{equation*}
$$

Now, let fix state $s$ :

$$
\begin{align*}
& \left|V_{0}^{\pi}(s)-\tilde{V}_{0}^{\pi}(s)\right|=\left|\sum_{h=0}^{H-2} \tilde{P}_{\pi}^{h-1}\left(P_{\pi}-\tilde{P}_{\pi}\right) V_{h+1}^{\pi}\right|(s)  \tag{A.6}\\
& \leq \sum_{h=0}^{H-2} \tilde{P}_{\pi}^{h-1}\left|\left(P_{\pi}-\tilde{P}_{\pi}\right) V_{h+1}^{\pi}\right|(s) \leq \sum_{h=0}^{H-2} \tilde{P}_{\pi}^{h-1}\left(|S| c_{1}\left\|V_{h+1}^{\pi}\right\|_{\infty}+c_{2} \sqrt{|S|} \sigma_{h}^{\pi}\right)(s)  \tag{A.7}\\
& \leq|S| H^{2} c_{1}+c_{2} \sqrt{|S|} \sum_{h=0}^{H-1}\left(\tilde{P}_{\pi}^{h-1} \sigma_{h}^{\pi}\right)(s)  \tag{A.8}\\
& \leq|S| H^{2} c_{1}+c_{2} \sqrt{|S|} \sum_{h=0}^{H-1}\left(\tilde{P}^{h-1}\left(\tilde{\sigma}_{h}^{\pi}+\frac{2^{1.25}|S|^{0.5} H\left(\log 4 / \delta_{P}\right)^{0.25}}{n^{1 / 4}}\right)(s)\right.  \tag{A.9}\\
& \leq|S| H^{2} c_{1}+c_{2} \sqrt{|S| H} \sqrt{\sum_{h=0}^{H-1}\left(\tilde{P}^{h-1} \tilde{\sigma}_{h}^{\pi^{2}}\right)(s)+c_{2} H \sqrt{|S|} \frac{2^{1.25}|S|^{0.5} H\left(\log 4 / \delta_{P}\right)^{0.25}}{n^{1 / 4}}}  \tag{A.10}\\
& =\frac{3 \sqrt{2}|S| H^{2} \log 4 / \delta_{P}}{n}+\frac{2 \sqrt{2}|S| H^{2}\left(\log 4 / \delta_{P}\right)^{\frac{3}{4}}}{n^{\frac{3}{4}}}+\sqrt{\frac{8|S| H^{3} \log 4 / \delta_{P}}{n}}+\frac{2^{2.75}|S| H^{2}\left(\log 4 / \delta_{P}\right)^{\frac{3}{4}}}{n^{\frac{3}{4}}}
\end{align*}
$$

$$
\begin{equation*}
\leq \sqrt{128 \frac{|S| H^{3} \log 4 / \delta_{P}}{n}} \tag{A.11}
\end{equation*}
$$

In equation (B.16), we used Lemma 51. Then, we applied Lemma 52 to obtain inequality (B.17). Next, we bound $\left\|V_{h+1}^{\pi}\right\|_{\infty}$ by $H$ in inequality (B.18). To get inequality (B.19), we use Lemma 54, since we can bound $P(\cdot \mid s, a)-\tilde{P}(\cdot \mid s, a)$ by $c_{2}$. And, we applied Cauchy-Scharwz inequality to get inequality (B.20). To get inequality (B.21), we applied Lemma 63 and substituting $c_{1}$ and $c_{2}$ according to equations (B.15). Finally, inequality (A.12) follows from the fact that $n \geq 2592|S|^{2} H^{2} \log 4 / \delta_{P}$. Since the result is true for every $s \in S$, hence the proof is complete.

Proof of Theorem 12: Let $\delta_{P} \in(0,1)$. First, we know that optimistic planning problem (6.33) is feasible w.p. at least $1-|S|^{2}|A| \delta_{P}$. The following events are dependent on this event. Thus, we consider the lowest probability of feasibility and following events.

Now, we have

$$
V_{0}^{\pi^{*}}\left(s_{0}\right)-\sqrt{128 \frac{|S| H^{3} \log 4 / \delta_{P}}{n}} \leq \tilde{V}_{0}^{\pi^{*}}\left(s_{0}\right) \leq V_{0}^{\pi^{*}}\left(s_{0}\right)+\sqrt{\frac{128|S| H^{3} \log 4 / \delta_{P}}{n}}
$$

w.p. at least $1-3|S|^{2}|A| H \delta_{P}$ and

$$
V_{0}^{\tilde{\pi}}\left(s_{0}\right)-\sqrt{\frac{128|S| H^{3} \log 4 / \delta_{P}}{n}} \leq \tilde{V}_{0}^{\tilde{\pi}}\left(s_{0}\right) \leq V_{0}^{\tilde{\pi}}\left(s_{0}\right)+\sqrt{\frac{128|S| H^{3} \log 4 / \delta_{P}}{n}}
$$

w.p. at least $1-3|S|^{2}|A| H \delta_{P}$ according to Lemma 28. On the other hand, we know that $\tilde{V}_{0}^{\pi^{*}}\left(s_{0}\right) \leq$ $\tilde{V}_{0}^{\tilde{\pi}}\left(s_{0}\right)$. Thus, by combining these results we get

$$
V_{0}^{\pi^{*}}\left(s_{0}\right)-\sqrt{\frac{128|S| H^{3} \log 4 / \delta_{P}}{n}} \leq \tilde{V}_{0}^{\pi^{*}}(s) \leq \tilde{V}_{0}^{\tilde{\pi}}\left(s_{0}\right) \leq V_{0}^{\tilde{\pi}}(s)+\sqrt{\frac{128|S| H^{3} \log 4 / \delta_{P}}{n}}
$$

It yields that $V_{0}^{\tilde{\pi}}\left(s_{0}\right) \geq V_{0}^{\pi^{*}}\left(s_{0}\right)-2 \sqrt{\frac{128|S| H^{3} \log 4 / \delta_{P}}{n}}$ w.p. at least $1-6|S|^{2}|A| H \delta_{P}$ by union bound.

On the other hand, for any $i \in\{1, \ldots, N\}$ we have

$$
C_{i, 0}^{\tilde{\pi}}\left(s_{0}\right) \leq \tilde{C}_{i, 0}^{\tilde{\pi}}\left(s_{0}\right)+\sqrt{\frac{128|S| H^{3} \log 4 / \delta_{P}}{n}} \leq \bar{C}_{i}+\sqrt{\frac{128|S| H^{3} \log 4 / \delta_{P}}{n}}
$$

w.p. at least $1-3|S|^{2}|A| H \delta_{P}$ according to Lemma 28. By taking union bound, we get that all statements for value and cost functions hold w.p. at least $1-(3 N+6)|S|^{2}|A| H \delta_{P}$. Hence, putting $\epsilon=2 \sqrt{\frac{128|S| H^{3} \log 4 / \delta_{P}}{n}}$ and $\delta=12(N+2)|S|^{2}|A| H \delta_{P}$ concludes the proof. Please note that $\epsilon<\frac{2}{9} \sqrt{\frac{H}{|S|}}$ would satisfy the assumption in Lemma 28.

## A. 3 Detailed Proof for Theorem 13

First, we bound total number of model updates in Algorithm 8.
Lemma 47. The total number of updates under algorithm 8 is bounded by $U_{\max }=|S|^{2}|A| m$.
Proof. Let fix a $(s, a)$-pair. Note that $n(s, a)$ is not decreasing and also it increases up to $|S| m H$. And, since update of model happens at the beginning of each episode, then maximum number of
updates due to a single $(s, a)$ happens at most $|S| m$ number of times. Thus, maximum number of updates due to all $(s, a)$ - pairs is no larger than $|S|^{2}|A| m$

Proof of Lemma 30: At each episode with model update $k$ and for each $(s, a)$, by Hoeffding's inequality [30] we have

$$
\left|P\left(s^{\prime} \mid s, a\right)-\hat{P}\left(s^{\prime} \mid s, a\right)\right| \leq \sqrt{\frac{\log \left(4 / \delta_{1}\right)}{2 n(s, a)}}
$$

holds w.p. at least $1-\delta_{1} / 2$.
By empirical Brenstein's inequality [31] we have

$$
\left|P\left(s^{\prime} \mid s, a\right)-\widehat{P}\left(s^{\prime} \mid s, a\right)\right| \leq \sqrt{\frac{2 \widehat{P}\left(s^{\prime} \mid s, a\right)\left(1-\widehat{P}\left(s^{\prime} \mid s, a\right)\right)}{n(s, a)} \log \frac{4}{\delta_{1}}}+\frac{2}{3 n(s, a)} \log \frac{4}{\delta_{1}}
$$

w.p. at least $1-\delta_{1} / 2$.

Combining above two inequalities and applying union bound, we get

$$
\begin{aligned}
& \mathbb{P}\left(\left|P\left(s^{\prime} \mid s, a\right)-\widehat{P}\left(s^{\prime} \mid s, a\right)\right| \leq \min \left\{\sqrt{\frac{2 \widehat{P}\left(s^{\prime} \mid s, a\right)\left(1-\widehat{P}\left(s^{\prime} \mid s, a\right)\right)}{n(s, a)} \log \frac{4}{\delta_{1}}}+\frac{2}{3 n(s, a)} \log \frac{4}{\delta_{1}}, \sqrt{\frac{\log 4 / \delta_{1}}{2 n(s, a)}}\right\}\right) \\
& \quad \geq 1-\delta_{1}
\end{aligned}
$$

Finally, we get the result by applying union bound over all model updates and next states.
Now, we start proving Lemma 33. But, first we provide some useful lemmas.
Lemma 48. Total number of observations of $(s, a) \in X_{k, \kappa, \iota}$ with $\kappa \in[1,|S|-1]$ and $\iota>0$ over all phases $k$ is at most $3|S \times A| m w_{\iota} \kappa . w_{\iota}=\min \left\{w_{k}(s, a): \iota_{k}(s, a)=\iota\right\}$.

Proof. Note that $w_{\iota+1}=2 w_{\iota}$ for $\iota>0$. Consider a phase $k$ and a fixed $(s, a) \in X_{k, \kappa, \iota}$. Since we assumed $\iota_{k}(s, a)=\iota$, then $w_{\iota} \leq w_{k}(s, a) \leq 2 w_{\iota}$. Similarly, from $\kappa_{k}(s, a)=\kappa$ we have $\frac{n_{k}(s, a)}{2 m w_{k}(s, a)} \leq \kappa \leq \frac{n_{k}(s, a)}{m w_{k}(s, a)}$ which implies

$$
\begin{equation*}
m w_{\iota} \kappa \leq m w_{k}(s, a) \kappa \leq n_{k}(s, a) \leq 2 m w_{k}(s, a) \kappa \leq 4 m w_{\iota} \kappa . \tag{A.13}
\end{equation*}
$$

Therefore, each $(s, a)$ in $\left\{(s, a) \in X_{k, \kappa, \iota}: k \in \mathbb{N}\right\}$ can only be observed $3 m w_{\iota} \kappa$. Then, the total observations is at most $3|S \times A| m w_{\iota} \kappa$.

Lemma 49. Number of episodes $E_{\kappa, \iota}$ in phases with $\left|X_{k, \kappa, l}\right|>\kappa$ is bounded for $\alpha \geq 3$ w.h.p.

$$
P\left(E_{\kappa, \iota}>\alpha N\right) \leq \exp \left(-\frac{\beta w_{\iota}(\kappa+1) N}{H}\right)
$$

where $N=|S \times A| m$ and $\beta=\frac{\alpha(3 / \alpha-1)^{2}}{7 / 3-1 / \alpha}$.
Proof. Let $\nu_{k}:=\sum_{h=0}^{H-1} \mathbb{I}\left\{\left(s_{h}, a_{h}\right) \in X_{k, \kappa, \iota}\right\}$ be number of observations of $(s, a)$ with $\left|X_{k, \kappa, l}\right|>\kappa$. We have $k \in\left\{1, \ldots, E_{\kappa, \iota}\right\}$.

In these episodes $\left|X_{k, \kappa, \iota}\right| \geq \kappa+1$ and all $(s, a)$ in partition $(\kappa, \iota)$ have $w_{k}(s, a) \geq w_{\iota}$, then

$$
\mathbb{E}\left[\nu_{k} \mid \nu_{1}, \ldots, \nu_{k-1}\right] \geq(\kappa+1) w_{\iota} .
$$

Also $\mathbb{V}\left[\nu_{k} \mid \nu_{1}, \ldots, \nu_{k-1}\right] \leq \mathbb{E}\left[\nu_{k} \mid \nu_{1}, \ldots, \nu_{k-1}\right] H$ since $\nu_{k} \in[0, H]$.
Now, we define the continuation:

$$
\nu_{k}^{+}:= \begin{cases}\nu_{k} & i \leq E_{\kappa, \iota} \\ w_{\iota}(\kappa+1) & \text { O.W. }\end{cases}
$$

and centralized auxiliary sequence

$$
\bar{\nu}_{k}:=\frac{\nu_{k}^{+} w_{\iota}(\kappa+1)}{\mathbb{E}\left[\nu_{k}^{+} \mid \nu_{1}^{+}, \ldots, \nu_{k-1}^{+}\right]} .
$$

By construction

$$
\mathbb{E}\left[\bar{\nu}_{k} \mid \bar{\nu}_{1}, \ldots, \bar{\nu}_{k-1}\right]=w_{\iota}(\kappa+1)
$$

According to lemma 57, we have $E_{\kappa, \iota}>\alpha N$ if

$$
\sum_{k=1}^{\alpha N} \bar{\nu}_{k} \leq 3 N w_{\iota} \kappa \leq 3 N w_{\iota}(\kappa+1)
$$

Now, we define martingale below

$$
B_{k}:=\mathbb{E}\left[\sum_{j=1}^{\alpha N} \bar{\nu}_{j} \mid \bar{\nu}_{1}, \ldots, \bar{\nu}_{k}\right]=\sum_{j=1}^{k} \bar{\nu}_{j}+\sum_{j=k+1}^{\alpha N} \mathbb{E}\left[\bar{\nu}_{j} \mid \bar{\nu}_{1}, \ldots, \bar{\nu}_{i}\right],
$$

which gives $B_{0}=\alpha N w_{\iota}(\kappa+1)$ and $B_{\alpha N}=\sum_{k=1}^{\alpha N} \bar{\nu}_{k}$. Now, since $\nu_{k}^{+} \in[0, H]$

$$
\begin{aligned}
\left|B_{k+1}-B_{k}\right| & =\left|\bar{\nu}_{k}-\mathbb{E}\left[\bar{\nu}_{k} \mid \bar{\nu}_{1}, \ldots, \bar{\nu}_{k-1}\right]\right|=\left|\frac{w_{\iota}(\kappa+1)\left(\nu_{k}^{+}-\mathbb{E}\left[\nu_{k}^{+} \mid \bar{\nu}_{1}, \ldots, \bar{\nu}_{k-1}\right]\right)}{\mathbb{E}\left[\nu_{k}^{+} \mid \nu_{1}^{+}, \ldots, \nu_{k-1}^{+}\right]}\right| \\
& \leq\left|\nu_{k}^{+}-\mathbb{E}\left[\nu_{k}^{+} \mid \bar{\nu}_{1}, \ldots, \bar{\nu}_{k-1}\right]\right| \leq H
\end{aligned}
$$

Using
$\sigma^{2}:=\sum_{k=1}^{\alpha N} \mathbb{V}\left[B_{k}-B_{k-1} \mid B_{1}-B_{0}, \ldots, B_{k-1}-B_{k-2}\right]=\sum_{k=1}^{\alpha N} \mathbb{V}\left[\bar{\nu}_{k} \mid \bar{\nu}_{1}, \ldots, \bar{\nu}_{k-1}\right] \leq \alpha N H w_{\iota}(\kappa+1)=H B_{0}$
we can apply Theorem 22 of [69] and obtain

$$
\begin{aligned}
\mathbb{P}\left(E_{\kappa, \iota}>\alpha N\right) & \leq \mathbb{P}\left(\sum_{k=1}^{\alpha N} \bar{\nu}_{k} \leq 3 N w_{\iota}(\kappa+1)\right)=\mathbb{P}\left(B_{\alpha N}-B_{0} \leq 3 B_{0} / \alpha-B_{0}\right) \\
& \leq \exp \left(-\frac{(3 / \alpha-1)^{2} B_{0}^{2}}{2 \sigma^{2}+H(1 / 3-1 / \alpha) B_{0}}\right)
\end{aligned}
$$

for $\alpha \geq 3$. By simplifying it we get

$$
\mathbb{P}\left(E_{\kappa, \iota}>\alpha N\right) \leq \exp -\frac{\alpha(3 / \alpha)^{2}}{7 / 3-1 / \alpha} \frac{N w_{\iota}(\kappa+1)}{H}
$$

Proof of Lemma 33: Since $w_{k}(s, a) \leq H$, we have that $\frac{w_{k}(s, a)}{w_{\min }}<\frac{H}{w_{\text {min }}}$ and so $\iota_{k}(s, a) \leq$ $H / w_{\text {min }}=4 H^{2}|S| / \epsilon$. In addition, $\left|X_{k, \kappa, \iota}\right| \leq|S \times A|$ for all $k, \kappa, \iota$ and so $\left|X_{k, \kappa, \iota}\right|>\kappa$ can only be true for $\kappa \leq|S|$. Hence, only $E_{\max }=\log _{2} \frac{H}{w_{\min }} \log _{2}|S|$ possible values for $(\kappa, \iota)$ exists that can have $\left|X_{k, \kappa, \iota}\right|>\kappa$. By union bound over all $(\kappa, \iota)$ and lemma 58, we get

$$
\begin{aligned}
\mathbb{P}\left(E \leq \alpha N E_{\max }\right) & \geq \mathbb{P}\left(\max _{(\kappa, \iota)} E_{\kappa, \iota} \leq \alpha N\right) \geq 1-E_{\max } \exp \left(-\frac{\beta w_{\iota}(\kappa+1) N}{H}\right) \\
& \geq 1-E_{\max } \exp \left(-\frac{\beta w_{\min } N}{H}\right)=1-E_{\max } \exp \left(-\frac{\beta w_{\min } m|S \times A|}{H}\right) \\
& =1-E_{\max } \exp \left(-\frac{\beta \epsilon m|S \times A|}{4 H^{2}|S|}\right)
\end{aligned}
$$

Bounding the right hand-side by $1-\delta / 2$ and solving for $m$ gives

$$
1-E_{\max } \exp \left(-\frac{\beta \epsilon m|S \times A|}{4 H^{2}|S|}\right) \geq 1-\delta / 2 \Leftrightarrow m \geq \frac{4 H^{2}|S|}{|S \times A| \beta \epsilon} \ln \frac{2 E_{\max }}{\delta}
$$

Hence, the condition

$$
m \geq \frac{4 H^{2}}{\beta \epsilon} \ln \frac{2 E_{\max }}{\delta}
$$

is sufficient for desired result to hold. Plugging in $\alpha=6$ and $\beta=\frac{\alpha(3 / \alpha-1)^{2}}{7 / 3-1 / \alpha}$ would obtain the statement to show.

Next, we need the following corollaries to prove Lemma 35.

Corollary 6. If we substitute the $\delta_{P}$ with $\delta_{1}$ in Lemma 60 , the result will pertain.

Corollary 7. If we substitute the $\delta_{P}$ with $\delta_{1}$ in Lemma 52 , the result will pertain.

Proof of Lemma 35: We only prove the statement of value function since the proof procedure for cost is identical.

Before proceeding, in this lemma we reason about a sequence of CMDPs $M_{d}$ which have the same transition probabilities but different reward matrix $r^{(d)}$ and cost matrices $c^{(d)}$. Here, we only present the definition of $r^{(d)}$, as definition of $c^{(d)}$ is identical to $r^{(d)}$. For $d=0$, the reward matrix
is the original reward function $r$ of $M\left(r^{(0)}=r\right.$.) The following reward matrices are then defined recursively as $r^{(2 d+2)}=\max _{h} \sigma_{h: H-1}^{(d), 2}$, where $\sigma_{h: H-1}^{(d), 2}$ is local variance of the value function w.r.t. the rewards $r^{(d)}$. Note that for every $d$ and $h=0, \ldots, H-1$ and $s \in S$, we have $r^{(d)}(s) \in\left[0, H^{d}\right]$.

In addition, we will drop the notations $k$ and policy $\tilde{\pi}_{k}$ in the following lemmas, since the statements are for a fixed episode $k$ and all value functions, reward matrices and transition kernels are defined under policy $\tilde{\pi}_{k}$.

Now,

$$
\begin{aligned}
\Delta_{d} & :=\left|V_{0}^{(d)}\left(s_{0}\right)-\tilde{V}_{0}^{(d)}\left(s_{0}\right)\right|=\left|\sum_{h=0}^{H-2} P^{h-1}(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}\left(s_{0}\right)\right| \\
& \leq \sum_{h=0}^{H-1} P^{h-1}\left|P-\tilde{P} \tilde{V}_{h+1}^{(d)}\right|\left(s_{0}\right) \\
& =\sum_{h=0}^{H-1} P^{h-1}\left(\sum_{s, a \in S \times A} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\left|(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}\right|\right)\left(s_{0}\right) \\
& =\sum_{s, a \in S \times A} \sum_{h=0}^{H-1} P^{h-1}\left(\mathbb{I}\{s=\cdot, a=\tilde{\pi}(s, \cdot, h)\}\left|(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}\right|\right)\left(s_{0}\right) \\
& =\sum_{s, a \in S \times A} \sum_{h=0}^{H-1} P^{h-1}\left(\mathbb{I}\{s=\cdot, a=\tilde{\pi}(s, \cdot, h)\}\left|(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}(s)\right|\right)\left(s_{0}\right)
\end{aligned}
$$

The first equality follows from Lemma 51, the second step from the fact that $V_{h+1} \geq 0$ and $P^{h-1}$ being non-expansive. In the third, we introduce an indicator function which does not change the value as we sum over all $(s, a)$ pairs. The fourth step relies on the linearity of $P$ operators. In the fifth step, we realize that $\mathbb{I}\{s=., a \sim \tilde{\pi}(s, \cdot, h)\}\left|(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}(\cdot)\right|$ is a function that takes nonzero values for input $s$. We can therefore replace the argument of the second term with $s$ without
changing the value. The term becomes constant and by linearity of $P$, we can write

$$
\begin{aligned}
& \left|V_{0}^{(d)}\left(s_{0}\right)-\tilde{V}_{0}^{(d)}\left(s_{0}\right)\right|=\Delta_{d} \leq \sum_{s, a \in S \times A} \sum_{h=0}^{H-1} P^{h-1}\left(\mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\left|(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}(s)\right|\right)\left(s_{0}\right) \\
& \leq \sum_{s, a \notin X} \sum_{h=0}^{H-1}\left\|\tilde{V}_{h+1}^{(d)}\right\|_{\infty}\left(P^{h-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\right)\left(s_{0}\right) \\
& +\sum_{s, a \in X} \sum_{h=0}^{H-1}\left|(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}(s)\right|\left(P^{h-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\right)\left(s_{0}\right) \\
& \leq \sum_{s, a \notin X} \sum_{h=0}^{H-1} H^{d+1}\left(P^{h-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\right)\left(s_{0}\right) \\
& +\sum_{s, a \in X} \sum_{h=0}^{H-1}\left|(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}(s)\right|\left(P^{h-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\right)\left(s_{0}\right) \\
& \leq \sum_{s, a \notin X} \sum_{h=0}^{H-1} H^{d+1}\left(P^{h-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\right)\left(s_{0}\right) \\
& +\sum_{s, a \in X} \sum_{h=0}^{H-1}| | S\left|c_{1}(s, a) H^{d+1}+c_{2}(s, a) \sqrt{|S|} \tilde{\sigma}_{h}^{(d)}(s, a)\right|\left(P^{h-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\right)\left(s_{0}\right) \\
& \leq \sum_{s, a \notin X} \sum_{h=0}^{H} H^{d+1}\left(P^{h-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\right)\left(s_{0}\right) \\
& +\sum_{s, a \in X} \sum_{h=0}^{H}| | S\left|c_{1}(s, a) H^{d+1}\right|\left(P^{h-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\right)\left(s_{0}\right) \\
& +\sum_{s, a \in X} \sum_{h=0}^{H-1}\left|\sqrt{|S|} c_{2}(s, a) \tilde{\sigma}_{h}^{(d)}(s, a)\right|\left(P^{h-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\right)\left(s_{0}\right) \\
& \leq \sum_{s, a \notin X} H^{d+1} w(s, a)+\sum_{s, a \in X}|S| c_{1}(s, a) H^{d+1} w(s, a) \\
& +\sum_{s, a \in X} \sqrt{|S|} c_{2}(s, a) \sum_{h=0}^{H-1} \tilde{\sigma}_{h}^{(d)}(s, a)\left(P^{h-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\right)\left(s_{0}\right) \\
& \leq w_{\text {min }}|S| H^{d+1}+\sum_{s, a \in X}|S| c_{1}(s, a) H^{d+1} w(s, a) \\
& +\sum_{s, a \in X} \sqrt{|S|} c_{2}(s, a) \sum_{h=0}^{H-1} \tilde{\sigma}_{h}^{(d)}(s, a)\left(P^{h-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\right)\left(s_{0}\right) \\
& =\frac{\epsilon}{4} H^{d}+\sum_{s, a \in X}|S| c_{1}(s, a) H^{d+1} w(s, a) \\
& +\sum_{s, a \in X} \sqrt{|S|} c_{2}(s, a) \sum_{h=0}^{H-1} \tilde{\sigma}_{h}^{(d)}(s, a)\left(P^{h-1} \mathbb{I}\{s \neq 6,4 a \sim \tilde{\pi}(s, \cdot, h)\}\right)\left(s_{0}\right)
\end{aligned}
$$

In the second inequality, we split the sum over all $(s, a)$ pairs and used the fact that $P$ and $\tilde{P}$ are non-expansive. The next step follows from $\left\|V_{h+1}^{(d)}\right\|_{\infty} \leq\left\|V_{0}^{(d)}\right\|_{\infty} \leq H^{d+1}$. We then apply Lemma 52 and subsequently use that all terms are nonnegative and the definition of $w(s, a)$. Eventually, the last two lines come from the fact that $w(s, a) \leq w_{\min }$ for all $(s, a)$ not in the active set. Besides, please note that we are analyzing under the given policy $\tilde{\pi}$, which implies that there are only $|S|$ nonzero $w$ in non-active set.

Using the assumption that $M \in \mathcal{M}$ and $\tilde{M} \in \mathcal{M}$ from the fact that ELP chooses the optimistic CMDP in $\mathcal{M}$, we can apply Corollary 9 and get that

$$
c_{1}(s, a)=2 \sqrt{2}\left(\frac{\log 4 / \delta_{1}}{n(s, a)}\right)^{3 / 4}+3 \sqrt{2} \frac{\log 4 / \delta_{1}}{n(s, a)} \quad \text { and } \quad c_{2}(s, a)=\sqrt{\frac{8}{n(s, a)} \log 4 / \delta_{1}} .
$$

Plugging definitions above we have

$$
\begin{aligned}
\Delta_{d} & \leq \frac{\epsilon}{4} H^{d}+2 \sqrt{2}|S| H^{d+1} \log 4 / \delta_{1}^{3 / 4} \sum_{s, a \in X} \frac{w(s, a)}{n(s, a)^{3 / 4}}+3 \sqrt{2}|S| H^{d+1} \log 4 / \delta_{1} \sum_{s, a \in X} \frac{w(s, a)}{n(s, a)} \\
& +\sqrt{8|S| \log 4 / \delta_{1}} \sum_{s, a \in X} \frac{1}{\sqrt{n(s, a)}} \sum_{h=0}^{H-1} \tilde{\sigma}_{h}^{(d)}(s, a)\left(P^{h-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\right)\left(s_{0}\right)
\end{aligned}
$$

Hence, we bound

$$
\Delta_{d} \leq \frac{\epsilon}{4} H^{d}+U_{d}\left(s_{0}\right)+Y_{d}\left(s_{0}\right)+Z_{d}\left(s_{0}\right)
$$

as a sum of three terms which we will consider individually in the following. The first term is

$$
\begin{aligned}
U_{d}\left(s_{0}\right) & =2 \sqrt{2}|S| H^{d+1} \log 4 / \delta_{1}{ }^{3 / 4} \sum_{s, a \in X} \frac{w(s, a)}{n(s, a)^{3 / 4}} \\
& \leq 2 \sqrt{2}|S| H^{d+5 / 4} \log 4 / \delta_{1}^{3 / 4} \sum_{\kappa, \iota \in \mathcal{K} \times \mathcal{I}} \sum_{s, a \in X_{\kappa, \iota}}\left(\frac{w(s, a)}{n(s, a)}\right)^{3 / 4} \\
& \leq 2 \sqrt{2}|S| H^{d+5 / 4} \log 4 / \delta_{1}^{3 / 4} \sum_{\kappa, \iota \in \mathcal{K} \times \mathcal{I}}\left(\frac{\left|X_{\kappa, \iota}\right|}{m \kappa}\right)^{3 / 4} \\
& \leq 2 \sqrt{2}|S| H^{d+5 / 4} \log 4 / \delta_{1}^{3 / 4} \sum_{\kappa, \iota \in \mathcal{K} \times \mathcal{I}}\left(\frac{1}{m}\right)^{3 / 4} \\
& \leq 2 \sqrt{2}|S| H^{d+5 / 4} \log 4 / \delta_{1}^{3 / 4} \mathcal{K} \times \mathcal{I}\left(\frac{1}{m}\right)^{3 / 4}
\end{aligned}
$$

In the second line, we used Cauchy-Scharwz. Next, we used the fact that for $s, a \in X_{\kappa, \iota}$, we have $n(s, a) \geq m w(s, a) \kappa$, refer to equation (B.22). Finally, we applied the assumption of $\left|X_{\kappa, \iota}\right| \leq \kappa$. Please note that $\mathcal{K} \times \mathcal{I}$ is the set of all possible $(\kappa, \iota)$ pairs.

The next term is

$$
\begin{aligned}
Y_{d}\left(s_{0}\right) & =3 \sqrt{2}|S| H^{d+1} \log 4 / \delta_{1} \sum_{s, a \in X} \frac{w(s, a)}{n(s, a)} \leq 3 \sqrt{2}|S| H^{d+1} \log 4 / \delta_{1} \sum_{\kappa, \iota} \frac{\left|X_{\kappa, l}\right|}{m \kappa} \\
& \leq \frac{3 \sqrt{2}|S| H^{d+1} \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}
\end{aligned}
$$

which we used $n(s, a) \geq m w(s, a) \kappa$ again.

$$
\begin{aligned}
& Z_{d}\left(s_{0}\right)=\sqrt{8|S| \log 4 / \delta_{1}} \sum_{s, a \in X} \frac{1}{\sqrt{n(s, a)}} \sum_{h=0}^{H-1} \tilde{\sigma}_{h}^{(d)}(s, a)\left(P^{h-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\right)\left(s_{0}\right) \\
& \leq \sqrt{8|S| \log 4 / \delta_{1}} \sum_{s, a \in X} \frac{1}{\sqrt{n(s, a)}} \sqrt{\sum_{h=0}^{H-1} P^{h-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\left(s_{0}\right)} \\
& \times \sqrt{\sum_{h=0}^{H-1} \tilde{\sigma}_{h}^{(d)^{2}}(s, a) P^{h-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\left(s_{0}\right)} \\
& =\sqrt{8|S| \log 4 / \delta_{1}} \sum_{s, a \in X} \sqrt{\frac{w(s, a)}{n(s, a)} \sum_{h=0}^{H-1} \tilde{\sigma}_{h}^{(d)^{2}}(s, a) P^{h-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\left(s_{0}\right)} \\
& =\sqrt{8|S| \log 4 / \delta_{1}} \sum_{\kappa, \iota} \sum_{s, a \in X_{\kappa, \iota}} \sqrt{\frac{w(s, a)}{n(s, a)} \sum_{h=0}^{H-1} \tilde{\sigma}_{h}^{(d)^{2}}(s, a) P^{h-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\left(s_{0}\right)} \\
& \leq \sqrt{8|S| \log 4 / \delta_{1}} \sum_{\kappa, \iota} \sqrt{\left|X_{\kappa, l}\right| \sum_{s, a \in X_{\kappa, \iota}} \frac{w(s, a)}{n(s, a)} \sum_{h=0}^{H-1} \tilde{\sigma}_{h}^{(d)^{2}}(s, a) P^{h-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\left(s_{0}\right)} \\
& \leq \sqrt{8|S| \log 4 / \delta_{1}} \sum_{\kappa, l} \sqrt{\frac{1}{m} \sum_{s, a \in X_{\kappa, l}} \sum_{h=0}^{H-1} \tilde{\sigma}_{h}^{(d)^{2}}(s, a) P^{h-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\left(s_{0}\right)} \\
& \leq \sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m} \sum_{s, a \in X} \sum_{h=0}^{H-1} \tilde{\sigma}_{h}^{(d)^{2}}(s, a) P^{h-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\left(s_{0}\right)} \\
& \leq \sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m} \sum_{s, a \in S \times A} \sum_{h=0}^{H-1} \tilde{\sigma}_{h}^{(d)^{2}}(s, a) P^{h-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot, h)\}\left(s_{0}\right)} \\
& =\sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m} \sum_{h=0}^{H-1} P^{h-1} \tilde{\sigma}_{h}^{(d)^{2}}\left(s_{0}\right)} \\
& \leq \sqrt{\frac{8|S| H^{2 d+3} \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}} \text {. }
\end{aligned}
$$

In the second line, we applied Cauchy-Scharwz inequality. Then, we used the definition of $w(s, a)$ to get to third step. Next, we split the sum and applied Cauchy-Scharwz again to obtain fifth step. Furthermore, we applied the assumption of $\left|X_{\kappa, l}\right| \leq \kappa$ to get sixth step. Next, we applied CauchyScharwz inequality to obtain seventh step. And, the final step follows from the facts that $P^{h-1}$ is
non-expansive and $\left\|\tilde{\sigma}_{h}^{(d)}\right\|_{\infty} \leq H^{2 d+2}$. Thus, we have

$$
\begin{equation*}
Z_{d}\left(s_{0}\right) \leq \sqrt{\frac{8|S| H^{2 d+3} \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}} \tag{A.14}
\end{equation*}
$$

However, we can improve this bound as follows

$$
\begin{aligned}
Z_{d}\left(s_{0}\right) & \leq \sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m} \sum_{h=0}^{H-1} P^{h-1} \tilde{\sigma}_{h}^{(d)^{2}}\left(s_{0}\right)} \\
& =\sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m} \sum_{h=0}^{H-1} P^{h-1} \tilde{\sigma}_{h}^{(d)^{2}}\left(s_{0}\right)-\tilde{P}^{h-1} \tilde{\sigma}_{h}^{(d)^{2}}\left(s_{0}\right)+\tilde{P}^{h-1} \tilde{\sigma}_{h}^{(d)^{2}}\left(s_{0}\right)} \\
& \leq \sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}\left(H^{2 d+2}+\sum_{h=0}^{H-1} P^{h-1} r^{(2 d+2)}\left(s_{0}\right)-\tilde{P}^{h-1} r^{(2 d+2)}\left(s_{0}\right)\right)} \\
& =\sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}\left(H^{2 d+2}+V_{0}^{(2 d+2)}\left(s_{0}\right)-\tilde{V}_{0}^{(2 d+2)}\left(s_{0}\right)\right)} \\
& =\sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}\left(H^{2 d+2}+\Delta_{2 d+2}\right)} \\
& \leq \sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m} H^{2 d+2}}+\sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m} \Delta_{2 d+2}}
\end{aligned}
$$

In the third step, we used Lemma 63 and definition of $r^{(2 d+2)}$.
Now, if we put all the pieces together, we have

$$
\begin{aligned}
\Delta_{d} & \leq \frac{\epsilon}{4} H^{d}+2 \sqrt{2}|S| H^{d+5 / 4} \log 4 / \delta_{1}^{3 / 4} \mathcal{K} \times \mathcal{I}\left(\frac{1}{m}\right)^{3 / 4}+\frac{3 \sqrt{2}|S| H^{d+1} \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m} \\
& +\sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m} H^{2 d+2}}+\sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m} \Delta_{2 d+2}}
\end{aligned}
$$

If we choose $m$ sufficiently large which will be shown later, then it is straightforward to show that $U_{d}\left(s_{0}\right) \leq Z_{d}\left(s_{0}\right)$ and $Y_{d}\left(s_{0}\right) \leq Z_{d}\left(s_{0}\right)$. Hence, if we expand the above inequality up to depth
$\beta=\left\lceil\frac{\log H}{2 \log 2}\right\rceil$ with $\mathcal{D}=\{0,2,6,14, \ldots, \beta\}$, we get

$$
\begin{aligned}
\Delta_{0} & \leq \sum_{d \in \mathcal{D} \backslash \beta}\left(\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}\right)^{\frac{d}{d+2}}\left[\frac{\epsilon}{4} H^{d}+3 \sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}| H^{2 d+2}}{m}}\right]^{\frac{2}{d+2}} \\
& +\left(\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}\right)^{\frac{\beta}{\beta+2}}\left[\frac{\epsilon}{4} H^{\beta}+3 \sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}| H^{2 \beta+2}}{m}}\right]^{\frac{2}{\beta+2}}
\end{aligned}
$$

Here, we used inequality (B.23) to bound $Z_{\beta}\left(s_{0}\right)$. Finally, the proof completes if we let

$$
m=1280 \frac{|S| H^{2}}{\epsilon^{2}}\left(\log _{2} \log _{2} H\right)^{2} \log _{2}^{2}\left(\frac{8|S|^{2} H^{2}}{\epsilon}\right) \log \frac{6}{\delta_{1}}
$$

Proof of Theorem 13: By Lemma 33, we know that number of episodes where $\left|X_{\kappa, \ell}\right|>\kappa$ for some $\kappa, \iota$ is bounded by $6 E_{\max }|S||A| m$ with probability at least $1-\frac{\delta}{2(N+1)}$. For all other episodes, we have by Lemma 35 that for any $i \in\{1, \ldots, N\}$

$$
\begin{equation*}
\left|\tilde{V}_{0}^{\tilde{\pi}_{k}}\left(s_{0}\right)-V_{0}^{\tilde{\pi}_{k}}\left(s_{0}\right)\right| \leq \epsilon, \quad\left|\tilde{C}_{i, 0}^{\tilde{\pi}_{k}}\left(s_{0}\right)-C_{0}^{\tilde{\pi}_{k}}\left(s_{0}\right)\right| \leq \epsilon . \tag{A.15}
\end{equation*}
$$

Using Lemma 30, we get that $M \in \mathcal{M}_{k}$ for any episode $k$ w.p. at least $1-\frac{\delta}{2(N+1)}$. Further, we know that ELP outputs the policy $\tilde{\pi}_{k}$ such that

$$
\begin{equation*}
\tilde{V}_{0}^{\tilde{\pi}_{k}}\left(s_{0}\right) \geq V_{0}^{\pi^{*}}\left(s_{0}\right), \quad \tilde{C}_{i, 0}^{\tilde{\pi}_{k}}\left(s_{0}\right) \leq \bar{C}_{i} i \in\{1, \ldots, N\} \tag{A.16}
\end{equation*}
$$

w.p. at least $1-\frac{\delta}{2(N+1)}$. Combining the inequalities (C.2) with inequalities (B.25), we get that for all episodes with $\left|X_{\kappa, \iota}\right| \leq \kappa$ for all $\kappa, \iota$

$$
V_{0}^{\tilde{\pi}_{k}}\left(s_{0}\right) \geq V_{0}^{\pi^{*}}\left(s_{0}\right)-\epsilon
$$

w.p. at least $1-\frac{\delta}{2(N+1)}$ and for any $i, C_{i, 0}^{\tilde{\pi}_{k}}\left(s_{0}\right) \leq \bar{C}_{i}+\epsilon$ w.p. at least $1-\frac{\delta}{2(N+1)}$. Applying the
union bound we get the desired result, if $m$ satisfies

$$
\begin{aligned}
& m \geq 1280 \frac{|S| H^{2}}{\epsilon^{2}}\left(\log _{2} \log _{2} H\right)^{2} \log _{2}^{2}\left(\frac{8 H^{2}|S|^{2}}{\epsilon}\right) \log \frac{4}{\delta_{1}} \text { and } \\
& m \geq \frac{6 H^{2}}{\epsilon} \log \frac{2(N+1) E_{\max }}{\delta}
\end{aligned}
$$

From the definitions, we get

$$
\log \frac{4}{\delta_{1}}=\log \frac{4(N+1)|S| U_{\max }}{\delta}=\log \frac{4(N+1)|S|^{2}|A| m}{\delta}
$$

Thus,

$$
m \geq 1280 \frac{|S| H^{2}}{\epsilon^{2}}\left(\log _{2} \log _{2} H\right)^{2} \log _{2}^{2}\left(\frac{8 H^{2}|S|^{2}}{\epsilon}\right) \log \frac{4(N+1)|S|^{2}|A| m}{\delta} .
$$

It is well-known fact that for any constant $B>0, \nu \geq 2 B \ln B$ implies $\nu \geq B \ln \nu$. Using this, we can set

$$
\begin{aligned}
m & \geq 2560 \frac{|S| H^{2}}{\epsilon^{2}}\left(\log _{2} \log _{2} H\right)^{2} \log _{2}^{2}\left(\frac{8 H^{2}|S|^{2}}{\epsilon}\right) \\
& \times \log \left(\frac{2048(N+1)|S|^{3}|A| H^{2}}{\epsilon^{2} \delta}\left(\log _{2} \log _{2} H\right)^{2} \log _{2}^{2}\left(\frac{8 H^{2}|S|^{2}}{\epsilon}\right)\right)
\end{aligned}
$$

On the other hand,

$$
E_{\max }=\log _{2}|S| \log _{2} \frac{4|S| H^{2}}{\epsilon} \leq \log _{2}^{2} \frac{4|S| H^{2}}{\epsilon}
$$

and

$$
\begin{aligned}
\log \frac{2(N+1) E_{\max }}{\delta} & =\log \frac{2(N+1) \log _{2}|S| \log _{2}\left(4|S| H^{2} / \epsilon\right)}{\delta} \leq \log \frac{2(N+1) \log _{2}^{2}\left(4|S| H^{2} / \epsilon\right)}{\delta} \\
& \leq \log \frac{16(N+1)|S|^{4}|A| H^{2}}{\epsilon \delta}
\end{aligned}
$$

Setting

$$
\begin{align*}
m & =2560 \frac{|S| H^{2}}{\epsilon^{2}}\left(\log _{2} \log _{2} H\right)^{2} \log _{2}^{2}\left(\frac{8 H^{2}|S|^{2}}{\epsilon}\right)  \tag{A.17}\\
& \times \log \left(\frac{2048(N+1)|S|^{4}|A| H^{2}}{\epsilon^{2} \delta}\left(\log _{2} \log _{2} H\right)^{2} \log _{2}^{2}\left(\frac{8 H^{2}|S|^{2}}{\epsilon}\right)\right)
\end{align*}
$$

is therefore a valid choice for $m$ to ensure that with probability at least $1-\frac{\delta}{(N+1)}$, there are at most

$$
\begin{aligned}
6 E_{\max }|S||A| m= & 15360 \frac{|S|^{2}|A| H^{2}}{\epsilon^{2}}\left(\log _{2} \log _{2} H\right)^{2} \log _{2}^{2}\left(\frac{4|S| H^{2}}{\epsilon}\right) \log _{2}^{2}\left(\frac{8 H^{2}|S|^{2}}{\epsilon}\right) \\
& \times \log \left(\frac{2048(N+1)|S|^{4}|A| H^{2}}{\epsilon^{2} \delta}\left(\log _{2} \log _{2} H\right)^{2} \log _{2}^{2}\left(\frac{8 H^{2}|S|^{2}}{\epsilon}\right)\right)
\end{aligned}
$$

sub-optimal episodes.

## APPENDIX B

## APPENDIX OF CHAPTER 3

## B. 1 Solving CMDP and Optimistic CMDP

There does not exists a standard dynamic programming approach (value iteration or policy iteration) for solving CMDP. Instead, CMDPs are typically solved either using a Lagrangian approach or a linear programming approach (LP). In this chapter, we focus on the LP approach. Here, we first briefly discuss the LP based approach for solving CMDP (3.4). We then show that this approach can be extended to solve the optimistic CMDP problem 6.33.

As shown in [4], we can rewrite the CMDP problem as an LP using occupation measures. The occupancy measure $\mu$ under policy is defined as

$$
\begin{equation*}
\mu(s, a, \pi):=(1-\gamma) \sum_{t=0}^{\infty} \gamma^{t} \mathbb{P}_{\pi}\left(s_{t}=s, a_{t}=a \mid s_{t=0}=s_{0}\right) \tag{B.1}
\end{equation*}
$$

where the probability $\mathbb{P}(\cdot)$ is calculated w.r.t. underlying transition kernel under policy $\pi, P_{\pi}$. It is easy to check that

$$
\begin{equation*}
(1-\gamma) V^{\pi}=\sum_{s, a} \mu(s, a, \pi) r(s, a), \quad(1-\gamma) C_{i}^{\pi}=\sum_{s, a} \mu(s, a, \pi) c(i, s, a), \forall i \tag{B.2}
\end{equation*}
$$

Let $\mu$ be any generic occupation measure defined as (B.1). Now, the CMDP problem can be
restated as an LP, to find the best occupation measure as follows [4].

$$
\begin{align*}
\max _{\mu} & \sum_{s, a} \mu(s, a) r(s, a)  \tag{B.3}\\
\text { s.t. } & \sum_{s, a} \mu(s, a) c(i, s, a) \leq \bar{C}_{i} /(1-\gamma), \quad \forall i \in\{1, \ldots, N\},  \tag{B.4}\\
& \sum_{s^{\prime}, a} \mu\left(s^{\prime}, a\right)\left(\mathbb{I}\left(s=s^{\prime}\right)-\gamma P\left(s^{\prime} \mid s, a\right)\right)=(1-\gamma) \mathbb{I}\left(s=s_{0}\right) \quad \forall s \in S  \tag{B.5}\\
& \mu(s, a) \geq 0 \forall s \in S, a \in A \tag{B.6}
\end{align*}
$$

It is proved that the LP (B.3) is equivalent to CMDP problem of (3.4), and the optimal policy computed by this LP is also the solution to CMDP problem in [4]. Eventually, the optimal policy $\pi^{*}$ is calculated as follows

$$
\pi^{*}(s, a)=\frac{\mu(s, a)}{\sum_{b} \mu(s, b)}
$$

Now, given the estimated model $\widehat{P}$, we get the ELP formulation if we define new occupancy measure $q\left(s, a, s^{\prime}\right)=P\left(s^{\prime} \mid s, a\right) \mu(s, a)$. Eventually, the ELP formulation is

$$
\begin{aligned}
& \max _{q} \sum_{s, a, s^{\prime}} q\left(s, a, s^{\prime}\right) r(s, a) \\
& \quad \text { s.t. } \\
& \quad \sum_{s, a, s^{\prime}} q\left(s, a, s^{\prime}\right) c(i, s, a) \leq \bar{C}_{i} /(1-\gamma) \quad \forall i \in\{1, \ldots, N\}, \\
& \quad \sum_{s^{\prime}, a}\left[\mathbb{I}\left(s^{\prime}=s\right)\left(\sum_{s^{\prime \prime}} q\left(s^{\prime \prime}, s^{\prime}, a\right)\right)-\gamma q\left(s^{\prime}, s, a\right)\right]=(1-\gamma) \mathbb{I}\left(s=s_{0}\right) \forall s \in S \\
& q\left(s, a, s^{\prime}\right) \geq 0 \forall s, s^{\prime} \in S, a \in A, \\
& q\left(s, a, s^{\prime}\right)-\left(\widehat{P}\left(s^{\prime} \mid s, a\right)+\beta\left(s, a, s^{\prime}\right)\right) \sum_{y} q(s, a, y) \leq 0 \forall s, a, s^{\prime}, \\
& \quad-q\left(s, a, s^{\prime}\right)+\left(\widehat{P}\left(s^{\prime} \mid s, a\right)-\beta\left(s, a, s^{\prime}\right)\right) \sum_{y} q(s, a, y) \leq 0 \forall s, a, s^{\prime}
\end{aligned}
$$

where $\beta\left(s, a, s^{\prime}\right)$ is the radius of the confidence interval around $\widehat{P}\left(s^{\prime} \mid s, a\right)$ which depends on the algorithm. The last two conditions in the above formulation include the confidence interval around $\widehat{P}$ and distinguish ELP from generic LP formulation. At the end, ELP outputs the optimistic policy, $\tilde{\pi}$ for GM-CRL and $\tilde{\pi}_{t}$ for UC-CRL, using the solution of above LP. Also, we can calculate an optimistic transition kernel denoted by $\tilde{P}$ by means of optimal $q\left(s, a, s^{\prime}\right)$. In brief, the optimistic transition kernel and optimistic policy are computed as follows

$$
\tilde{P}\left(s^{\prime} \mid s, a\right)=\frac{q\left(s, a, s^{\prime}\right)}{\sum_{b} q(s, a, b)}, \quad \tilde{\pi}^{*}(s, a)=\frac{\sum_{s^{\prime}} q\left(s, a, s^{\prime}\right)}{\sum_{b, s^{\prime}} q\left(s, b, s^{\prime}\right)} .
$$

## B. 2 Detailed Proofs for Sample Complexity of Generative Model Based Learning

In this section, we assume that we have $n$ samples from each $(s, a)$ in every lemma presented.
Proof of Lemma 6: Fix a state, action and next state, i.e. $s, a, s^{\prime}$. Then, according to Hoeffding's inequality [30]

$$
\mathbb{P}\left(\left|P\left(s^{\prime} \mid s, a\right)-\widehat{P}\left(s^{\prime} \mid s, a\right)\right| \leq \sqrt{\frac{\log 4 / \delta_{P}}{2 n}}\right) \geq 1-\delta_{P} / 2
$$

Now, we apply empirical Bernstein's inequality [31] and get

$$
\mathbb{P}\left(\left|P\left(s^{\prime} \mid s, a\right)-\widehat{P}\left(s^{\prime} \mid s, a\right)\right| \leq \sqrt{\frac{2 \widehat{P}\left(s^{\prime} \mid s, a\right)\left(1-\widehat{P}\left(s^{\prime} \mid s, a\right)\right)}{n} \log \frac{4}{\delta_{P}}}+\frac{2}{3 n} \log \frac{4}{\delta_{P}}\right) \geq 1-\delta_{P} / 2 .
$$

By combining these two inequalities and applying union bound, we get

$$
\begin{aligned}
& \mathbb{P}\left(\left|P\left(s^{\prime} \mid s, a\right)-\widehat{P}\left(s^{\prime} \mid s, a\right)\right| \leq \min \left\{\sqrt{\frac{2 \widehat{P}\left(s^{\prime} \mid s, a\right)\left(1-\widehat{P}\left(s^{\prime} \mid s, a\right)\right)}{n} \log \frac{4}{\delta_{P}}}+\frac{2}{3 n} \log \frac{4}{\delta_{P}}, \sqrt{\frac{\log 4 / \delta_{P}}{2 n}}\right\}\right) \\
& \quad \geq 1-\delta_{P}
\end{aligned}
$$

Finally, we get the result by applying union bound over all state, action and next states.

Lemma 50. Let $\delta_{P} \in(0,1)$. Assume $p, \widehat{p}, \tilde{p} \in[0,1]$ satisfy $\mathbb{P}\left(p \in \mathcal{P}_{\delta_{P}}\right) \geq 1-\delta_{P}$ and $\tilde{p} \in \mathcal{P}_{\delta_{P}}$
where

$$
\mathcal{P}_{\delta_{P}}:=\left\{p^{\prime} \in[0,1]:\left|p^{\prime}-\widehat{p}\right| \leq \min \left(\sqrt{\frac{2 \widehat{p}(1-\widehat{p})}{n} \log 4 / \delta_{P}}+\frac{2}{3 n} \log 4 / \delta_{P}, \sqrt{\frac{\log 4 / \delta_{P}}{2 n}}\right)\right\} .
$$

Then,

$$
|p-\tilde{p}| \leq \sqrt{\frac{8 \tilde{p}(1-\tilde{p})}{n} \log 4 / \delta_{P}}+2 \sqrt{2}\left(\frac{\log 4 / \delta_{P}}{n}\right)^{\frac{3}{4}}+3 \sqrt{2} \frac{\log 4 / \delta_{P}}{n}
$$

w.p. at least $1-\delta_{P}$.

Proof.

$$
\begin{aligned}
|p-\tilde{p}| & \leq|p-\hat{p}|+|\widehat{p}-\tilde{p}| \leq 2 \sqrt{\frac{2 \widehat{p}(1-\widehat{p})}{n} \log 4 / \delta_{P}}+\frac{4}{3 n} \log 4 / \delta_{P} \\
& \left.\leq 2 \sqrt{\frac{2 \log 4 / \delta_{P}}{n}\left(\tilde{p}+\sqrt{\frac{\log 4 / \delta_{P}}{2 n}}\right)\left(1-\tilde{p}+\sqrt{\frac{\log 4 / \delta_{P}}{2 n}}\right.}\right)+\frac{4}{3 n} \log 4 / \delta_{P} \\
& \left.=2 \sqrt{\frac{2 \log 4 / \delta_{P}}{n}\left(\tilde{p}(1-\tilde{p})+\sqrt{\frac{\log 4 / \delta_{P}}{2 n}}+\frac{\log 4 / \delta_{P}}{2 n}\right.}\right)+\frac{4}{3 n} \log 4 / \delta_{P} \\
& \leq \sqrt{\frac{8 \tilde{p}(1-\tilde{p})}{n} \log 4 / \delta_{P}}+2 \sqrt{2}\left(\frac{\log 4 / \delta_{P}}{n}\right)^{\frac{3}{4}}+3 \sqrt{2} \frac{\log 4 / \delta_{P}}{n}
\end{aligned}
$$

The first term in the first line is true w.p. at least $1-\delta_{P}$, hence the proof is complete.
Lemma 51. Suppose there are two CMDPs $M=\left\langle S, A, P, r, c, \bar{C}, s_{0}, \gamma\right\rangle$ and $M^{\prime}=\left\langle S, A, P^{\prime}, r, c, \bar{C}, s_{0} \gamma\right\rangle$ satisfying assumption 3. Then, under any policy $\pi$

$$
V^{\pi}-V^{\prime \pi}=\gamma\left(I-\gamma P_{\pi}^{\prime}\right)^{-1}\left(P_{\pi}-P_{\pi}^{\prime}\right) V^{\pi} \text { and } V^{\pi}-V^{\prime \pi}=\gamma\left(I-\gamma P_{\pi}\right)^{-1}\left(P_{\pi}-P_{\pi}^{\prime}\right) V^{\prime \pi}
$$

and for any $i \in\{1, \ldots, N\}$,

$$
C_{i}^{\pi}-C_{i}^{\prime \pi}=\gamma\left(I-\gamma P_{\pi}^{\prime}\right)^{-1}\left(P_{\pi}-P_{\pi}^{\prime}\right) C_{i}^{\pi} \text { and } C_{i}^{\pi}-C_{i}^{\prime \pi}=\gamma\left(I-\gamma P_{\pi}\right)^{-1}\left(P_{\pi}-P_{\pi}^{\prime}\right) C_{i}^{\prime \pi}
$$

Proof. We only prove the first statement of value function since the proof procedure for cost is
identical. For a fixed $s$

$$
\begin{aligned}
& V^{\pi}(s)-V^{\prime \pi}(s)=r_{\pi}(s)+\gamma \sum_{s^{\prime}} P_{\pi}\left(s^{\prime} \mid s\right) V^{\pi}\left(s^{\prime}\right)-\left(r_{\pi}(s)+\gamma \sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right) V^{\prime \pi}\left(s^{\prime}\right)\right) \\
& =\gamma\left(\sum_{s^{\prime}} P_{\pi}\left(s^{\prime} \mid s\right) V^{\pi}\left(s^{\prime}\right)-\sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right) V^{\pi}\left(s^{\prime}\right)+\sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right) V^{\pi}\left(s^{\prime}\right)-\sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right) V^{\prime \pi}\left(s^{\prime}\right)\right) \\
& =\sum_{s^{\prime}} \gamma\left(P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right) V^{\pi}\left(s^{\prime}\right)+\gamma \sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\left(V^{\pi}\left(s^{\prime}\right)-V^{\prime \pi}\left(s^{\prime}\right)\right) .
\end{aligned}
$$

So, for vector $V^{\pi}-V^{\prime \pi}$ we have

$$
V^{\pi}-V^{\prime \pi}=\gamma\left(P_{\pi}-P_{\pi}^{\prime}\right) V^{\pi}+\gamma P_{\pi}^{\prime}\left(V^{\pi}-V^{\prime \pi}\right)
$$

Reorganizing the above equation would yield the result.

Lemma 52. Let $\delta_{P} \in(0,1)$. Suppose there are two CMDPs $M=<S, A, P, r, c, \bar{C}, \gamma>$ and $M^{\prime}=<S, A, P^{\prime}, r, c, \bar{C}, \gamma>$ satisfying assumption 3. Further assume

$$
\left|P\left(s^{\prime} \mid s, a\right)-P^{\prime}\left(s^{\prime} \mid s, a\right)\right| \leq c_{1}+c_{2} \sqrt{P^{\prime}\left(s^{\prime} \mid s, a\right)-\left(1-P^{\prime}\left(s^{\prime} \mid s, a\right)\right)}
$$

w.p. at least $1-\delta_{P}$ for each $s, s^{\prime} \in S, a \in A$. Then, under any policy $\pi$

$$
\left|\sum_{s^{\prime}}\left(P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right) V^{\prime \pi}\left(s^{\prime}\right)\right| \leq|S| c_{1}\left\|V^{\prime \pi}\right\|_{\infty}+c_{2} \sqrt{|S|} \sigma_{V^{\prime \pi}}^{2}(s)
$$

for any $(s, a) \in S \times A$ w.p. at least $1-|S||A| \delta_{P}$, and

$$
\left|\sum_{s^{\prime}}\left(P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right) C_{i}^{\prime \pi}\left(s^{\prime}\right)\right| \leq|S| c_{1}\left\|C_{i}^{\prime \pi}\right\|_{\infty}+c_{2} \sqrt{|S|} \sigma_{C_{i}^{\prime \pi}}^{2}(s)
$$

for any $(s, a) \in S \times A, i \in\{1, \ldots, N\}$ w.p. at least $1-|S||A| \delta_{P}$.

Proof. We only prove the statement of value function since the proof procedure for cost is identical. Fix state $s$ and define for this fixed state $s$ the constant function $\bar{V}^{\pi}\left(s^{\prime}\right)=\sum_{s^{\prime \prime}} P_{\pi}^{\prime}\left(s^{\prime \prime} \mid s\right) V^{\prime \pi}\left(s^{\prime \prime}\right)$ as
the expected value function of the successor states of $s$. Note that $\bar{V}^{\pi}\left(s^{\prime}\right)$ is a constant function and so $\bar{V}^{\pi}\left(s^{\prime}\right)=\sum_{s^{\prime \prime}} P_{\pi}^{\prime}\left(s^{\prime \prime} \mid s\right) \bar{V}^{\pi}\left(s^{\prime \prime}\right)=\sum_{s^{\prime \prime}} P_{\pi}\left(s^{\prime \prime} \mid s\right) \bar{V}^{\pi}\left(s^{\prime \prime}\right)$.

$$
\begin{align*}
& \left|\sum_{s^{\prime}}\left(P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right) V^{\prime \pi}\left(s^{\prime}\right)\right|=\left|\sum_{s^{\prime}}\left(P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right) V^{\prime \pi}\left(s^{\prime}\right)+\bar{V}^{\pi}(s)-\bar{V}^{\pi}(s)\right| \\
& =\left|\sum_{s^{\prime}}\left(P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right)\left(V^{\prime \pi}\left(s^{\prime}\right)-\bar{V}^{\pi}\left(s^{\prime}\right)\right)\right| \\
& \leq \sum_{s^{\prime}}\left|P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right|\left|V^{\pi}\left(s^{\prime}\right)-\bar{V}^{\pi}\left(s^{\prime}\right)\right|  \tag{B.7}\\
& \leq \sum_{s^{\prime}}\left(c_{1}+c_{2} \sqrt{P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\left(1-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right)}\right)\left|V^{\pi}\left(s^{\prime}\right)-\bar{V}^{\pi}\left(s^{\prime}\right)\right| \\
& \leq|S| c_{1}\left\|V^{\prime \pi}\right\|_{\infty}+c_{2} \sum_{s^{\prime}} \sqrt{P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\left(1-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right)\left(V^{\pi}\left(s^{\prime}\right)-\bar{V}^{\pi}\left(s^{\prime}\right)\right)^{2}} \\
& \leq|S| c_{1}\left\|V^{\prime \pi}\right\|_{\infty}+c_{2} \sqrt{|S| \sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\left(1-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right)\left(V^{\pi}\left(s^{\prime}\right)-\bar{V}^{\pi}\left(s^{\prime}\right)\right)^{2}}  \tag{B.8}\\
& \leq|S| c_{1}\left\|V^{\prime \pi}\right\|_{\infty}+c_{2} \sqrt{|S| \sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\left(V^{\pi}\left(s^{\prime}\right)-\bar{V}^{\pi}\left(s^{\prime}\right)\right)^{2}} \\
& =|S| c_{1}\left\|V^{\prime \pi}\right\|_{\infty}+c_{2} \sqrt{|S|} \sigma_{V^{\prime} \pi}^{2} .
\end{align*}
$$

Inequality (B.7) holds w.p. at least $1-|S||A| \delta_{P}$, since we used the assumption and applied the triangle inequality and union bound. Please note that the premise of the Lemma is true w.p. at least $1-\delta_{P}$ for every $(s, a)$. Thus, the union bound gives $1-|S||A| \delta_{P}$. Next, we then applied the assumed bound on $\left|V^{\prime \pi}\left(s^{\prime}\right)-\bar{V}^{\pi}\left(s^{\prime}\right)\right|$ and bounded it by $\left\|V^{\prime \pi}\right\|_{\infty}$ as all value functions are nonnegative. In inequality (B.8), we applied the Cauchy-Schwarz inequality and subsequently used the fact that each term is the sum is non-negative and that $\left(1-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right) \leq 1$. The final equality follows from the definition of $\sigma_{V^{\prime} \pi}^{2}$.

Lemma 53. Let $\delta_{P} \in(0,1)$. Suppose there are two CMDPs $M=\left\langle S, A, P, r, c, \bar{C}, s_{0}, \gamma\right\rangle$ and $M^{\prime}=\left\langle S, A, P^{\prime}, r, c, \bar{C}, s_{0}, \gamma\right\rangle$ satisfying assumption 3. Further assume

$$
\left|P\left(s^{\prime} \mid s, a\right)-P^{\prime}\left(s^{\prime} \mid s, a\right)\right| \leq \frac{c_{3}}{\sqrt{n}}
$$

for all $s, s^{\prime} \in S, a \in A$ w.p. at least $1-\delta_{P}$. Then, under any policy $\pi$

$$
\left\|V^{\pi}-V^{\prime \pi}\right\|_{\infty} \leq \frac{c_{3} \gamma|S|}{(1-\gamma)^{2} \sqrt{n}}
$$

w.p. at least $1-|S|^{2}|A| \delta_{P}$, and for any $i \in\{1, \ldots, N\}$

$$
\left\|C_{i}^{\pi}-C_{i}^{\prime \pi}\right\|_{\infty} \leq \frac{c_{3} \gamma|S|}{(1-\gamma)^{2} \sqrt{n}}
$$

w.p. at least $1-|S|^{2}|A| \delta_{P}$.

Proof. We prove the statement of value function since the proof procedure for cost is identical. Let $\Delta=\max _{s}\left|V^{\pi}(s)-V^{\prime \pi}(s)\right|$. Then

$$
\begin{aligned}
& \Delta=\left|V^{\pi}(s)-V^{\prime \pi}(s)\right|=\left|r_{\pi}(s)+\gamma \sum_{s^{\prime}} P_{\pi}\left(s^{\prime} \mid s\right) V^{\pi}\left(s^{\prime}\right)-\left(r_{\pi}(s)+\gamma \sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right) V^{\prime \pi}\left(s^{\prime}\right)\right)\right| \\
& =\gamma\left|\sum_{s^{\prime}} P_{\pi}\left(s^{\prime} \mid s\right) V^{\pi}\left(s^{\prime}\right)-\sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right) V^{\pi}\left(s^{\prime}\right)+\sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right) V^{\pi}\left(s^{\prime}\right)-\sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right) V^{\prime \pi}\left(s^{\prime}\right)\right| \\
& \leq \gamma \sum_{s^{\prime}} \mid\left(P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right) \mid\left\|V^{\pi}\right\|_{\infty}+\gamma \Delta\right. \\
& \leq \frac{c_{3} \gamma|S|}{(1-\gamma) \sqrt{n}}+\gamma \Delta
\end{aligned}
$$

Because, $\left\|V^{\pi}\right\|_{\infty} \leq \frac{1}{(1-\gamma)}$. Thus,

$$
\Delta \leq \frac{c_{3} \gamma|S|}{(1-\gamma)^{2} \sqrt{n}}
$$

w.p. at least $1-|S|^{2}|A| \delta_{P}$ by applying union bound over all current state, action and next state. Hence the proof is complete.

Lemma 54. Let $\delta_{P} \in(0,1)$. Suppose there are two CMDPs $M=\left\langle S, A, P, r, c, \bar{C}, s_{0}, \gamma\right\rangle$ and
$M^{\prime}=\left\langle S, A, P^{\prime}, r, c, \bar{C}, s_{0} \gamma\right\rangle$ satisfying assumption 3. Further assume

$$
\left|P\left(s^{\prime} \mid s, a\right)-P^{\prime}\left(s^{\prime} \mid s, a\right)\right| \leq \frac{c_{3}}{\sqrt{n}}
$$

w.p. at least $1-\delta_{P}$ for all $s, s^{\prime} \in S, a \in A$. Then if $n \geq \frac{\gamma^{2} c_{3}|S|}{12(1-\gamma)^{2}}$, under any policy $\pi$

$$
\left\|\sigma_{V^{\pi}}-\sigma_{V^{\prime} \pi}\right\|_{\infty} \leq \frac{2 \gamma \sqrt{3 c_{3}|S|}}{(1-\gamma) n^{1 / 4}}
$$

w.p. at least $1-4|S|^{3}|A| \delta_{P}$, and similarly for any $i \in\{1, \ldots, N\}$

$$
\left\|\sigma_{C_{i}^{\pi}}-\sigma_{C_{i}^{\prime} \pi}\right\|_{\infty} \leq \frac{2 \gamma \sqrt{3 c_{3}|S|}}{(1-\gamma) n^{1 / 4}}
$$

w.p. at least $1-4|S|^{3}|A| \delta_{P}$.

Proof. We prove the statement of value function since the proof procedure for cost is identical. Fix a state $s$. Then,

$$
\begin{aligned}
\sigma_{V^{\pi}}^{2}(s) & =\sigma_{V^{\pi}}^{2}(s)-\gamma^{2} \mathbb{E}^{\prime}\left[\left(V^{\pi}-P_{\pi}^{\prime} V^{\pi}\right)^{2}(s)\right]+\gamma^{2} \mathbb{E}^{\prime}\left[\left(V^{\pi}-P_{\pi}^{\prime} V^{\pi}\right)^{2}(s)\right] \\
& \leq \gamma^{2} \sum_{s^{\prime}}\left(P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right) V^{\pi^{2}}\left(s^{\prime}\right)-\gamma^{2}\left[\left(\sum_{s^{\prime}} P_{\pi}\left(s^{\prime} \mid s\right) V^{\pi}\left(s^{\prime}\right)\right)^{2}-\left(\sum_{s^{\prime}} P_{\pi}^{\prime}\left(s^{\prime} \mid s\right) V^{\pi}\left(s^{\prime}\right)\right)^{2}\right] \\
& +\left[\gamma \sqrt{\mathbb{E}^{\prime}\left[\left(\left(V^{\pi}-V^{\prime \pi}\right)-P_{\pi}^{\prime}\left(V^{\pi}-V^{\prime \pi}\right)\right)^{2}(s)\right]}+\sqrt{\gamma^{2} \mathbb{E}^{\prime}\left[\left(V^{\prime \pi}-P_{\pi}^{\prime} V^{\prime \pi}\right)^{2}(s)\right.}\right]^{2}
\end{aligned}
$$

where we applied triangular inequality in the last line. And, please note that $\mathbb{E}^{\prime}$ means expectation w.r.t. transition kernel $P_{\pi}^{\prime}$. It is straightforward to show that $\operatorname{Var}_{s^{\prime} \sim P_{\pi}^{\prime}(\cdot \mid s)}\left(V^{\pi}\left(s^{\prime}\right)-V^{\prime \pi}\left(s^{\prime}\right)\right) \leq$
$\left\|V^{\pi}-V^{\prime \pi}\right\|_{\infty}^{2}$ implying

$$
\begin{align*}
\sigma_{V^{\pi}}^{2}(s) & \leq \gamma^{2} \sum_{s^{\prime}}\left(P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right) V^{\pi^{2}}\left(s^{\prime}\right)  \tag{B.9}\\
& -\gamma^{2}\left[\sum_{s^{\prime}}\left(P_{\pi}\left(s^{\prime} \mid s\right)-P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right) V^{\pi}\left(s^{\prime}\right)\right]\left[\sum_{s^{\prime}}\left(P_{\pi}\left(s^{\prime} \mid s\right)+P_{\pi}^{\prime}\left(s^{\prime} \mid s\right)\right) V^{\pi}\left(s^{\prime}\right)\right]  \tag{B.10}\\
& +\left(\gamma\left\|V^{\pi}-V^{\prime \pi}\right\|_{\infty}+\sigma_{V^{\prime} \pi}(s)\right)^{2}  \tag{B.11}\\
& \leq\left[\sigma_{V^{\prime} \pi}(s)+\frac{\gamma^{2} c_{3}|S|}{(1-\gamma)^{2} \sqrt{n}}\right]^{2}+\frac{3 \gamma^{2} c_{3}|S|}{(1-\gamma)^{2} \sqrt{n}}  \tag{B.12}\\
& \leq\left[\sigma_{V^{\prime} \pi}(s)+\frac{\gamma^{2} c_{3}|S|}{(1-\gamma)^{2} \sqrt{n}}+\frac{\gamma \sqrt{3 c_{3}|S|}}{(1-\gamma) n^{1 / 4}}\right]^{2}  \tag{B.13}\\
& \leq\left[\sigma_{V^{\prime} \pi}(s)+\frac{2 \gamma \sqrt{3 c_{3}|S|}}{(1-\gamma) n^{1 / 4}}\right]^{2} . \tag{B.14}
\end{align*}
$$

To obtain inequality (B.12), we did the following. First, we used the premise of the Lemma on transition kernel and the fact that $\left|V^{\pi}\left(s^{\prime}\right)\right| \leq \frac{1}{1-\gamma}$ on lines (B.9) and (B.10). Corresponding inequality holds w.p. at least $1-|S||A| \delta_{P}$ by taking union bound over all $(s, a)$, because it must be true for all $(s, a)$. Next, we used Lemma 53 and get $\left\|V^{\pi}-V^{\prime} \pi\right\|_{\infty} \leq \frac{\gamma^{2} c_{3}|S|}{(1-\gamma)^{2} \sqrt{n}}$ w.p. at least $1-|S|^{2}|A| \delta_{P}$. Further, we used the fact that for any $x, y>0$ we have $x^{2}+y^{2} \leq(x+y)^{2}$ to get inequality (B.13) which holds w.p. at least $1-2|S|^{2}|A| \delta_{P}$. The final inequality (B.14) is obtained by considering the assumption on $n$, which dominates the term with $\frac{1}{n^{1 / 4}}$ over $\sqrt{n}$. Eventually, the result follows by taking square root from both sides and taking union bound on all states and both directions, i.e. $\sigma_{V^{\prime} \pi}(s) \leq \sigma^{\pi}(s)+\frac{2 \gamma \sqrt{3 c_{3}|S|}}{(1-\gamma) n^{1 / 4}}$.

Lemma 55. [6] The variance of the value function defined as $\Sigma_{V \pi}(s)=\mathbb{E}\left[\left(\sum_{t=0}^{\infty} \gamma^{t} r\left(s_{t}\right)-\right.\right.$ $\left.\left.V^{\pi}(s)\right)^{2}\right]$ satisfies a Bellman equation $\Sigma_{V^{\pi}}(s)=\sigma_{V^{\pi}}^{2}(s)+\gamma^{2} \sum_{s^{\prime} \in S} P_{\pi}\left(s^{\prime} \mid s\right) \Sigma_{V^{\pi}}\left(s^{\prime}\right)$ which gives $\Sigma_{V^{\pi}}=\left(I-\gamma^{2} P_{\pi}\right)^{-1} \sigma_{V^{\pi}}^{2}$. Since $0 \leq \Sigma_{V^{\pi}}(s) \leq \frac{1}{(1-\gamma)^{2}}$, it follows that for every $s \in S$

$$
0 \leq\left(I-\gamma^{2} P_{\pi}\right)^{-1} \sigma_{V^{\pi}}^{2}(s) \leq \frac{1}{(1-\gamma)^{2}}
$$

and

$$
0 \leq\left(I-\gamma^{2} P_{\pi}\right)^{-1} \sigma_{V^{\pi}}(s) \leq \frac{2 \log 2}{(1-\gamma)^{1.5}}
$$

for all $s \in S$.

Corollary 8. The result of Lemma 63 also holds for variance of cost functions.

Proof of Lemma 28: We only prove the statement of value function since the proof procedure for cost is identical. First, we apply Lemma 60 and get

$$
\left|P\left(s^{\prime} \mid s, a\right)-\tilde{P}\left(s^{\prime} \mid s, a\right)\right| \leq \sqrt{\frac{8 P\left(s^{\prime} \mid s, a\right)\left(1-\tilde{P}\left(s^{\prime} \mid s, a\right)\right)}{n} \log 4 / \delta_{P}}+2 \sqrt{2}\left(\frac{\log 4 / \delta_{P}}{n}\right)^{\frac{3}{4}}+3 \sqrt{2} \frac{\log 4 / \delta_{P}}{n}
$$

w.p. at least $1-\delta_{P}$. So, let

$$
\begin{equation*}
c_{1}=2 \sqrt{2}\left(\frac{\log 4 / \delta_{P}}{n}\right)^{\frac{3}{4}}+\frac{3 \sqrt{2} \log 4 / \delta_{P}}{n} \text { and } c_{2}=\sqrt{\frac{8 \log 4 / \delta_{P}}{n}} \tag{B.15}
\end{equation*}
$$

Now, let fix state $s$ :

$$
\begin{align*}
& \left|V^{\pi}(s)-\tilde{V}^{\pi}(s)\right|=\gamma\left|\left(I-\gamma P_{\pi}\right)^{-1}\left(P_{\pi}-\tilde{P}_{\pi}\right) \tilde{V}^{\pi}\right|(s)  \tag{B.16}\\
& \leq \gamma\left(I-\gamma P_{\pi}\right)^{-1}\left|\left(P_{\pi}-\tilde{P}_{\pi}\right) \tilde{V}^{\pi}\right|(s) \leq \gamma\left(I-\gamma P_{\pi}\right)^{-1}\left(|S| c_{1}\left\|\tilde{V}^{\pi}\right\|_{\infty} \mathbf{1}+c_{2} \sqrt{|S|} \sigma_{\tilde{V}^{\pi}}\right)(s)  \tag{B.17}\\
& \leq \frac{\gamma|S| c_{1}}{(1-\gamma)^{2}}+c_{2} \gamma \sqrt{|S|}\left(\left(I-\gamma P_{\pi}\right)^{-1} \sigma_{\tilde{V}^{\pi} \pi}\right)(s)  \tag{B.18}\\
& \leq \frac{\gamma|S| c_{1}}{(1-\gamma)^{2}}+c_{2} \gamma \sqrt{|S|}\left(\left(I-\gamma P_{\pi}\right)^{-1}\left(\sigma_{V^{\pi}}+\frac{2^{2.25} 3^{0.5} \gamma|S|^{0.5}\left(\log 4 / \delta_{P}\right)^{0.25}}{(1-\gamma) n^{1 / 4}} \mathbf{1}\right)\right)(s)  \tag{B.19}\\
& \leq \frac{\gamma|S| c_{1}}{(1-\gamma)^{2}}+\frac{2 \log 2 c_{2} \gamma \sqrt{|S|}}{(1-\gamma)^{1.5}}+\frac{2^{2.25} 3^{0.5} \gamma^{2} c_{2}|S|\left(\log 4 / \delta_{P}\right)^{0.25}}{(1-\gamma)^{2} n^{1 / 4}}  \tag{B.20}\\
& =\frac{2^{2.5} \gamma \log 2|S|^{0.5} \log 4 / \delta_{P}^{0.5}}{(1-\gamma)^{1.5} n^{0.5}}+\frac{2^{1.5} \gamma|S| \log 4 / \delta_{P}^{0.75}\left(1+2^{2.25} 3^{0.5} \gamma\right)}{(1-\gamma)^{2} n^{0.75}}+\frac{2^{0.5} 3 \gamma|S| \log 4 / \delta_{P}}{(1-\gamma)^{2} n} \\
& \leq 3 \frac{2^{2.5} \gamma \log 2|S|^{0.5} \log 4 / \delta_{P}^{0.5}}{(1-\gamma)^{1.5} n^{0.5}} \tag{B.21}
\end{align*}
$$

In equation (B.16), we used Lemma 51. Then, we applied Lemma 52 to obtain inequality (B.17)
which holds w.p. at least $1-|S||A| \delta_{P}$. Please note that $\mathbf{1}$ is a $|S|$-dimensional vector with all elements being 1 . Next, we bound $\left\|\tilde{V}^{\pi}\right\|_{\infty}$ by $\frac{1}{1-\gamma}$ in inequality (B.18). Also note that ( $I-$ $\left.\gamma P_{\pi}\right)^{-1} \mathbf{1}(s) \leq \frac{1}{1-\gamma}$. To get inequality (B.19), we use Lemma 54, since we can bound $P(\cdot \mid s, a)-$ $\tilde{P}(\cdot \mid s, a)$ by $2 c_{2}$ due to the condition on $n$. This inequality holds w.p. at least $1-4|S|^{3}|A| \delta_{P}$. Inequality of line (B.20) is obtained by bounding $(I-\gamma P)^{-1} \sigma_{V^{\pi}}(s)$ by $\frac{2 \log 2}{(1-\gamma)^{1.5}}$ using Lemma 63. Finally, inequality (B.21) is according to the condition on $n$. Since the result must be true for every $s \in S$, we take union bound over all $s$. Hence, the proof is complete.

Proof of Theorem 12: Let $\delta_{P} \in(0,1)$. First, we know that optimistic planning problem (6.33) is feasible w.p. at least $1-|S|^{2}|A| \delta_{P}$. The following events are dependent on this event. Thus, we consider the lowest probability between feasibility and following events.

Now, we have

$$
V^{\pi^{*}}\left(s_{0}\right)-3 \gamma \log 2 \sqrt{\frac{32|S| \log 4 / \delta_{P}}{(1-\gamma)^{3} n}} \leq \tilde{V}^{\pi^{*}}\left(s_{0}\right) \leq V^{\pi^{*}}\left(s_{0}\right)+3 \gamma \log 2 \sqrt{\frac{32|S| \log 4 / \delta_{P}}{(1-\gamma)^{3} n}}
$$

w.p. at least $1-5|S|^{3}|A| \delta_{P}$ and

$$
V^{\tilde{\pi}}\left(s_{0}\right)-3 \gamma \log 2 \sqrt{\frac{32|S| \log 4 / \delta_{P}}{(1-\gamma)^{3} n}} \leq \tilde{V}^{\tilde{\pi}}\left(s_{0}\right) \leq V^{\tilde{\pi}}\left(s_{0}\right)+3 \gamma \log 2 \sqrt{\frac{32|S| \log 4 / \delta_{P}}{(1-\gamma)^{3} n}}
$$

w.p. at least $1-5|S|^{3}|A| \delta_{P}$ according to Lemma 28. On the other hand, we know that $\tilde{V}^{\pi^{*}}\left(s_{0}\right) \leq$ $\tilde{V}^{\tilde{\pi}}\left(s_{0}\right)$. Thus, by combining these results we get

$$
V^{\pi^{*}}\left(s_{0}\right)-3 \gamma \log 2 \sqrt{\frac{32|S| \log 4 / \delta_{P}}{(1-\gamma)^{3} n}} \leq \tilde{V}^{\pi^{*}}(s) \leq \tilde{V}^{\tilde{\pi}}\left(s_{0}\right) \leq V^{\tilde{\pi}}(s)+3 \gamma \log 2 \sqrt{\frac{32|S| \log 4 / \delta_{P}}{(1-\gamma)^{3} n}} .
$$

It yields that $V^{\tilde{\pi}}\left(s_{0}\right) \geq V^{\pi^{*}}\left(s_{0}\right)-6 \gamma \log 2 \sqrt{\frac{32|S| \log 4 / \delta_{P}}{(1-\gamma)^{3} n}}$ w.p. at least $1-10|S|^{3}|A| \delta_{P}$ by union bound.

On the other hand, for any $i \in\{1, \ldots, N\}$ we have

$$
C_{i}^{\tilde{\pi}}\left(s_{0}\right) \leq \tilde{C}_{i}^{\tilde{\pi}}\left(s_{0}\right)+3 \gamma \log 2 \sqrt{\frac{32|S| \log 4 / \delta_{P}}{(1-\gamma)^{3} n}} \leq \bar{C}_{i}+3 \gamma \log 2 \sqrt{\frac{32|S| \log 4 / \delta_{P}}{(1-\gamma)^{3} n}}
$$

w.p. at least $1-5|S|^{3}|A| \delta_{P}$ according to Lemma 28. By taking union bound, we get that all statements for value and cost functions hold w.p. at least $1-(5 N+10)|S|^{3}|A| \delta_{P}$. Hence, putting $\epsilon=6 \gamma \log 2 \sqrt{\frac{32|S| \log 4 / \delta_{P}}{(1-\gamma)^{3} n}}$ and $\delta=(5 N+10)|S|^{3}|A| \delta_{P}$ concludes the proof. Please note that $\epsilon<\frac{0.22 \gamma}{\sqrt{|S|(1-\gamma)}}$ would satisfy the assumption in Lemma 28.

## B. 3 Detailed Proof for Theorem 4

First, we bound total number of model updates in Algorithm 4.
Lemma 56. The total number of updates under algorithm 4 is bounded by $U_{\max }=\frac{|S|^{2}|A| m}{1-\gamma}$.
Proof. Let fix a $(s, a)$-pair. Note that $n(s, a)$ is not decreasing and also it increases up to $\frac{|S| m}{(1-\gamma)}$. And, since update of model happens at the beginning of each time-step, then maximum number of updates due to a single $(s, a)$ happens at most $\frac{|S| m}{(1-\gamma)}$ number of times. Thus, maximum number of updates due to all $(s, a)$-pairs is no larger than $\frac{|S|^{2}|A| m}{1-\gamma}$

Proof of Lemma 30: At each time-step with model update $t$ and for each $(s, a)$, by Hoeffding's inequality [30] we have

$$
\left|P\left(s^{\prime} \mid s, a\right)-\hat{P}\left(s^{\prime} \mid s, a\right)\right| \leq \sqrt{\frac{\log \left(4 / \delta_{1}\right)}{2 n(s, a)}}
$$

holds w.p. at least $1-\delta_{1} / 2$.
By empirical Brenstein's inequality [31] we have

$$
\left|P\left(s^{\prime} \mid s, a\right)-\widehat{P}\left(s^{\prime} \mid s, a\right)\right| \leq \sqrt{\frac{2 \widehat{P}\left(s^{\prime} \mid s, a\right)\left(1-\widehat{P}\left(s^{\prime} \mid s, a\right)\right)}{n(s, a)} \log \frac{4}{\delta_{1}}}+\frac{2}{3 n(s, a)} \log \frac{4}{\delta_{1}}
$$

w.p. at least $1-\delta_{1} / 2$.

Combining above two inequalities and applying union bound, we get

$$
\begin{aligned}
& \mathbb{P}\left(\left|P\left(s^{\prime} \mid s, a\right)-\widehat{P}\left(s^{\prime} \mid s, a\right)\right| \leq \min \left\{\sqrt{\frac{2 \widehat{P}\left(s^{\prime} \mid s, a\right)\left(1-\widehat{P}\left(s^{\prime} \mid s, a\right)\right)}{n(s, a)} \log \frac{4}{\delta_{1}}}+\frac{2}{3 n(s, a)} \log \frac{4}{\delta_{1}}, \sqrt{\frac{\log 4 / \delta_{1}}{2 n(s, a)}}\right\}\right) \\
& \quad \geq 1-\delta_{1}
\end{aligned}
$$

Finally, we get the result by applying union bound over all model updates and next states.
Now, we start proving Lemma 33. But, first we provide some useful lemmas.
Lemma 57. Total number of observations of $(s, a) \in X_{t, \kappa, \iota}$ with $\kappa \in[1,|S|-1]$ and $\iota>0$ over all time-steps $t$ is at most $3|S \times A| m w_{\iota} \kappa . w_{\iota}=\min \left\{w_{t}(s, a): \iota_{t}(s, a)=\iota\right\}$.

Proof. Note that $w_{\iota+1}=2 w_{\iota}$ for $\iota>0$. Consider a time-step $t$ and a fixed $(s, a) \in X_{t, \kappa, \iota}$. Since we assumed $\iota_{t}(s, a)=\iota$, then $w_{\iota} \leq w_{t}(s, a) \leq 2 w_{\iota}$. Similarly, from $\kappa_{t}(s, a)=\kappa$ we have $\frac{n_{t}(s, a)}{2 m w_{t}(s, a)} \leq \kappa \leq \frac{n_{t}(s, a)}{m w_{t}(s, a)}$ which implies

$$
\begin{equation*}
m w_{\iota} \kappa \leq m w_{t}(s, a) \kappa \leq n_{t}(s, a) \leq 2 m w_{t}(s, a) \kappa \leq 4 m w_{\iota} \kappa \tag{B.22}
\end{equation*}
$$

Therefore, each $(s, a)$ in $\left\{(s, a) \in X_{t, \kappa, \iota}: k \in \mathbb{N}\right\}$ can only be observed $3 m w_{\iota} \kappa$. Then, the total observations is at most $3|S \times A| m w_{\iota} \kappa$.

Lemma 58. Number of time-steps $E_{\kappa, \iota}$ with $\left|X_{t, \kappa, \iota}\right|>\kappa$ is bounded for $\alpha \geq 3$ w.h.p.

$$
P\left(E_{\kappa, \iota}>\alpha K\right) \leq \exp \left(-\beta w_{\iota}(\kappa+1) K(1-\gamma)^{2}\right)
$$

where $K=|S \times A| m$ and $\beta=\frac{\alpha(3 / \alpha-1)^{2}}{7 / 3-1 / \alpha}$.
Proof. Let $\nu_{t}:=\sum_{k=0}^{t} \gamma^{k} \mathbb{I}\left\{\left(s_{k}, a_{k}\right) \in X_{k, \kappa, \iota}\right\}$ be discounted number of observations of $(s, a)$ with $\left|X_{k, \kappa, l}\right|>\kappa$. We have $t \in\left\{1, \ldots, E_{\kappa, \iota}\right\}$.

In these time-steps $\left|X_{t, \kappa, \iota}\right| \geq \kappa+1$ and all $(s, a)$ in partition $(\kappa, \iota)$ have $w_{t}(s, a) \geq w_{\iota}$, then

$$
\mathbb{E}\left[\nu_{t} \mid \nu_{1}, \ldots, \nu_{t-1}\right] \geq(\kappa+1) w_{\iota}
$$

Also $\mathbb{V}\left[\nu_{t} \mid \nu_{1}, \ldots, \nu_{t-1}\right] \leq \mathbb{E}\left[\nu_{t} \mid \nu_{1}, \ldots, \nu_{t-1}\right] /(1-\gamma)$ since $\nu_{t} \in\left[0, \frac{1}{1-\gamma}\right]$.
Now, we define the continuation:

$$
\nu_{t}^{+}:= \begin{cases}\nu_{t} & t \leq E_{\kappa, \iota} \\ w_{\iota}(\kappa+1) & \text { O.W. }\end{cases}
$$

and centralized auxiliary sequence

$$
\bar{\nu}_{t}:=\frac{\nu_{t}^{+} w_{\iota}(\kappa+1)}{\mathbb{E}\left[\nu_{t}^{+} \mid \nu_{1}^{+}, \ldots, \nu_{t-1}^{+}\right]} .
$$

By construction

$$
\mathbb{E}\left[\bar{\nu}_{t} \mid \bar{\nu}_{1}, \ldots, \bar{\nu}_{t-1}\right]=w_{\iota}(\kappa+1)
$$

According to lemma 57, we have $E_{\kappa, \iota}>\alpha K$ if

$$
\sum_{t=1}^{\alpha K} \bar{\nu}_{t} \leq 3 K w_{\iota} \kappa(1-\gamma) \leq 3 K w_{\iota}(\kappa+1)(1-\gamma)
$$

The factor of $(1-\gamma)$ is due to fact that $\bar{\nu}_{t}$ is discounted number of visitation. While, $E_{\kappa, \iota}$ is total number of visitations. Hence, we normalize that by multiplying the right hand side by $(1-\gamma)$.

Now, we define martingale below

$$
B_{t}:=\mathbb{E}\left[\sum_{j=1}^{\alpha K} \bar{\nu}_{j} \mid \bar{\nu}_{1}, \ldots, \bar{\nu}_{t}\right]=\sum_{j=1}^{t} \bar{\nu}_{j}+\sum_{j=t+1}^{\alpha K} \mathbb{E}\left[\bar{\nu}_{j} \mid \bar{\nu}_{1}, \ldots, \bar{\nu}_{t}\right]
$$

which gives $B_{0}=\alpha K w_{\iota}(\kappa+1)$ and $B_{\alpha K}=\sum_{t=1}^{\alpha K} \bar{\nu}_{t}$. Now, since $\nu_{t}^{+} \in\left[0, \frac{1}{1-\gamma}\right]$

$$
\begin{aligned}
\left|B_{t+1}-B_{t}\right| & =\left|\bar{\nu}_{t}-\mathbb{E}\left[\bar{\nu}_{t} \mid \bar{\nu}_{1}, \ldots, \bar{\nu}_{t-1}\right]\right|=\left|\frac{w_{\iota}(\kappa+1)\left(\nu_{t}^{+}-\mathbb{E}\left[\nu_{t}^{+} \mid \bar{\nu}_{1}, \ldots, \bar{\nu}_{t-1}\right]\right)}{\mathbb{E}\left[\nu_{t}^{+} \mid \nu_{,}^{+} \ldots, \nu_{t-1}^{+}\right]}\right| \\
& \leq\left|\nu_{t}^{+}-\mathbb{E}\left[\nu_{t}^{+} \mid \bar{\nu}_{1}, \ldots, \bar{\nu}_{t-1}\right]\right| \leq \frac{1}{1-\gamma}
\end{aligned}
$$

Using
$\sigma^{2}:=\sum_{t=1}^{\alpha K} \mathbb{V}\left[B_{t}-B_{t-1} \mid B_{1}-B_{0}, \ldots, B_{t-1}-B_{t-2}\right]=\sum_{t=1}^{\alpha K} \mathbb{V}\left[\bar{\nu}_{t} \mid \bar{\nu}_{1}, \ldots, \bar{\nu}_{t-1}\right] \leq \alpha \frac{K w_{\iota}(\kappa+1)}{1-\gamma}=\frac{B_{0}}{1-\gamma}$.

We can apply Theorem 22 of [69] and obtain

$$
\begin{aligned}
\mathbb{P}\left(E_{\kappa, \iota}>\alpha K\right) & \leq \mathbb{P}\left(\sum_{t=1}^{\alpha K} \bar{\nu}_{t} \leq 3 K w_{\iota}(\kappa+1)(1-\gamma)\right)=\mathbb{P}\left(B_{\alpha K}-B_{0} \leq\left(3 B_{0} / \alpha-B_{0}\right)(1-\gamma)\right) \\
& \leq \exp \left(-\frac{(3 / \alpha-1)^{2} B_{0}^{2}(1-\gamma)}{2 \sigma^{2}+(1 / 3-1 / \alpha) B_{0} /(1-\gamma)}\right)
\end{aligned}
$$

for $\alpha \geq 3$. By simplifying it we get

$$
\mathbb{P}\left(E_{\kappa, \iota}>\alpha K\right) \leq \exp \left(-K w_{\iota}(\kappa+1)(1-\gamma)^{2} \frac{\alpha(3 / \alpha)^{2}}{7 / 3-1 / \alpha}\right)
$$

Proof of Lemma 33: Since $w_{t}(s, a) \leq \frac{1}{1-\gamma}$, we have that $\frac{w_{t}(s, a)}{w_{\min }}<\frac{1}{w_{\min }(1-\gamma)}$ and so $\iota_{t}(s, a) \leq$ $\frac{1}{(1-\gamma) w_{\text {min }}}=\frac{4|S|}{\epsilon(1-\gamma)^{2}}$. In addition, $\left|X_{t, \kappa, \iota}\right| \leq|S|$ for all $t, \kappa, \iota$ and so $\left|X_{t, \kappa, \iota}\right|>\kappa$ can only be true for $\kappa \leq|S|$. Hence, only $E_{\max }=\log _{2} \frac{1}{w_{\min (1-\gamma)}} \log _{2}|S|$ possible values for $(\kappa, \iota)$ exists that can have $\left|X_{t, \kappa, \iota}\right|>\kappa$. By union bound over all $(\kappa, \iota)$ and lemma 58, we get

$$
\begin{aligned}
\mathbb{P}\left(E \leq \alpha K E_{\max }\right) & \geq \mathbb{P}\left(\max _{(\kappa, \iota)} \leq \alpha K\right) \geq 1-E_{\max } \exp \left(-\beta w_{\iota}(\kappa+1) K(1-\gamma)^{2}\right) \\
& \geq 1-E_{\max } \exp \left(-\beta w_{\min } K(1-\gamma)^{2}\right)=1-E_{\max } \exp \left(-\beta w_{\min } m|S \times A|(1-\gamma)^{2}\right) \\
& =1-E_{\max } \exp \left(-\frac{\beta \epsilon m|S \times A|(1-\gamma)^{3}}{4|S|}\right) .
\end{aligned}
$$

Bounding the right hand-side by $1-\frac{\delta}{2(N+1)}$ and solving for $m$ gives $1-E_{\max } \exp \left(-\frac{\beta \epsilon m|S \times A|(1-\gamma)^{3}}{4|S|}\right) \geq 1-\frac{\delta}{2(N+1)} \Leftrightarrow m \geq \frac{4|S|}{|S \times A|(1-\gamma)^{3} \beta \epsilon} \log \frac{2 E_{\max }}{\delta}$.

Hence, the condition

$$
m \geq \frac{4}{\beta(1-\gamma)^{2} \epsilon} \log \frac{2(N+1) E_{\max }}{\delta}
$$

is sufficient for desired result to hold. Plugging in $\alpha=6$ and $\beta=\frac{\alpha(3 / \alpha-1)^{2}}{7 / 3-1 / \alpha}$ would obtain the statement to show.

Next, we need the following corollaries to prove Lemma 35.

Corollary 9. If we substitute the $\delta_{P}$ with $\delta_{1}$ in Lemma 60 , the result will pertain.

Corollary 10. If we substitute the $\delta_{P}$ with $\delta_{1}$ in Lemma 52, the result will pertain.

Proof of Lemma 35: We only prove the statement of value function since the proof procedure for cost is identical.

Before proceeding, in this lemma we reason about a sequence of CMDPs $M_{d}$ which have the same transition probabilities but different reward matrix $r^{(d)}$ and cost matrices $c^{(d)}$. Here, we only present the definition of $r^{(d)}$, as definition of $c^{(d)}$ is identical to $r^{(d)}$. For $d=0$, the reward matrix is the original reward function $r$ of $M\left(r^{(0)}=r\right.$.) The following reward matrices are then defined recursively under policy $\pi$ as $r_{\pi}^{(2 d+2)}=\sigma_{V^{(d), \pi}}^{(d), 2}$, where $\sigma_{V^{(d), \pi}}^{(d), 2}$ is local variance of the value function w.r.t. the rewards $r^{(d)}$. Note that for every $d$ and $s \in S$, we have $r^{(d)}(s) \in\left[0, \frac{1}{(1-\gamma)^{d}}\right]$.

In addition, we will drop the notations $t$ and policy $\tilde{\pi}_{t}$ in the following lemmas, since the statements are for a fixed time-step $t$ and all value functions, reward matrices and transition kernels are defined under policy $\tilde{\pi}_{t}$.

Now,

$$
\begin{aligned}
\Delta_{d} & :=\left|V^{(d)}\left(s_{0}\right)-\tilde{V}^{(d)}\left(s_{0}\right)\right|=\left|\gamma(I-\gamma P)^{-1}(P-\tilde{P}) \tilde{V}^{(d)}\left(s_{0}\right)\right| \\
& \leq \gamma(I-\gamma P)^{-1}\left|P-\tilde{P} \tilde{V}^{(d)}\right|\left(s_{0}\right) \\
& =\gamma(I-\gamma P)^{-1}\left(\sum_{s, a \in S \times A} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\}\left|(P-\tilde{P}) \tilde{V}^{(d)}\right|\right)\left(s_{0}\right) \\
& =\sum_{s, a \in S \times A} \gamma(I-\gamma P)^{-1}\left(\mathbb{I}\{s=\cdot, a=\tilde{\pi}(s, \cdot)\}\left|(P-\tilde{P}) \tilde{V}^{(d)}\right|\right)\left(s_{0}\right) \\
& =\sum_{s, a \in S \times A} \gamma(I-\gamma P)^{-1}\left(\mathbb{I}\{s=\cdot, a=\tilde{\pi}(s, \cdot)\}\left|(P-\tilde{P}) \tilde{V}^{(d)}(s)\right|\right)\left(s_{0}\right)
\end{aligned}
$$

The first equality follows from Lemma 51 , the second step from the fact that all elements os $V$ is non-negative and $(I-\gamma P)^{-1}$ being non-expansive. In the third line, we introduce an indicator function which does not change the value as we sum over all $(s, a)$ pairs. The fourth step relies on the linearity of $P$ operators. In the fifth step, we realize that $\mathbb{I}\{s=., a \sim \tilde{\pi}(s, \cdot)\}\left|(P-\tilde{P}) \tilde{V}^{(d)}(\cdot)\right|$ is a function that takes nonzero values for input $s$. We can therefore replace the argument of the second term with $s$ without changing the value. The term becomes constant and by linearity of $P$,
we can write

$$
\begin{aligned}
& \left|V^{(d)}\left(s_{0}\right)-\tilde{V}^{(d)}\left(s_{0}\right)\right|=\Delta_{d} \leq \sum_{s, a \in S \times A} \gamma(I-\gamma P)^{-1}\left(\mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\}\left|(P-\tilde{P}) \tilde{V}^{(d)}(s)\right|\right)\left(s_{0}\right) \\
& \leq \gamma \sum_{s, a \notin X}\left\|\tilde{V}^{(d)}\right\|_{\infty}(I-\gamma P)^{-1}(\mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\})\left(s_{0}\right) \\
& \left.+\gamma \sum_{s, a \in X}\left|(P-\tilde{P}) \tilde{V}^{(d)}(s)\right|(I-\gamma P)^{-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\}\right)\left(s_{0}\right) \\
& \leq \gamma \sum_{s, a \notin X} \frac{1}{(1-\gamma)^{d+1}}(I-\gamma P)^{-1}(\mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\})\left(s_{0}\right) \\
& \left.+\gamma \sum_{s, a \in X}\left|(P-\tilde{P}) \tilde{V}^{(d)}(s)\right|(I-\gamma P)^{-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\}\right)\left(s_{0}\right) \\
& \leq \gamma \sum_{s, a \notin X} \frac{1}{(1-\gamma)^{d+1}}(I-\gamma P)^{-1}(\mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\})\left(s_{0}\right) \\
& +\gamma \sum_{s, a \in X}| | S\left|c_{1}(s, a) \frac{1}{(1-\gamma)^{d+1}}+c_{2}(s, a) \sqrt{|S|} \sigma_{\tilde{V}}^{(d)}(s)\right|(I-\gamma P)^{-1}(\mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\})\left(s_{0}\right) \\
& \leq \gamma \sum_{s, a \notin X} \frac{1}{(1-\gamma)^{d+1}}(I-\gamma P)^{-1}(\mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\})\left(s_{0}\right) \\
& +\gamma \sum_{s, a \in X}| | S\left|c_{1}(s, a) \frac{1}{(1-\gamma)^{d+1}}\right|(I-\gamma P)^{-1}(\mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\})\left(s_{0}\right) \\
& +\gamma \sum_{s, a \in X}\left|\sqrt{|S|} c_{2}(s, a) \sigma_{\tilde{V}}^{(d)}(s)\right|(I-\gamma P)^{-1}(\mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\})\left(s_{0}\right) \\
& \leq \sum_{s, a \notin X} \frac{1}{(1-\gamma)^{d+1}} w(s, a)+\sum_{s, a \in X}|S| c_{1}(s, a) \frac{1}{(1-\gamma)^{d+1}} w(s, a) \\
& +\gamma \sum_{s, a \in X} \sqrt{|S|} c_{2}(s, a) \sigma_{\tilde{V}}^{(d)}(s)(I-\gamma)^{-1}(\mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\})\left(s_{0}\right) \\
& \leq \frac{w_{\text {min }}|S|}{(1-\gamma)^{d+1}}+\sum_{s, a \in X} \frac{|S| c_{1}(s, a) w(s, a)}{(1-\gamma)^{d+1}} \\
& +\gamma \sum_{s, a \in X} \sqrt{|S|} c_{2}(s, a) \sigma_{\tilde{V}}^{(d)}(s)(I-\gamma P)^{-1}(\mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\})\left(s_{0}\right) \\
& =\frac{\epsilon}{4(1-\gamma)^{d}}+\sum_{s, a \in X} \frac{|S| c_{1}(s, a) w(s, a)}{(1-\gamma)^{d+1}} \\
& +\gamma \sum_{s, a \in X} \sqrt{|S|} c_{2}(s, a) \sigma_{\tilde{V}}^{(d)}(s)(I-\gamma P)^{-1}(\mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\})\left(s_{0}\right)
\end{aligned}
$$

In the second inequality, we split the sum over all $(s, a)$ pairs and used the fact that $P$ and $\tilde{P}$ are non-expansive. The next step follows from $\left\|V^{(d)}\right\|_{\infty} \leq \frac{1}{(1-\gamma)^{d+1}}$. We then apply Lemma 52 and subsequently use that all terms are nonnegative and the definition of $w(s, a)$. Eventually, the last two lines come from the fact that $w(s, a) \leq w_{\text {min }}$ for all $(s, a)$ not in the active set. Besides, please note that we are analyzing under the given policy $\tilde{\pi}$, which implies that there are only $|S|$ nonzero $w$ in non-active set.

Using the assumption that $M \in \mathcal{M}$ and $\tilde{M} \in \mathcal{M}$ from the fact that ELP chooses the optimistic CMDP in $\mathcal{M}$, we can apply Corollary 9 and get that

$$
c_{1}(s, a)=2 \sqrt{2}\left(\frac{\log 4 / \delta_{1}}{n(s, a)}\right)^{3 / 4}+3 \sqrt{2} \frac{\log 4 / \delta_{1}}{n(s, a)} \quad \text { and } \quad c_{2}(s, a)=\sqrt{\frac{8}{n(s, a)} \log 4 / \delta_{1}} .
$$

Plugging definitions above we have

$$
\begin{aligned}
\Delta_{d} & \leq \frac{\epsilon}{4(1-\gamma)^{d}}+2 \sqrt{2} \frac{|S|}{(1-\gamma)^{d+1}} \log 4 / \delta_{1}^{3 / 4} \sum_{s, a \in X} \frac{w(s, a)}{n(s, a)^{3 / 4}}+3 \sqrt{2} \frac{|S|}{(1-\gamma)^{d+1}} \log 4 / \delta_{1} \sum_{s, a \in X} \frac{w(s, a)}{n(s, a)} \\
& +\sqrt{8|S| \log 4 / \delta_{1}} \sum_{s, a \in X} \frac{\gamma}{\sqrt{n(s, a)}} \sigma_{\tilde{V}}^{(d)}(s)(I-\gamma P)^{-1}(\mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\})\left(s_{0}\right)
\end{aligned}
$$

Hence, we bound

$$
\Delta_{d} \leq \frac{\epsilon}{4(1-\gamma)^{d}}+U_{d}\left(s_{0}\right)+Y_{d}\left(s_{0}\right)+Z_{d}\left(s_{0}\right)
$$

as a sum of three terms which we will consider individually in the following. The first term is

$$
\begin{aligned}
U_{d}\left(s_{0}\right) & =2 \sqrt{2} \frac{|S|}{(1-\gamma)^{d+1}} \log 4 / \delta_{1}^{3 / 4} \sum_{s, a \in X} \frac{w(s, a)}{n(s, a)^{3 / 4}} \\
& \leq 2 \sqrt{2} \frac{|S|}{(1-\gamma)^{d+5 / 4}} \log 4 / \delta_{1}^{3 / 4} \sum_{\kappa, \iota \in \mathcal{K} \times \mathcal{I}} \sum_{s, a \in X_{\kappa, l}}\left(\frac{w(s, a)}{n(s, a)}\right)^{3 / 4} \\
& \leq 2 \sqrt{2} \frac{|S|}{(1-\gamma)^{d+5 / 4}} \log 4 / \delta_{1}^{3 / 4} \sum_{\kappa, \iota \in \mathcal{K} \times \mathcal{I}}\left(\frac{\left|X_{\kappa, l}\right|}{m \kappa}\right)^{3 / 4} \\
& \leq 2 \sqrt{2} \frac{|S|}{(1-\gamma)^{d+5 / 4}} \log 4 / \delta_{1}^{3 / 4} \sum_{\kappa, \iota \in \mathcal{K} \times \mathcal{I}}\left(\frac{1}{m}\right)^{3 / 4} \\
& \leq 2 \sqrt{2} \frac{|S|}{(1-\gamma)^{d+5 / 4}} \log 4 / \delta_{1}^{3 / 4} \mathcal{K} \times \mathcal{I}\left(\frac{1}{m}\right)^{3 / 4}
\end{aligned}
$$

In the second line, we used Cauchy-Scharwz. Next, we used the fact that for $s, a \in X_{\kappa, \iota}$, we have $n(s, a) \geq m w(s, a) \kappa$, refer to equation (B.22). Finally, we applied the assumption of $\left|X_{\kappa, \iota}\right| \leq \kappa$. Please note that $\mathcal{K} \times \mathcal{I}$ is the set of all possible $(\kappa, \iota)$ pairs.

The next term is

$$
\begin{aligned}
Y_{d}\left(s_{0}\right) & =3 \sqrt{2} \frac{|S|}{(1-\gamma)^{d+1}} \log 4 / \delta_{1} \sum_{s, a \in X} \frac{w(s, a)}{n(s, a)} \leq 3 \sqrt{2} \frac{|S|}{(1-\gamma)^{d+1}} \log 4 / \delta_{1} \sum_{\kappa, \iota} \frac{\left|X_{\kappa, \iota}\right|}{m \kappa} \\
& \leq \frac{3 \sqrt{2}|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m(1-\gamma)^{d+1}}
\end{aligned}
$$

which we used $n(s, a) \geq m w(s, a) \kappa$ again.

The last term is

$$
\begin{aligned}
& Z_{d}\left(s_{0}\right)=\sqrt{8|S| \log 4 / \delta_{1}} \sum_{s, a \in X} \frac{\gamma}{\sqrt{n(s, a)}}(I-\gamma P)^{-1} \sigma_{\tilde{V}}^{(d)}(s)(\mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\})\left(s_{0}\right) \\
& \leq \sqrt{8|S| \log 4 / \delta_{1}} \sum_{s, a \in X} \frac{\gamma}{\sqrt{n(s, a)}} \sqrt{(I-\gamma P)^{-1} \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\}\left(s_{0}\right)} \\
& \times \sqrt{(I-\gamma P)^{-1} \sigma_{\tilde{V}}^{(\tilde{V}, 2}(s) \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\}\left(s_{0}\right)} \\
& =\gamma \sqrt{8|S| \log 4 / \delta_{1}} \sum_{s, a \in X} \sqrt{\frac{w(s, a)}{n(s, a)}(I-\gamma P)^{-1} \sigma_{\tilde{V}}^{(d), 2}(s) \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\}\left(s_{0}\right)} \\
& =\gamma \sqrt{8|S| \log 4 / \delta_{1}} \sum_{\kappa, l} \sum_{s, a \in X_{\kappa, \iota}} \sqrt{\frac{w(s, a)}{n(s, a)}(I-\gamma P)^{-1} \sigma_{\tilde{V}}^{(d), 2}(s) \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\}\left(s_{0}\right)} \\
& \leq \gamma \sqrt{8|S| \log 4 / \delta_{1}} \sum_{\kappa, \iota} \sqrt{\left|X_{\kappa, \iota}\right| \sum_{s, a \in X_{\kappa, \iota}} \frac{w(s, a)}{n(s, a)}(I-\gamma P)^{-1} \sigma_{\tilde{V}}^{(d), 2}(s) \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\}\left(s_{0}\right)} \\
& \leq \gamma \sqrt{8|S| \log 4 / \delta_{1}} \sum_{\kappa, \iota} \sqrt{\frac{1}{m} \sum_{s, a \in X_{\kappa, \iota}}(I-\gamma P)^{-1} \sigma_{h}^{(d), 2}(s) \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\}\left(s_{0}\right)} \\
& \leq \gamma \sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m} \sum_{s, a \in X}(I-\gamma P)^{-1} \sigma_{\tilde{V}}^{(d), 2}(s) \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\}\left(s_{0}\right)} \\
& \leq \gamma \sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m} \sum_{s, a \in S \times A}(I-\gamma P)^{-1} \sigma_{\tilde{V}}^{(d), 2}(s) \mathbb{I}\{s=\cdot, a \sim \tilde{\pi}(s, \cdot)\}\left(s_{0}\right)} \\
& \\
& \leq \gamma \sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}(I-\gamma P)^{-1} \sigma_{\tilde{V}}^{(d), 2}\left(s_{0}\right)} \\
& \leq \sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m(1-\gamma)^{2 d+3}} .} \\
&
\end{aligned}
$$

In the second line, we applied Cauchy-Scharwz inequality. Then, we used the definition of $w(s, a)$ to get to third step. Next, we split the sum and applied Cauchy-Scharwz again to obtain fifth step. Furthermore, we applied the assumption of $\left|X_{\kappa, \iota}\right| \leq \kappa$ to get sixth step. Next, we applied Cauchy-Scharwz inequality to obtain seventh step. And, the final step follows from the facts that
$\gamma \leq 1,(I-\gamma P)^{-1}\left(s_{0}\right) \leq \frac{1}{1-\gamma}$ and $\left\|\sigma_{\tilde{V}}^{(d)}\right\|_{\infty} \leq \frac{1}{(1-\gamma)^{2 d+2}}$. Thus, we have

$$
\begin{equation*}
Z_{d}\left(s_{0}\right) \leq \sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m(1-\gamma)^{2 d+3}}} \tag{B.23}
\end{equation*}
$$

However, we can improve this bound as follows

$$
\begin{aligned}
& Z_{d}\left(s_{0}\right) \leq \gamma \sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}(I-\gamma P)^{-1} \sigma_{\tilde{V}}^{(d), 2}\left(s_{0}\right)} \\
& =\gamma \sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}(I-\gamma P)^{-1} \sigma_{\tilde{V}}^{(d), 2}\left(s_{0}\right)-\left(I-\gamma \tilde{P}^{-1}\right) \sigma_{\tilde{V}}^{(d), 2}\left(s_{0}\right)+(I-\gamma \tilde{P})^{-1} \sigma_{\tilde{V}}^{(d), 2}\left(s_{0}\right)} \\
& \leq \gamma \sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}\left(\frac{1}{(1-\gamma)^{2 d+2}}+(I-\gamma P)^{-1} r^{(2 d+2)}\left(s_{0}\right)-(I-\gamma \tilde{P})^{-1} r^{(2 d+2)}\left(s_{0}\right)\right)} \\
& =\gamma \sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}\left(\frac{1}{\left.(1-\gamma)^{2 d+2}+V^{(2 d+2)}\left(s_{0}\right)-\tilde{V}^{(2 d+2)}\left(s_{0}\right)\right)}\right.} \\
& =\gamma \sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}\left(\frac{1}{\left.(1-\gamma)^{2 d+2}+\Delta_{2 d+2}\right)}\right.} \\
& \leq \sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m(1-\gamma)^{2 d+2}}}+\sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m} \Delta_{2 d+2}} .
\end{aligned}
$$

In the third step, we used Lemma 63 and definition of $r^{(2 d+2)}$. In the last line, we used the fact that $\gamma \leq 1$.

Now, if we put all the pieces together, we have

$$
\begin{aligned}
\Delta_{d} & \leq \frac{\epsilon}{4(1-\gamma)^{d}}+\frac{2 \sqrt{2}|S|}{(1-\gamma)^{d+5 / 4}} \log 4 / \delta_{1}^{3 / 4}|\mathcal{K} \times \mathcal{I}|\left(\frac{1}{m}\right)^{3 / 4}+\frac{3 \sqrt{2}|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m(1-\gamma)^{d+1}} \\
& +\sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m(1-\gamma)^{2 d+2}}}+\sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m} \Delta_{2 d+2}}
\end{aligned}
$$

If we choose $m$ sufficiently large which will be shown later, then it is straightforward to show that $U_{d}\left(s_{0}\right) \leq Z_{d}\left(s_{0}\right)$ and $Y_{d}\left(s_{0}\right) \leq Z_{d}\left(s_{0}\right)$. Hence, if we expand the above inequality up to depth
$\beta=\left\lceil\frac{1}{2 \log 2} \log \frac{1}{1-\gamma}\right\rceil$ with $\mathcal{D}=\{0,2,6,14, \ldots, \beta\}$, we get

$$
\begin{aligned}
\Delta_{0} & \leq \sum_{d \in \mathcal{D} \backslash \beta}\left(\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}\right)^{\frac{d}{d+2}}\left[\frac{\epsilon(1-\gamma)^{d}}{4}+3 \sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m(1-\gamma)^{2 d+2}}}\right]^{\frac{2}{d+2}} \\
& +\left(\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m}\right)^{\frac{\beta}{\beta+2}}\left[\frac{\epsilon}{4(1-\gamma)^{\beta}}+3 \sqrt{\frac{8|S| \log 4 / \delta_{1}|\mathcal{K} \times \mathcal{I}|}{m(1-\gamma)^{2 \beta+2}}}\right]^{\frac{2}{\beta+2}}
\end{aligned}
$$

Here, we used inequality (B.23) to bound $Z_{\beta}\left(s_{0}\right)$. Finally, the proof completes if we let

$$
m=1280 \frac{|S|}{\epsilon^{2}(1-\gamma)^{2}}\left(\log _{2} \log _{2}\left(\frac{1}{(1-\gamma)}\right)\right)^{2} \log _{2}^{2}\left(\frac{8|S|^{2}}{\epsilon(1-\gamma)^{2}}\right) \log \frac{6}{\delta_{1}}
$$

Proof of Theorem 4: By Lemma 33, we know that number of time-steps where $\left|X_{\kappa, \ell}\right|>\kappa$ for some $\kappa, \iota$ is bounded by $6 E_{\max }|S||A| m$ with probability at least $1-\frac{\delta}{2(N+1)}$. For all other time-steps, we have by Lemma 35 that for any $i \in\{1, \ldots, N\}$

$$
\begin{equation*}
\left|\tilde{V}^{\tilde{\pi}_{t}}\left(s_{0}\right)-V^{\tilde{\pi}_{t}}\left(s_{0}\right)\right| \leq \epsilon, \quad\left|\tilde{C}_{i}^{\tilde{\pi}_{t}}\left(s_{0}\right)-C_{i}^{\tilde{\pi}_{t}}\left(s_{0}\right)\right| \leq \epsilon . \tag{B.24}
\end{equation*}
$$

Using Lemma 30, we get that $M \in \mathcal{M}_{t}$ for any time-step $t$ w.p. at least $1-\frac{\delta}{2(N+1)}$. Further, we know that ELP outputs the policy $\tilde{\pi}_{t}$ such that

$$
\begin{equation*}
\tilde{V}^{\tilde{\pi}_{t}}\left(s_{0}\right) \geq V^{\pi^{*}}\left(s_{0}\right), \quad \tilde{C}_{i}^{\tilde{\pi}_{t}}\left(s_{0}\right) \leq \bar{C}_{i} i \in\{1, \ldots, N\} \tag{B.25}
\end{equation*}
$$

w.p. at least $1-\frac{\delta}{2(N+1)}$. Combining the inequalities (C.2) with inequalities (B.25), we get that for all time-steps with $\left|X_{\kappa, \iota}\right| \leq \kappa$ for all $\kappa, \iota$

$$
V^{\tilde{\pi}_{t}}\left(s_{0}\right) \geq V^{\pi^{*}}\left(s_{0}\right)-\epsilon
$$

w.p. at least $1-\frac{\delta}{2(N+1)}$ and for any $i, C_{i}^{\tilde{\pi}_{t}}\left(s_{0}\right) \leq \bar{C}_{i}+\epsilon$ w.p. at least $1-\frac{\delta}{2(N+1)}$. Applying the
union bound we get the desired result, if $m$ satisfies

$$
\begin{aligned}
m & \geq 1280 \frac{|S|}{\epsilon^{2}(1-\gamma)^{2}}\left(\log _{2} \log _{2}\left(\frac{1}{1-\gamma}\right)\right)^{2} \log _{2}^{2}\left(\frac{8|S|^{2}}{\epsilon(1-\gamma)^{2}}\right) \log \frac{4}{\delta_{1}} \text { and } \\
m & \geq \frac{4}{\epsilon(1-\gamma)^{3}} \log \frac{2(N+1) E_{\max }}{\delta}
\end{aligned}
$$

From the definitions, we get

$$
\log \frac{4}{\delta_{1}}=\log \frac{4(N+1)|S| U_{\max }}{\delta}=\log \frac{4(N+1)|S|^{2}|A| m}{\delta}
$$

Thus,

$$
\begin{equation*}
m \geq 1280 \frac{|S|}{\epsilon^{2}(1-\gamma)^{3}}\left(\log _{2} \log _{2}\left(\frac{1}{1-\gamma}\right)\right)^{2} \log _{2}^{2}\left(\frac{8|S|^{2}}{\epsilon(1-\gamma)^{2}}\right) \log \frac{4(N+1)|S|^{2}|A| m}{\delta} \tag{B.26}
\end{equation*}
$$

It is well-known fact that for any constant $B>0, \nu \geq 2 B \log B$ implies $\nu \geq B \log \nu$. we can use this sufficiency condition to satisfy (B.26) by setting $m$ as follows:

$$
\begin{aligned}
m & \geq 2560 \frac{|S|}{\epsilon^{2}(1-\gamma)^{3}}\left(\log _{2} \log _{2}\left(\frac{1}{1-\gamma}\right)\right)^{2} \log _{2}^{2}\left(\frac{8|S|^{2}}{\epsilon(1-\gamma)^{2}}\right) \\
& \times \log \left(\frac{5120(N+1)|S|^{3}|A|}{\epsilon^{2} \delta(1-\gamma)^{3}}\left(\log _{2} \log _{2}\left(\frac{1}{1-\gamma}\right)\right)^{2} \log _{2}^{2}\left(\frac{8|S|^{2}}{\epsilon(1-\gamma)^{2}}\right)\right)
\end{aligned}
$$

Also,

$$
E_{\max }=\log _{2}|S| \log _{2} \frac{4|S|}{\epsilon(1-\gamma)^{2}} \leq \log _{2}^{2} \frac{4|S|}{\epsilon(1-\gamma)^{2}}
$$

and

$$
\begin{aligned}
\log \frac{2(N+1) E_{\max }}{\delta} & =\log \frac{2(N+1) \log _{2}|S| \log _{2}\left(\frac{4|S|}{\epsilon(1-\gamma)^{2}}\right)}{\delta} \leq \log \frac{2(N+1) \log _{2}^{2}\left(\frac{4|S|}{\epsilon(1-\gamma)^{2}}\right)}{\delta} \\
& \leq \log \frac{16(N+1)|S|^{4}|A|}{\epsilon \delta(1-\gamma)^{3}} .
\end{aligned}
$$

Setting

$$
\begin{align*}
m & =2560 \frac{|S|}{\epsilon^{2}(1-\gamma)^{3}}\left(\log _{2} \log _{2}\left(\frac{1}{1-\gamma}\right)\right)^{2} \log _{2}^{2}\left(\frac{8|S|^{2}}{\epsilon(1-\gamma)^{2}}\right)  \tag{B.27}\\
& \times \log \left(\frac{5120(N+1)|S|^{4}|A|}{\epsilon^{2} \delta(1-\gamma)^{3}}\left(\log _{2} \log _{2}\left(\frac{1}{1-\gamma}\right)\right)^{2} \log _{2}^{2}\left(\frac{8|S|^{2}}{\epsilon(1-\gamma)^{2}}\right)\right)
\end{align*}
$$

is therefore a valid choice for $m$ to ensure that with probability at least $1-\frac{\delta}{(N+1)}$, there are at most

$$
\begin{aligned}
6 E_{\max }|S||A| m= & 15360 \frac{|S|^{2}|A|}{\epsilon^{2}(1-\gamma)^{3}}\left(\log _{2} \log _{2}\left(\frac{1}{1-\gamma}\right)\right)^{2} \log _{2}^{2}\left(\frac{4|S|}{\epsilon(1-\gamma)^{2}}\right) \log _{2}^{2}\left(\frac{8|S|^{2}}{\epsilon(1-\gamma)^{2}}\right) \\
& \times \log \left(\frac{5120(N+1)|S|^{4}|A|}{\epsilon^{2} \delta(1-\gamma)^{3}}\left(\log _{2} \log _{2}\left(\frac{1}{1-\gamma}\right)\right)^{2} \log _{2}^{2}\left(\frac{8|S|^{2}}{\epsilon(1-\gamma)^{2}}\right)\right)
\end{aligned}
$$

time-steps which neither are optimal nor near-optimal.

## APPENDIX C

## APPENDIX OF CHAPTER 4

## C. 1 GMBL-Dual

Proof of Proposition 1: Considering optimization problem of (4.4) and Assumptions 5 and 6, it is obvious that optimal policy of the problem (4.4) would yield positive result, i.e. $V_{0}^{\pi^{*}}\left(s_{0}\right)=$ $V_{0}^{\pi^{*}\left(\lambda^{*}\right)}\left(s_{0}\right)>0$. Comparing value of $\pi^{*}$ with do-nothing policy and knowing the fact that donothing policy yield 0 reward, we conclude that $V_{0}^{\pi^{*}\left(\lambda^{*}\right)}\left(s_{0}, \lambda^{*}\right)$ must be positive, otherwise donothing policy must have been chosen.

On the other hand, optimal policy might satisfy some of constraints tightly, not all of them. Due to Complementary Slackness, if constraint $i$ is not completely satisfied, then $\lambda_{i}^{*}$ would be 0 . First, consider the case where there is no tight satisfaction. Then, all the $\lambda_{i}^{*}$ would be 0 . So, we focus on the case where there is at least one positive $\lambda_{i}^{*}$. Thus, we have

$$
0<V_{0}^{\pi^{*}\left(\lambda^{*}\right)}\left(s_{0}, \lambda^{*}\right)=V_{0}^{\pi^{*}\left(\lambda^{*}\right)}\left(s_{0}\right)-\sum_{i} \lambda_{i}^{*} \bar{C}_{i} \leq H-\sum_{i} \lambda_{i}^{*} \bar{C}_{i}
$$

Therefore,

$$
0 \leq H-\sum_{i} \lambda_{i}^{*} \bar{C}_{i} \leq H-B_{\lambda} \bar{C}_{\min }
$$

The second inequality comes from the fact that $\lambda_{\max }$ must appear, and the worst case is that it appears at least once with the least $\bar{C}_{i}$. Hence the proof completes.

## C. 2 Online-CRL-Dual

Before proceeding with Lemma 17, for any $\lambda \in\left[0, B_{\lambda}\right]$ we reason about a sequence of MDPs $M_{d, \lambda}$ which have the same transition probabilities but different reward matrix $r_{c}^{(d)}(\lambda)$. For $d=0$, the reward matrix is the original reward function $r_{c}(\lambda)$ of $M_{\lambda}\left(r_{c}^{(0)}(\lambda)=r_{c}(\lambda)\right.$.) The following
reward matrices are then defined recursively as $r_{c}^{(2 d+2)}(\lambda)=\max _{h} \sigma_{h}^{(d), 2}$, where $\sigma_{h: H-1}^{(d), 2}$ is local variance of the value function w.r.t. the rewards $r_{c}^{(d)}(\lambda)$. Note that for every $d$ and $h=0, \ldots, H-1$ and $(s, a) \in S \times A$, we have $r_{c}^{(d)}(\lambda, s, a) \in\left[0,\left(H N B_{\lambda}\right)^{d}\right]$.

In addition, we will drop the notations $k, \tilde{\lambda}^{(k)}$ and policy $\tilde{\pi}_{k}\left(\tilde{\lambda}^{(k)}\right)$ in the following lemmas, since the statements are for a fixed episode $k$ and all value functions, reward matrices and transition kernels are defined under policy $\tilde{\pi}_{k}\left(\tilde{\lambda}^{(k)}\right)$.

Now, we present and prove some lemmas required for Lemma 17.

## Lemma 59.

$$
V_{0}-\tilde{V}_{0}=\sum_{h=0}^{H-2} P^{h-1}(P-\tilde{P}) \tilde{V}_{h+1}
$$

Proof. For a fixed $h$ and $s$ :

$$
\begin{aligned}
V_{h}(s)-\tilde{V}_{h}(s) & =r_{c}(s)+\sum_{s^{\prime}} P\left(s^{\prime} \mid s\right) V_{h+1}\left(s^{\prime}\right)-r_{c}(s)-\sum_{s^{\prime}} \tilde{P}\left(s^{\prime} \mid s\right) \tilde{V}_{h+1}\left(s^{\prime}\right) \\
& +\sum_{s^{\prime}} P\left(s^{\prime} \mid s\right) \tilde{V}_{h+1}\left(s^{\prime}\right)-\sum_{s^{\prime}} P\left(s^{\prime} \mid s\right) \tilde{V}_{h+1}\left(s^{\prime}\right) \\
& =\sum_{s^{\prime}} P\left(s^{\prime} \mid s\right)\left(V_{h+1}\left(s^{\prime}\right)-\tilde{V}_{h+1}\left(s^{\prime}\right)\right)+\sum_{s^{\prime}}\left(P\left(s^{\prime} \mid s\right)-\tilde{P}\left(s^{\prime} \mid s\right)\right) \tilde{V}_{h+1}\left(s^{\prime}\right) .
\end{aligned}
$$

Since we have $V_{H-1}(s)=r_{c}(s)=\tilde{V}_{H-1}(s)$, we can recursively expand the first difference until $h=0$ and get the result.

Lemma 60. Assume $p, \widehat{p}, \tilde{p} \in[0,1]$ satisfy $\widehat{p} \in \mathcal{P}$ and $\tilde{p} \in \mathcal{P}$ where

$$
\begin{aligned}
\mathcal{P}:=\left\{p^{\prime} \in[0,1]\right. & :\left|p-p^{\prime}\right| \leq \sqrt{\frac{\ln 6 / \delta_{P}}{2 n}} \\
& \left|p-p^{\prime}\right| \leq \sqrt{\frac{2 p(1-p)}{n} \ln \left(6 / \delta_{P}\right)}+\frac{2}{3 n} \ln \left(6 / \delta_{P}\right) \\
& \left.\left|p^{\prime}\left(1-p^{\prime}\right)-p(1-p)\right| \leq \frac{2 \ln \left(6 / \delta_{P}\right)}{n-1}\right\}
\end{aligned}
$$

Then

$$
|p-\tilde{p}| \leq \sqrt{\frac{8 \tilde{p}(1-\tilde{p})}{n} \ln \left(6 / \delta_{P}\right)}+\frac{16}{3(n-1)} \ln \left(6 / \delta_{P}\right)
$$

Proof.

$$
\begin{aligned}
|p-\tilde{p}| & \leq|p-\widehat{p}|+|\widehat{p}-\tilde{p}| \leq 2 \sqrt{\frac{2 \widehat{p}(1-\widehat{p})}{n} \ln \left(6 / \delta_{P}\right)}+2 \frac{2}{3 n} \ln \left(6 / \delta_{P}\right) \\
& \leq 2 \sqrt{\frac{2}{n}\left(\tilde{p}(1-\tilde{p})+\frac{2 \ln \left(6 / \delta_{P}\right)}{n-1}\right) \ln \left(6 / \delta_{P}\right)}+\frac{4}{3 n} \ln \left(6 / \delta_{P}\right) \\
& \leq 2 \sqrt{\frac{2 \tilde{p}(1-\tilde{p})}{n} \ln \left(6 \delta_{P}\right)}+2 \frac{2 \ln \left(6 / \delta_{P}\right)}{n-1}+\frac{4}{3 n} \ln \left(6 / \delta_{P}\right) \\
& \leq 2 \sqrt{\frac{2 \tilde{p}(1-\tilde{p})}{n} \ln \left(6 \delta_{P}\right)}+\frac{16}{3(n-1)} \ln \left(6 / \delta_{P}\right) .
\end{aligned}
$$

## Lemma 61. Assume

$$
\left|P\left(s^{\prime} \mid s, a\right)-\tilde{P}\left(s^{\prime} \mid s, a\right)\right| \leq c_{1}(s, a)+c_{2}(s, a) \sqrt{\tilde{P}\left(s^{\prime} \mid s, a\right)\left(1-\tilde{P}\left(s^{\prime} \mid s, a\right)\right)}
$$

for $a=\pi_{h}(s)$ and all $s^{\prime}, s \in S$. Then

$$
\left|\sum_{s^{\prime}}\left(P\left(s^{\prime} \mid s\right)-\tilde{P}\left(s^{\prime} \mid s\right)\right) \tilde{V}_{h+1}(s)\right| \leq c_{1}(s, a)|S|\left\|\tilde{V}_{h+1}\right\|_{\infty}+c_{2}(s, a) \sqrt{|S|} \tilde{\sigma}_{h}(s)
$$

for any $(s, a) \in S \times A$.

Proof. Let $s$ and $a=\pi_{h}(s)$ be fixed and define for this fixed $s$ the constant function $\bar{V}\left(s^{\prime}\right)=$ $\sum_{s^{\prime \prime}} \tilde{P}\left(s^{\prime \prime} \mid s^{\prime}\right) \tilde{V}_{h+1}\left(s^{\prime \prime}\right)$ as the expected value function of successor states of $s$. Note that $\bar{V}\left(s^{\prime}\right)$ is a constant function and so $\bar{V}\left(s^{\prime}\right)=\sum_{s^{\prime \prime}} \tilde{P}\left(s^{\prime \prime} \mid s^{\prime}\right) \bar{V}\left(s^{\prime \prime}\right)=\sum_{s^{\prime \prime}} P\left(s^{\prime \prime} \mid s^{\prime}\right) \bar{V}\left(s^{\prime \prime}\right)$.

$$
\begin{aligned}
& \left|\sum_{s^{\prime}}\left(P\left(s^{\prime} \mid s\right)-\tilde{P}\left(s^{\prime} \mid s\right)\right) \tilde{V}_{h+1}\left(s^{\prime}\right)\right|=\left|\sum_{s^{\prime}}\left(P\left(s^{\prime} \mid s\right)-\tilde{P}\left(s^{\prime} \mid s\right)\right) \tilde{V}_{h+1}\left(s^{\prime}\right)+\bar{V}(s)-\bar{V}(s)\right| \\
& =\left|\sum_{s^{\prime}}\left(P\left(s^{\prime} \mid s\right)-\tilde{P}\left(s^{\prime} \mid s\right)\right)\left(\tilde{V}_{h+1}-\bar{V}\right)\left(s^{\prime}\right)\right| \\
& \leq \sum_{s^{\prime}}\left|P\left(s^{\prime} \mid s, a\right)-\tilde{P}\left(s^{\prime} \mid s, a\right)\right|\left|\tilde{V}_{h+1}\left(s^{\prime}\right)-\bar{V}\left(s^{\prime}\right)\right| \\
& \leq \sum_{s^{\prime}}\left(c_{1}(s, a)+c_{2}(s, a) \sqrt{\tilde{P}\left(s^{\prime} \mid s, a\right)\left(1-\tilde{P}\left(s^{\prime} \mid s, a\right)\right)}\right)\left|\tilde{V}_{h+1}\left(s^{\prime}\right)-\bar{V}\left(s^{\prime}\right)\right| \\
& \leq|S| c_{1}(s, a)\left\|\tilde{V}_{h+1}\right\|_{\infty}+c_{2}(s, a) \sum_{s^{\prime}} \sqrt{\tilde{P}\left(s^{\prime} \mid s, a\right)\left(1-\tilde{P}\left(s^{\prime} \mid s, a\right)\right)\left(\tilde{V}_{h+1}\left(s^{\prime}\right)-\bar{V}\left(s^{\prime}\right)\right)^{2}} \\
& \leq|S| c_{1}(s, a)\left\|\tilde{V}_{h+1}\right\|_{\infty}+c_{2}(s, a) \sqrt{|S| \sum_{s^{\prime}} \tilde{P}\left(s^{\prime} \mid s, a\right)(1-\tilde{P}(s, a))\left(\tilde{V}_{h+1}\left(s^{\prime}\right)-\bar{V}\left(s^{\prime}\right)\right)^{2}} \\
& \leq|S| c_{1}(s, a)\left\|\tilde{V}_{h+1}\right\|_{\infty}+c_{2}(s, a) \sqrt{|S| \sum_{s^{\prime}} \tilde{P}\left(s^{\prime} \mid s, a\right)\left(\tilde{V}_{h+1}\left(s^{\prime}\right)-\bar{V}\left(s^{\prime}\right)\right)^{2}} \\
& \leq|S| c_{1}(s, a)\left\|\tilde{V}_{h+1}\right\|_{\infty}+c_{2}(s, a) \sqrt{S} \tilde{\sigma}_{h}(s) .
\end{aligned}
$$

In the first inequality, we wrote the definition of $P$ and $\tilde{P}$ and applied the triangle inequality. We then applied the assumed bound and bounded $\left|\tilde{V}_{h+1}\left(s^{\prime}\right)-\bar{V}\left(s^{\prime}\right)\right|$ by $\left\|V_{h+1}\right\|_{\infty}$ as all value functions are non-negative. In fourth inequality, we applied Cauchy-Schwartz inequality and subsequently used the fact that each term in the sum is non-negative and that $\left(1-\tilde{P}\left(s^{\prime} \mid s, a\right)\right) \leq 1$. The final inequality follows from the definition of $\tilde{\sigma}_{h}$.

Lemma 62. Assume $M \in \mathcal{M}_{k}$. If $\left|X_{\kappa, \iota}\right| \leq \kappa$ for all $(\kappa, \iota)$, then

$$
\Delta_{d}:=\left|V_{1: H}^{(d)}\left(s_{0}\right)-\tilde{V}^{(d)}\left(s_{0}\right)\right| \leq \hat{A}_{d}+\hat{B}_{d}+\min \left\{\hat{C}_{d}, \hat{C}_{d}^{\prime}+\hat{C}^{\prime \prime} \sqrt{\Delta_{2 d+2}}\right\}
$$

where

$$
\hat{A}_{d}=\frac{\epsilon}{20}\left(H N B_{\lambda}\right)^{d}, \hat{B}_{d}=\frac{64\left(H N B_{\lambda}\right)^{d+1}|\mathcal{K} \times \mathcal{I}|}{3 m} \ln \left(6 / \delta_{P}\right),
$$

and

$$
\hat{C}_{d}^{\prime}=\sqrt{|\mathcal{K} \times \mathcal{I}| \frac{16}{m}\left(H N B_{\lambda}\right)^{2 d+2} \ln \left(6 / \delta_{P}\right)}, \hat{C}_{d}=\hat{C}_{d}^{\prime} \sqrt{H N B_{\lambda}}, \hat{C}^{\prime \prime}=\sqrt{|\mathcal{K} \times \mathcal{I}| \frac{16}{m} \ln \left(6 / \delta_{P}\right)} .
$$

Proof. In this lemma we assume that we are in a fixed phase $k$, so, we drop the index of $k$.

$$
\begin{aligned}
\Delta_{d} & =\left|V_{0}^{(d)}\left(s_{0}\right)-\tilde{V}_{0}^{(d)}\left(s_{0}\right)\right|=\left|\sum_{h=0}^{H-2} P^{h-1}(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}\left(s_{0}\right)\right| \\
& \leq \sum_{h=0}^{(H-2)} P^{h-1}\left|(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}\right|\left(s_{0}\right) \\
& =\sum_{h=0}^{H-2} P^{h-1}\left(\sum_{s, a} \mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\left|(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}\right|\right)\left(s_{0}\right) \\
& =\sum_{s, a} \sum_{h=0}^{H-2} P^{h-1}\left(\mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\left|(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}\right|\right)\left(s_{0}\right) \\
& =\sum_{s, a} \sum_{h=0}^{H-2} P^{h-1}\left(\mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\left|(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}(s)\right|\right)\left(s_{0}\right)
\end{aligned}
$$

The first equality follows from Lemma 59 , the second step from the fact that $V_{h+1} \geq 0$ and $P^{h-1}$ being non-expansive. In the third, we introduce an indicator function which does not change the value as we sum over all $(s, a)$ pairs. The fourth step relies on the linearity of $P^{h-1}$ operators. In the fifth step, we realize that $\mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\left|(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}(\cdot)\right|$ is a function that takes nonzero values for input $s$. We can therefore replace the argument of the second term with $s$
without changing the value. The term becomes constant and by linearity of $P^{h-1}$, we can write

$$
\begin{aligned}
& \left|V_{0}^{(d)}\left(s_{0}\right)-\tilde{V}_{0}^{(d)}\left(s_{0}\right)\right|=\Delta_{d} \leq \sum_{s, a} \sum_{h=0}^{H-2} P^{h-1}\left(\mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\left|(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}(s)\right|\right)\left(s_{0}\right) \\
& \leq \sum_{s, a \notin X} \sum_{h=0}^{H-2}\left\|\tilde{V}_{h+1}^{(d)}\right\|_{\infty}\left(P^{h-1} \mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\right)\left(s_{0}\right) \\
& +\sum_{s, a \in X} \sum_{h=0}^{H-2}\left|(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}(s)\right|\left(P^{h-1} \mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\right)\left(s_{0}\right) \\
& \leq \sum_{s, a \notin X} \sum_{h=0}^{H-2}\left(H N B_{\lambda}\right)^{d+1}\left(P^{h-1} \mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\right)\left(s_{0}\right) \\
& +\sum_{s, a \in X} \sum_{h=0}^{H-2}\left|(P-\tilde{P}) \tilde{V}_{h+1}^{(d)}(s)\right|\left(P^{h-1} \mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\right)\left(s_{0}\right) \\
& \leq \sum_{s, a \notin X} \sum_{h=0}^{H-2}\left(H N B_{\lambda}\right)^{d+1}\left(P^{h-1} \mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\right)\left(s_{0}\right) \\
& +\sum_{s, a \in X} \sum_{h=0}^{H-2}| | S\left|c_{1}(s, a)\left(H N B_{\lambda}\right)^{d+1}+c_{2}(s, a) \sqrt{|S|} \tilde{\sigma}_{h}^{(d)}(s, a)\right|\left(P^{h-1} \mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\right)\left(s_{0}\right) \\
& \leq \sum_{s, a \notin X} \sum_{h=0}^{H-1}\left(H N B_{\lambda}\right)^{d+1}\left(P^{h-1} \mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\right)\left(s_{0}\right) \\
& +\sum_{s, a \in X} \sum_{h=0}^{H-1}| | S\left|c_{1}(s, a)\left(H N B_{\lambda}\right)^{d+1}\right|\left(P^{h-1} \mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\right)\left(s_{0}\right) \\
& +\sum_{s, a \in X} \sum_{h=0}^{H-2}\left|c_{2}(s, a) \sqrt{|S|} \tilde{\sigma}_{h}^{(d)}(s, a)\right|\left(P^{h-1} \mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\right)\left(s_{0}\right) \\
& \leq \sum_{s, a \notin X}\left(H N B_{\lambda}\right)^{d+1} w(s, a)+\sum_{s, a \in X}|S| c_{1}(s, a)\left(H N B_{\lambda}\right)^{d+1} w(s, a) \\
& +\sum_{s, a \in X} \sqrt{|S|} c_{2}(s, a) \sum_{h=0}^{H-2} \tilde{\sigma}_{h}^{(d)}(s, a)\left(P^{h-1} \mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\right)\left(s_{0}\right) \\
& \leq \sum_{s, a \notin X}\left(H N B_{\lambda}\right)^{d+1} w(s, a)+\sum_{s, a \in X}|S| c_{1}(s, a)\left(H N B_{\lambda}\right)^{d+1} w(s, a) \\
& +\sum_{s, a \in X} \sqrt{|S|} c_{2}(s, a) \sum_{h=0}^{H-2} \tilde{\sigma}_{h}^{(d)}(s, a)\left(P^{h-1} \mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\right)\left(s_{0}\right)
\end{aligned}
$$

In the second inequality, we split the sum over all $(s, a)$ pairs and used the fact that $P$ and $\tilde{P}$ are
non-expansive. The next step follows from $\left\|V_{h+1}^{(d)}\right\|_{\infty} \leq\left\|V_{0}^{(d)}\right\|_{\infty} \leq\left(H N B_{\lambda}\right)^{d+1}$. We then apply Lemma 61 and subsequently use that all terms are non-negative and the definition of $w(s, a)$. Using the assumption that $M \in \mathcal{M}$ and $\tilde{M} \in \mathcal{M}$, we can apply Lemma 60 and get that

$$
c_{2}(s, a)=\sqrt{\frac{8}{n(s, a)} \ln \frac{6}{\delta_{P}}} \text { and } c_{1}(s, a)=\frac{16}{3(n(s, a)-1)} \ln \frac{6}{\delta_{P}} .
$$

Hence, we bound

$$
\Delta_{d} \leq A\left(s_{0}\right)+B\left(s_{0}\right)+C\left(s_{0}\right)
$$

as a sum of three terms which we will consider individually in the following. The first term is
$A\left(s_{0}\right)=\sum_{s, a \notin X}\left(H N B_{\lambda}\right)^{d+1} w(s, a) \leq w_{\min }|S|\left(H N B_{\lambda}\right)^{d+1} \leq \frac{\epsilon\left(H N B_{\lambda}\right)^{d+1}|S|}{20 H N B_{\lambda}|S|}=\frac{\epsilon}{20}\left(H N B_{\lambda}\right)^{d}=\hat{A}_{d}$
as $w(s, a) \leq w_{\text {min }}$ for all $(s, a)$ not in the active set and that the policy is deterministic, which implies that there are only $|S|$ nonzero $w$. The next term is

$$
\begin{aligned}
B\left(s_{0}\right) & =|S| \sum_{s, a \in X} w(s, a)\left(H N B_{\lambda}\right)^{d+1} \frac{16}{3(n(s, a)-1)} \ln \frac{6}{\delta_{P}} \\
& =2\left(H N B_{\lambda}\right)^{d+1} \ln \frac{6}{\delta_{P}} \sum_{\kappa, \iota} \sum_{s, a \in X_{\kappa, \iota}} w(s, a) \frac{16}{3(n(s, a)-1)} \\
& =\frac{32}{3}\left(H N B_{\lambda}\right)^{d+1} \ln \frac{6}{\delta_{P}} \sum_{\kappa, \iota} \sum_{s, a \in X_{\kappa, \iota}} \frac{w(s, a)}{n(s, a)} \frac{n(s, a)}{n(s, a)-1} .
\end{aligned}
$$

For $s, a \in X_{\kappa, \iota}$, we have $n(s, a) \geq m w(s, a) \kappa$ and so

$$
\frac{w(s, a)}{n(s, a)} \leq \frac{1}{\kappa m}
$$

Further, for all relevant $(s, a)$ pairs, we have $n(s, a)>1$ which implies

$$
B\left(s_{0}\right) \leq \frac{64\left(H N B_{\lambda}\right)^{d+1}}{3} \ln \frac{6}{\delta_{P}} \sum_{\kappa, \iota} \frac{\left|X_{\kappa, \iota}\right|}{\kappa m}
$$

and since, $\left|X_{\kappa, \iota}\right| \leq \kappa$

$$
B\left(s_{0}\right) \leq \frac{64\left(H N B_{\lambda}\right)^{d+1}|\mathcal{K} \times \mathcal{I}|}{3 m} \ln \frac{6}{\delta_{P}}=\hat{B}_{d}
$$

where $\mathcal{K} \times \mathcal{I}$ is the set of all possible $(\kappa, \iota)$ pairs. The last term is

$$
\begin{aligned}
C\left(s_{0}\right) & =\sqrt{|S|} \sum_{s, a \in X} c_{2}(s, a) \sum_{h=0}^{H-2} \tilde{\sigma}_{h}^{(d)}(s, a) P^{h-1} \mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\left(s_{0}\right) \\
& \leq \sqrt{|S|} \sum_{s, a \in X} c_{2}(s, a) \sqrt{\sum_{h=0}^{H-2} P^{h-1} \mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}} \\
& \times \sqrt{\sum_{h=0}^{H-2} \tilde{\sigma}_{h}^{(d), 2}(s, a) P^{h-1} \mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\left(s_{0}\right)} \\
& \leq \sqrt{|S|} \sum_{s, a \in X} \sqrt{\frac{8 w(s, a)}{n(s, a)} \ln \frac{6}{\delta_{P}} \sum_{h=0}^{H-2} \tilde{\sigma}_{h}^{(d), 2}(s, a) P^{h-1} \mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\left(s_{0}\right)}
\end{aligned}
$$

where we first applied the Cauchy-Schwartz inequality and then used the definition of $c_{2}(s, a)$ and
$w(s, a)$.

$$
\begin{aligned}
& C\left(s_{0}\right) \leq \sqrt{|S|} \sum_{\kappa, \iota} \sum_{s, a \in X_{\kappa, \iota}} \sqrt{\frac{8 w(s, a)}{n(s, a)} \ln \frac{6}{\delta_{P}} \sum_{h=0}^{H-2} \tilde{\sigma}_{h}^{(d), 2}(s, a) P^{h-1} \mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\left(s_{0}\right)} \\
& \leq \sqrt{|S|} \sum_{\kappa, \iota} \sqrt{\left|X_{\kappa, \iota}\right| \sum_{s, a \in X_{\kappa, \iota}} \frac{8 w(s, a)}{n(s, a)} \ln \frac{6}{\delta_{P}} \sum_{h=0}^{H-2} \tilde{\sigma}_{h}^{(d), 2}(s, a) P^{h-1} \mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\left(s_{0}\right)} \\
& \leq \sqrt{|S|} \sum_{\kappa, \iota} \sqrt{\sum_{s, a \in X_{\kappa, \iota}} \frac{8}{m} \ln \frac{6}{\delta_{P}} \sum_{h=0}^{H-2} \tilde{\sigma}_{h}^{(d), 2}(s, a) P^{h-1} \mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\left(s_{0}\right)} \\
& \leq \sqrt{|S||\mathcal{K} \times \mathcal{I}| \frac{8}{m} \ln \frac{6}{\delta_{P}} \sum_{s, a \in X} \sum_{h=0}^{H-2} \tilde{\sigma}_{h}^{(d), 2}(s, a) P^{h-1} \mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\left(s_{0}\right)} \\
& \leq \sqrt{|S||\mathcal{K} \times \mathcal{I}| \frac{8}{m} \ln \frac{6}{\delta_{P}} \sum_{s, a \in S \times A} \sum_{h=0}^{H-2} \tilde{\sigma}_{h}^{(d), 2}(s, a) P^{h-1} \mathbb{I}\left\{s=\cdot, a=\pi_{h}(s)\right\}\left(s_{0}\right)} \\
& =\sqrt{|S||\mathcal{K} \times \mathcal{I}| \frac{8}{m} \ln \frac{6}{\delta_{P}} \sum_{h=0}^{H-2} P^{h-1} \tilde{\sigma}_{h}^{(d), 2}\left(s_{0}\right)} \\
& \leq \sqrt{|S||\mathcal{K} \times \mathcal{I}| \frac{8\left(H N B_{\lambda}\right)^{2 d+3} \ln \left(6 / \delta_{P}\right)}{m}}=\hat{C}_{d} .
\end{aligned}
$$

We first split the sum and applied the Cauchy-Schwartz inequality. Then, we used again the fact that $\frac{w(s, a)}{n(s, a)} \leq \frac{1}{\kappa m}$ and $\left|X_{\kappa, \iota}\right| \leq \kappa$. In the fourth step, we applied Cauchy-Schwartz and the final inequality follows from $\left\|\tilde{\sigma}_{h}^{(d), 2}\right\| \leq\left(H N B_{\lambda}\right)^{2 d+2}$ and the fact that $P^{h-1}$ is non-expansive. Alternatively, we can rewrite the bound as:

$$
\begin{aligned}
C\left(s_{0}\right) & \leq \sqrt{|S||\mathcal{K} \times \mathcal{I}| \frac{8}{m} \ln \frac{6}{\delta_{P}} \sum_{h=0}^{H-2} P^{h-1} \tilde{\sigma}_{h}^{(d), 2}\left(s_{0}\right)} \\
& =\sqrt{|S||\mathcal{K} \times \mathcal{I}| \frac{8}{m} \ln \frac{6}{\delta_{P}} \sum_{h=0}^{H-2} P^{h-1} \tilde{\sigma}_{h}^{(d), 2}\left(s_{0}\right)-\tilde{P}^{h-1} \tilde{\sigma}_{h}^{(d), 2}\left(s_{0}\right)+\tilde{P}^{h-1} \tilde{\sigma}_{h}^{(d), 2}\left(s_{0}\right)} .
\end{aligned}
$$

Next lemma 63 shows that the variance $\tilde{\Sigma}_{0}^{(d)}$ also satisfies the Bellman equation with local variances $\tilde{\sigma}_{h}^{(d), 2}$. This insight allows us to bound $\sum_{h=0}^{H-2} \tilde{P}^{h-1} \tilde{\sigma}_{h}^{(d), 2}\left(s_{0}\right)=\tilde{\Sigma}_{0}^{(d)}\left(s_{0}\right) \leq\left(H N B_{\lambda}\right)^{2 d+2}$. Also,
note that $\tilde{\sigma}_{h}^{(d), 2}=r_{c}^{(2 d+2)}$ which gives us

$$
\begin{aligned}
C\left(s_{0}\right) & \leq \sqrt{|S||\mathcal{K} \times \mathcal{I}| \frac{8}{m} \ln \frac{6}{\delta_{P}}\left(\left(H N B_{\lambda}\right)^{2 d+2}+\sum_{h=0}^{H-2} P^{h-1} r_{c}^{(2 d+2)}\left(s_{0}\right)-\tilde{P}^{h-1} r_{c}^{(2 d+2)}\left(s_{0}\right)\right)} \\
& =\sqrt{|S||\mathcal{K} \times \mathcal{I}| \frac{8}{m} \ln \frac{6}{\delta_{P}}\left(\left(H N B_{\lambda}\right)^{2 d+2}+V_{0}^{(2 d+2)}\left(s_{0}\right)-\tilde{V}_{0}^{(2 d+2)}\left(s_{0}\right)\right)} \\
& \leq \sqrt{|S||\mathcal{K} \times \mathcal{I}| \frac{8}{m} \ln \frac{6}{\delta_{P}}\left(\left(H N B_{\lambda}\right)^{2 d+2}+\Delta_{2 d+2}\right)} \\
& \leq \sqrt{|S||\mathcal{K} \times \mathcal{I}| \frac{8}{m} \ln \frac{6}{\delta_{P}}\left(H N B_{\lambda}\right)^{2 d+2}}+\sqrt{|S||\mathcal{K} \times \mathcal{I}| \frac{8}{m} \Delta_{2 d+2} \ln \frac{6}{\delta_{P}}}=\hat{C}_{d}^{\prime}+\hat{C}^{\prime \prime} \sqrt{\Delta_{2 d+2}}
\end{aligned}
$$

Lemma 63. [7] The variance of the value function defined as $\Sigma_{t}^{\pi}(s)=\mathbb{E}\left[\left(\sum_{h=t}^{H-1} r\left(s_{h}\right)-V_{0}^{\pi}(s)\right)^{2}\right]$ satisfies a Bellman equation $\Sigma_{t}^{\pi}(s)=\sigma_{t}^{\pi^{2}}(s)+\sum_{s^{\prime} \in S} P_{\pi}\left(s^{\prime} \mid s\right) V_{t+1}^{\pi}\left(s^{\prime}\right)$ which gives $\Sigma_{t}^{\pi}(s)=$ $\sum_{h=t}^{H}\left(P_{\pi}^{h-1} \sigma_{h}^{\pi^{2}}\right)(s)$. Since $0 \leq \Sigma_{0}^{\pi}(s) \leq H^{2}$, it follows that $0 \leq \sum_{h=0}^{H-1}\left(P_{\pi}^{h-1} \sigma_{h}^{\pi^{2}}\right)(s) \leq H^{2}$ for all $s \in S$.

Proof of Lemma 17: The recursive bound from lemma 62

$$
\Delta_{d} \leq \hat{A}_{d}+\hat{B}_{d}+\hat{C}_{d}^{\prime}+\hat{C}^{\prime \prime} \sqrt{\Delta_{2 d+2}}
$$

has the form $\Delta_{d} \leq Y_{d}+Z \sqrt{\Delta_{2 d+2}}$. Expanding this form and using the triangle inequality gives

$$
\begin{aligned}
\Delta_{0} & \leq Y_{0}+Z \Delta_{2} \leq Y_{0}+Z \sqrt{Y_{2}+Z \sqrt{\Delta_{6}}} \leq Y_{0}+Z \sqrt{Y_{2}}+Z^{3 / 2} \Delta_{6}^{1 / 4} \\
& \leq Y_{0}+Z \sqrt{Y_{2}}+Z^{3 / 2} Y_{6}^{1 / 4}+Z^{7 / 4} \Delta_{1}^{1 / 8} 4 \leq \ldots
\end{aligned}
$$

and by doing this up to level $\gamma=\left\lceil\frac{\ln H}{2 \ln 2}\right\rceil$, we obtain

$$
\Delta_{0} \leq \sum_{d \in \mathcal{D} \backslash\{\gamma\}} Z^{\frac{2 d}{2+d}} Y_{d}^{\frac{2}{2+d}}+Z^{\frac{2 \gamma}{2+\gamma}} \Delta_{\gamma}^{\frac{2}{2+\gamma}}
$$

where $\mathcal{D}=\{0,2,6,14, \ldots\}$. Note that the exponent of $H$ compared to $m$ is larger in $\hat{C}_{d}^{\prime}$ than in $\hat{B}_{d}$.

Therefore, for sufficiently large $m, \hat{C}_{d}^{\prime}$ dominates the other term. More precisely, for

$$
\begin{equation*}
m \geq \frac{256 H}{9}|\mathcal{K} \times \mathcal{I}| \ln \frac{6}{\delta_{P}} \tag{C.1}
\end{equation*}
$$

we have $\hat{B}_{d} \leq \hat{C}_{d}^{\prime}$. We can therefore consider $Z=\hat{C}^{\prime \prime}$ and $Y_{d}=2 \hat{C}_{d}^{\prime}+\hat{A}_{d}$. Also, since $\hat{C}_{d} \geq \hat{C}_{d}^{\prime}$, we can bound $\Delta_{\gamma} \leq \hat{A}_{\gamma}+2 \hat{C}_{\gamma}$. For notational simplicity, we will use auxiliary variable

$$
m_{1}=\frac{16|\mathcal{K} \times \mathcal{I}| H^{2}}{m \epsilon^{2}} \ln \frac{6}{\delta_{P}}
$$

and get

$$
\begin{aligned}
& Z=\hat{C}^{\prime \prime}=\sqrt{m_{1}} \frac{\epsilon}{H} \text { and } \\
& Y_{d}=\hat{A}_{d}+2 \hat{C}_{d}^{\prime}=\left(1 / 4+2 \sqrt{m_{1}} H^{d} \epsilon\right. \text { and } \\
& \Delta_{\gamma} \leq \hat{A}_{\gamma}+2 \hat{C}_{\gamma}=\left(1 / 4+2 \sqrt{m_{1} H}\right) H^{\gamma} \epsilon
\end{aligned}
$$

Then

$$
\left(Z^{2 d} Y_{d}^{2}\right)^{(2+d)^{-1}}=\left(m_{1}^{d} \epsilon^{2 d+2}\left(1 / 4+2 \sqrt{m_{1}}\right)^{2}\right)^{(2+d)^{-1}}=\epsilon\left(m_{1}^{d} \epsilon^{d}\left(1 / 4+2 \sqrt{m_{1}}\right)^{2}\right)^{(2+d)^{-1}}
$$

and

$$
\left(Z^{2 \gamma} \Delta_{\gamma}\right)^{(2+\gamma)^{-1}}=\left(m_{1}^{\gamma} \epsilon^{2 \gamma+2}\left(1 / 4+2 \sqrt{m_{1} H}\right)^{2}\right)^{(2+\gamma)^{-1}}=\epsilon\left(m_{1}^{\gamma} \epsilon^{\gamma}\left(1 / 4+2 \sqrt{m_{1} H}\right)^{2}\right)^{(2+\gamma)^{-1}}
$$

Putting these pieces together, we obtain

$$
\begin{aligned}
\frac{\Delta_{0}}{\epsilon} & \leq \sum_{d \in \mathcal{D} \backslash\{\gamma\}}\left(\epsilon m_{1}\right)^{\frac{d}{2+d}}\left(\frac{1}{4}+2 \sqrt{m_{1}}\right)^{\frac{2}{d+2}}+\left(\epsilon m_{1}\right)^{\frac{\gamma}{\gamma+2}}\left(\frac{1}{4}+2 \sqrt{H m_{1}}\right)^{\frac{2}{\gamma+2}} \\
& =\frac{1}{4}+2 \sqrt{m_{1}}+\sum_{d \in \mathcal{D} \backslash\{0, \gamma\}}\left(\epsilon m_{1}\right)^{\frac{d}{2+d}}\left(\frac{1}{4}+2 \sqrt{m_{1}}\right)^{\frac{2}{d+2}}+\left(\epsilon m_{1}\right)^{\frac{\gamma}{\gamma+2}}\left(\frac{1}{4}+2 \sqrt{H m_{1}}\right)^{\frac{2}{\gamma+2}} \\
& \leq \frac{1}{4}+2 \sqrt{m_{1}}+\sum_{d \in \mathcal{D} \backslash\{0, \gamma\}}\left(\epsilon m_{1}\right)^{\frac{d}{2+d}}\left[\left(\frac{1}{4}\right)^{\frac{2}{d+2}}+\left(2 \sqrt{m_{1}}\right)^{\frac{2}{d+2}}\right] \\
& +\left(\epsilon m_{1}\right)^{\frac{\gamma}{2+\gamma}}\left[\left(\frac{1}{4}\right)^{\frac{2}{\gamma+2}}+\left(2 \sqrt{H m_{1}}\right)^{\frac{2}{\gamma+2}}\right]
\end{aligned}
$$

where we used the fact that $(a+b)^{\phi} \leq a^{\phi}+b^{\phi}$ for $a, b>0$ and $0<\phi<1$. We now bound the $H^{1 /(2+\gamma)}$ by using the definition of $\gamma$. Since

$$
\frac{1}{2+\gamma}=\frac{2 \ln 2}{4 \ln 2+\ln H} \leq 2 \log _{H} 2
$$

and since $H \geq 1$, we have $H^{1 /(2+\gamma)} \leq 4$. Therefore,

$$
\begin{aligned}
\frac{\Delta_{0}}{\epsilon} & \leq \frac{1}{4}+2 \sqrt{m_{1}}+\sum_{d \in \mathcal{D} \backslash\{0, \gamma\}}\left(\epsilon m_{1}\right)^{\frac{d}{2+d}}\left[\left(\frac{1}{4}\right)^{\frac{2}{d+2}}+\left(2 \sqrt{m_{1}}\right)^{\frac{2}{d+2}}\right] \\
& +\left(\epsilon m_{1}\right)^{\frac{\gamma}{2+\gamma}}\left[\left(\frac{1}{4}\right)^{\frac{2}{\gamma+2}}+4\left(2 \sqrt{m_{1}}\right)^{\frac{2}{\gamma+2}}\right] \\
& \leq \frac{1}{4}+2 \sqrt{m_{1}}+\sum_{d \in \mathcal{D} \backslash\{0\}}\left(\epsilon m_{1}\right)^{\frac{d}{2+d}}\left[\left(\frac{1}{4}\right)^{\frac{2}{d+2}}+\left(2 \sqrt{m_{1}}\right)^{\frac{2}{d+2}}\right] \\
& \leq \frac{1}{4}+2 \sqrt{m_{1}} \sum_{i=1}^{\log _{2} \gamma}\left(\epsilon m_{1}\right)^{1-2^{-i}}\left[\left(\frac{1}{4}\right)^{2^{-i}}+4\left(2 \sqrt{m_{1}}\right)^{2^{-i}}\right] \\
& \leq \frac{1}{4}+2 \sqrt{m_{1}} \sum_{i=1}^{\log _{2} \gamma} m_{1}^{1-2^{-i}}\left[\left(\frac{1}{4}\right)^{2^{-i}}+4\left(2 \sqrt{m_{1}}\right)^{2^{-i}}\right] .
\end{aligned}
$$

In the first inequality, we used the bound for $H^{1 /(2+\gamma)}$ and in the second inequality we simplified the expression by noting that all terms are non-negative. In the next step, we re-parameterized the
sum. In the final inequality, we used the assumption that $0<\epsilon \leq 1$ and therefore $\epsilon^{1-2^{-i}} \leq 1$.

$$
\begin{aligned}
\frac{\Delta_{0}}{\epsilon} & \leq \frac{1}{4}+2 \sqrt{m_{1}}+\frac{1}{4} \sum_{i=1}^{\log _{2} \gamma}\left(4 m_{1}\right)^{1-2^{-i}}+4 \sum_{i=1}^{\log _{2} \gamma}\left(m_{1}\right)^{1-2^{-i}}\left(4 m_{1}\right)^{2^{-i-1}} \\
& \leq \frac{1}{4}+2 \sqrt{m_{1}}+\frac{1}{4} \sum_{i=1}^{\log _{2} \gamma}\left(4 m_{1}\right)^{1-2^{-i}}+16 \sum_{i=1}^{\log _{2} \gamma}\left(\frac{m_{1}}{4}\right)^{1-2^{-i-1}}
\end{aligned}
$$

By requiring that

$$
m_{1} \leq \frac{1}{4}
$$

and noting that $1-2^{-i} \geq 1 / 2$ and $1-2^{-i-1} \geq 3 / 4$ for $i \geq 1$, we can bound the expression by

$$
\frac{\Delta_{0}}{\epsilon} \leq \frac{1}{4}+2 \sqrt{m_{1}}+\frac{1}{4} \log _{2} \gamma \sqrt{4 m_{1}}+16 \log _{2} \gamma\left(\frac{m_{1}}{4}\right)^{3 / 4}
$$

By requiring that $m_{1} \leq 1 / 64$ and $m_{1} \leq\left(2 \log _{2} \gamma\right)^{-2}$ and $m_{1} \leq 1 / 64\left(\log _{2} \gamma\right)^{-4 / 3}$, we can assure that $\Delta_{0} \leq \epsilon$. Taking all assumptions on $m_{1}$ we made above together, we realize that

$$
m_{1} \leq\left(\frac{1}{8 \log _{2} \log _{2} H}\right)^{2} \leq\left(\frac{1}{8 \log _{2} \gamma}\right)^{2}
$$

is sufficient for them to hold where we used $\log 2_{\gamma}=\log _{2}\left(\left\lceil\frac{1}{2} \log _{2} H\right\rceil\right) \leq \log _{2} \log _{2} H$. This gives the following condition on $m$

$$
m \geq 1024\left(\log _{2} \log _{2} H\right)^{2}|\mathcal{K} \times \mathcal{I}| \frac{H^{2}}{\epsilon^{2}} \ln \frac{6}{\delta_{1}}
$$

which is a stronger condition that one in equation C.1.
By construction of $\iota(s, a)$, we have $\iota(s, a) \leq 2 \frac{H}{w_{\text {min }}}=\frac{8 H^{2}|S|^{2}}{\epsilon}$. Also, $\kappa(s, a) \leq \frac{|S| m H}{m w_{m i n}}=$ $\frac{4|S|^{2} H^{2}}{\epsilon}$. Therefore

$$
|\mathcal{K} \times \mathcal{I}| \leq \log _{2} \frac{4|S|^{2} H^{2}}{\epsilon} \log _{2} \frac{8 H^{2}|S|^{2}}{\epsilon} \leq \log _{2}^{2} \frac{8 H^{2}|S|^{2}}{\epsilon}
$$

which let us conclude that

$$
m \geq 1024 \frac{H^{2}}{\epsilon^{2}}\left(\log _{2} \log _{2} H\right)^{2} \log _{2}^{2} \frac{8 H^{2}|S|^{2}}{\epsilon} \ln \frac{6}{\delta_{1}}
$$

is sufficient condition and thus, the statement to show holds.
Proof of Lemma 18: By Lemma 16, we know that number of episodes where $\left|X_{\kappa, \iota}\right|>\kappa$ for some $\kappa, \iota$ is bounded by $6 E_{\max }|S||A| m$ with probability at least $1-\frac{\delta}{8}$. For all other episodes, we have by Lemma 17 that

$$
\begin{equation*}
\left|\tilde{V}_{0}^{\tilde{\pi}_{k}\left(\tilde{\lambda}^{(k)}\right)}\left(s_{0}, \tilde{\lambda}^{(k)}\right)-V_{0}^{\tilde{\pi}_{k}\left(\tilde{\lambda}^{(k)}\right)}\left(s_{0}, \tilde{\lambda}^{(k)}\right)\right| \leq \frac{\epsilon}{5} . \tag{C.2}
\end{equation*}
$$

Using Lemma 15, we get that $M \in \mathcal{M}_{k}$ for any episode $k$ w.p. at least $1-\frac{\delta}{8}$. Hence, we get the first result by applying the union bound if $m$ satisfies

$$
\begin{aligned}
m & \geq 12800 \frac{|S| N^{2} B_{\lambda}^{2} H^{2}}{\epsilon^{2}}\left(\log _{2} \log _{2} H\right)^{2} \log _{2}^{2}\left(\frac{8 H^{2}|S|^{2}}{\epsilon}\right) \log \frac{6}{\delta_{P}} \text { and } \\
m & \geq \frac{30 H^{2}}{\epsilon} \log \frac{10 E_{\max }}{\delta}
\end{aligned}
$$

From the definitions, we get

$$
\log \frac{6}{\delta_{P}}=\log \frac{60|S| U_{\max }}{\delta}=\log \frac{60|S|^{2}|A| m}{\delta}
$$

Thus,

$$
m \geq 51200 \frac{|S| N^{2} B_{\lambda}^{2} H^{2}}{\epsilon^{2}}\left(\log _{2} \log _{2} H\right)^{2} \log _{2}^{2}\left(\frac{40 H^{2}|S|^{2}}{\epsilon}\right) \log \frac{60|S|^{2}|A| m}{\delta}
$$

It is well-known fact that for any constant $B>0, \nu \geq 2 B \ln B$ implies $\nu \geq B \ln \nu$. Using this, we
can set

$$
\begin{aligned}
m & \geq 102400 \frac{|S| N^{2} B_{\lambda}^{2} H^{2}}{\epsilon^{2}}\left(\log _{2} \log _{2} H\right)^{2} \log _{2}^{2}\left(\frac{40 H^{2}|S|^{2}}{\epsilon}\right) \\
& \times \log \left(\frac{2048|S|^{3}|A| H^{2}}{\epsilon^{2} \delta}\left(\log _{2} \log _{2} H\right)^{2} \log _{2}^{2}\left(\frac{40 H^{2}|S|^{2}}{\epsilon}\right)\right) .
\end{aligned}
$$

On the other hand,

$$
E_{\max }=\log _{2}|S| \log _{2} \frac{40|S| H^{2}}{\epsilon} \leq \log _{2}^{2} \frac{40|S| H^{2}}{\epsilon}
$$

and

$$
\begin{aligned}
\log \frac{10 E_{\max }}{\delta} & =\log \frac{10 \log _{2}|S| \log _{2}\left(40|S| H^{2} / \epsilon\right)}{\delta} \leq \log \frac{10 \log _{2}^{2}\left(40|S| H^{2} / \epsilon\right)}{\delta} \\
& \leq \log \frac{|S|^{4}|A| H^{2}}{\epsilon \delta}
\end{aligned}
$$

Setting

$$
\begin{align*}
m & =102400 \frac{|S| N^{2} B_{\lambda}^{2} H^{2}}{\epsilon^{2}}\left(\log _{2} \log _{2} H\right)^{2} \log _{2}^{2}\left(\frac{40 H^{2}|S|^{2}}{\epsilon}\right)  \tag{C.3}\\
& \times \log \left(\frac{2048|S|^{4}|A| H^{2}}{\epsilon^{2} \delta}\left(\log _{2} \log _{2} H\right)^{2} \log _{2}^{2}\left(\frac{40 H^{2}|S|^{2}}{\epsilon}\right)\right)
\end{align*}
$$

is therefore a valid choice for $m$ to ensure that with probability at least $1-\frac{\delta}{4}$, there are at most

$$
\begin{aligned}
6 E_{\max }|S||A| m= & 614400 \frac{|S|^{2}|A| N^{2} B_{\lambda}^{2} H^{2}}{\epsilon^{2}}\left(\log _{2} \log _{2} H\right)^{2} \log _{2}^{2}\left(\frac{4|S| H^{2}}{\epsilon}\right) \log _{2}^{2}\left(\frac{8 H^{2}|S|^{2}}{\epsilon}\right) \\
& \times \log \left(\frac{2048|S|^{4}|A| H^{2}}{\epsilon^{2} \delta}\left(\log _{2} \log _{2} H\right)^{2} \log _{2}^{2}\left(\frac{8 H^{2}|S|^{2}}{\epsilon}\right)\right)
\end{aligned}
$$

sub-optimal episodes. Finally the proof concludes by the definition of dual function $D(\lambda)$.
Proof of Lemma 19: Suppose we have $n$ number of samples from each $(s, a)$ which $n \geq$ $2592|S|^{2} H^{2} \log 4 / \delta_{1}$. For a given $\lambda \in\left[0, B_{\lambda}\right]$, we use Lemma 2 of [33] with adjustment. For any
$s \in S$, first

$$
\begin{equation*}
\tilde{V}_{0}^{\tilde{\pi}(\lambda)}(s, \lambda) \geq \tilde{V}_{0}^{\pi^{*}(\lambda)}(s, \lambda) \geq V_{0}^{\pi^{*}(\lambda)}(s, \lambda)-\sqrt{\frac{32|S| H^{3} N^{2} B_{\lambda}^{2} \log 4 / \delta_{1}}{n}} \tag{C.4}
\end{equation*}
$$

w.p. at least $1-3|S|^{2}|A| \log 4 / \delta_{1}$. Next

$$
\begin{equation*}
V_{0}^{\pi^{*}(\lambda)}(s, \lambda) \geq V_{0}^{\tilde{\pi}(\lambda)}(s, \lambda) \geq \tilde{V}_{0}^{\tilde{\pi}(\lambda)}(s, \lambda)-\sqrt{\frac{32|S| H^{3} N^{2} B_{\lambda}^{2} \log 4 / \delta_{1}}{n}} \tag{C.5}
\end{equation*}
$$

w.p. at least $1-3|S|^{2}|A| H \log 4 / \delta_{1}$. Combining the two inequalities (C.4) and (C.5) leads us to

$$
\left\|\tilde{V}_{0}^{\tilde{\pi}(\lambda)}(\lambda)-V_{0}^{\pi^{*}}(\lambda)\right\|_{\infty} \leq \sqrt{\frac{32|S| H^{3} N^{2} B_{\lambda}^{2} \log 4 / \delta_{1}}{n}}
$$

w.p. at least $1-6|S|^{2}|A| H \delta_{1}$. Now if we put $\frac{\epsilon}{5}=\sqrt{\frac{32|S| H^{3} N^{2} B_{\lambda}^{2} \log 4 / \delta_{1}}{n}}$ and $\frac{\delta}{4}=6|S|^{2}|A| H \delta_{1}$, we get that $n \ll|S| m H$, which concludes that if we have $|S| m H$ number of samples from each $(s, a)$, we get

$$
\mathbb{P}\left(\left\|\tilde{V}_{0}^{\tilde{\pi}(\lambda)}(\lambda)-V_{0}^{\pi^{*}}(\lambda)\right\|_{\infty} \leq \frac{\epsilon}{5}\right) \geq 1-\frac{\delta}{4} .
$$

Finally the proof concludes by the definition of dual function $D(\lambda)$.
Proof of Lemma 20 : For any $k \in[0, K]$ :

$$
\begin{aligned}
& \mathbb{E}\left[\left\|x_{k+1}-x^{*}\right\|^{2} \mid x_{k}\right]=\mathbb{E}\left[\left\|\Pi_{\mathcal{X}}\left(x_{k}-\alpha \tilde{g}\left(x_{k}\right)\right)-x^{*}\right\|^{2} \mid x_{k}\right] \\
& \leq \mathbb{E}\left[\left\|x_{k}-\alpha \tilde{g}\left(x_{k}\right)-x^{*}\right\|^{2} \mid x_{k}\right]=\left\|x_{k}-x^{*}\right\|^{2}+\alpha^{2} \mathbb{E}\left[\|\tilde{g}\|^{2} \mid x_{k}\right]-2 \alpha \mathbb{E}\left[\tilde{g}^{T}\left(x_{k}\right)\left(x_{k}-x^{*}\right) \mid x_{k}\right] \\
& \leq\left\|x_{k}-x^{*}\right\|^{2}+\alpha^{2} \mathbb{E}\left[\|\tilde{g}\|^{2} \mid x_{k}\right]-2 \alpha\left(g\left(x_{k}\right)-g\left(x^{*}\right)\right)
\end{aligned}
$$

First inequality is due to the fact that distance from projection of point $x_{k+1}$ to $x^{*}$ is smaller than the distance from $x_{k+1}$ to $x^{*}$. And the last inequality yields from the the fact that $\tilde{g}$ is unbiased noisy subgradient of $g(\cdot)$. Now, we take expectation w.r.t. $x_{k}$ :

$$
\mathbb{E}\left[\left\|x_{k+1}-x^{*}\right\|^{2}\right] \leq \mathbb{E}\left[\left\|x_{k}-x^{*}\right\|^{2}\right]+\alpha^{2} \mathbb{E}\left[\|\tilde{g}\|^{2}\right]-2 \alpha \mathbb{E}\left[g\left(x_{k}\right)-g\left(x^{*}\right)\right]
$$

Now, we apply this procedure recursively from $K$ to 1 and use the facts that $\|x\| \leq B_{1}, \forall x \in \mathcal{X}$ and $\|\tilde{g}\| \leq B_{2}$ :

$$
\mathbb{E}\left[\left\|x_{K+1}-x^{*}\right\|^{2}\right] \leq B_{1}^{2}+K \alpha^{2} B_{2}^{2}-2 \alpha \mathbb{E}\left[\sum_{k=1}^{K} g\left(x_{k}\right)-K g\left(x^{*}\right)\right]
$$

Because $\mathbb{E}\left[\left\|x_{K+1}-x^{*}\right\|^{2}\right]$ is non-negative

$$
\mathbb{E}\left[\frac{1}{K} \sum_{k=1}^{K} g\left(x_{k}\right)-g\left(x^{*}\right)\right] \leq \frac{B_{1}^{2}+K \alpha^{2} B_{2}^{2}}{2 K \alpha}
$$

Since $g(\cdot)$ is a convex function, then $\left.g\left(\frac{1}{K} \sum_{k=1}^{K} x_{k}\right)\right) \leq \frac{1}{K} \sum_{k=1}^{K} g\left(x_{k}\right)$. Hence,

$$
\mathbb{E}\left[g\left(\frac{1}{K} \sum_{k=1}^{K} x_{k}\right)-g\left(x^{*}\right)\right] \leq \frac{B_{1}^{2}+K \alpha^{2} B_{2}^{2}}{2 K \alpha}
$$

Now, if we choose $\alpha=\frac{B_{1}}{B_{2} \sqrt{K}}$, we get

$$
\begin{equation*}
\mathbb{E}\left[g\left(\frac{1}{K} \sum_{k=1}^{K} x_{k}\right)-g\left(x^{*}\right)\right] \leq \frac{B_{1} B_{2}}{\sqrt{K}} \tag{C.6}
\end{equation*}
$$

Proof of Proposition 2 : For any given $\lambda^{\prime}$ and $\lambda$ from $\left[0, B_{\lambda}\right]$

$$
\begin{aligned}
\tilde{D}_{k}\left(\lambda^{\prime}\right) & =\max _{\pi, M^{\prime} \in \mathcal{M}_{\lambda^{\prime}}} L_{k}^{\prime}\left(\pi, \lambda^{\prime}\right) \geq \tilde{V}_{0}^{\tilde{\pi}_{k}(\lambda)}\left(s_{0}\right)+\sum_{i} \lambda_{i}^{\prime}\left(\bar{C}_{i}-\tilde{C}_{i, 0}^{\tilde{\pi}_{k}(\lambda)}\left(s_{0}\right)\right) \\
& =\tilde{V}_{0}^{\tilde{\pi}_{k}(\lambda)}\left(s_{0}\right)+\sum_{i} \lambda_{i}\left(\bar{C}_{i}-\tilde{C}_{i, 0}^{\tilde{\pi}_{k}(\lambda)}\left(s_{0}\right)\right)+\sum_{i}\left(\lambda_{i}^{\prime}-\lambda_{i}\right)\left(\bar{C}_{i}-\tilde{C}_{i, 0}^{\tilde{\pi}_{k}(\lambda)}\left(s_{0}\right)\right) \\
& =\tilde{D}_{k}(\lambda)+\sum_{i}\left(\lambda_{i}^{\prime}-\lambda_{i}\right)\left(\bar{C}_{i}-\tilde{C}_{i, 0}^{\tilde{\pi}_{k}(\lambda)}\left(s_{0}\right)\right)
\end{aligned}
$$

It shows that the vector $\left[\tilde{C}_{i, 0}^{\tilde{n}_{k}(\lambda)}\left(s_{0}\right)\right]_{i}$ is subgradient of $\tilde{D}_{k}(\lambda)$. Now, if we take $\mathbb{E}\left[\cdot \mid F_{\epsilon / 5}\right]$ we have:

$$
\tilde{D}\left(\lambda^{\prime}\right) \geq \tilde{D}(\lambda)+\left(\lambda^{\prime}-\lambda\right)^{T} \mathbb{E}\left[\left[\bar{C}_{i}-\tilde{C}_{i, 0}^{\tilde{\pi}_{k}(\lambda)}\left(s_{0}\right)\right]_{i} \mid F_{\epsilon / 5}\right]
$$

we get that $\left[\bar{C}_{i}-\tilde{C}_{i, 0}^{\tilde{\pi}_{k}(\lambda)}\left(s_{0}\right)\right]_{i}$ is stochastic subgradient of $\tilde{D}(\lambda)$ by definition. Hence, we can apply Lemma 20 and get the result with $K$ and $\alpha$ specified by (4.24). To certify the choice of those parameters, we provide the bound on $\lambda$ and $\left[\tilde{C}_{i, 0}^{\tilde{k}_{k}(\lambda)}\left(s_{0}\right)\right]_{i}$.

First, we bound $\lambda$ :

$$
\|\lambda\|_{2}=\sqrt{\sum_{i=1}^{N} \lambda_{i}^{2}} \leq \sqrt{N} B_{\lambda} \leq \sqrt{N} \frac{H}{\bar{C}_{\min }}
$$

Next, we bound $\left[\tilde{C}_{i, 0}^{\tilde{\pi}_{k}(\lambda)}\left(s_{0}\right)\right]_{i}$ :

$$
\left\|\left[\tilde{C}_{i, 0}^{\tilde{\pi}_{k}(\lambda)}\left(s_{0}\right)\right]_{i}\right\|_{2}=\sqrt{\sum_{i=1}^{N}\left(\tilde{C}_{i, 0}^{\tilde{\pi}_{k}(\lambda)}\left(s_{0}\right)\right)^{2}} \leq \sqrt{N}\left(H+\bar{C}_{\max }\right)
$$

Substituting these bounds for $B_{1}$ and $B_{2}$ in Lemma 20 would get

$$
\begin{equation*}
\left|\tilde{D}\left(\tilde{\lambda}^{(k)}\right)-\tilde{D}\left(\tilde{\lambda}^{*}\right)\right| \leq \frac{\epsilon}{5} \tag{C.7}
\end{equation*}
$$

Now, consider the following

$$
\begin{aligned}
\tilde{D}_{k}\left(\tilde{\lambda}^{(k)}\right)-\tilde{D}\left(\tilde{\lambda}^{*}\right) & =\tilde{D}_{k}\left(\tilde{\lambda}^{(k)}\right)-D\left(\tilde{\lambda}^{(k)}\right)+D\left(\tilde{\lambda}^{(k)}\right)-\tilde{D}\left(\tilde{\lambda}^{(k)}\right)+\tilde{D}\left(\tilde{\lambda}^{(k)}\right)-\tilde{D}\left(\tilde{\lambda}^{*}\right) \\
& \leq \frac{\epsilon}{5}+D\left(\tilde{\lambda}^{(k)}\right)-\tilde{D}\left(\tilde{\lambda}^{(k)}\right)+\tilde{D}\left(\tilde{\lambda}^{(k)}\right)-\tilde{D}\left(\tilde{\lambda}^{*}\right) \\
& \leq \frac{\epsilon}{5}+\frac{\epsilon}{5}+\tilde{D}\left(\tilde{\lambda}^{(k)}\right)-\tilde{D}\left(\tilde{\lambda}^{*}\right) \\
& \frac{\epsilon}{5}+\frac{\epsilon}{5}+\frac{\epsilon}{5}=\frac{3 \epsilon}{5}
\end{aligned}
$$

w.p. at least $1-\frac{\delta}{4}$. The first inequality is due to Lemma 18. The second is according to inequality
(4.29) and Lemma 19. Finally, the last line is due to (C.7). Hence, the proof is complete.

Proof of Lemma 21: For a given $0<\epsilon, \delta<1$, we get that for any $\lambda \in\left[0, B_{\lambda}\right]$ Algorithm 6 gives

$$
\begin{equation*}
\mathbb{P}\left(|\tilde{D}(\lambda)-D(\lambda)| \leq \frac{\epsilon}{5}\right) \geq 1-\frac{\delta}{4} \tag{C.8}
\end{equation*}
$$

according to Lemma 19.Now, for $\tilde{\lambda}^{*}$ we have

$$
\begin{equation*}
\tilde{D}\left(\tilde{\lambda}^{*}\right) \leq \tilde{D}\left(\lambda^{*}\right) \leq D\left(\lambda^{*}\right)+\frac{\epsilon}{5} \tag{C.9}
\end{equation*}
$$

w.p. at least $1-\frac{\delta}{4}$. The first inequality is due to the definition of $\tilde{\lambda}^{*}$, and the second inequality is true according to (C.8). Finally, consider

$$
\begin{aligned}
\tilde{D}_{k}\left(\tilde{\lambda}^{(k)}\right)-D\left(\lambda^{*}\right) & =\tilde{D}_{k}\left(\tilde{\lambda}^{(k)}\right)-\tilde{D}\left(\tilde{\lambda}^{*}\right)+\tilde{D}\left(\tilde{\lambda}^{*}\right)-D\left(\lambda^{*}\right) \\
& \leq \frac{3 \epsilon}{5}+\frac{\epsilon}{5}=\frac{4 \epsilon}{5}
\end{aligned}
$$

w.p. at least $1-\frac{3 \delta}{4}$ according to proposition 2 and (C.9). Hence, the proof is complete.


[^0]:    *Reprinted with permission from [1].

[^1]:    ${ }^{\dagger}$ We only assume that transition kernel is unknown and the extension to unknown reward and cost matrices is straightforward, and does not require additional methodology.

[^2]:    *Reprinted with permission from [2]

[^3]:    ${ }^{\dagger}$ We only assume that transition kernel is unknown and the extension to unknown reward and cost matrices is straightforward, and does not require additional methodology.

[^4]:    *Here, stationary means that the policy does not change over episodes. However, it can be a function of the time-step within the episode.

[^5]:    ${ }^{\dagger}$ We only assume that transition kernel is unknown and the extension to unknown reward and cost matrices is straightforward, and does not require additional methodology.

[^6]:    *Reprinted with permission from [3]

[^7]:    *We only assume that transition kernel is unknown and the extension to unknown reward matrix is straightforward, and does not require additional methodology.

[^8]:    ${ }^{\dagger}$ Please note that when the assumption on transition kernel holds, then $\sum_{k}\left(P_{\pi}(k \mid j)-\widehat{P}_{\pi}(k \mid j)\right) V_{f, h+1}^{\pi^{2}}(k)$ and $\left\|V_{f, h}^{\pi}-\widehat{V}_{f, h}^{\pi}\right\|_{\infty}$ are dependent. And, we can consider the one with lower probability.

[^9]:    ${ }^{\ddagger}$ Here, $|S|$ and $|A|$ are number state and action spaces respectively and $H$ represents length of horizon.

