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ABSTRACT

Valleytronics which has a lot of advances in the information processing and conmunication

requires the manipulation of the valley degree of freedom of the carriers. In this thesis, we discuss

valley current, which is carried by quasiparticles in graphene. We show that the valley current

arises owing to a peculiar term in the electron-phonon collision integral that mixes the scalar and

vector gauge-field-like vertices in the electron-phonon interaction. This mixing makes collisions

of phonons with electrons sensitive to their chirality, which is opposite in two valleys. As a result

of collisions with phonons, electrons of the different valleys deviate in opposite directions. The

valley-dependent deviation of the quasiparticle current does not request for breaking the spatial

inversion symmetry. The effect exists both in pristine graphene or bilayer graphene samples, and

it increases with temperature owing to a higher rate of collisions with phonons at higher temper-

atures. The valley current carried by quasiparticles could be detected by measuring the electric

current using a nonlocal transformer of a suitable design. This could open up another unexplored

possibility in the area of valleytronics.
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LIST OF SYMBOLS

K/K ′ Two letters used to denote two non-degenerated valleys.

Ψp The fermion operator, which is a spinor defined in A/B-
sublattice space.

Hp A 2×2 matrix which describes the tight binding model of free
electron Hamiltonian of graphene in A/B-sublattice space.

Mq A 2×2 matrix which describes electron-phonon interaction
of graphene in A/B-sublattice space.

Aq The bosonic field, Aq = bq + b†−q, which describes the anni-
hilation and creation of the longitudinal phonons.

vF The Fermi velocity.

εF The Fermi energy.

σx/y Standard Pauli matrices defined in A/B-sublattice space.

g1/2 g1 is the deformation potential, while g2 is the vector
potential.

θq The angle between the phonon’s momentum q and the x
direction.

η The angle of the x direction measured from the zigzag direc-
tion if the honeycomb lattice.

vs The speed of sound in graphene.

ξp ξp = vFp−εF is the energy measured from the Fermi surface.

GK/R/A The Keldysh, retarded and advanced component of the
Green’s function for electrons, which are 2×2 matrices for
graphene.

gK/R/A The Keldysh, retarded and advanced component of the quasi-
classical Green’s function (i.e., the ξ-integrated Green’s func-
tion) for electrons, which are 2×2 matrices for graphene.
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np np = p/p is a unit vector describes the direction of electron’s
momentum p.

n The distribution function of phonons.

ν0 ν0 = pF/2πvF is the density of state for the electron per
valley and per spin.

d d = (cos2θq,−sin2θq) is a unit vector associated with the
vector gauge-field-like vertex.

f The distribution function of electrons.

pF The Fermi momentum.

v̂ The velocity operator ∂pHp = vF (σx, σy) for graphene,
which is a 2×2 matrix vector.

ti The hopping energy between A- and B-sublattice along the
direction τi.

u The lattice displacement.

uij The dimensionless strain tensor.

ΦE The electric potential energy.

ϕ The quantity which parameterizes the small deviation of the
electronic distribution from its equilibrium; it has the dimen-
sion of energy. All other quantities denoted with ϕ such as
ϕ
K/K′

1 , ϕ̃B, and ϕC , have also the dimension of energy.

τ The relaxation time for the electronic distribution in the
valley-independent scatterings.

AE The coefficient in front of the Drude-kind solution, which has
the dimension of energy.

l l ≡ vF τ is the mean free path length.

B
(2/4)
ph The coefficients in front of the second and forth harmonic

solutions, respectively, which have the dimension of energy.

Γ
(2/4)
e−ph The electron-phonon collision rates which generate the sec-

ond and forth harmonics, respectively.

TBG TBG ≡ 2vspF is the Bloch-Grüneisen temperature, which is
≈ 57

√
ñ K in graphene for longitudinal phonons.
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ñ The dimensionless concentration when the electron density
is measured in units 1012 cm−2.

ϕ
K/K′

1 The valley-dependent deviations of the electronic distribution
caused by the valley-dependent electron-phonon scattering.

A, B, C, C̃, D, and D̃ The letters used to denote the different regions in our de-
signed geometry.

µK/K
′ The valley-dependent chemical potential.

jv jv ≡ jK − jK
′ is the valley current density.

σ0 The Drude conductivity for graphene per valley and per spin.

ϕ̃B The valley-independent electronic distribution in the branch
B.

D
(2)
ph The coefficient in front of the valley-independent distribution

ϕ̃B, which has the dimension of energy.

ϕC The Drude form distribution in the branch C.

EC/D The effective electric filed associated with the Drude form
solutions in the branch C and D, respectively.

σq σq ≡ e2/h with h to be the Planck constant is the quantum
conductance; σq ≈ (25.8 kΩ)−1.

lv The intervalley scattering length.

wC/D The widths of the branch C and D, respectively.

IC/D The currents measured within the branch C and D,
respectively.

ΣK/R/A The Keldysh, retarded and advanced component of the elec-
tronic self-energy, which are 2×2 matrices for graphene.

DK/R/A The Keldysh, retarded and advanced component of the
Green’s function for phonons, which are scalar quantities.

h The standard notation for the distribution function for
fermions which connects the Keldysh component of the
Green’s function to the retarded and advanced components.
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N The standard notation for the distribution function for bosons
which connects the Keldysh component of the Green’s func-
tion to the retarded and advanced components.
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1. INTRODUCTION∗

Information technology based on the conventional electronic devices requires the ability to

manipulate the electric charge of the carriers. However, there are a lot of disadvantages when

operating the electric charge. For example, a flow of electric charge generates the Joule heating.

To reduce the power consumption, there is an emerging field called spintronics which exploits

another degree of freedom, the spin of the carriers. In this way, one could transfer the data which

is encoded in the spin current to avoid the Joule heating, and thus increase the energy efficiency

of the devices. Nevertheless, spintronics is limited by the spin diffusion length. The magnetic

impurities in the sample would reduce the spin diffusion length significantly, therefore limit the

applicability of spintronics devices. On the other side, the electrons in 2D materials such like

graphene and transition metal dichalcogenides (TMDs) acquire the valley degree of freedom [1].

Two valleys in these materials are separated by large momentum p ∼ 1
a

in momentum space with

a to be the lattice constant. As a result, the valley diffusion length is considerably long in these

systems. Utilizing this new degree of freedom leads to a new possibility to process information. In

this thesis, we discuss a possible way to generate and detect the valley current in graphene through

electron-phonon (el-ph) interaction. The thesis is written based on my published work on Phys.

Rev. B [2].

Graphene [3, 4] is a two-dimensional (2D) sheet of carbon atoms with a honeycomb lattice.

One characteristic of the honeycomb lattice is its band structure which, in the case of pristine

graphene, has Dirac cones located at the corners of the first Brillouin zone [5]. The Dirac cones

at two nonequivalent points of the corners are called the K and K ′ valleys, respectively. Recently,

physicists are more and more interested in the valley-related physics, which forms a new subject

called valleytronics [1]. The control of the valley degrees of freedom could be potentially used for

quantum computations and communications.

∗Part of this chapter is reprinted with permission from “Valley current in graphene through electron-phonon in-
teraction” by Ankang Liu and Alexander M. Finkel’stein, 2020. Phys. Rev. B, 101, 241401, Copyright 2020 by
American Physical Society.
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Systems with honeycomb lattices possess a nonzero Berry curvature, opposite in the two val-

leys, if the band gap is opened when spatial inversion symmetry is broken [6, 7, 8]. The nonzero

Berry curvature may reveal itself via the valley Hall effect which is reminiscent of the spin Hall

effect [9]. Remarkably, some experimental groups have already confirmed that this valley depen-

dent effect could be measured through a nonlocal transport in graphene superlattices [10] or in a

dual-gated bilayer graphene sample [11, 12]. Because of an extremely low intervalley scattering

rate, the valley current could be detected at distances exceeding 1 µm.

Still, transport studies which relied on the Berry curvature physics [7] needed a system with

broken inversion symmetry and low temperatures. By contrast, in this thesis we discuss the possi-

bility of working with a valley current transported by quasiparticles at high temperatures in pristine

graphene, both single and double layered. For this purpose, we identified the valley-dependent

process in the el-ph scattering, using the fact that one of the amplitudes of the el-ph interaction

is sensitive to the chirality of the quasiparticles, which is opposite in the two valleys. By solving

the quantum kinetic equation for the el-ph scattering in the presence of an external electric field,

we demonstrate that the distribution of the quasiparticles contains a term with a quadruple angular

dependence, different for the two valleys. In short, current carriers passing through a population of

phonons are turned by them in different directions for the two valleys. This opens an opportunity

for controlling the valley currents using samples with a designed geometry. The whole effect is ow-

ing to transitions between the two sublattices of the honeycomb lattice caused by el-ph scattering.

The discussed mechanism holds for any honeycomb lattice system.

The thesis is organized as follows. First, we consider the single layered graphene. In Chapter 2

we derive a quantum kinetic equation with the el-ph collision integral. Both the scalar and vector

gauge-field-like vertices in the el-ph interaction were included. Then, we discuss the transforma-

tion of the obtained quantum kinetic equation from the K to K ′ valley in Chapter 3. From this

we observe that a mixture of the scalar and vector gauge-field-like vertices generates a term in the

el-ph collision integral, which is different in two valleys. In Chapter 4, the solution of the quantum

kinetic equation under an external electric field is given. Here we notice that there exists a val-

2



ley dependent distribution for electrons, which exhibits a non-trivial angular dependence. Next, in

Chapter 5, show how to exploit the angular dependent distribution for the valley-transport measure-

ments. We design a certain geometry of the sample, and show how a valley current transported by

the quasi-particle excitations could be experimentally generated and detected. Finally, the discus-

sion and conclusion are given in Chapter 6. The comprehensive derivation of the quantum kinetic

equation and the el-ph collision integral that we used in the main text, some supporting arguments

and discussions, and details of the solution could be found in the Appendices. The consideration

of the double layered graphene is quite similar to that of the single layer. We leave the discussion

on the double layered graphene to Appendix E.

3



2. QUANTUM KINETIC EQUATION∗

In order to study the transport, we derive the quantum kinetic equation in the case of a single-

layer graphene. (For bilayer graphene, see Appendix E.) The free-electron and the el-ph interaction

terms in the Hamiltonian are He =
∑
p Ψ†pHpΨp and He−ph =

∑
p,q Ψ†p+qMqΨpAq, respectively.

Here, the fermion operator Ψp is a spinor defined in the sublattice space, and the bosonic field

Aq = bq+b†−q describes the annihilation and creation of the longitudinal phonons. In this research,

we consider the interaction with the longitudinal phonons, because only they provide electrons with

a valley-dependent dynamics, which we are interested in.

We first concentrate on one of the valleys. The kinetic term for electrons in the K valley,

HK
p = vFσ · p − εF12×2, is obtained from the standard tight-binding model for the honeycomb

lattice [3, 4, 5]. Here, εF is the Fermi energy, and components of the matrix vector σ = (σx, σy)

are the standard Pauli matrices. We assume that the system is not too close to the neutral point, but

at the level of the current carrier concentrations typical for metallic graphene. For the longitudinal

acoustic phonons, the matrix elements of the el-ph interaction are described by a 2 × 2 matrix

[13, 14, 15],

MK
q = |q|

√
1

2ρωq

 g1 g2e
i(2θq+3η)

g2e
−i(2θq+3η) g1

 . (2.1)

We are mostly interested in the details of the off-diagonal elements of this matrix. Here, θq is

the angle between the phonon’s momentum q and the x direction, while η is the angle of the x

direction measured from the zigzag direction of the honeycomb lattice. The combination in front

of the parentheses is standard for the el-ph interaction with acoustic phonons: ρ is the mass density

of the graphene sample, and ωq = vs|q| is the phonon frequency for the longitudinal acoustic mode

with vs � vF .
∗Reprinted with permission from “Valley current in graphene through electron-phonon interaction” by Ankang

Liu and Alexander M. Finkel’stein, 2020. Phys. Rev. B, 101, 241401, Copyright 2020 by American Physical Society.
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In matrix Mq, the diagonal coupling constant g1 comes from the deformation potential (DP),

and before screening has a bare value of 20-30 eV [14]. The magnitude of g2 has been estimated

to be 1.5 eV. The term affiliated with g2 reveals some similarities with the vector potential (VP) for

the electromagnetic field [14, 15, 16, 17].

To obtain the el-ph collision integral in the quantum kinetic equation, we consider the self-

energy diagram presented in Fig. 2.1. In the derivation of the quantum kinetic equation we apply

M− ⃗q M ⃗q

(ϵ + ω, ⃗p + ⃗q )(ϵ, ⃗p ) (ϵ, ⃗p )

(ω, ⃗q )

Figure 2.1: The electronic self-energy due to the el-ph interaction. The solid line represents the
electron propagator while the wavy line means the phonon propagator. The black square here is
the full el-ph vertex, which contains both the scalar and vector gauge-field-like part of the vertex.

the quasiclassical approximation [18, 19, 20]. We rely on the fact that for the el-ph interaction the

self-energy has a weak dependence on ξp = vFp − εF . In the quasiclassical approximation, the

electron momentum p is placed on the Fermi surface. This could be achieved by integrating the

Green’s functions with respect to ξp: gK/R/A = i
π

∫
dξpG

K/R/A. The remaining dependence on an

electron direction is described by a unit vector np = p/p. The reason to use quasiclassics is that

we are interested in the effects related to the angular dependencies.

The el-ph collision integral Ie−ph(f, n) has to be written in terms of f , the quasiclassical dis-

tribution function of electrons, and the distribution function of phonons n. For our purposes it will

be enough to assume that phonons are under thermal equilibrium, i.e., n = n0(ω) = (eω/T − 1)−1.

The el-ph collision integral for electrons in the K valley contains (among others) the following

5



specific term [Appendix A],

Ive−ph(f, n) = 2πν0

∫
dε′
∫
dθp′

2π
α(q)g1g2(np + np′) · d

×
[
f ′(1− f)(1 + n)− f(1− f ′)n

]
(δ+ − δ−). (2.2)

Here, ν0 = pF/2πvF is the density of state for the electron per valley and per spin, α(q) =

q2/2ρωq, and d = (cos2θq,−sin2θq) is a unit vector associated with the vector gauge-field-like

vertex. Without loss of generality, we take here η = 0 assuming that our x direction is along the

so-called zigzag lattice direction. We also use short notations here: f = f(ε,np), f ′ = f(ε′,np′),

n = n0(ε′ − ε), and q = pF (np′ −np). Energy conservation in the collision integral is controlled

by δ± = δ(ε′ − ε∓ vspF |np′ − np|).
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3. TRANSFORMATION FROM K TO K ′ VALLEY∗

For electrons in the K ′ valley, the kinetic term HK′
p = vF (−pxσx + pyσy) − εF12×2 [3, 4, 5].

Next, the el-ph interaction is given by the matrix MK′
q , which is connected to the MK

q through the

relation MK′
q =

(
MK
−q
)∗ [14, 15]. One may observe that the transformation from the K to K ′

valley could be achieved by using the following substitutions (again, we set here η = 0):

(i) v̂K = vF (σx, σy)→ v̂K
′
= vF (−σx, σy); (ii)nKp = (cosθp, sinθp)→ nK

′
p = (−cosθp, sinθp);

and (iii) dK = (cos2θq,−sin2θq)→ dK
′
= (cos2θq, sin2θq).

With the use of these transformations, one could check that the collision term in the quantum

kinetic equation remains unchanged for the K ′ valley, except that the g1g2 term presented by Eq.

(2.2) acquires an opposite sign. We ascribe the peculiarity of this valley-dependent term to the

origin of the vector gauge-field-like vertex (VP). Indeed, the g2 term, as the off-diagonal part

of the el-ph vertex, comes from the intersublattice hopping mediated by the lattice vibrations.

Consequently, this term is sensitive to the direction of the quasimomentum as well as to the chirality

of electrons and, hence, is different in two valleys. On the contrary, the scalar g1 term is the on-site

energy, which is valley independent. Therefore, only the mixture of g1 and g2 terms would produce

a valley-contrasting term (np · d)K/K
′ in the collision integral that leads to a valley-dependent

dynamics.

In this paragraph, we present a detailed way to see how the free electron and el-ph interaction

Hamiltonian are transformed from one valley to another. To understand how the difference in two

valleys arises, one needs to look at the lattice structure of graphene. As shown in FIG. 3.1, each

A atom has three nearest neighbor B atoms, and vise versa. Hence, the off-diagonal elements

of the tight-binding Hamiltonian are 〈ψA,k| Ĥ |ψB,k〉 = 〈ψB,k| Ĥ |ψA,k〉∗ =
∑3

i=1 tie
ik·τi , with

|ψA,k〉 and |ψB,k〉 to be the Bloch wave functions for A and B sublattices. Here, τ1 = a(0,
√

3
3

),

τ2 = a(−1
2
,−
√

3
6

), and τ3 = a(1
2
,−
√

3
6

); for simplicity, we took η = 0 in the definition of x, y axis.

∗Reprinted with permission from “Valley current in graphene through electron-phonon interaction” by Ankang
Liu and Alexander M. Finkel’stein, 2020. Phys. Rev. B, 101, 241401, Copyright 2020 by American Physical Society.
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̂x (η = 0)

̂y

A
B

⃗a1

⃗a2

⃗τ1

⃗τ2

⃗τ3

̂kx

̂ky

⃗b1

⃗b2

KK′ 

K

K

K′ 

K′ 

(a) (b)

a

Figure 3.1: (a) Lattice of graphene with two sublattices A and B indicated by black and white
circles, respectively. The two primitive vectors are ~a1 = a(1

2
,
√

3
2

), and ~a2 = a(1
2
,−
√

3
2

) (a is the
lattice constant). (b) The first Brillouin zone of graphene which contains two nonequivalent points
K and K ′. The two reciprocal primitive vectors are ~b1 = 2π

a
(1,
√

3
3

) and ~b2 = 2π
a

(1,−
√

3
3

).

Matrix elements describing hopping along the directions τi consist of two terms, ti = t0 + δti.

The static t0 is the same for all three directions, and it determines the dispersion of free electrons.

Indeed, for electrons with momenta around K/K ′ points, i.e., when k = (±4π
3a
, 0) + p, the lowest

order expansion in p of the t0-hopping from A to B sublattice yields vF (±px − ipy), with vF =

−
√

3a
2
t0. This is consistent withHK/K′

p . Furthermore, the terms δti originate as a result of the bond

length changes caused by the lattice displacements u; this yields δti ∝ 1
a
(∂t0
∂a

)τi · [(τi ·∇r)u] [14].

Then, for
∑3

i=1 δtie
ik·τi calculated at the pointsK/K ′ one gets two terms that are∝ −a

4
(∂t0
∂a

)[(uxx−

uyy)±2iuxy], where uij is the dimensionless strain tensor. Next, for the longitudinal phonon mode,

the displacement u ∝
∑
q

√
1

2ρωq
(iq̂)(bq + b†−q)e

iq·r, that leads to uij ∝
∑
q

√
1

2ρωq
|q|q̂iq̂j(bq +

b†−q)e
iq·r. After a straightforward substitution into the matrix elements of the δti-hopping terms,

one recovers the phase factors e±i2θq in the off-diagonal elements of the matrices MK/K′

q .

As a result, one could easily check that the valley-dependent Hamiltonians of free electrons

as well as the el-ph interaction in the two valleys obey the mutual transformations presented in

8



the main text. This, eventually, leads to a non-trivial valley-contrasting term in the el-ph collision

integral. Note that the quantum kinetic equation Eq. (A.15) as well as the electric current density

Eq. (A.17), which are of general character, are unaltered under these transformations.
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4. VALLEY-DEPENDENT DYNAMICS UNDER AN EXTERNAL ELECTRIC FIELD∗

In the presence of an electric field, E = −∇ΦE , we parametrize δf , a small deviation of the

electron distribution function from the local equilibrium f0 = (e(ε−eΦE)/T +1)−1, as δf = (−∂f0
∂ε

)ϕ

[21]. In the linear response regime, we have to solve the equation for the steady solution ϕ,

vF eE · np
∂f0

∂ε
= I0(ϕ) + [Ive−ph]

K/K′
(ϕ). (4.1)

Here I0(ϕ) = ∂f0
∂ε
ϕ/τ is a valley-independent collision term written in the relaxation time ap-

proximation. I0(ϕ) has been introduced to account for the valley-independent scatterings which

determine the conventional transport properties of the system, e.g., the electron-impurity scatter-

ing. For simplicity, we will assume here that the valley-independent scattering is mostly of a

short-ranged character. i.e., the relaxation time τ is same for harmonics of different orders [22].

The other term in Eq. (4.1) describes the valley-dependent part of the collision integrals [cf. Eq.

(2.2)],

[Ive−ph]
K/K′

(ϕ) = ±2πν0

∫
dε′
∫
dθp′

2π
α(q)[g1g2(np + np′) · d](

∂n0

∂ω
)
∣∣∣
ω=ε′−ε

× (f ′0 − f0)(ϕ′ − ϕ)(δ+ − δ−). (4.2)

Here, ± refers to the K/K ′ valleys.

One can show that Eq. (4.1) can be solved perturbatively [Appendix C], assuming ϕ to be

ϕ ' ϕ0 +ϕ
K/K′

1 with ϕ0 � ϕ
K/K′

1 . Then, the functions ϕ0 and ϕK/K
′

1 have to satisfy two iteration

∗Reprinted with permission from “Valley current in graphene through electron-phonon interaction” by Ankang
Liu and Alexander M. Finkel’stein, 2020. Phys. Rev. B, 101, 241401, Copyright 2020 by American Physical Society.
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equations,

vF eE
∂f0

∂ε
cosθp = I0(ϕ0),

I0(ϕ
K/K′

1 ) + [Ive−ph]
K/K′

(ϕ0) = 0. (4.3)

We seek for a Drude-kind solution ϕ0 = AEcosθp withAE = eEl, where the mean free path length

l ≡ vF τ . Then, the term mixing the two vertices in the el-ph interaction generates a nontrivial

angular dependence in the distribution function,

ϕ
K/K′

1 = ∓[B
(2)
ph cos(2θp) +B

(4)
ph cos(4θp)], (4.4)

with B(2/4)
ph = (Γ

(2/4)
e−phτ)AE . [Here, and in Eq. (4.3), we took for simplicity E = E(1, 0) to be

along the zigzag direction for which η = 0.] It turned out that the fourth harmonic (for numerical

reasons) yields only a negligible correction to the effect that we are interested in. We therefore

omit the fourth harmonic in the consideration below. The appearance of the quadruple valley-

dependent term in the distribution function of the current-carrying state is the central observation

of this research work.

To utilize the valley-dependent angular distribution generated by the el-ph scattering, we will

be interested in relatively high temperatures, e.g., room temperature and above, when T � TBG;

TBG ≡ 2vspF is the Bloch-Grüneisen temperature. (For the sake of convenience, we introduce

now a dimensionless concentration ñ, so that the electron concentration n = ñ×1012 cm−2. Then,

the Bloch-Grüneisen temperature depends on ñ as TBG ≈ 57 ×
√
ñ K.) For temperatures much

exceeding TBG, the rate Γ
(2)
e−ph is estimated to be [Appendix C]

Γ
(2)
e−ph ' 3× 10−3ñ

(
T

TBG(ñ)

)
ps−1. (4.5)
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5. GENERATION AND DETECTION OF THE VALLEY CURRENT∗

We are ready to show how the valley current arises as a result of the valley-dependent ϕK/K
′

1 ,

and suggest a scheme of detecting a nonlocal signal. Let us consider the geometry presented in

Fig. 5.1. In region A, the electric current flows along the x direction. As we have shown,

𝐿"

𝐼𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒	2

𝑤.

𝑅𝑒𝑔𝑖𝑜𝑛	𝐴𝑤4

𝐼𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒	1

𝐵𝑟
𝑎𝑛
𝑐ℎ
	𝐵

𝐼𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒	3

𝐿9

𝑤:

𝑥<	(𝜂 = 0)

𝑦<
𝑛<.

C
D

𝑛<:

C
D

+

+
−−

−

−
++

𝐾-𝑣𝑎𝑙𝑙𝑒𝑦 𝐾J-𝑣𝑎𝑙𝑙𝑒𝑦

Figure 5.1: The geometry of a graphene sample suggested for the generation and detection of the
valley current. At the bottom, the valley-dependent quadruple distributions caused by the el-ph
scattering inside the region A are shown, where the ± sign means the excess and deficit of the
distributed carriers with certain momentum directions.

∗Reprinted with permission from “Valley current in graphene through electron-phonon interaction” by Ankang
Liu and Alexander M. Finkel’stein, 2020. Phys. Rev. B, 101, 241401, Copyright 2020 by American Physical Society.
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the distribution function contains the valley-dependent quadruple term ϕ
K/K′

1 . In a sample with

the discussed geometry, ϕK/K
′

1 leads to a valley current that propagates along branch B. Indeed,

let us consider interface 1 (a conditional boundary between regions A and B). The carriers with

π ≥ θp ≥ 0 leave region A, pass through the interface, and enter region B. Consequently, the

distribution ϕK1 provides a nonzero upward flux through interface 1 and, eventually, an upward

flow of the K-valley carriers. The carriers in the K ′ valley would react oppositely. Finally, there

will be a valley current along branch B. This is similar to the injection of the spin current in

spintronic devices.

The distribution functions that introduce the fluxes of the K- and K ′-valley carriers inside

branchB, after a few scattering events [23], acquire the Drude-like form directed oppositely for two

valleys. In other words, at a distance leq & l, but much less than the intervalley scattering length lv,

one can introduce the valley-dependent chemical potentials µK/K′
= µ̄+δµK/K

′
(y), and apply the

diffusion approximation for the flux-carrying particles (an example of conversion into the Drude-

like form of the flux injected into disordered bridge can be found in Ref. [24]). Note that because

of the electroneutrality, δµK = −δµK′ . In order to maintain a stationary valley current flow deep

inside the branch B, δµK/K′ would have a linear spatial dependence, i.e.,∇(δµK/K
′
) = ∓l−1CBŷ.

The distribution functions ϕK/K
′

B corresponding to the valley-current state are ϕK/K
′

B = ±CBsinθp.

Finally, this gives the valley current density jv ≡ jK − jK
′
= 4σ0(el)−1CBŷ along branch B with

σ0 = 1
2
e2ν0v

2
F τ to be the Drude conductivity for graphene per valley and per spin.

It remains to get an estimate for CB. For that we have to match the valley current on the A

side of the interface line with that on the B side. To analyze the question in full detail, one has

to solve the so-called diffuse emission problem for a given geometry (see, e.g., Refs. [23, 25]).

We, however, limit ourselves to a qualitative discussion only. For a qualitative estimate, we use the

distribution functions ϕK/K
′

1 below the interface line, while above the line we take the distribution

functions ϕK/K
′

B , i.e.,

∫ π

0

sinθpϕ
K/K′

1 dθp '
∫ 2π

0

sinθpϕ
K/K′

B dθp. (5.1)
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Eventually, we get CB ' 2B
(2)
ph /3π as an estimate for CB.

Now, let us discuss the mechanism of detecting the valley current. The main point here is that

the valley current carriers inside the branch B, in the process of collisions with phonons, generate

a new term ϕ̃B in the electron distribution function, with a nontrivial angular dependence. By

solving the kinetic equation, we obtain (see Appendix C for details)

ϕ̃B = D
(2)
ph sin(2θp), (5.2)

with D(2)
ph = (Γ

(2)
e−phτ)CB. Because of the angular dependence of the distribution ϕ̃B, we expect to

get a current flux injected into the side-directed branches chosen for recording.

In the discussed geometry, we suggest to measure electric currents flowing in the opposite

directions (from left to right and from right to left) in two pairs of side branches (C, C̃) and (D, D̃),

as shown in Fig. 5.1. Following the above discussion, the distribution function inside each of

the branches, after a few collisions, acquires the Drude form. For example, inside branch C the

function ϕC acquires the form ϕC = elECcos(θp− π
4
). The combination elEC could be estimated by

matching the fluxes on both sides of interface 2. Similarly to Eq. (5.1), we get elEC ' 2D
(2)
ph /3π.

Next, for branch D, the injection yields the opposite sign, i.e., ED = −EC . Utilizing the chain of

relations which connect AE with B(2)
ph , CB, D(2)

ph , and, finally, with EC and ED, we can estimate the

current density ratio for our design of the nonlocal transformer,

jC
jA

= −jD
jA
' EC

E
' 4

9π2

(
Γ

(2)
e−phτ

)2

. (5.3)
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6. DISCUSSION AND CONCLUSION∗

In the remaining part of the thesis, we estimate the typical value of jC/jA. To do this, we

extract the scattering time τ from the conductivity σ0, by simply using the Drude formula, i.e.,

τ = σ0/
1
2
e2ν0v

2
F . Consequently, we find

jC
jA
' 0.6× 10−10

(
σ0(n)

σq

)2(
T

TBG(ñ = 1)

)2

. (6.1)

Here, the quantum conductivity σq ≡ e2/h is introduced as the unit of the conductivity. For

metallic samples with a usual conductivity σ0(n) [4, 26], the current density ratio could be expected

in the region 10−7 − 10−6. In the presence of a mismatch of the sample orientation, i.e., when

η 6= 0, the discussed nonlocal effect survives. It is suppressed only by a geometric factor cos2(3η)

[Appendix D].

Our consideration was limited to the case of degenerate electrons and the assumption that the

intervalley scattering is negligible. Both assumptions limit the temperature from above. Still,

because of a large difference between vs and vF in graphene, there remains a substantial interval

of temperatures, TBG � T � εF , that could be addressed provided that ñ is not so small.

Owing to the fact that the valley scattering length lv & 1 µm, we expect that the current density

ratios jC/jA and jD/jA could be measured through the geometry suggested by us in Fig. 5.1 with

1 µm & L1, L2 � l ' 10 nm. The strong inequality here is needed in order to reliably prevent

the penetration of particles from region A straight into branches (C, C̃) and (D, D̃).

To conclude, we have argued that a valley current carried by quasiparticles could be generated

and detected through a properly arranged geometric design. Our scheme relies on the fact that the

term in the el-ph collision integral originating from a mixture of the scalar and vector gauge-field-

like vertices has an opposite sign for the K and K ′ valleys. The effectiveness of the discussed

mechanism grows with temperature by virtue of a greater el-ph collision rate at higher tempera-

∗Reprinted with permission from “Valley current in graphene through electron-phonon interaction” by Ankang
Liu and Alexander M. Finkel’stein, 2020. Phys. Rev. B, 101, 241401, Copyright 2020 by American Physical Society.
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tures. In these respects, it differs entirely from the Berry curvature mechanism which works when

the system is not far from the ground state, which has to be insulating. In short, our study pro-

vides an alternative approach to generate and detect the long-range propagating valley current in a

pristine single- or double-layered graphene sample, which does not require the breaking of spatial

inversion symmetry.

According to the estimates presented in this work, a current density ratio of the designed non-

local transformer is small, but could be detected. The point is that the discussed mechanism does

not have fragile elements, and is not sensitive to noise. Furthermore, since the quadruple character

of the distribution is very specific, it can be checked by measuring currents in different branches.

For example, if the information about the width of the branches, wC and wD, is available, one may

expect that [(IC/wC) − (ID/wD)] � [(IC/wC) + (ID/wD)], and so on. In this way, one could

exclude a parasitic signal that may come from a leakage from the region A to one of the branches.

In current work, the generation and detection of the valley current was discussed in terms of the

transport measurements. Alternatively, one can try to detect the valley polarization µK−µK′ which

arises as a consequence of the injection of valley current inside branch B without introducing the

side branches. Indeed, the valley polarization µK − µK′ in our scheme reaches the range of a few

meV at a distance of order lv from interface 1. Polarization of this scale can be detected in a pool

at the end of branch B by the method considered in Ref. [27] or by magneto-oscillations (see, e.g.,

Ref. [28]).

From a fundamental point of view, the discussed mechanism, which holds generally for any

honeycomb lattice system, demonstrates that the valley current can be of a kinetic origin, rather

than be obligatorily related with the Berry curvature physics. Next, it opens a perspective to study

the nontrivial aspects of the el-ph interaction, and the intervalley scattering rate at high temper-

atures. We expect this research could open up another unexplored possibility in the area of val-

leytronics.
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APPENDIX A

DERIVATION OF QUANTUM KINETIC EQUATION∗

Here we present the details of the derivation for the quantum kinetic equation in graphene. We

concentrate on electrons in the K-valley. To begin with, we start with the left-right subtracted

Dyson equation for the Keldysh component [20]

(G−1
0 − ΣR)⊗GK −GK ⊗ (G−1

0 − ΣA) +GR ⊗ ΣK − ΣK ⊗GA = 0. (A.1)

Here ⊗ means the convolution in the space-time coordinates. We then transform Eq. (A.1) to the

mixed Wigner coordinate according to the gradient expansion rule and keep only the leading terms

that contribute to the quantum kinetic equation. We get

i
(
∂tG

K + i[σ · p, GK ]− +
1

2
vF [σ,∇rGK ]+

)
− [Re(ΣR), GK ]− − i[Im(ΣR), GK ]+

+GRΣK − ΣKGA = 0. (A.2)

The subscript∓ here in [A,B]∓ means commutator and anti-commutator of A and B, respectively.

We also used the fact that G−1
0 = (ε + εF )1 − vFσ · p in the mixed coordinate, where 1 is the

2× 2 identity matrix. In Eq. (A.2), terms that contain the gradient of the self-energy are neglected,

because they only renormalize the parameters in the kinetic part of the equation, while our attention

is on the collision integral.

In Eq. (A.2), the retarded, advanced, and the Keldysh components of the self-energy arising as

∗Reprinted with permission from “Valley current in graphene through electron-phonon interaction” by Ankang
Liu and Alexander M. Finkel’stein, 2020. Phys. Rev. B, 101, 241401, Copyright 2020 by American Physical Society.
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the result of the el-ph interaction are as follows [19, 20]:

ΣR/A(ε,p) =
i

2

∫
dω

2π

∫
d2q

(2π)2

{
M−qG

R/A(ε+ ω,p+ q)MqD
K(ω, q)

+M−qG
K(ε+ ω,p+ q)MqD

A/R(ω, q)
}

; (A.3)

ΣK(ε,p) =
i

2

∫
dω

2π

∫
d2q

(2π)2

{
M−qG

K(ε+ ω,p+ q)MqD
K(ω, q)

−M−q
[
GR(ε+ ω,p+ q)−GA(ε+ ω,p+ q)

]
Mq

[
DR(ω, q)−DA(ω, q)

]}
. (A.4)

Here Mq is the el-ph interaction vertex, which is a 2×2 matrix that has been presented in the main

text. Only the one-loop diagram has been considered.

Now, we apply the quasi-classical approximation by taking advantage of the fact that the self-

energies (A.3) and (A.4) are slow functions of the variable ξp = vFp − εF . After making the

integration “ 1
π

∫
dξp· · · ” on both sides of Eq. (A.2), it becomes

∂tg
K + ipF [σ · np, gK ]− +

1

2
vF [σ,∇rgK ]+ + i[Re(ΣR), gK ]− − [Im(ΣR), gK ]+

− i(gRΣK − ΣKgA) = 0. (A.5)

Here, the electron momentum p was placed on the Fermi surface. The self-energies in Eq. (A.5)

are

ΣR/A(ε,np) ≡ ΣR/A(ε,p = pFnp)

' ν0

4

∫
dε′
∫
dθp′

2π
α(q)

{
(g11 + g2d · σ)(gR/A)′(g11 + g2d · σ)DK

+ (g11 + g2d · σ)(gK)′(g11 + g2d · σ)DA/R
}

; (A.6)
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ΣK(ε,np) ≡ ΣK(ε,p = pFnp)

' ν0

4

∫
dε′
∫
dθp′

2π
α(q)

{
(g11 + g2d · σ)(gK)′(g11 + g2d · σ)DK

− (g11 + g2d · σ)
[
(gR)′ − (gA)′

]
(g11 + g2d · σ)

[
DR −DA

]}
. (A.7)

In the above expressions we have used short notations to indicate the arguments in Green’s func-

tions. Namely, (gK/R/A)′ = gK/R/A(ε′,np′) and DK/R/A = DK/R/A(ε′ − ε, pF (np′ − np)). Here,

we also take η = 0, and ν0, α(q), d and q are defined as in the main text. The quasi-classical

Green’s function gR/A = ±P̂+ + δgR/A, where the main term P̂+ = 1
2
(1 + np · σ) is the “+

chirality” projection operator. The correction term δgR/A, which is negligible, will be considered

in the next section (Appendix B).

Next, we substitute the approximation gR/A ' ±P̂+, the ansatz gK = h(gR − gA) ' 2hP̂+,

and the general expression

ΣK/R/A = ΣK/R/A
a 1 + Σ

K/R/A
b np · σ + ΣK/R/A

c (ẑ × np) · σ (A.8)

in Eq. (A.5). Finally, after taking trace on both sides of Eq. (A.5), one could obtain

∂th+ vFnp · ∇rh− 2hIm(ΣR
a + ΣR

b )− i(ΣK
a + ΣK

b ) = 0 (A.9)

by noticing that ipF [σ · np, gK ]− = 0 and that the term i[Re(ΣR), gK ]− is traceless.

In order to get the Boltzmann-like quantum kinetic equation, we have to find Im(ΣR
a/b) and

ΣK
a/b. With the use of Eqs. (A.6)&(A.7), and with the relation DK = N(DR − DA), one could

straightforwardly obtain

2iIm(ΣR
a ) =

1

2
Tr(ΣR − ΣA)

' ν0

4

∫
dε′
∫
dθp′

2π
α(q)[g2

1 + 2g1g2(np′ · d) + g2
2](N − h′)[DR(ω, q)−DA(ω, q)],

(A.10)
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and

2iIm(ΣR
b ) =

1

2
Tr[(np · σ)(ΣR − ΣA)]

' ν0

4

∫
dε′
∫
dθp′

2π
α(q){g2

1(np · np′) + 2g1g2(np · d) + g2
2[−(np · np′)

+ 2(np · d)(np′ · d)]}(N − h′)[DR(ω, q)−DA(ω, q)]. (A.11)

Similarly, we also find

ΣK
a =

1

2
Tr(ΣK)

' ν0

4

∫
dε′
∫
dθp′

2π
α(q)[g2

1 + 2g1g2(np′ · d) + g2
2](N · h− 1)[DR(ω, q)−DA(ω, q)],

(A.12)

and

ΣK
b =

1

2
Tr[(np · σ)ΣK ]

' ν0

4

∫
dε′
∫
dθp′

2π
α(q){g2

1(np · np′) + 2g1g2(np · d) + g2
2[−(np · np′) + 2(np · d)(np′ · d)]}

× (N · h− 1)[DR(ω, q)−DA(ω, q)]. (A.13)

In the expressions above, h ≡ h(ε,np), h′ ≡ h(ε′,np′) and N ≡ N(ω, q) = 1 + 2n(ω, q). Again,

ω and q here should be understood as ω = ε′ − ε and q = pF (np′ − np). The above results,

together with DR(ω, q)−DA(ω, q) = −2πi[δ(ω−ωq)− δ(ω+ωq)], and Eq. (A.9), immediately

lead to the equation

∂th+ vF · ∇rh =
πν0

2

∫
dε′
∫
dθp′

2π
α(q)

{
g2

1(1 + np · np′) + 2g1g2(np + np′) · d

+ g2
2

[
(1− np · np′) + 2(np · d)(np′ · d)

]}
[h′h+N(h′ − h)− 1](δ+ − δ−).

(A.14)
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Here vF ≡ vFnp. Eventually, by rewriting h = 1 − 2f and N = 1 + 2n, we obtain the desired

equation

∂tf + vF · ∇rf = Ie−ph(f, n) (A.15)

with Ie−ph(f, n) to be the el-ph collision integral:

Ie−ph(f, n) = πν0

∫
dε′
∫
dθp′

2π
α(q)

{
g2

1(1 + np · np′) + 2g1g2(np + np′) · d+ g2
2

[
(1− np · np′)

+ 2(np · d)(np′ · d)
]}[

f ′(1− f)(1 + n)− f(1− f ′)n
]
(δ+ − δ−). (A.16)

Eq. (A.15) is just the Boltzmann-like quantum kinetic equation. In particular, the mixed g1g2-term

in Eq. (A.16) is the non-trivial el-ph collision integral Ive−ph(f, n) that we discuss in the main

text. Note that the angular dependence of the el-ph scattering given by the curly brackets in Eq.

(A.16) coincides with that obtained in Ref. [16] for the transition probability induced by phonons.

Furthermore, the expression for the electric current density is given by [20]:

j = −1

2
ν0Tr

{∫
dε

∫
dθp
2π

[
ev̂gK(ε,np)

]}
= 2eν0

∫
dε

∫
dθp
2π

[
vFf(ε,np)

]
. (A.17)

Here v̂ is the velocity operator ∂pHp = vF (σx, σy). We see that the matrix structure of v̂ and

gK after tracing out leads to a conventional expression for the current density through the Fermi

velocity vF and quasi-classical distribution function f . The coefficient in front of the integral takes

into consideration the pseudo-spin as well as the real spin degrees of freedom.
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APPENDIX B

SMALLNESS OF δgR/A ∗

In this section, we consider correction δgR/A induced by the el-ph interaction, following the

ideas of section 21 in Ref. [29]. We only check the case of the single layered graphene here, while

the bilayer one is similar. From Dyson equation, we have GR = (G−1
0 − ΣR)−1, where G0 is

the free electron propagator and G−1
0 = (ε + εF )1 − vFσ · p. In principle, the self-energy ΣR

is a function of GK/R/A and one has to solve G and Σ simultaneously. Here, we assume that a

self-consistent approximation for the quasi-classical Green’s function is gR = P̂+ + δgR ' P̂+.

Under this assumption, the quasi-classically approximated self-energy is [see Eq. (A.6)]

ΣR(ε,np) ≡ ΣR(ε,p = pFnp)

' ν0

4

∫
dε′
∫
dθp′

2π
α(q)

{
(g11 + g2d · σ)(P̂+)′(g11 + g2d · σ)DK

+ (g11 + g2d · σ)[2h′(P̂+)′](g11 + g2d · σ)DA
}

= ΣR
a 1 + ΣR

b np · σ + ΣR
c (ẑ × np) · σ. (B.1)

Then, we have

GR = {G−1
0 − [ΣR

a 1 + ΣR
b np · σ + ΣR

c (ẑ × np) · σ]}−1

= GR(0) +GR(0)[ΣR
c (ẑ × np) · σ]GR(0) + · · · . (B.2)

∗Reprinted with permission from “Valley current in graphene through electron-phonon interaction” by Ankang
Liu and Alexander M. Finkel’stein, 2020. Phys. Rev. B, 101, 241401, Copyright 2020 by American Physical Society.
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Here, we define GR(0) = {G−1
0 − [ΣR

a 1 + ΣR
b np · σ]}−1 = P̂+G

R(0)
+ + P̂−G

R(0)
− , where GR(0)

± is

[30]

G
R(0)
± =

Z

(ε+ εF )∓ v∗Fp− iZIm(ΣR
±)

(B.3)

with

Z = [1− Re(ΣR
a )

ε+ εF
]−1, v∗F = vFZ[1 +

Re(ΣR
b )

vFp
], ΣR

± = ΣR
a ± ΣR

b . (B.4)

In metals, usually, the el-ph self-energy renormalizes the Fermi velocity, yielding an effect of the

order 1. Here it is not the case. The reason lies in the smallness of the Fermi-momentum. For

the metallic graphene, pF � a−1, where a is a typical atomic length. Since ν0 ∝ pF the effect is

small, we have Z ≈ 1 and v∗F ≈ vF .

In order to find the quasi-classical Green’s function, we make ξp-integration on both sides of

Eq. (B.2) around the Fermi surface [31]. This gives

gR =
i

π

∫
dξpG

R = P̂+ + δgR. (B.5)

Here, P̂+ comes from the P̂+-term in GR(0). Correction δgR originates from ΣR
c (ẑ × np) · σ. If

the self-energy is small enough, δgR is determined by the finite limits of integration over ξp, and

could be neglected.

Hence, one may ask for justification of smallness of ΣR
c as well as the possibility of neglecting

its dependence on ξp. First of all, at relatively high temperature, T � TBG, phonons with large

momentum are excited. Hence, more local phonons are involved. For the short-range physics, the

el-ph scattering is less dependent on ξp. Therefore, it is safe to neglect the ξp-dependence of ΣR
c

for this temperature regime. Moreover, for the metallic graphene one could find that ΣR
c is strongly

bounded by an upper limit, |ΣR
c | � TBG, at high temperatures, and thus only gives a negligible

δgR in this situation. However, there is no guarantee for the low temperature regime T � TBG.
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We check for this case specifically.

From Eq. (A.3), we have

ΣR
c =

1

2
Tr{[(ẑ × np) · σ]ΣR}

' i

2

∫
dω

2π

∫
d2q

(2π)2
α(q)[g1g2

(
(ẑ × np) · d

)
+ g2

2(np+q · d)
(
(ẑ × np) · d

)
]

× [G
R(0)
+ (ε+ ω,p+ q)DK(ω, q) +G

K(0)
+ (ε+ ω,p+ q)DA(ω, q)]. (B.6)

To proceed further, we split the self-energy ΣR
c into two parts, i.e., ΣR

c = (ΣR
c )1 + (ΣR

c )2, where

(ΣR
c )1 and (ΣR

c )2 are the terms which are proportional to g1g2 and g2
2 in Eq. (B.6), respectively.

Then, (for simplification) without considering the screening effect of g1, we find

|δgR| ∼
∫
dξpG

R(0)
+

[
iIm[(ΣR

c )1]
]
G
R(0)
+

' sin(3θp)
(π

2

) ∫ dξpdωqdqdθ

(2π)3
α(q)g1g2cos(2θ)[coth(

ω

2T
)− tanh(

ε+ ω

2T
)]
( 1

ε− ξp − iIm(ΣR
+)

)2

× { 1

ε+ ω − ξp − vF qcos(θ)− iIm(ΣR′
+ )
− 1

ε+ ω − ξp − vF qcos(θ) + iIm(ΣR′
+ )
}

× [δ(ω − ωq)− δ(ω + ωq)]

∼
( vs
vF

)T/ωc, |ε| � T

|ε|/ωc, T � |ε|
. (B.7)

Here θ = θp − θq, ΣR
+ = ΣR

+(ε) and ΣR′
+ = ΣR

+(ε+ ω). In the calculation above, we have assumed

both electrons and phonons under the thermal equilibrium, approximated ξp+q ' ξp + vF qcos(θ),

and also neglected the ξp-dependence of ΣR
+. In Eq. (B.7), ωc is a characteristic energy, which we

find to be ωc = ρvF v
3
s

g1g2
. Taking ρ ≈ 7.6× 10−7 kg ·m−2, vF ≈ 106 m/s and vs ≈ 2.1× 104 m/s,

we estimate ωc to be 1.1 ∼ 1.6 eV. When the screening effect of g1 is considered, we replace

g1 by gsc1 (q) = g1
q

q+κTF
' g1

q
κTF

, where κTF is the Thomas-Fermi wavevector. In graphene,

κTF is approximately equal to 8pF [16], where pF is the Fermi momentum. Following the same
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calculation, we obtain

|δgR| ∼
( vs
vF

)
T 2

ωc(vsκTF )
, |ε| � T

ε2

ωc(vsκTF )
, T � |ε|

. (B.8)

At reasonable temperatures, and not too high frequencies, we have |δgR| � vs
vF
� 1. Another

contribution to δgR which comes from (ΣR
c )2 could be checked similarly. It is also suppressed by

the small factor vs
vF

. Finally, the smallness of δgR has been verified for all situations considered in

this research.

To conclude, we are limited only by the applicability of the method of quasi-classics itself,

rather than complications induced by the el-ph interaction. Therefore, system should be not too

close to the neutrality point, and temperature should not exceed εF .
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APPENDIX C

SOLUTION OF THE QUANTUM KINETIC EQUATION∗

In this section, we present detailed discussion of the solution of the quantum kinetic equation

which leads to the valley-contrasting dynamics. We start with Eqs. (A.15)&(A.16). As shown

in the main text, we simply need to solve Eq. (4.3) iteratively. Since the el-ph term yields only

a correction (albeit a non-trivial one), one could easily extract as the main term the Drude-kind

solution ϕ0 = AEcosθp with AE = vF eEτ = elE, where l ≡ vF τ is the mean free path length.

The main term ϕ0 here describes the conventional transport properties of graphene which gives

electric current density jD = 4σ0E, when the both valleys are considered. In the following,

the non-trivial correction functions ϕK/K
′

1 will be found in two asymptotic temperature regimes,

namely, T � TBG and T � TBG.

C.1 Low Temperatures (T � TBG)

In the low temperature regime, QT ≡ ( T
vs

) � pF , κTF . This means a small scattering angle

θ = θp′ − θp � 1, and we could also use the approximated after-screening coupling constant

gsc1 ' g1
q

κTF
. As the result, we get

[Ive−ph]
K/K′

(ϕ0) = ∓Γe−ph(−
∂f0

∂ε
)AE[cos(2θp)− 2cos(4θp)] (C.1)

with

Γe−ph '
3840ζ(5)

π

(
g1g2p

2
F

ρvsvF

)(
pF
κTF

)(
T

TBG

)5

. (C.2)

Here ζ(s) is the Riemann zeta function, and ζ(5) ≈ 1.037. Consequently, ϕK/K
′

1 = ∓Bph[cos(2θp)−

2cos(4θp)] with Bph = (Γe−phτ)AE .

∗Reprinted with permission from “Valley current in graphene through electron-phonon interaction” by Ankang
Liu and Alexander M. Finkel’stein, 2020. Phys. Rev. B, 101, 241401, Copyright 2020 by American Physical Society.
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C.2 High Temperatures (T � TBG)

For the high temperatures, the approximation we could use is n0(ω) = (eω/T − 1)−1 ' T
ω

. In

addition, for the screened coupling constant we have gsc1 (q) = g1
q

q+κTF
. With this in mind, we get

[Ive−ph]
K/K′

(ϕ0) = ∓[Γ
(2)
e−ph(−

∂f0

∂ε
)AEcos(2θp) + Γ

(4)
e−ph(−

∂f0

∂ε
)AEcos(4θp)] (C.3)

with

Γ
(2)
e−ph '

1

π

(
g1g2p

2
F

ρvsvF

)(
T

TBG

)[
G

(
κTF
2pF

)
− F

(
κTF
2pF

)]
(C.4)

and

Γ
(4)
e−ph '

1

π

(
g1g2p

2
F

ρvsvF

)(
T

TBG

)[
−G

(
κTF
2pF

)
− F

(
κTF
2pF

)]
. (C.5)

Here, functions F and G are associated with the angular integration in the el-ph collision integral.

They are

F (x) =

∫
dθ

(
sin| θ

2
|

sin| θ
2
|+ x

)
cos(

θ

2
)cos(

3θ

2
) [1− cos(θ)] (C.6)

and

G(x) =

∫
dθ

(
sin| θ

2
|

sin| θ
2
|+ x

)
cos(

θ

2
)sin(

3θ

2
)sin(θ). (C.7)

For κTF ' 8pF , we find F (4) ≈ −0.282 and G(4) ≈ 0.169. In this case, we get ϕK/K
′

1 =

∓[B
(2)
ph cos(2θp) +B

(4)
ph cos(4θp)], where B(2/4)

ph = (Γ
(2/4)
e−phτ)AE .

Now, we briefly justify the statement I0(ϕ) � [Ive−ph]
K/K′

(ϕ), which is the argument we

have used for perturbative solving the kinetic equation. Since we have I0(ϕ) ∝ ( 1
τ
)(δf) and
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[Ive−ph]
K/K′

(ϕ) ∝ (Γe−ph)(δf), the equivalent description of this inequality is Γe−phτ � 1. For

low temperatures, T � TBG, we find Γe−phτ ' 3.86 × 10−2 ×
√
ñ × (σ0

σq
) × ( T

TBG
)5 , while for

T � TBG we have Γ
(2)
e−phτ ' 3.49 × 10−5 ×

√
ñ × (σ0

σq
) × ( T

TBG
) and Γ

(4)
e−phτ ' 8.79 × 10−6 ×

√
ñ × (σ0

σq
) × ( T

TBG
). Here, for the combination determining the value of the el-ph interaction we

take g1g2p2F
ρvsvF

' 1.42 × 10−5 × ñ eV, while the transport time τ is estimated as τ = σ0/
1
2
e2ν0v

2
F '

1.13 × 10−2 × ( 1√
ñ
) × (σ0

σq
) ps. Recall that 1 ps−1 = 7.64 K, while 1 eV = 1.16 × 104 K.

Obviously, the perturbative approach to the solution of the kinetic equation could be applied for a

typical graphene sample in all temperature regimes we considered in this work.

C.3 Discussion

In order to complete the full description of the valley-dependent dynamics, we have to consider

also the situation where the external electric field is along an arbitrary direction which has an

angle θE with respect to the zigzag direction of the lattice. In our current coordinate system, i.e.,

η = 0, we have E = E(cosθE, sinθE). Then, the electric field enters the kinetic equation as

eEcos(θp− θE), and ϕ0 simply changes to ϕ0 = AEcos(θp− θE). As a result, for ϕK/K
′

1 one gets

the following changes: cos(2θp)→ cos(2θp + θE) and cos(4θp)→ cos(4θp − θE). Alternatively,

one may rotate the coordinate system to x̂ ‖ E. From this point of view, we just need to set

η = θE , and use a modified expression for d =
(
cos(2θq + 3θE),−sin(2θq + 3θE)

)
in Eq. (4.2).

Eventually, these two considerations give the same solution.

The results here are very useful when discussing the detection of the valley current. For exam-

ple, in our designed geometry, the valley current propagating along the branch B is carried by the

valley-dependent distributions ϕK/K
′

B = ±CBsinθp. To detect this valley current, we again use the

non-trivial el-ph collision integral. Namely, by solving the equation I0(ϕ̃B)+[Ive−ph]
K/K′

(ϕ
K/K′

B ) =

0, we get a valley-independent distribution ϕ̃B. To obtain the magnitude of the effect, we can in-

terpret the function ∼ sin(θp) as a solution in response to the fake electric field directed along

the y-direction, i.e., θE = π
2
. Then, by utilizing our results for an arbitrarily directed E, we im-

mediately find the solution ϕ̃B is ϕ̃B = Dph[sin(2θp) + 2sin(4θp)] with Dph = (Γe−phτ)CB for

T � TBG, or ϕ̃B = [D
(2)
ph sin(2θp)−D(4)

ph sin(4θp)] with D(2/4)
ph = (Γ

(2/4)
e−phτ)CB for T � TBG.
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Collecting everything together, we are ready to discuss the non-local current density ratio jC/jA

in two different temperature regimes. We estimate the coefficients CB and EC by matching the

fluxes at the Interface 1 and 2 similar to Eq. (5.1) with the inclusion of both 2nd and 4th harmonics.

As for T � TBG, we find

jC
jA
' 4

15π2
(Γe−phτ)2 ' 4.02× 10−5 × ñ×

(
σ0

σq

)2(
T

TBG(ñ)

)10

. (C.8)

In the above expression, we use the same notations as in the main text. As an example, let us

consider ñ = 1 and T = 0.3 TBG. Then, the large power factor in the above expression yields

6 × 10−6. One can see that for usual, at this range of concentrations (∼ 1012 cm−2), conductivity

σ0 & 10σq [4, 26], the current density ratio could be expected in the region ∼ 10−8. For the high

temperature regime T � TBG, we get

jC
jA
' 4

9π2

(
1 +

Γ
(4)
e−ph

5Γ
(2)
e−ph

)(
Γ

(2)
e−phτ

)2

≈ 4

9π2

(
Γ

(2)
e−phτ

)2

' 5.49× 10−11 × ñ×
(
σ0

σq

)2(
T

TBG(ñ)

)2

. (C.9)

Here, in the second line of Eq. (C.9), we dropped the small term Γ
(4)
e−ph/5Γ

(2)
e−ph ' 0.05� 1. This

justifies our claim made in the main text that the 4th harmonic contributes much less than the 2nd

harmonic does to the non-local signal at high temperatures. If we take ñ = 1 and T = 10 TBG, the

current density ratio could be expected in the region 10−7 ∼ 10−6.

As expected, the non-local effect increases with temperature due to the higher el-ph collision

rate. Notice that there is a big mismatch at ( T
TBG(ñ)

) = 1 between the low- and high-temperature

estimates obtained for jC/jA. This is not surprising in view of a very strong dependence on the

factor ( T
TBG(ñ)

) obtained in Eq. (C.8) for low temperatures. The two estimates match each other at

T ≈ 0.185 TBG ≈ 1
2π
TBG.

So far, in our discussions, we have neglected the inter-valley scattering. However, if L1, L2 >

lv, one has to consider the inter-valley scattering inside the branch B. This will add a decay factor
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e−
L1+L2

lv (or e−
L1
lv ) to our expression for jC/jA (or jD/jA) in Eq. (5.3).

One more remark about the character of the elastic scattering. Recall that we considered only

the system in which the scattering in I0(ϕ) is short-ranged. Then, the relaxation time is the same

for all harmonics. However, in the opposite limit, when the scattering is dominated by the smooth

scattering potentials, the relaxation times are τ , τ/4 and τ/16 for the 1st, 2nd and 4th harmonic,

respectively [22]. As a consequence, in a real system, which has a combination of both short-

ranged and smooth scattering potentials, the non-local current density ratio jC/jA could be a few

times smaller, than in our previous estimations.
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APPENDIX D

THE EFFECT OF THE MISMATCH ANGLE∗

In our discussion, we assumed that the region A is along the x-direction, which in our system

of coordinates is along the zigzag direction of the honeycomb lattice. In other words, the mismatch

angle was ignored so far, η = 0. In this section, we discuss the effects induced by a non-zero η.

First of all, with η 6= 0, we find that the valley-dependent solution in region A becomes

ϕ
K/K′

1 =

 ∓Bph[cos(2θp + 3η)− 2cos(4θp + 3η)], T � TBG

∓[B
(2)
ph cos(2θp + 3η) +B

(4)
ph cos(4θp + 3η)], T � TBG

. (D.1)

This solution has been obtained through two steps. We start with our results found in the previous

part for an arbitrary electric field with θE = η. Then we rotate the whole system with an angle η

by re-defining θp, i.e., θp − η → θp. The changes here lead to the modification of the coefficient,

CB → cos(3η)CB.

Next, the valley-independent solution ϕ̃B in branch B changes as well,

ϕ̃B =

 Dph[sin(2θp + 3η) + 2sin(4θp + 3η)], T � TBG

[D
(2)
ph sin(2θp + 3η)−D(4)

ph sin(4θp + 3η)], T � TBG

. (D.2)

By matching the fluxes at the Interface 2 and 3, we obtain the coefficients EC and ED which

determine the magnitude of the non-local current densities. For the low temperatures, T � TBG,

we get

elEC '
(

2

3π
cos(3η) +

4

15π
sin(3η)

)
Dph;

elED ' −
(

2

3π
cos(3η)− 4

15π
sin(3η)

)
Dph. (D.3)

∗Reprinted with permission from “Valley current in graphene through electron-phonon interaction” by Ankang
Liu and Alexander M. Finkel’stein, 2020. Phys. Rev. B, 101, 241401, Copyright 2020 by American Physical Society.
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As for T � TBG, we find

elEC '
(

2

3π
cos(3η)D

(2)
ph −

2

15π
sin(3η)D

(4)
ph

)
;

elED ' −
(

2

3π
cos(3η)D

(2)
ph +

2

15π
sin(3η)D

(4)
ph

)
. (D.4)

We see that there appears a minor difference between the absolute values of EC and ED for a small

η, which is caused by the 4th harmonics. Note that, for the high temperature regime, this difference

is negligible, because Γ
(4)
e−ph/5Γ

(2)
e−ph � 1. By neglecting this difference, we get

jC
jA
≈ −jD

jA
≈ 4

9π2
cos2(3η)

(
Γ

(2)
e−phτ

)2

(D.5)

at the high temperatures. To conclude, in the presence of mismatch, the discussed non-local effect

survives. At relatively high temperatures, it is suppressed only by a geometric factor cos2(3η). For

a small mis-orientation of the measurement scheme with respect to the zigzag lattice direction, i.e.,

when η � 1, the modification is negligible. (Recall that orientation of the scheme is defined with

respect to the direction of the branch A, which is denoted to be the x-direction.) However, there

are “unfortunate" angles, e.g., π/6, when the whole valley current effect disappears.
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APPENDIX E

QUANTUM KINETIC EQUATION AND VALLEY-DEPENDENT DYNAMICS FOR DOUBLE

LAYERED GRAPHENE∗

The derivation of the quantum kinetic equation for the double layered graphene is given by

making direct comparison with the single layered one. There are several differences between the

two cases. First, the effective Hamiltonians for free electrons are rather different. For the bilayer

graphene with AB-stacking, the effective low energy Hamiltonian in K-valley under the basis of

A1/B2 sublattices is Hbi
e =

∑
p Ψ†pH

bi
p Ψp, where Hbi

p is [32, 33]

Hbi
p =

1

2m

 0 (px − ipy)2

(px + ipy)
2 0

− εF12×2. (E.1)

The effective mass m originates from the inter-layer hopping, 2m = t⊥
v2F

, where the inter-layer

hopping t⊥ ' 0.3 eV. Since this effective Hamiltonian is valid only for low energies, so we require

εF . 0.1t⊥. At the upper limit, let it be εF =
p2F
2m

= 0.1t⊥, we still have vbiF � vs; here vbiF = pF
m
'

0.66vF . This justifies the validity of the quasi-classical approximation. As a result, in the case of

bilayer graphene, we have to replace np in the previous derivation by nbip = (cos(2θp), sin(2θp)).

The second difference is the el-ph interaction vertices. For bilayer graphene, we have Hbi
e−ph =∑

p,q Ψ†p+qM
bi
p+q,pΨpAq with a matrix M bi

p+q,p [33]

M bi
p+q,p = |q|

√
1

2ρbiωq

 gbi1 gbi2 C

gbi2 C
∗ gbi1

 , (E.2)

where the off-diagonal matrix elementsC = [ p
pF
e−iθp+ p′

pF
e−iθp′ ]ei(2θq+3η)

∣∣∣
p′=p+q

. For the coupling

constants in bilayer graphene, we have gbi1 = g1 and gbi2 =
vbiF
2vF

g2.

∗Reprinted with permission from “Valley current in graphene through electron-phonon interaction” by Ankang
Liu and Alexander M. Finkel’stein, 2020. Phys. Rev. B, 101, 241401, Copyright 2020 by American Physical Society.
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Additionally, because of the quadratic dispersion of the electron spectrum in bilayer graphene,

we need to replace ξp by ξbip = p2

2m
− εF . Furthermore, the density of state per valley and per spin

on the Fermi surface in this case is changed to be νbi0 = m
2π

. Hence, when the screening effect in

bilayer graphene is considered, (gbi1 )sc(q) = gbi1
q

q+κbiTF
where κbiTF ' 4 t⊥

vF
.

Under the quasi-classical approximation, M bi
p+q,p becomes

M bi
p+q,p ' M̃ bi

n
p′ ,np

(q) = |q|

√
1

2ρbiωq

 gbi1 gbi2 C̃

gbi2 C̃
∗ gbi1

 , (E.3)

where now C̃ depends only on angles, C̃ = [e−iθp +e−iθp′ ]ei(2θq+3η). This leads to the replacement

of d = (cos(2θq),−sin(2θq)) by dbi =
(
cos(2θq − θp) + cos(2θq − θp′),−sin(2θq − θp) −

sin(2θq − θp′)
)

in the course of the derivation. We take η = 0 here as well.

Everything else remains the same as in the derivation for the single layered graphene. Finally,

our Boltzmann-like quantum kinetic equation for the quasi-classical distribution function f in the

double layered graphene is

∂tf + vbiF · ∇rf = Ibie−ph(f, n) (E.4)

with Ibie−ph(f, n) to be

Ibie−ph(f, n) = πνbi0

∫
dε′
∫
dθp′

2π
αbi(q)

{
(gbi1 )2(1 + n · n′) + 2gbi1 g

bi
2 (n+ n′) · dbi

+ (gbi2 )2
[
(dbi)2(1− n · n′) + 2(n · dbi)(n′ · dbi)

]}[
f ′(1− f)(1 + n)− f(1− f ′)n

]
(δ+ − δ−).

(E.5)

In the expressions above, n, n′ are nbip and nbip′; v
bi
F ≡ vbiFnp and αbi(q) = q2

2ρbiωq
with ρbi to be the

mass density for bilayer graphene. Other notations are the same as in Eq. (A.16).

The velocity operator acquires the form v̂bi = ∂pH
bi
p

∣∣∣
p=pF

= vbiF
(
cos(θp)σx+sin(θp)σy,−sin(θp)σx+

cos(θp)σy
)
. With the ansatz gK = (1 − 2f)(gR − gA) = (1 − 2f)(1 + nbip · σ), we obtain again
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the conventional expression for the electric current density, j = 2eνbi0

∫
dε
∫ dθp

2π

[
vbiF f(ε,np)

]
.

In terms of the transformation from K to K ′-valley, we have the free electron Hamiltonian and

the el-ph interaction vertex in K ′-valley become [15]

(Hbi
p )K

′
=

1

2m

 0 (px + ipy)
2

(px − ipy)2 0

− εF12×2 (E.6)

and

(M bi
p+q,p)

K′
= |q|

√
1

2ρωq

 gbi1 −gbi2 C∗

−gbi2 C gbi1

 . (E.7)

As a result, we observe that, for the double layered (like for the single layered) graphene, the gbi1 g
bi
2 -

term in the el-ph collision integral Eq. (E.5) becomes opposite inK ′-valley when Eqs. (E.6)&(E.7)

are compared with Eqs. (E.1)&(E.2). All discussions on the valley-dependent dynamics, e.g.,

the generation of a valley-contrasting quadruple angular distribution, that we did for single layer

graphene, also work for bilayer graphene.

38


	ABSTRACT
	ACKNOWLEDGMENTS
	CONTRIBUTORS AND FUNDING SOURCES
	LIST OF SYMBOLS
	TABLE OF CONTENTS
	Introduction
	Quantum kinetic equation
	Transformation from K to K' valley
	Valley-dependent dynamics under an external electric field
	Generation and detection of the valley current
	Discussion and conclusion
	REFERENCES
	APPENDIX Derivation of Quantum Kinetic Equation
	APPENDIX Smallness of gR/A
	APPENDIX Solution of the Quantum Kinetic Equation
	Low Temperatures (TTBG)
	High Temperatures (TTBG)
	Discussion

	APPENDIX The Effect of the Mismatch Angle
	APPENDIX Quantum Kinetic Equation and Valley-Dependent Dynamics for Double Layered Graphene

