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ABSTRACT

Accidental explosions in industrial and military settings often cause devastating losses to per-

sonnel and infrastructure. Many of these events, such as those in coal mines or fuel processing

and transport, are attributed to the accumulation natural gas, which consists of methane with trace

amounts impurities which are usually heavier hydrocarbon gases. These heavy hydrocarbons, such

as propane (C3H8) and ethane (C2H6), are usually found in trace amounts of up to 20% by vol-

ume. These fuels mix with air, create conditions for flame ignition, and subsequently may lead to

a deflagration-to-detonation transition (DDT). This research discusses the conditions under which

flames in idealized channel geometries can accelerate to detonation. DDT was investigated for the

addition of ethane and propane into a methane-air mixture at various geometry scales with con-

stant blockage ratio and channel configuration. Simulations of small channels containing natural

gas were compared with existing experimental data. We found that the location where DDT oc-

curred, LDDT , decreased only slightly as the percentage of impurity changed. The variation was, in

fact, on the order of uncertainly due to turbulence and turbulence interactions (i.e., the stochastic-

ity) in the simulation. The simulations do suggest a decrease in detonation cell size with increased

impurity, which would result in a more robust detonation wave.
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1. INTRODUCTION*

1.1 Introduction

Accidental explosions are rare events but are devastating when they occur. These accidents are

a safety concert to various industries including oil and gas, mining, military, and fuel refining and

transportation [6, 7, 8, 9]. For the mining industry in particular, the conditions for such explosions

are created in confined regions of underground mines such as abandoned and sealed sections of the

mine. Natural gas can accumulate in these sealed sections mixing with air to create an explosive

gas mixture. This was the case for the Sago Mine explosion in 2006.

Historically, studies of detonation behavior were motivated by industries prone to uncontrolled

or accidental explosions and those trying to find practical applications for aerospace or military

purposes. Detonations differ from low-speed flames, or deflagrations, primarily through the cou-

pling of the combustion process with a strong shock [10]. Detonations are characterized, most

notably, by their supersonic wave velocity and detonation cell size. Detonation cells are the result

of transverse waves in the detonation front causing diamond like patterns across a surface. The size

of these cells are generally an indicator of the detonability of the gas. While it is possible to trigger

detonation through the deposition of large amounts of energy [10], these ignition sources are not

common. Explosions are generally created through the ignition of a fuel-air mixture that begins

as a deflagration or low-speed flame. Under certain conditions, this deflagration can accelerate to

detonation in a process known as deflagration-to-detonation-transition (DDT). DDT is due to the

complex interaction of flame, shocks, boundary layers, and turbulence which include a variety of

physical and chemical processes [11].

If detonation occurs in accidental explosions, the destructive potential of the explosion in-

creases enormously. When DDT occurs in the system, the energy release rate drastically increases

*Parts of this section is reprinted from "Numerical simulation of methane-air DDT in channels containing trace
amounts of impurities" with permission from Kunka, L.N., Proceedings of the Mary Kay O’Connor Process Safety
Symposium, College Station, TX, 2020, and from "Numerical simulations of flame acceleration and DDT in natural
gas: the effects of trace propane and ethane" with permission from Kunka, L.N., 2020 American Physical Society
Division of Fluid Dynamics, Chicago, IL, 2020.
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and the resulting detonation wave can travel at several kilometers per second. The explosion fre-

quently has the same pathway: ignition, flame propagation and acceleration, then transition to

detonation. The path to detonation is the response of a reactive gas to a smaller explosions created

in deflagration or from the formation of hotspots [11, 12]. Goodwin et. al [13] and Xiao et. al [14]

showed that DDT can also occur through shock focusing on the flame front or the unburnt mixture

ahead of the flame. It is important to know the distance it takes for such DDT process to occur so

that protective seals can be designed accordingly [15].

Detonation is not necessarily unwanted, however. In many aerospace applications, these det-

onations can be used as a more efficient method to provide thrust for aircraft propulsion. Pulse

Detonation Engines (PDE) are an example of such technology. PDEs can use DDT as a mech-

anism to trigger detonation rather than directly deposit large amounts of energy in the fuel-air

mixture. To trigger detonation through DDT, the Shchelkin spiral is often used. The same fun-

damental understanding of detonation physics is key to advancing both safety science and future

propulsion technologies.

Previous research focusing on such explosions has modeled the explosive mixture as pure

methane-air [16, 17, 18]. While the primary hydrocarbon in natural gas is methane, often there

are trace amounts of impurities such as propane and ethane. These heavier hydrocarbons are often

0-20% of natural gas by volume. The objective of this study is to understand the influence of these

impurities on the DDT process and ultimately how it effects the run-up distance to the onset of

DDT (LDDT ).
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Typical Composition of Natural Gas

Methane CH4 70-90%

Ethane C2H6

0-20%Propane C3H8

Butane C4H10

Carbon Dioxide CO2 0-8%

Oxygen O2 0-0.2%

Nitrogen N2 0-5%

Hydrogen Sulphide H2S 0-5%

Rare Gases A,He,Ne,Xe trace

Table 1.1: Realistic natural gas composition.

The following sections of this thesis provide a brief literature review on the DDT in channels

from both experimental investigations and numerical simulations. Additionally, a short review of

previous work in fuel mixtures is detailed. Following this, a description of the numerical algorithms

and chemical reaction models used is this work are outlined. Next, the physics of reacting flow for

simplified deflagration and detonation wave are presented. The insights from these phenomena are

key to developing the simplified chemical models as well as understanding the large scale system

behavior of reacting flows. Simulations of these full-scale systems for idealized channels with two

types of obstacles are presented next. Lastly, we conclude with the analysis of the results as well

as a discussion and recommendations for future work.

1.2 Literature Review

The earliest studies in understanding detonations goes back to 1883 to the work Mallard and

Le Chatelier [19]. They pioneered research in uncontrolled explosions, particularly explosions in

mines that were relevant at the time. Over a century later, these types of explosions still remain a

problem.
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1.2.1 DDT in Idealized Channels

Ciccarelli and Dorofeev [20] summarized many previous experiments on flame acceleration

and DDT in smooth ducts and ducts with obstacles. They discuss the physical mechanism for

DDT and under which conditions to expect DDT. They show that the onset of DDT is a local

phenomenon that is technically separate from the flame acceleration where turbulent combustion

plays a key role. However, the flame acceleration is important as it creates the conditions for DDT

to occur. Obstacles and geometric configurations dictate the rate of turbulence generation which

creates fast flames.

For channels with obstacles, previous computational work has shown effects of blockage ratio,

obstacle type, and obstacle placement on the distance to DDT (LDDT ) [21, 22]. Gamezo et al. [23]

studied the geometric effect of obstacles in hydrogen-air mixtures with difference channel widths

d and obstacle spacing d with BR = 0.5. They found the time and length to DDT to increase

linearly with d2. In a separate publication [24], they examined the effect of obstacle spacing on

flame acceleration and DDT. For channels with higher obstacle density, the flame accelerates more

quickly due to the increased perturbation wrinkling the flame and creating more flame surface

area. Additionally, DDT can occur when the obstacle are spaced far enough apart for Mach stems

to form.

Kuznetsov et al. [1] investigated DDT in methane-air mixtures for 17.4cm and 52cm channels

with blockage ratio (BR) or 0.3 and 0.6. BR is the ratio of orifice diameter d to channel inner

diameter D. Experiments were carried out at atmospheric conditions with 99.9% pure CH4 at 5.5

to 17% concentration by volume. They showed a critical diameter d/λ ≈ 1 for BR = 0.3 and

critical length L/λ ≈ 7. Where λ is the detonation cell size, d is the channel diameter, and L is

the axial length down the channel. Flame velocity vs. distance for BR of 0.3 and 0.6 are shown in

Figure 1.1.
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Figure 1.1: DDT in methane-air mixtures. Reprinted from [1]

Zipf et al. [2] and Gamezo et al. [3] performed experimental studies on natural-gas DDT with

the Gas Explosions Test Facility (GETF) at the NIOSH Lake Lynn Laboratory. The GETF used

a 105cm diameter tube at 73.2m long. Using a baffles spaces 1.52m apart, they tested blockage

ratios of 0.13, 0.25, and 0.5. They observed DDT in the obstacle section for compositions ranging

from 8.0% to 10.9% NG-air. They noted most cases sustained a detonation beyond the baffles in

the smooth section of the tube. DDT was seen for all BR tested. Figures ?? and ?? summarize

their results. Xru is the run-up length where shock velocity and flame velocity are greater than

800m/s and shock pressure is greater than 1MPa. XDDT is the location of DDT after Xru where

shock pressure exceeds 2MPa.
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Figure 1.2: GETF flame velocities vs. tube length and natural gas composition. Reprinted from
[2, 3]

At the GETF Gamezo et al. [3] analyzed the detonatability limits of methane-air mixtures.

They showed detonation limits of 5.3%(lean) and 15.6%(rich) noting that additional fuel impuri-

ties would increase the detonability of the mixture. This is attributed to the decrease in ignition

delays from additives like ethane, propane or higher alkanes. The decreased ignition delays lead

to a shorter ZND induction length, the distance from the leading shock to the maximum thermal

gradient in the ZND profile. The addition of 8% ethane in natural gas would decrease the induction

length by a factor of 2. Due to the variance in natural-gas composition, there is uncertainty in the

explosive properties of natural-gas mixtures. These properties can vary significantly from that of

pure methane-air compositions.
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GETF test # NG-air (%) BR Xru XDDT

106 8.00 0.25 21 22.5
100 8.25 0.50 21 22.5
105 8.80 0.25 18 18
127 9.10 0.13 22.5 22.5
95 9.54 0.50 18 18
96 9.67 0.50 18 21

117 10.00 0.13 18 21
104 10.10 0.25 12 18
98 10.55 0.50 15 18

116 10.80 0.13 18 22.5

Table 1.2: Summary of GETF DDT measurements. Reprinted from [2, 3]

Kessler et. al [16] numerically investigated flame acceleration and DDT in stoichiometric

methane-air systems in long channel configurations with obstacles. The channel diameters con-

sidered were 7.6cm, 17.4cm, and 52cm. An achievement was to develop simplified models for

chemical reactions that could be used for both laminar flames and detonations. They found minor

differences in flame acceleration for 10-15% variations in laminar flame speed. Kessler found the

distance to DDT more sensitive to chemical model parameters. The exact prediction of the location

of DDT is extremely difficult and dependent on system geometry and thermodynamic conditions.

For methane-air mixtures, they computed detonation cell size λ=13−31cm and correlated the ratio

of λ/xd=43− 87.

1.2.2 Effect of Fuel Mixtures

Only recently have gas-phase fuel blends been investigated, with significant studies on hydrogen-

alkane blends having been performed. This is primarily motivated by the inherent danger with

current hydrogen based technologies. These studies have shown large impacts on the explosive

behavior of hydrogen mixtures with alkane additives. Heavier hydrocarbon additives in hydrogen

have strong stabilizing effects due to the increase in activation energy and autoignition delay times
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in the fuel blends[25, 26]. Small amounts of inhibitors (e.g. propane or methane) to hydrogen

can decrease the detonability of the mixture, related to detonation cell size (λ) where the detona-

tion properties of such mixtures where governed by the heavier fuels [25, 27]. Methane, ethylene,

and propane were all capable of significantly reducing the temperature and burning velocities of

hydrogen-air flames [26]. Sorin et al. [28] obtained a series of data for detonation cell size (λ)

and DDT transition length (LDDT ) which showed a correlation of LDDT = 40− 50λ. Zhang et al.

[29] measured detonation cell size with lighter hydrocarbons in methane-hydrogen-oxygen mix-

tures and found a linear relationship for detonation cell size by scaling by the ZND induction zone

length (∆I): λ = 34.62∆I . Cheng et al. [27] calculated induction length for the same hydrogen-

alkane blends and determined the ratio of induction length to cell size ranges from 35 to 45. Thus,

the addition of methane into hydrogen mixtures increased induction length, cell size, and LDDT

accordingly. These studies all included blends of high reactive fuels (hydrogen) with relatively low

reactive fuels (methane and propane). It is unclear if these relationships still hold for fuel blends

with similar reactivity and activation energy.

For alkane-alkane blends, few studies exist with respect to DDT, primarily focusing on more

fundamental aspects and autoignition behavior. These fundamental experimental studies per-

formed with shock tubes and rapid compression machines, have shown a few percentage of higher-

hydrocarbon to significantly promote the ignition of methane-based fuels [30, 31]. The autoigni-

tion delay times fit the Arrhenius model of the form

τign = Af [CH4]
a1 [CxHy]

a2 [O2]
b e(Ea/RT ) (1.1)

Where A is an empirical constant, Ea is the effective global activation energy, [CH4] and [O2]

are the molar concentrations of the fuel and oxygen respectively. R is the universal gas constant

and T is the initial mixture temperature in Kelvin. The results show a dramatic decrease (30-50%)

reduction in autoignition times with the addition of 5%-10% ethane or propane in methane based

fuel [31]. Further addition of impurity continued to reduce delay, but not as dramatically. These
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studies show that natural gas ignition chemistry can be suitably represented by methane-ethane or

methane-propane mixtures [32].

Crane et al. [33] studied detonation behavior difference in methane, ozonated methane, and

natural gas, noting that all mixtures were qualitatively identical except in induction length. The

mixtures, selected by Monte Carlo sampling, showed a narrow band in detonation behavior due

to natural gas composition. Ozoneated methane and natural gas had significantly (50%) shorter

induction lengths which lead to more predictable detonation behavior. Natural gas extends the det-

onation limits making it a more preferable fuel for detonation based engines compared to methane.

This study, however did not investigate flame acceleration and DDT, only focusing on propagating

detonation waves.

In summary, DDT is now a well-studied phenomena with supporting theories on the evolu-

tion from flame acceleration to propagating detonation. Experimental work has been performed

on natural-gas systems, but most computational work has focused on hydrogen or methane as

a reactive gas. For fuel blends, most studies have focused on the use of heavier hydrocarbons

for stabilizing hydrogen detonation. To this authors knowledge, the effects of heavy hydrocar-

bon impurities present in natural-gas, such as propane and ethane, have only been studied from a

fundamental standpoint. There is little to no data or insight available on the difference in flame

acceleration, detonation and DDT in pure methane and realistic natural gas mixtures.

1.3 Relevance

The prevention of DDT in confined spaces is a daunting task. Understanding the conditions

which promote the transition from deflagration to detonation can help make progress to this goal.

Knowing where DDT occurs helps engineers construct designs that are safe. If detonation were to

occur, critical safety mechanisms should be placed well downstream to reduce excess overpressure

created near DDT. Such mechanisms should be well capable of handling detonation temperature

and pressures. Understanding these explosions is important for safety science and practical appli-

cations. This risk is shared by all industries which confine reactive gases, potentially leading to

DDT. In aerospace applications and detonation-based propulsion systems, knowing where DDT
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occurs helps optimize designs. Weight is kept to a minimum for performance and understanding

where to strengthen components is critical to maintaining system integrity in the case of an acci-

dental explosion. In the chemical process and refining industries, reactive gases are transported and

processed in pipelines and reactors. For cost effective reasons, industrial piping is often only de-

signed to withstand moderate overpressures. Protection through explosions venting devices often

is only effective against deflagrations. Detonation in such scenarios is often catastrophic. This re-

search aims to answer the following questions: What role do impurities such as propane and ethane

impurities play in the DDT process? Does the presence of impurities effect the flame acceleration

of fuel-air mixtures? Does the inclusion of these impurities effect the length it takes for DDT to

occur from ignition? What effect do heavy hydrocarbon impurities have on the propagation and

extinction of detonation waves?
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2. RESEARCH METHODS*

Numerical simulation now provides a pivotal role in the investigation of reacting flows. Simu-

lations give insight to mitigate risk and provide key understanding into experimental efforts. This

is not to say that numerical simulation should replace experimentation for investigating reactive

flows and DDT, however they should augment and inform future experimental efforts. This sec-

tion details the methods and models used in the following study.

2.1 Numerical Model

The numerical simulations solve the two-dimensional (2D) fully-compressible reactive Navier-

Stokes equations for conservation of mass, momentum, energy and species. The reactants are

perfectly mixed and are assumed to behave as an ideal gas.

∂ρ

∂t
+∇ · (ρ~u) = 0 (2.1)

∂ρ~u

∂t
+∇ · (ρ~u~u) +∇p = ∇ · τ̃ (2.2)

∂(ρE)

∂t
+∇ · ((ρE + p)~u) = ∇ · (~u · τ̃) +∇ · (κ∇T )− ρqω̇ (2.3)

∂(ρY )

∂t
+∇ · (ρT~u) = ∇ · (ρD∇Y ) + ρω̇ (2.4)

p = ρRT/M (2.5)

*Parts of this section is reprinted from "Numerical simulation of methane-air DDT in channels containing trace
amounts of impurities" with permission from Kunka, L.N., Proceedings of the Mary Kay O’Connor Process Safety
Symposium, College Station, TX, 2020, and from "Numerical simulations of flame acceleration and DDT in natural
gas: the effects of trace propane and ethane" with permission from Kunka, L.N., 2020 American Physical Society
Division of Fluid Dynamics, Chicago, IL, 2020.
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τ̃ = ρν((∇~u)− (∇~u)T − 2

3
(∇ · ~u)I) (2.6)

E =
P

(γ − 1)ρ
+

1

2
(~u · ~u) (2.7)

where ρ is the density, t is the time, p is the pressure, ~u is the velocity vector, T is the tem-

perature, Ea is the specific total energy, Y is the mass fraction, q is the chemical energy release,

ω̇ is the chemical reaction rate, κ is the thermal conductivity, D is the mass diffusivity, R is the

universal gas constant, M is the molecular weight, γ is the specific heat ratio, ν is the kinematic

viscosity, τ̃ is the viscous stress tensor, I is the unit tensor, and where the superscript T denotes a

matrix transposition.

The diffusion properties of the mixture are temperature depended and defined as

K = κ0cpT
0.7, D = D0T

0.7/ρ, ν = ν0T
0.7/ρ (2.8)

The reaction rate (ω̇) represents the combustion process where fuel and oxidizer is converted to

product, releasing energy in the process, the definition of which closes the set of equations. Section

2.2 details the implementation of the reaction mechanisms into the numerical solver.

2.2 Reaction Modeling

Reacting flows equations in Equation 2.1-2.7 deviate from the traditional Navier-Stokes through

the implementation of source terms in the energy equation. These source terms represent the chem-

ical reactions taking place in the fluid. Ultimately these source terms should describe when, where,

and at what rate reactions are to take place as well as prescribe the appropriate amount of heat re-

lease for all phases of the reaction.
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Combustion modeling for reacting flows is an extremely vast field. A plethora of models have

been developed to accurately represent the reaction of a mixture. The advantages and disadvan-

tages of the various modeling approaches are indicated by the quantitative and qualitative compar-

ison of the model predictions with experimental data. In general, the complexity fo the chemical

kinetics model used decreases as the complexity of the flow increases. A summary of chemical

kinetics models used in complex flows is summarized in [34].

Reactions can be generally assumed to take a fuel and oxidizer at an equivalence ratio (φ) to

its combustion products releasing heat in the process. In a numerical simulation, each cell can be

considered an individual reaction taking its contents from state 1 to state 2 after a time step dt.

When using a split time update, the source terms are updated separately from any flux updates.

Thus the hydrodynamic operators will not influence the reaction step. The general formulation for

the combustion process is summarized below.

Fuel +Oxidizer → Product+Heat and φ =
fuel/oxidizer

fuel/oxidizer stoichiometric

2.2.1 One-Parameter Chemistry Models

The most simplistic chemistry model require only one parameter to locally describe the com-

bustion process. Such examples include the adiabatic equilibrium and laminar flamelet models.

These one parameter models rely on the underlying assumption that the reaction proceeds at a rate

much faster than the rates of any fluid processes. The fluid properties are at each location are the

thermodynamic equilibrium values of the local value of the mixture fraction, often the local fuel-

air ratio for flames. The main advantage of one-parameter models is the simplicity. Due to this,

they have been extensively used in the simulation of turbulent reacting flows.

These model works well for hydrogen-air flames even at low Reynolds number, corresponding

to slow mixing rates. For methane-air flames however, this agreement between model predictions

and experimental data is poor as the assumption of fast chemical time-scales compared to mix-

ing/turbulent time-scales begins to fail. Due to the relatively slow reaction rates of methane-air
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mixtures, a more detailed chemical kinetics model is required for natural gas flames.

2.2.2 Global Reaction Model

Two-parameter chemistry models, often called global reaction models, are the next step in

adding complexity to the one-parameter models, using a single reaction rate and 3 fluid species

(fuel, oxidizer, product). These models are more applicable than one-parameter models as they

include a reaction that proceeds as a finite rate. The rate of reaction if often expressed in terms of

a progress variable c often defined as

c = [products]/[products]eq or c =
Tb − T
Tb − T0

(2.9)

Where [products] and [products]eq are the concentration of products locally and at equilibrium

respectively. The progress variable c can also be defined through the local temperature with respect

to ambient temperature and the adiabatic flame temperature. The progress variable can range from

0 (unreacted) to 1 (complete reaction). The rate of change of the progress variable is of Arrhenius

form and a function of reactant concentrations and temperature

dc

dt
= A[R1]

a[R2]
be(−Ea/RT ) (2.10)

Where A is the pre-exponential factor and Ea is the overall activation energy. Additionally, a

and b are the orders of the reaction with respect to the reactants R1 and R2. The parameters needed

for the global reaction model are obtained by fitting experimental data or by detailed kinetics. For

various hydrocarbon fuels including methane (CH4), this represents the general reaction,

CnHm + (n+m/4)O2 → nCO2 +m/2H2O (2.11)

From gas kinetic theory, the exponential term in the reaction equation 2.10, represents the

portion of molecules which have enough energy to undergo chemical reactions. Lowering the

temperature, or increasing amount of energy required for reaction (Ea) effectively reduces the
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reaction rate. The rate is depended on the molecular concentrations of the reactants and is fitted to

experimental data with empirical constants.

Comparison of model calculations and experiential data should be in good agreement, as the

experiments where used to derive the global kinetics parameters. Kessler et al. [16] made signifi-

cant progress in using a single global reaction for methane-air mixtures, particularly in respect to

DDT. Additionally, for the simulation of flames at a variety of equivalence ratios, polynomials for

reaction parameters as a function of local φ can be defined [17].

Global reaction models are not without drawbacks. Kinetic mechanisms based on a single

reaction rate of the Arrhenius law cannot recreate both endothermic and exothermic regions of the

reaction. For example, fuels undergoing molecular breakdown (dissociation or pyrolysis) or phase

change first require energy to break into simpler hydrocarbons. For fuels with relatively small

endothermic regions, this model could be applicable. Kessler et al. [16] noted that the one step

model described cannot reproduce all properties of flame and detonations exactly, however it can

give reasonable approximations of the key length and times scales in the various stages of flame

acceleration and DDT. This trade off of physical accuracy with computational efficiency is key to

being able to systems of realistic sizes.

2.2.3 Detailed Kinetics

The detailed kinetics approach to combustion modeling aims to model the entire reaction

through the elementary reactions of each individual species as well as any intermediate species

or radicals that might only exist for a short duration. The rates and associated coefficients at which

each species is created and consumed is often determined from experimental data and should be

independent of fuel. These rates coupled with an equation of state (EOS) that comes from tabu-

lated values or polynomials created from experimental data. This approach should provide better

prediction of the combustion process since, in principle, there are no empirical steps. A general

form of an elementary reaction follows as:

A+B ↔ C +D
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With a forward rate constant and forward reaction rate respectively :

kf = AT be−Ea/RT and Rf = [A] [B] kf

For reversible reactions, the reverse rates follow suit. Chemical equillibrium is achieved when

Rf = Rb for all species. Additionally, various forms of reaction rates including three body re-

actions, pressure dependent reactions, falloff reactions, etc. These can be fitted to the elementary

reaction as dictated by experimental data.

This combination of all species and reaction rates equates to a system of coupled, non-linear

ODEs that can be represented by Ax = b where x is the state of the fluid, A is the matrix of

reaction rates, and b is the rate of change of the species. This system of ODEs can often be

stiff due to the vast difference in rates represented. Detailed kinetics can be solved explicitly or

implicilty. Transient species might need a more strict time-step to adequately resolve the reaction.

Reaction A b Ea

OH+CH3<=>CH2+H2O 5.600E+07 1.600 5420.00

OH+CH3<=>CH2(S)+H2O 6.440E+17 -1.340 1417.00

OH+CH4<=>CH3+H2O 1.000E+08 1.600 3120.00

OH+CO<=>H+CO2 4.760E+07 1.228 70.00

OH+HCO<=>H2O+CO 5.000E+13 .000 .00

OH+CH2O<=>HCO+H2O 3.430E+09 1.180 -447.00

OH+CH2OH<=>H2O+CH2O 5.000E+12 .000 .00

OH+CH3O<=>H2O+CH2O 5.000E+12 .000 .00

OH+CH3OH<=>CH2OH+H2O 1.440E+06 2.000 -840.00

Table 2.1: Selected reaction set from GRI 3.0 - Mech[5]
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The computational complexity of computing reactions with detailed kinetics requires signifi-

cant computational resources or simplified simulations. Detailed kinetics require more complex

treatments of diffusion fluxes via multicomponent or mixture averaged formulations. In general,

the more species included in the mechanism, the more memory per computational cell. The more

reactions included, the more compute operations to perform. The inversion of the matrix generally

scales with O(M3) where M is the number of reactions. For complex chemistry such as realistic

fuels or soot formation, this becomes an enormous computational expense. This overhead can be

so high as to limit the extent of calculations. It becomes too computationally expensive to compute

detailed kinetics of large physical systems. Simply put, the computational cost for detailed kinetics

becomes limiting for large-scale multidimensional simulations. This crutch has lead to a signifi-

cant effort to reduce the complexity of the detailed mechanisms to the minimal subset of species

and reactions required to accurately reproduce the physical behavior of the reaction.

Special consideration should be used when determining the applicability of a detail kinetic

model. Not all detailed mechanisms are applicable to a wide range of temperatures and pressures,

where reactions rates can vary greatly. Particularly for DDT and detonations these mechanism can

fail to reproduce experimental results due to the large pressure increase.

2.2.4 Tuned Chemical Diffusion Model

For simulating realistic scenarios and systems for DDT with full detailed chemical models is

computationally prohibitive. Additionally, the detailed models are usually inaccurate for high-

temperature, high-pressure environments in which DDT occurs. In favor of computational effi-

ciency, the tuned chemical diffusion model (CDM) builds on the global reaction model with help

from detailed kinetics. Combustion and the conversion of fuel to product is modeled using a cali-

brated single-step chemical-diffusion model (CDM) where the reaction rate (ω̇) is defined as

ω̇ =
dY

dt
= −AρY exp(− Ea

RT
) (2.12)

where Y is the fuel mass fraction, t is time,A is the pre-exponential factor, ρ is the fluid density,
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Ea is the activation energy, R is the universal gas constant, and T is the fluid temperature.

The selection of the parameters for mixtures which existing data is not available can inhibit

the use of global reaction models. The tuned CDM approach aims to remedy this problem[4]. It

treats the reaction scheme as an inverse problem. Instead of trying to replicate the reaction rate,

the tuned CDM starts with the dynamic behavior of the chemically reacting system and recreates

the parameters needed to achieve similar dynamic behavior [4]. I.e. we create a fictitious gas that

recreates computational and experimental measurements of its dynamic behavior in a reaction-

diffusion system.

In a reacting system the dynamic behavior is the laminar flame and detonation dynamics where

the quantities of interest are the laminar flame speed (SL), the adiabatic flame temperature (Tb),

laminar flame thickness (xft), constant volume flame temperature (Tcv), detonation wave velocity

(DCJ ), and detonation half-reaction thickness (xd). These quantities are derived from one dimen-

sional laminar flames and ZND detonation using detailed kinetics and are discussed in more detail

in Section 3. We match these to the selection of fluid parameters γ, A, Ea, q, κ0, and Mw.

The selection of these fluid parameters are non-trivial. To generate these CDMs a genetic

algorithm and optimization approach is used to find the optimal value for model parameters (γ,

A, Ea, q, κ0, Mw) such that calculated flame and detonation behavior (Tb, Tcv, Sl, xft, DCJ , xd)

match their specified target values [4]. The target values are those obtained using detailed kinetics

through Cantera [35]. The method assess the fitness of each set in the generation, exchanging and

mutation the properties of the fittest parent values to then be inherited by the next generation. This

model has extensively tested in laminar and turbulent flames, detonations, and DDT [23, 36, 16].
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Figure 2.1: Genetic algorithm for creating Chemical-Diffusion Models [4]

This method has various advantages over detailed kinetics. It is computationally and mem-

ory efficient allowing for the use on large-scale systems. Using detailed kinetics to optimize and

calibrate the tuned CDM allows for simplified global reaction combustion model to close the gap

in accuracy and account for experimental measurements. This reduced model can additionally be

tailored for different regimes of flame acceleration and detonation. The process makes the simula-

tion of complex reacting flows often present in large-scale practical applications, such as aerospace

propulsion and industrial accidents, computationally tractable.

2.3 Reaction Models for Natural Gas

For the simulation of realistic natural-gas DDT and determining the impact of trace impurities,

we use detailed kinetics to tune our CDM. Cantera [35] and the GRI 3.0 mechanism [5] were used

to determine the laminar flame and detonation behavior of the mixture, then the CDM optimization

process was applied for a global reaction rate. The GRI-Mech 3.0 is an optimized mechanism for
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modeling natural gas combustion and has been extensively used and tested in literature [5]. The

mixtures of interest include stoichiometric methane-air and stoichiometric methane-air with either

ethane or propane impurity. We considered impurity concentrations of 1%, 2%, 4%, 6%, 8%. For

each impurity, the appropriate percentage of methane in stoichiometric methane-air was replaced

with the same percentage of impurity. The tuned global reaction model is then input into the

numerical solver detailed in the following section.

CH4 C2H6 O2 N2

1% ethane 0.99 0.01 2.0 7.52

2% ethane 0.98 0.02 2.0 7.52

4% ethane 0.96 0.04 2.0 7.52

6% ethane 0.94 0.06 2.0 7.52

8% ethane 0.92 0.08 2.0 7.52

Table 2.2: Molar composition of ethane mixtures

CH4 C3H8 O2 N2

1% propane 0.99 0.01 2.0 7.52

2% propane 0.98 0.02 2.0 7.52

4% propane 0.96 0.04 2.0 7.52

6% propane 0.94 0.06 2.0 7.52

8% propane 0.92 0.08 2.0 7.52

Table 2.3: Molar composition of propane mixtures

The models developed for trace propane and ethane inclusion show good agreement with lam-
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inar flame and detonation behavior. Most models show below 1% error with detailed kinetics

predictions. Due to the genetic algorithm and optimization procedure, the models are not guaran-

teed to be deterministic. The exact selection of a model is dependent on the initial guess and can

be subject to local optimization procedures. It is possible for two different models to reconstruct

the same reaction behavior. Due to this, interpolation between model parameters is not guaranteed

to be smooth nor accurate.

Impurity γ Ea

RT
A(cm3/g − s) qMw/RT κ0(g/s− cm−K0.7) Mw(g/mole)

0% 1.18 79.17 8.76× 1013 42.29 6.86× 10−6 27.29

E
th

an
e

1% 1.19 81.38 1.26× 1014 41.36 6.88× 10−6 27.29

2% 1.19 84.10 1.95× 1014 40.39 6.94× 10−6 27.35

4% 1.19 81.59 1.32× 1014 40.50 6.90× 10−6 27.42

6% 1.19 78.95 8.82× 1013 40.64 6.81× 10−6 27.27

8% 1.19 79.89 1.05× 1014 39.92 6.81× 10−6 27.30

Pr
op

an
e

1% 1.19 88.65 4.139× 1014 39.51 7.009× 10−6 27.37

2% 1.19 82.70 1.573× 1014 40.57 7.024× 10−6 27.50

4% 1.19 81.78 1.453× 1014 40.20 6.860× 10−6 27.11

6% 1.20 82.54 1.720× 1014 39.41 6.881× 10−6 27.38

8% 1.21 91.77 8.225× 1014 37.03 6.890× 10−6 27.13

Table 2.4: CDM parameters for methane-air with propane or ethane impurity

21



Ethane CDM and Target Properties

Impurity Sl(cm/s) DCJ(m/s) Tb(K) xft(cm) xd(cm) Tcv(K)

CDM Target CDM Target CDM Target CDM Target CDM Target CDM Target

0% 37.7 37.7 1800 1800 2224 2224 0.0446 0.0446 1.68 1.68 2585 2585

1% 37.08 37.95 1806 1805 2229 2228 0.0443 0.0442 1.423 1.423 2588 2589

2% 38.09 38.16 1810 1807 2228 2231 0.0441 0.0439 1.235 1.23 2597 2597

4% 38.56 38.53 1809 1811 2232 2235 0.0434 0.0435 0.9602 0.9596 2602 2600

6% 38.83 38.84 1815 1815 2235 2236 0.0431 0.0431 0.7761 0.7758 2604 2605

8% 39.07 39.05 1817 1818 2233 2234 0.0426 0.0427 0.6475 0.6472 2609 2608

Table 2.5: Comparison of ethane CDM and target values

Propane CDM and Target Properties

Impurity Sl(cm/s) DCJ(m/s) xft(cm) Tb(K) xd(cm) Tcv(K)

CDM Target CDM Target CDM Target CDM Target CDM Target CDM Target

0% 37.7 37.7 1800 1800 0.0446 0.0446 2224 2224 1.68 1.68 2585 2585

1% 38.63 38.32 1813 1807 0.0434 0.0438 2225 2237 1.276 1.265 2601 2593

2% 39.03 38.92 1807 1811 0.0435 0.0432 2234 2234 1.056 1.056 2603 2599

4% 39.81 39.76 1822 1817 0.0442 0.0422 2234 2233 0.817 0.817 2606 2607

6% 39.98 40.2 1813 1823 0.0417 0.0414 2225 2222 0.678 0.68 2604 2609

8% 40.17 40.16 1828 1828 0.0409 0.0409 2206 2206 0.591 0.591 2605 2605

Table 2.6: Comparison of propane CDM and target values
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2.4 Numerical Solver

The reactive naiver stokes equations outlined in Section 2.1 are solved using the Flame Accel-

eration Simulation Tool (FAST) [37]. FAST solves the governing equations using a fifth-order-

accurate spatial-reconstruction method that includes features from the nonlinear error-controlled

WENO scheme [38] and HLLC approximate Riemann solver [39]. The time integration uses a

third-order explicit Runge-Kutta scheme. The code includes an immersed boundary algorithm that

allows flow computations in and around complicated geometries [40]. Adaptive mesh refinement

(AMR) is used to dynamically refine the mesh in areas of interest though the use of BoxLib [17].

AMR helps resolve important flow features such as flames, pressure waves, shocks, and boundary

layers.

Figure 2.2: Adaptive Mesh Refinement (AMR)

Many numerical investigations are limited by their ability to correctly model and capture

physics as well as the assumptions of the underlying models. Current computer hardware limi-

tations restrict the use of detailed physics. Under certain conditions, assumptions about the flow

can be made to reduce the complexity of the solver allowing for more computational resources
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to focus on the most important flow physics. For example, in turbulence dominated flows, multi-

component diffusion models can be abandoned in favor of Fickian or mixture averaged based

diffusion models. The effect of diffusion on flame behavior in these turbulence dominated flows

is much less that the turbulent mixing due to the advection of the fluid. Additionally FAST does

not fully resolve turbulence as would be done in Direct Numerical Simulation (DNS), rather using

Implicit Large Eddy Simulations (ILES) to capture the most important turbulent flow features [41].
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3. PHYSICS OF REACTING FLOWS*

The process of DDT in channels encompasses several fundamental combustion processes.

From the smallest molecular interactions to large scale system response, these effects of these

phenomenon cascade both forwards and backwards through the multiscale regimes. In this sec-

tion, we will analyze each fundamental process as well as coupling of each process to the next.

These are useful not only for understanding the dynamic behavior of mixtures in simplified prob-

lems, but also as input for the target values for the tuned CDM model. We will start with molecular

behavior then discuss one-dimensional laminar flames and detonations. The results presented in

this chapter are computed using detailed kinetics and the GRI 3.0 mechanism [5] unless otherwise

noted. These and other following simulations are performed under the assumption that the mixture

can be modeled as an ideal gas, is in thermal equilibrium, and a Knudsen number small enough to

maintain the continuum flow assumption (Kn is the ratio of mean free path to system scale).

3.1 Molecular Scales

At the smallest molecular scales, analysis can quantify two important chemical kinetic behav-

iors, the amount of heat release during the combustion process and the time scales association with

the reaction. This can be achieved through a zero dimension simulation, considering a single cell

or parcel of fluid mixture at an initial state and allowing it evolve over time only considering the

chemical reactions. In principle, by examining the beginning and final state we can analyze the

complete combustion of methane-air mixture

CnHm + (n+m/4)O2 → nCO2 +m/2H2O + heat of combustion (3.1)

The heat of combustion is the negative enthalpy change of the system. The heat of combustion

*Parts of this section is reprinted from "Numerical simulation of methane-air DDT in channels containing trace
amounts of impurities" with permission from Kunka, L.N., Proceedings of the Mary Kay O’Connor Process Safety
Symposium, College Station, TX, 2020, and from "Numerical simulations of flame acceleration and DDT in natural
gas: the effects of trace propane and ethane" with permission from Kunka, L.N., 2020 American Physical Society
Division of Fluid Dynamics, Chicago, IL, 2020.
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can be calculated by integrating the enthalpies throughout the reaction or over a small step dt.

Alternatively for complete combustion, Hess’s Law can be used by examining the enthalpy of

formation (∆Hf ) of the reactants and products.

Figure 3.1: Hess’s law for methane combustion

∆Hrxn =
∑

∆Hf(products) −
∑

∆Hf(reactants)

We can then use q = ∆Hrxn = cp∆T to determine flame temperatures. Adiabatic flame

temperature Tb and constant volume flame temperature can then be found using Equation 3.2.

Similar analysis can be performed on all methane-impurity blends.

Tb = T0 +
q

cp
and Tcv = T0 +

q

cv
(3.2)
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Figure 3.2: (Top) Tb and (Bottom) Tcv for trace amounts of propane and ethane

Chemical reactions cannot be assumed to be infinitely fast. Particularly low-reacting com-

positions such as methane, the reactions proceed at some finite time after exposure to an initial
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temperature. If the initial temperature is not above the auto-ignition temperature, no reactions will

take place. The auto-ignition temperature for methane, ethane and propane are 868K, 788K, and

743K respectively. Enough energy must be input into the system to start the chain branching re-

action. Often for complex hydrocarbon or fuels undergoing phase change (evaporation, pyrolsis,

etc.) the reaction can start as an endothermic reaction as the molecules dissociate. The time it takes

for the fuel to begin reacting is known as the ignition delay time (τign), often measured with time

to peak thermicity or maximum OH concentration show in figure 3.3. Ignition delay times for the

mixtures of interest are detailed in figures 3.4 and 3.5.

Figure 3.3: Ignition delay for methane-air
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Figure 3.4: Ignition delay for ethane addition
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Figure 3.5: Ignition delay for propane addition

We see a large decrease in the ignition delay for the addition of alkane impurity for both

propane and ethane at all temperatures. As the initial temperature increases, we see the differ-

ence begin to decrease. For low initial temperatures, the time scales are much larger than those

relevant in flames and detonations.

3.2 Characteristics of Laminar Flames

By extending the zero-dimensional simulations into one dimensional space, we are able to

study the spatial behavior of flows. The one dimensional nature of both laminar flames and detona-

tion waves give insights into multi-dimension behavior and some of the most important parameters

required to calibrate a chemical-diffusion model.
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Figure 3.6: Laminar flame setup

Here, we study laminar flames in premixed fuel-oxidizer mixtures. The behaviors will differ

from non-premixed systems where the fuel and oxidizer are spatially separated. One useful mea-

surement from 1D simulations is the reaction wave speed called laminar flame speed (S:) which

is a widely used quantifier of the reactive mixture. In one dimension, the reactive Navier-Stokes

equations in Equation 2.1-2.7 can be simplified to the steady state form:

d

dx
(K

dT

dx
)− ṁcp

dT

dx
= −qρω̇ (3.3)

Using the boundary conditions Tx=−∞ = T0 and dT
dx
|x=+∞ = 0 where ṁ = ρ0Sl we can

reconstruct the spatial profile.

Figure 3.7: Laminar flame profile in stoichiometric methane-air
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Integrating over the whole domain determines the adiabatic flame temperature (Tb) and constant

volume flame temperature (Tcv). This is directly related to the amount of heat release of a given

mixture through equation 3.2. This ensures complete combustion where the heat of combustion

has been released into the gas.

Using Equation 3.3 and the definition of we can determine a laminar flame speed that satisfies

the constrain Tx=−∞ = Tb. Additionally, from the 1D laminar flame profile we can also determine

the laminar flame thickness (xft) as:

xft =
Tb − T0
max|dT

dx
|

(3.4)

Figure 3.8: SL for trace amounts of propane and ethane
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Figure 3.9: xft for trace amounts of propane and ethane

We see very little change for all fuel mixtures up to the addition of 8% propane or ethane.

Particularly for methane-propane blends, we see the effect of impurity on laminar flame speed

begin to decline.

3.3 Characteristics of Detonation Waves

Similarly, detonation waves can be studied using one-dimensional analysis. The detonation

properties can be computed using the ZND model and Chapman-Jouguet theory. A shock leads

the reaction wave at a speed

DCJ = c0

(√
1 +

1

p0

ρ0(γ2 − 1)

2γ
+

√
q

p0

ρ0(γ2 − 1)

2γ

)
(3.5)

Starting at the post-shock Von Neumann state (ρvn,pvn,evn) and integrating using Equations 3.6

until you reach the CJ state gives the detonation profile.
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u =
ρ0DCJ

ρ
,

dx

dt
= u,

dρ

dt
=
qω̇ρ(γ − 1)

u2 − c2
,

dE

dt
=

p

ρ2
dρ

dt
+ qω̇ (3.6)

Figure 3.10: ZND detonation profile for methane-air

Using the ZND detonation profile, measuring the distance from the shock to the maximum

temperature gradient, we can determine the half reaction length (xd). The half reaction length is

related to the ignition delay approximately by xd ≈ (DCJ − uvn)τvn where uvn and τvn are the

velocity and igntion delay time at the post-shock Von Neumann state.

Similar to laminar flames, we see little change in the wave velocity (DCJ ) for mixtures con-

taining trace propane and ethane. We do see large impact of impurity concentration on xd. An 8%

addition of heavier hydrocarbon reduces the half reaction length by nearly a factor of 3.
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Figure 3.11: (Top) DCJ and (Bottom) xd for trace amounts of propane and ethane
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4. SIMULATION RESULTS*

4.1 Channels with Obstacles

4.1.1 Problem Setup

The computational domain is a long channel with regularly spaced obstacles (L = D) with a

blockage ratio br = 0.3. This configuration is consistent with DDT experiments [42, 2, 20] and

is typical for various industrial setting and mines. Previous work has shown effects of blockage

ratio, obstacle type and obstacle placement on LDDT [23, 21, 22]. The configurations investigated

were D = 17.4cm, D = 52cm, and D = 1m. All geometry ratios were kept constant for each

gas mixture. The grid spacing was dxmax = 0.27cm and dxmin = 0.03cm for all size channels.

The flame is initially ignited in the upper left corner with diameter df = 0.25cm and allowed to

propagate through the channel.

Figure 4.1: Computational domain for channels with periodic obstacles

The upper boundary is a symmetry plane, so we only simulate half the domain. The left and

bottom boundaries are walls and the right boundary is open. The obstacles are repeated throughout

the length of the channel for as long as required until DDT has been achieved.

*Parts of this section is reprinted from "Numerical simulation of methane-air DDT in channels containing trace
amounts of impurities" with permission from Kunka, L.N., Proceedings of the Mary Kay O’Connor Process Safety
Symposium, College Station, TX, 2020, and from "Numerical simulations of flame acceleration and DDT in natural
gas: the effects of trace propane and ethane" with permission from Kunka, L.N., 2020 American Physical Society
Division of Fluid Dynamics, Chicago, IL, 2020.
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The simulations presented are studied using two-dimensional geometry, as resolving all rel-

evant scales in three-dimensions would be extremely computationally expensive. Previous work

has shown the effects of 2D models on 3D systems. They found that both 2D and 3D simulations

show similar trends and mechanisms to DDT, but 3D models have 30-60% shorter distance to

DDT. The results combined with experimental data allow us to analyze the common trends among

simulations.

4.1.2 DDT Process

The deflagration-to-detonation process seen in the simulations is seen in the figure below and

has been previously described in [24, 16, 18]. The following section outlines the steps identified

in the DDT process.

4.1.2.1 Laminar Flame Propagation

During the initial stages, the flame ignition propagates into the unburned mixture at the laminar

flame speed Sl. In premixed flows, the laminar flame speed is heavily influenced on the thermal

conductivity of the mixture and reaction rate. The flame continues to propagate at this laminar

flame speed accelerating due to the expansion of the burned medium until the flame begins to

interact with the obstacles.

Figure 4.2: (Top) Ignition of flame (Bottom) Flame initially propagating in the channel
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4.1.2.2 Flame Acceleration

Flame acceleration occurs primarily due to advection in the gas flow, which can be much greater

than laminar and turbulent flame speed. The bulk gas flow is driven by the thermal expansion of

the gas behind the flame, which increases with additional heat release from the flame front. The

heat release is a function of the flame-surface area, which is increased as the flame is stretched and

wrinkling occurs from fluid instabilities and turbulent motion.

Figure 4.3: Progression of flame acceleration over obstacles

As the flame accelerates, acoustic waves are propagated ahead of the flame front. These acous-

tic waves can coalesce forming a shock. As the flame approaches the speed of sound, the shock-

flame interaction becomes an important mechanism for increased flame acceleration through tur-

bulence generation via Rayleigh-Taylor and Richtmeyer-Meshkov instabilities.
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Figure 4.4: Generation of acoustic waves, coalescence, and formation of strong shock

The acoustic wave generated can be better visualized using numerical schlieren to view the

density change. The three images above are reproduced below using schlieren. The presence

of acoustic waves is shown in the top images, which later coalesces into a strong shock in the

following images. In the top image, the acoustic waves can be seen reflecting off the obstacles,

causing further turbulence generation and flame acceleration. Additionally, the background flow

produces vorticies as it flows past the obstacles.
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Figure 4.5: Schlieren visualization of acoustic waves and shock formation

During this process of flame acceleration, laminar flame speed (Sl), adiabatic flame temperature

(Tb), and speed of sound play a significant role. During this stage of the DDT process the dynamic

behavior primarily depends on the initial temperature T0, the specific heat release q, the ratio of

specific heats γ, the pre-exponential factor A, activation energy Ea, and thermal conductivity κ.

4.1.2.3 DDT

The formation of hotspots has been found to be one critical path to DDT onset. Hotspots

are created ahead of the flame front in the unreacted mixture. These hotspots have been found

in turbulent shock-laden flows such as due to shock reflections, vortices behind mach stems, and

multiply shocked regions. We primarily see the formation of hot spot regions in this work due to

shock reflections from obstacles in the flow. In Figure 4.6 a hot spot at the base of the obstable at

x = 400cm is formed due to the compression from the shock and mach stem.
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Figure 4.6: Formation of hotspot on obstacles due to shock wave/mach stem

Not all detonation waves from hotspots are guaranteed to survive. DDT can happen many times

before a successful detonation wave propagates to the unburned mixture ahead of the flame. In the

figure below, the top two cases were not successful in fully transitioning due to entrapment from

the preceding flame.

Figure 4.7: (Top) DDT fail (Middle) DDT fail (Bottom) DDT success

The initiation of the detonation from localized hotspot is governed by the Zeldovich gradient

mechanism [43]. In these regions, the temperature can be high enough to ignite the unburned

mixture. A spatial temperature gradient causes the ignition to propagate as a reaction wave [43] that
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can form a strong shock and eventually a detonation. This mechanism to DDT is not guaranteed

to survive, and the survival of the resulting detonation wave is dependent on local thermodynamic

condition and geometric configuration.

Liberman et al. [44] details the behavior of these hotspots on the success of DDT. The hotspot

must be of sufficient temperature as to be above the autoignition temperature and of correct tem-

perature gradient. This temperature gradient creates a non-uniform distribution of induction times,

where ignition will occur at the spot with the minimum induction time. The behavior of DDT

is influenced by ignition delays behind shocks as well as the behavior of detonation waves. The

induction time of a mixture is shown to be an important metric for the investigation of DDT.

Usp = |(dτind/dx)|−1 = |(∂τind/∂T )−1(∂T/∂x)−1| (4.1)

The value of this wave speed is dependent on only the temperature gradient and ∂τind/∂T . Very

steep gradients will decrease the wave speed resulting in the deflagration mode of combustion.

Such a steep gradient could be the result of hot walls in the fluid or ignition sources. A zero

gradient or uniform thermal distribution above the auto ignition temperature would result in a

uniform thermal ignition.

By differentiating the ignition delay curve in Section 3.1 with respect to temperature, we can

analyze the effect of impurity on DDT via thermal gradients. The decrease ∂τind/∂T for impurity

addition suggests a decrease in the thermal gradient ∂T/∂x and in turn hotspot size required for

DDT. The change in gradients for temperatures greater than 1000K is small, thus producing min-

imal effect on wave speed. The impact this effect has on large simulations is likely to be minimal

in comparison to hydrodynamic effects.
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Figure 4.8: dτ/dt for ethane impurity addition

4.1.2.4 Propagating Detonation Wave

If the resulting detonation survives from DDT, a reaction wave will propagate into any un-

burned mixture at the Chapman-Jouguet (CJ) speed DCJ . Propagating detonation waves have

been extensively studied and are presented in CJ and ZND theory.

Figure 4.9: Detonation wave after DDT

After DDT, the detonation wave can proceed as a quasi-detonation wave which will often ex-
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tinguish as refracts over an obstacle. The wave will then undergo DDT at a hotspot created later in

the flow.

4.1.3 Methane-Air DDT

Flame speed is tracked as a function of position and time as it propagates down the channel.

Detonation initiation starts when the flame velocity reaches the Chapman-Jouguet velocity DCJ

which is approximately 1800 m/s for methane-air mixtures. The detonation wave will overshoot

this steady-state velocity as it is overdriven, before settling at the DCJ velocity. Additionally, we

can track flame speed as a function of simulations time. Flame velocities and time for methane-air

are tracked in fig. 4.10

Figure 4.10: Simulation diagnostic for methane-air DDT

Tracking both the flame and leading shock as a propagates down the channel, we can determine

DDT onset as the location where the flame velocity has first reached DCJ . We denote this point

as LDDT . Shortly after DDT we see the coupling of the shock and flame forming the detonation
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wave.

4.1.4 Methane-Air Experimental Comparison

We can use the results of methane-air mixtures for comparison with other codes as well as ex-

perimental data. Previous work performed for channels with periodic obstacles detailed in Section

4.1.1 shows good agreement with simulation predictions. Additionally, the results obtained using

FAST are compared to another reactive fluid code ALLA described in [45]. FAST and ALLA

computations are compared with experimental results from Kuznetsov et al. [1] and Zipf et al. [2].

Simulations show good agreement up to DDT. Additionally, estimates on LDDT in experimental

data sets is poor due to lack of spatial resolution. For large scale (D > 1m), limited experimen-

tal data exists. The accuracy of the simulations can be increased as results for methane-air DDT

become available.

Figure 4.11: DDT comparison with FAST, ALLA, and Zipf et al. [2]

We also see good agreement with experimental measurements with tubes of varying diameter.

Both codes FAST and ALLA show close predictions of LDDT . The variance in computational and

experimental measurements is comparable to the degree of uncertainty in the experimental data.
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Figure 4.12: DDT scaling comparison with ALLA and Zipf et al. [2] and Kuznetsov et al. [1]

4.1.5 Effect of Impurities

We repeated the simulation for each methane-air mixture containing various amounts (0%, 1%,

2%, 4%, 6%, 8%) of heavy hydrocarbon impurity at each channel size (D = 17cm, D = 32cm,

D = 1m). For all mixture compositions, we see a linear trend in LDDT increase for channel size.

As the channel diameter increases, we see a corresponding linear increase in the length and time

for DDT onset.
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Figure 4.13: Geometric scaling effects

While these simulations are technically determinant, we can induce a degree of stochasticity by

varying the initial temperature by a fraction of a degree (0.001K). This should be impreceivable to

the simulation, but should inform us of the stochastic nature of the simulation. Multiple simulations

for each configuration were performed only varying the initial temperature of the from 293K ±

0.002K. For the 17.4cm channel, we see large variations in LDDT .
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Figure 4.14: Stochasticity of 17.4cm channel

Visualizing LDDT for all channel sizes we see similar scatter and variation in the length it takes

for DDT onset.

Figure 4.15: Geometric scaling effects of LDDT
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The numerical simulations show LDDT for blended mixtures contained in channels with peri-

odic obstacles, and found that the effect of ethane or propane concentration on LDDT is relatively

weak and difficult to estimate due to stochastic variations of LDDT . For 17.4cm channel, both

ethane and propane seem to reduce LDDT by about the same 15% at a concentration of 2%, and

by 20% at a concentration of 8%. For larger channels, the scatter increases, and the data does not

show a clear trend.

4.2 Channels with Rubble

4.2.1 Problem Setup

Motivated by the large degree of stochasticity in the simulations of channels with obstacles,

we performed simulations on configurations with more regular obstacles to promote consistent

turbulence generation. This configuration with small obstacles spaced relatively close together

would be similar to a rock rubble pile often found in mines . A flame is ignited at distinct points on

the left end of the domain and allowed to propagate through the rubble. Here the channel diameter

d = 32cm with rubble spacing r = s = d/8. A BR = 1 means the entire channel is filled with

rubble.

Figure 4.16: Computational domain for channels with rubble
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4.2.2 Rubble Results

Similar to channels with periodic obstacles, we see the same flame acceleration, DDT, and

detonation through the rubble pile.

Figure 4.17: Flame propagation through a channel with rubble

Following the same procedure for tracking flame speed as before, we can denote the distance

to DDT (LDDT ) from simulation diagnostics.
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Figure 4.18: LDDT for channels with rubble

For such configurations, we see little change in LDDT for the addition of heavier hydrocarbons.

The variance shown is similar to the uncertainty due to turbulence. These results show similar

trends to the previous studies on channels with periodic obstacles. This gives strong evidence the

addition of alkane impurities in methane-air mixtures has little impact of the distance to DDT.
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5. DISCUSSION AND CONCLUSION*

5.1 Discussion

The results for DDT in both channels with periodic obstacles and rubble configurations show

the DDT process has little dependence on the inclusion of trace hydrocarbon impurity. This is

consistent with the fact that small ethane or propane concentrations have little effect on the laminar

flame speed and flame temperature in the resulting mixture. For example, increasing the propane

concentration from 0 to 8% increases the laminar flame speed Sl of the stoichiometric methane-

propane-air mixture by 6.5% while the flame temperature Tb varies by about 1% generally in the

opposite direction. Since Sl and Tb control the flame evolution for the most part of LDDT in

obstructed channels, the resulting effect of propane concentration on LDDT is small. On the other

hand, the same increase in propane concentration from 0 to 8% decreases the length of the reaction

zone in a detonation wave xd by a factor of 2.8. This should facilitate the shock-induced ignition

that is involved at the last stages of DDT, but these last stages are very short compared to the

preceding flame evolution in obstructed channels, and thus have little effect on LDDT . We see

similar but less drastic trends for ethane addition.
*Parts of this section is reprinted from "Numerical simulation of methane-air DDT in channels containing trace

amounts of impurities" with permission from Kunka, L.N., Proceedings of the Mary Kay O’Connor Process Safety
Symposium, College Station, TX, 2020, and from "Numerical simulations of flame acceleration and DDT in natural
gas: the effects of trace propane and ethane" with permission from Kunka, L.N., 2020 American Physical Society
Division of Fluid Dynamics, Chicago, IL, 2020.
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Propane

Impurity SL(cm/s) DCJ(m/s) Tb(K) xft(cm) xd(cm)

0% 37.7 1800 2229 0.0448 1.67

1% 38.63 1813 2225 0.0434 1.276

2% 39.03 1807 2234 0.0435 1.056

4% 39.81 1822 2234 0.0442 0.817

6% 39.98 1813 2225 0.0417 0.678

8% 40.17 1828 2206 0.0409 0.591

Table 5.1: Methane-air-propane mixture characteristics

Ethane

Impurity Sl(cm/s) DCJ(m/s) Tb(K) xft(cm) xd(cm)

0% 37.7 1800 2224 0.0446 1.68

1% 37.08 1806 2229 0.0443 1.423

2% 38.09 1810 2228 0.0441 1.235

4% 38.56 1809 2232 0.0434 0.9602

6% 38.83 1815 2235 0.0431 0.7761

8% 39.07 1817 2233 0.0426 0.6475

Table 5.2: Methane-air-ethane mixture characteristics

We thus conclude that up to 8% concentrations of ethane or propane in blended methane-air

mixtures have no practical effect of the distances to DDT in obstructed channels. The estimated

LDDT for blended mixtures are basically the same as for pure methane-air. We can also conclude

that in the DDT process from flame ignition to DDT onset, the effect of xd is negligible. The

mixtures examined were practically identical, vary only in half reaction thickness, and the effect

this had on LDDT was not discernible from the uncertainty due to turbulence. In fact, the effect of

variance in initial temperature (±0.001K) has similar effects on LDDT .
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These results have several practical considerations. For combustion modeling focusing on lam-

inar flames and acceleration up to DDT, simplified chemical models for methane-air shoud ade-

quately represent realistic natural gas. These models do not need to accurately match ignition delay

and induction length. This is not the case for the detonative mode of combustion. The reduced half

reaction thickness (xd) does give indication of a large reduction of cell size in propagating det-

onation waves. The impurities have a stabilizing effect on the detonation wave, by decreasing

the ignition delay. Pure methane versus realistic natural gas mixtures could have large qualitative

differences, making natural gas more suitable for practical applications. For example, detonation

based systems operating on natural gas could use drastically smaller characteristic lengths.

5.2 Conclusion

Numerical simulation of DDT in methane filled channels with trace percentage (0%-8%) propane

or ethane showed little effect on reduce the run up distance to detonation (LDDT ). The the vari-

ance in LDDT is on the order of the stochasticity of the simulations (variance do to turbulence

and turbulence-shock interactions). Hydrodynamics scaled linearly with channel diameter, but the

chemical models did not scale with larger channel diameter. Increased heavy hydrocarbon content

slightly reduced the laminar flame speed (SL) and adiabatic burning temperature (Tb) which are

the primary driver in the DDT process. Increased heavy hydrocarbon did increase the half-reaction

thickness (xd) which suggest a smaller detonation cell size and thus a more robust detonation.
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