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ABSTRACT

Object counting in images has been studied extensively, in particular using deep network mod-

els recently. The existing counting models typically output the point estimates of the object counts

in given images. However, none of these can provide reliable uncertainty quantification of the de-

rived count estimates, which is critical for consequent decision making when adopting these count-

ing models in real-world applications. In this thesis, we propose a novel deep counting model in

a Bayesian framework. With the designed Bayesian attention module and Bayesian counting loss

function, our deep Bayesian counting model not only improves the accuracy of count estimates

with varying object and background appearance, as well as image quality; but also enables their

uncertainty quantification. We specifically focus on plant counting, which plays important roles in

AI-augmented agriculture, for example crop yield estimates and field management. Our ablation

studies and experiments with the real-world agriculture data, including the Global Wheat dataset,

have demonstrated that our deep Bayesian counting model obtains high count estimation accuracy

as well as reliable uncertainty quantification. In addition, with the integrated Bayesian attention

modules, it may help improve the interpretability of the derived count estimates, especially when

the distribution of the interested plants in images is heterogeneous.
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NOMENCLATURE

CNN Convolutional Neural Network

DME Density Map Estimation

MAE Mean Absolute Error

MSE Mean Squared Error

ReLU Rectified Linear Unit

DNN Deep Neural Networks

CBAM Convolutional Block Attention Module

UAV Unmanned Aerial Vehicles

AI Artificial Intelegence

ML Machine Learning

SSIM Structure Similarity Index Measure

MLP Multi-Layer Perceptron
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1. INTRODUCTION

Object counting has been drawing more and more attention in computer vision research due to

its diverse applications in event detection and daily decision making. For example, reliable object

counting can help predicting the density of crowd in rallies [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13,

14, 15, 16], traffic volume in transportation [17] [18], and cell counts in biomedical microscopy

images [19] [20], just name a few. When the objects or events of interest are sparse in scenes,

traditional detection models can be applied. When the density is high, however, these traditional

models become unsuitable due to the decrease of accuracy as well as speed when applying them

for counting. Thanks to the recent research advancements of deep neural networks (DNNs) and

end-to-end density-map-estimation (DME) methods based on deep models, it is expected that we

may develop more accurate counting methods to deal with images with more complex background

appearances and a higher density of objects with promising computation speed.

One key challenge that recent DME methods face is that both the object and background ap-

pearances can vary significantly across different images. The variability could exist in object shape,

scale, resolution and objects can appear with different background. In crowd counting, for exam-

ple, the images might be taken in different distance and different angle, causing the changes of

object shape, scale, and appearance. If the objects in a specific image are either larger or sparser

than the others, often these end-to-end DME methods with DNNs may not be able to adapt due to

its limit receptive field, leading the higher estimated count in that area.

This thesis focuses on the application of automated object counting in agriculture applications,

where the deployment of drones or unmanned aerial vehicles (UAVs) to monitor growing fields

in farms and ranches is becoming commonplace [21, 22, 23]; however, these drone-captured site

images also pose unique challenges to accurate and reliable counting due to their relatively more

difficult quality control. For example, if the plant in test image is a different subspecies, or in a

different growth stage, the model may not be able to produce an accurate prediction.

More critically, in addition to addressing these challenges when analyzing UAV plant images,
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one important focus of this thesis is to enable uncertainty quantification in counting. In agriculture,

counting is required so that better decision making regarding planting, fertilizing, irrigation, and

other farm management for example, can be derived to help minimize the cost and risk while

maximizing the potential yields. In addition to accurate count estimates, it is desirable to also have

reliable uncertainty estimates so that robust and sustainable decision making can be achieved when

uncertainty arises [24] due to possible data noise, abnormal UAV image quality, the limitation of

adopted machine learning (AI/ML) models, or when deploying AI/ML models that are trained

using different data sources, especially considering the challenges of collecting annotated UAV

images with the specific crops or plants of interest to different growing fields, farms, or ranches.

The existing counting models typically output only the point estimates of the object counts in

given images. However, none of the existing method, to the best of our knowledge, can provide

reliable uncertainty quantification of the derived count estimates, which is critical for consequent

decision making when adopting these counting models in real-world applications. In this thesis, we

propose a novel deep counting method in a Bayesian framework. To achieve accurate and robust

object counting, it is important for the model to tackle challenges in analyzing UAV plant images,

especially considering the significant variability in object and background appearance, as well as

image quality. What’s more, with the designed Bayesian attention module and Bayesian counting

loss function, our deep Bayesian counting model not only improves the accuracy of count estimates

with varying object and background appearance, as well as image quality; but also enables their

uncertainty quantification. With this Bayesian counting model, uncertainty quantification for plant

counting may play important roles in AI-augmented agriculture, for example crop yield estimates

and field management.

Our ablation studies and experiments with the real-world agriculture data, including the Global

Wheat dataset, have demonstrated that our deep Bayesian counting model obtains high count es-

timation accuracy as well as reliable uncertainty quantification. In addition, with the integrated

Bayesian attention modules, it may help improve the interpretability of the derived count esti-

mates, especially when the distribution of the interested plants in images is heterogeneous.

2



2. LITERATURE REVIEW

In this chapter, we first give a review of literature about the existing object counting models.

2.1 Existing Object Counting Methods

Some of early works [10, 11] in object counting involve the detection or semantic segmentation

using handcraft features. Although those methods can give more detailed predictions in terms of

object size and location, the performance and speed may degrade as the number of objects in one

image increases. Regression-based methods, on the other hand, ignore the location and estimate

the number of objects directly [12, 25, 26]. Those methods can achieve better performance on high

density imaging data, but they cannot efficiently utilize the labelling information provided by point

annotations that are typically done when constructing training sets for objective counting.

Density-map-estimation (DME) methods, proposed first by [20], predict a density map of a

given image. The value of each pixel in the density map denotes the estimated probability of hav-

ing the object in the corresponding image region. We will then calculate the number of objects by

summing over the whole density map. In this way, these DME methods can both preserve the loca-

tion information and deal with images potentially with a high density of objects that may have high

overlapping. More recently, the auther of [27] propose DME methods based on convoluational

neural network (CNN), and demonstrated its superior performance over traditional object count-

ing methods based on handcrafted features. The counting performance has been further improved

to achieve the state-of-the-art performance. Some multi-branch CNN [28, 29] are proposed to

capture the scale variance. Recent end-to-end DME methods based on deep models [15, 2] uti-

lized bounding box predictions while generating estimated density map predictions. To deal with

the issues due to the lack of labelled data, recent research efforts have also been made to explore

unsupervised, weakly-supervised or semi-supervised object counting methods using unlabelled or

partially labelled data [13, 14, 16, 30]. Those CNN-based DME methods, though mainly aimed at

solving the crowd counting problems, can also be applied for vehicle counting [17, 18], counting

3



in cell microscopy images [19, 20], and remote sensing [31].

2.2 Attention Mechanisms in Object Counting

Attention mechanisms can put different weights to corresponding features to further refine the

derived feature maps and highlight features that are important to help make better model predic-

tions. In many computer vision tasks, attention mechanisms are introduced to refine the extracted

image features at different levels, capturing long-term dependence and dealing with the limited re-

ceptive field of convolutional neural networks. Residual Attention modules [32] insert an encoder-

decoder network in the residual branch to generate an attention map. SENet [33] generates channel

attention weights by pooling the image features over the spatial dimension and recalibrates the de-

rived features. Convolutional Block Attention Modules (CBAM) [34] add a spatial attention map

to SENet and thus can further refine the derived features. Those methods have achieved good

performance on image classification, detection and semantic segmentation tasks.

Many recent research efforts have been made to apply attention mechanisms to object counting

models [2, 3, 4, 6]. In [2], the author jointly learn a regression-based density map and a detection-

based density map guided by an attention network. In [3], the authors used both global and local

attention branches to scale the whole density map and finetune pixel values in local image regions

respectively. In [4], the features extracted by applying convolution operations with different dila-

tion rates are fused to enlarge the receptive field and capture features at different scales. In [6],

the input image is segmented into sparse and dense regions and the count estimates are derived in

these regions respectively. Although these methods can deal with the image appearance variation

and achieve good counting accuracy, most of them are trying to use an attention branch to focus on

their assigned regions, specifically, dense or sparse ones, to adaptively estimate the corresponding

object counts. Some of those attention networks require to be trained separately.

In this thesis, we want our model to be computationally simple using plug-in attention modules

and adaptively learn where to pay attention for accurate counting. More critically, we would like

to modify such attention modules to allow uncertainty quantification without incurring significant

computation burden or sacrificing counting accuracy.

4



3. BAYESIAN COUNTING

In this section, we will provide a detailed introduction of different components of our Bayesian

counting model that addresses unique challenges for plant counting in UAV images. We start our

discussion by introducing the density estimation problem and most commonly used CNN-based

models in the existing literature. We introduce the baseline model for plant counting in Section 3.1

and then illustrate potential problems when these approaches are applied to agriculture applications

in Section 3.2. To solve these problems, in Section 3.3, we propose our attention-based method for

plant counting. All the components of our Bayesian counting model are also detailed in Section 3.3.

Our Bayesian counting model contains a modified ResNet-18 [35] to extract the features and

Convolutional Block Attention Module (CBAM) [34] to refine the feature map. Inspired by

Bayesian Attention modules [36], we model the attention weights in a stochastic way to further

enable uncertainty quantification of estimated counts. Our model can not only provide accurate

and robust object counting in agriculture, but also output how confident the prediction is.

3.1 Supervised Density-Map-Estimation (DME) for Object Counting

Given an image I with {xj ∈ R2, j = 1, 2, . . . , J} denoting the corresponding pixel location

in the domain of I, let {yn ∈ R2, n = 1, 2, . . . , NI} be the corresponding locations of the NI

objects of interest in the given image I. The objective of density-map-estimation (DME) is to learn

a mapping f from the input image I(xj) to a density map DI(xj) across the image domain. The

pixel value of the density map should denote the aggregated probability of interesting objects at

that pixel. The estimated number of objects in I can then be calculated by integrating the density

map over the image domain: N est
I =

∑J
j=1 DI(xj).

Traditional supervised DME methods often assume that the ground-truth density map of inter-

esting objects in a given image I and annotated object locations {yn}
NI
1 , denoted as Dgt

I , can be

modelled by the summation of 2-D Gaussian functions with the mean at yn and the variance σ2
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corresponding to each object in I:

Dgt
I (xj) =

NI∑
n=1

N (xj; yn, σ
2), (3.1)

where the Gaussian function N (xj; yn, σ2) models the probability of the nth object appearing at

the corresponding pixel locations in the given image.

The counting problem now can be transferred to learn a mapping from a given image I to the

corresponding density map Dgt
I (xj). In this thesis, we adopt the same framework of recent end-to-

end deep learning DME methods to model the mapping function f using deep neural networks with

the encoder-decoder architecture. The encoder network will generate an intermediate feature map

F and then the decoder network will incorporate those features and produce an estimated density

map Dest
I (xj). We use f(ω) to denote the deep neural network parametrized by model parameters

ω.

To train this neural network, the loss function is typically based on the difference between the

estimated density map Dest
I (xj) and the ground-truth density map Dgt

I (xj) for the images in the

training set. Given a distance function F , the loss function can be defined as:

L =
1

A

A∑
a=1

J∑
j=1

F(Dest
Ia (xj),Dgt

Ia(xj)), (3.2)

where A is the total number of annotated training images. Once the density mapping neural net-

work f(ω) is trained, the estimated count for a new testing image Itest can be calculated by the

integral of the predicted density map Dest
Itest(xj) over the image domain as explained previously.

The pixel-wise Euclidean distance is the most widely used distance function as F in the loss

function. Researchers recently argue that such pixel-wise supervision may ignore the local correla-

tion between neighboring pixels and bias the model with empirical demonstrations [8]. Instead of

measuring a pixel-level error, the structure similarity (SSIM) loss function and its variations [8, 9]

further impose local constraints. More recently, the authors in [7] have proposed a novel Bayesian

loss function, combining local constraints in a Bayesian framework. In this thesis, we will adopt
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this Bayesian loss for more robust plant counting. Given an input image I and its corresponding

labelled object locations {yn}
NI
1 , the Bayesian loss for each training image I is calculated as:

LBayes(I) =

NI∑
n=1

∣∣∣1− N (xj; yn, σ2)∑J
j=1N (xj; yn, σ2)

Dest
Ia (xj)

∣∣∣. (3.3)

Instead of assigning a 2-D Gaussian function to each object in the image as the ground truth for

pixel-wise supervision, Bayesian loss imposes local constraints by measuring the count expectation

considering the local neighborhoods of each presenting thus leads to more reliable supervision [7].

3.2 Motivating Examples

DME methods have been widely used for crowd density prediction. However, compared to

analyzing images with human crowds, counting plants of interest in given images, the focus of

this thesis, faces unique challenges that require customized components for reliable automated

plant counting. Often these plant images are taken by UAV cameras, which may generate images

of significantly varying quality and appearance. Before we start discussing our method, we first

visualize the corresponding challenges faced in plant image analysis. We illustrate the potential

problems of directly applying crowd counting models to plant counting by training a ResNet18

counting network [37], which we will also use as a baseline method in our expreiments, and analyze

the counting results on the Global Wheat Dataset [1]. We will give more details about our baseline

method and training-testing data division in Section 4.

Figure 3.1 shows some example images in the Global Wheat Dataset. The objects of interest in

this dataset are wheat heads. We can easily notice that those objects of interest can be significantly

different in shape, color, and scale. In some images, objects of interest are severely occluded. The

background and illumination also varies in each images. The weed and shade in background may

easily be confused with wheat heads, our objects of interest.

Moreover, due to relatively difficult imaging quality control, some plant images may be very

different to the others, which makes the dataset highly unbalance distributed. Figure 3.3 shows

some images in which there exist severe counting errors. The wheat heads are very sparse in the
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(a) Absolute counting error (b) Relative counting error

Figure 3.1: Counting errors with respect to the ground-truth wheat head counts by the ResNet18

baseline model.

left two images, while highly dense in the right two. The objects of interest in the right two images

are even out of focus. Although those kind of images only account for a small portion of the whole

dataset, they hurts the overall counting performance severely. In real application of automated plant

counting, we can expect more unbalance distributed data as well as out-of-distribution(OOD) data.

Instead of making a prediction with high confidence, we would prefer our model being uncertain

about its estimation in those images and thus, we can count the plant manually.

3.3 Bayesian counting

The overall architecture of our proposed Bayesian counting model is illustrated in Figure 3.4.

The network architecture is composed of two backbone components: (1) Encoder: a modified

ResNet18 with its last two residual blocks, and the following pooling layer and fully connected

(FC) layer removed to extract the intermediate feature map F, (2) Decoder: a density estimator

contains two convolution layers and a upsample layer to derive from the feature map F to output

a density map. In order to overcome the aforementioned challenges when analyzing UAV plant

images, we further include attention modules to alleviate the possible counting bias due to the

8



Figure 3.2: Plant images vary significantly in appearance, scale, background, and illumination.

Reprint from [1]

Figure 3.3: Counting errors are severe in very sparse images, highly dense images, and out of focus

images. Reprint from [1]
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Figure 3.4: The overall architecture of our proposed model.

image resolution, object density, as well as background variability in given images. More critically,

due to the agriculture applications as our ultimate operational goal, we equip the attention modules

with the capability of uncertainty quantification of the predicted counts by deploying their Bayesian

modifications with stochastic attention weights.

3.3.1 Refine the feature map with attention modules

In computer vision, attention mechanisms can typically be classified as channel attention,

which highlight some features while suppress others, and spatial attention, which highlight a spe-

cific area of the feature map while suppress the remaining. Given an intermediate feature map

F ∈ RC×H×W , where C, H , and W denote channel, height and width of the feature map, respec-

tively, we would like to integrate attention mechanisms to help capture local and global dependence

of image pixels. Different existing attention modules can be adopted such as Residual Attention

[32], SE-Net [33], and Convolution Block Attention Module [34]. SE-Net can be seen as an

example of channel attention, while Residual Attention and Convolution Block Attention Module

involves both spatial attention and channel attention. To convey the key idea, we present the imple-
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mentation with the Convolution Block Attention Module (CBAM) [34]. With CBAM incorporated,

the refined feature map F′′ is calculated in the following way:

F ′ = MChannel(F )⊗ F, (3.4)

F ′′ = MSpatial(F ′)⊗ F ′, (3.5)

MChannel(F ) ∈ RC×1×1 is the channel attention module, and MSpatial(F ′) ∈ R1×H×W is the spatial

attention module. ⊗ denotes the elementwise multiplication operator. The channel and spatial

attention module map MChannel(F ) and MSpatial(F ′) is calculated by applying a sigmoid activation

function to each intermediate feature map T :

MChannel(F ) = Sigmoid(T Channel(F )),

MSpatial(F ′) = Sigmoid(T Spatial(F ′)).

(3.6)

The channel attention module will first pool the intermediate feature map F along width and

height axis. The intermediate channel attention weights T Channel are then calculated by forwarding

two pooling features through a shared multi-layer perceptron (MLP) with one hidden layer and

summing them element-wise:

T Channel(F ) = MLP (AvgPool(F )) +MLP (MaxPool(F )), (3.7)

While the spatial attention module will pool the feature map refined by channel attention mod-

ule F ′ along channel axis. The intermediate channel attention weights T Spatial are then calculated

by forwarding two pooling features through a convolutional layer:

T Spatial(F ′) = CK7×7([AvgPool′(F ′),MaxPool′(F ′)], (3.8)

Here we follow [34] and use both average pooling features and MaxPooling features. The
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kernel size of convolutional layer CK is set to be 7× 7.

3.3.2 Bayesian attention modules with stochastic weights

As we have discussed previously, the plant image data can be highly unbalance distributed.

In real application, we can expect more out-of-distribution data. Therefore, we want our model

to be capable of quantifying the uncertainty of the prediction. Inspired by the recently developed

Bayesian Attention Modules [36], we further modify the integrated attention modules by modelling

the attention weights in a stochastic way. With stochastic attention weights, it naturally enables

uncertainty quantification of the estimated density map and thereafter the count predictions.

Still taking CBAM as the implementation, instead of having deterministic attention weights

in the corresponding channel and spatial attention maps MChannel and MSpatial, we model them as

random variables.

Given the training set D with all the training images Ia and annotated object locations {yn}
NIa
1 ,

we would like to derive the posterior distribution of the attention weights pθ(M |{Ia, {yn}
NIa
1 }A1 ).

According to Bayes’ theorem,

pθ(M |{Ia, {yn}
NIa
1 }A1 ) =

p({Ia, {yn}
NIa
1 }A1 |M)pη(M)∫

M
p({Ia, {yn}

NIa
1 }A1 |M)pη(M)

=
p({{yn}

NIa
1 }A1 |{Ia}A1 ,M)pη(M)

p({{yn}
NIa
1 }A1 |{Ia}A1 )

.

(3.9)

The second equality is derived by assuming the independence of M and {Ia}A1 .

Following [36], we resort to variational inference and define qφ(M) to approximate pθ(M |{Ia, {yn}
NIa
1 }A1 )
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by minimizing the KL-Divergence between qφ(M) and pθ(M |{Ia, {yn}
NIa
1 }A1 ):

DKL(qφ(M)||pθ(M |{Ia, {yn}
NIa
1 }A1 )

= Eqφ(M)[log qφ(M)]− Eqφ(M)[log pθ(M |{Ia, {yn}
NIa
1 }A1 )]

= Eqφ(M)[log qφ(M)]− Eqφ(M)[log p({{yn}
NIa
1 }A1 |{Ia}A1 ,M)]− Eqφ(M)[log pη(M)]

+ Eqφ(M)[p({{yn}
NIa
1 }A1 |{Ia}A1 )]

= −L({Ia}A1 , {{yn}
NIa
1 }A1 ) + Eqφ(M)[p({{yn}

NIa
1 }A1 |{Ia}A1 )].

(3.10)

The exact Bayesian inference is often computationally intractable. Instead of directly minimiz-

ing the KL-divergence between qφ(M) and pθ(M |{Ia, {yn}
NIa
1 }A1 ), we maximizeL({Ia}A1 , {{yn}

NIa
1 }A1 ),

which is also known as the evidence lower bound (ELBO) of the log likelihood log pθ({{yn}
NIa
1 }A1 |{Ia}A1 ):

L({Ia}A1 , {{yn}
NIa
1 }A1 ) = Eqφ(M)[log pθ({{yn}

NIa
1 }A1 |{Ia}A1 ,M)]−DKL(qφ(M)||pη(M))

= Eqφ(M)[log
pθ({{yn}

NIa
1 }A1 |{Ia}A1 ,M)pη(M)

qφ(M)
].

(3.11)

We learn the approximated posterior distribution of attention weights qφ(M) by optimizing

L({Ia}A1 , {{yn}
NIa
1 }A1 ) w.r.t θ,φ and η. The KL-divergence between approximated distribution and

prior distribution DKL(qφ(M)||pη(M)) can be treated as a regularization term. We can insert our

belief of the distribution of M by assigning a different prior pη(M).

3.3.3 Modeling attention weights M as random variables

Let S be intermediate attention weights, and attention weights M are determined only by S.

Once the distribution pθ(S|{Ia, {yn}
NIa
1 }A1 ) is given, pθ(M |{Ia, {yn}

NIa
1 }A1 ) can be determined.

Let qφ(S) be the approximated posterior distribution which depends on the same parameter φ as

qφ(M). Instead of directly modeling qφ(M), we model qφ(S) using some family of distribution.

Based on the result provided by [36], we can model S as Weibull random variables. Next, we will

briefly introduce Weibull distribution and its property, which is important to our discussion.

Property of the Weibull distribution: Let the random variable s ∼Weibull(k, λ). The shape

13



parameter k ∈ (0,+∞) and the scale parameter λ ∈ (0,+∞). The probabilistic density function

(PDF) of a Weibull random variable s is f(s) = k
λ
( s
λ
)k−1 exp(−(s/k)k), s > 0. Its mean is

λΓ(1 + 1/k) and variance is λ2[Γ(1 + 2/k) − (Γ(1 + 1/k))2]. The Weibull distribution can be

reparameterized in term of a uniform distribution: sample s ∼ Weibull(k, λ) is equivalent to

sample ε ∼ Uniform(0, 1) and let s = g̃(ε) = λ(− log(1 − ε)1/k). The KL-divergence between

Weibull distribution and Gamma distribution has analytic form:

DKL(Weibull(k, λ)||Gamma(α, β))

=
γα

k
− α log λ+ log k + βλΓ(1 +

1

k
)− γ − 1− α log β + log Γ(α).

(3.12)

As we have discussed, channel attention MChannel and spatial attention MSpatial are two types

of attention mechanism in computer vision. Next, we will discuss how each of channel attention

MChannel and spatial attention MSpatial can be modeled in a stochastic way. We will take CBAM as

a concrete example.

Modeling the channel attention weights MChannel to be stochastic: In deterministic case,

MChannel is the activation of T Channel in (3.7), both of which are matrices of dimension C×1×1. We

use upper-case letter with subscript indexMChannel
c to denotes the c, 1, 1-th entry of matrixMChannel.

To model MChannel in a stochastic way, here we introduce SChannel, an intermediate random matrix

with each of its entry SChannel
c being a Weibull random variable. MChannel is the activation of SChannel.

We treat shape parameter k as a hyperparameter. And λChannel
c , the scale parameter of SChannel

c ,

is λChannel
c = ReLU(TChannel

c )
Γ(1+1/k)

. We add a Rectified Linear Unit (ReLU) activation function here since

the scale parameter of Weibull distribution λ > 0. Then, by applying the reparametrization, each

entry of the intermediate channel attention vector SChannel
c can be sampled as:

SChannel
c = g̃(εChannel

c ) = λChannel
c (− log(1− εChannel

c )1/k)

=
ReLU(T Channel

c )

Γ(1 + 1/k)
(− log(1− εChannel

c ))1/k,
(3.13)

where εChannel ∼ Uniform(0, 1). εChannel ∈ RC×1×1.
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Modeling the spatial attention weights MSpatial to be stochastic: In deterministic case,

MSpatial is the activation of T Spatial in (3.8), both of which are matrices of dimension 1 ×H ×W .

Similarly, we use upper-case letter with subscript indices MSpatial
h,w to denotes the 1, h, w-th entry of

matrixMSpatial. To modelMSpatial in a stochastic way, we introduce SSpatial, an intermediate random

matrix with each of its entry SSpatial
h,w being a Weibull random variable. MSpatial is the activation of

SSpatial.

Like in channel counterpart, we are still treating k as a hyperparameter. And λSpatial
h,w , the scale

parameter of SSpatial
h,w , is λChannel

h,w =
ReLU(T

Spatial
h,w )

Γ(1+1/k)
. By applying reparameterization, we can sample

SSpatial as:

SSpatial
h,w = g̃(εSpatial

h,w ) = λSpatial
h,w (− log(1− εSpatial

h,w )1/k)

=
T Spatial
h,w

Γ(1 + 1/k)
(− log(1− εSpatial

h,w ))1/k,

(3.14)

where εSpatial ∼ Uniform(0, 1). εSpatial ∈ R1×H×W .

Until now, we have introduced intermediate Weibull random matrix S, and M is the activation

of S. We can reparameterize the random variables M using a differentiable transformation g(·) of

auxiliary variables ε:

M = g(ε) = Sigmoid(g̃(ε)),with ε ∼ Uniform(0, 1). (3.15)

Note that when both of spatial and channel attention weights are modeled as random variables,

or more than one attention modules are modeled as random variables, due to the interdependency

of different stochastic attention modules, the KL-divergence DKL(qφ(S)||pη(S)) will not have a

analytic form [36]. However, by making KL-divergence semi-analytic and plugging in the analytic

part, the Monte Carlo estimation variance can be reduced [36].
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3.3.4 Learning objective function

Based on previous discussion and by applying reparameterization, we can get our final learning

objective. When spatial or channel attention weights are modeled as random variables, we have the

analytical form of KL-divergence termDKL(qφ(S)||pη(S)). The gradient estimator of the evidence

lower bound (ELBO) is as follows:

L({Ia}A1 , {{yn}
NIa
1 }A1 ) = Eε[log pθ({{yn}

NIa
1 }A1 |{Ia}A1 , g̃φ(ε))]−DKL(qφ(S)||pη(S)). (3.16)

While when both of spatial and channel attention weights are modeled as random variables,

our estimate the gradient using:

L({Ia}A1 , {{yn}
NIa
1 }A1 ) = Eε[log pθ({{yn}

NIa
1 }A1 |{Ia}A1 , g̃φ(ε))]−

Eε[DKL(qφ(SSpatial|g̃(εChannel)||pη(SSpatial|g̃(εChannel))))] +DKL(qφ(SChannel)||pη(SChannel)).

(3.17)

It is similar when more than one attention modules are modeled as random variables. Inte-

grating with the auto-differentiation modules in PyTorch, we maximize L({Ia}A1 , {{yn}
NIa
1 }A1 ) by

computing the gradient of L({Ia}A1 , {{yn}
NIa
1 }A1 ) with backpropagation to train θ, φ, η.
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4. EXPERIMENTS

In this chapter, we evaluate our Bayesian counting model on the Global Wheat dataset [1] To

deal with the challenge due to insufficient annotated training image data, we augment the training

set using random cropping and random flipping. We compare our Bayesian counting method with

several baseline models. Ablation studies are also performed to validate the effect of different

model components. To evaluate the counting accuracy and uncertainty estimation reliability, we

calculate the mean error and variance of the predicted counts. In the following sections, we first

detail the experimental setups and then present our experimental results with discussion.

4.1 Datasets

4.1.1 Global Wheat Dataset

The Global Wheat Dataset [1] is a large-scale dataset for benchmarking wheat head detection

and count estimation. It contains about 4,700 high resolution images and 190,000 wheat head

labels. In our experiments, we only focus on predicting the number of wheat heads in each image.

In 3,373 images that have annotated wheat heads and counts openly accessible to the public, we

randomly select 2,362 images for training, 506 images for validation, and 505 images for testing.

Figure 4.1 illustrates the wheat head count distributions of our training, validation, and testing

images. The training images contain on average 43.59 wheat heads, with the standard deviation

20.13. The validation images contain on average 45.20 wheat heads, with the standard deviation

21.20. The test images contain on average 43.59 wheat heads, with the standard deviation 20.58.

4.1.2 Field experiment data

We have also collected pictures by flying a low-altitude unmanned aerial vehicle (UAV) with

high resolution camera on a local horticulture nursery farmfarm – TreeTownUSA – in Houston,

Texas (latitude: 29.33◦, longitude: −96.20◦). The drone (UAV) images were taken at Tree-

TownUSA during the time of the growing seasons from 2017 to 2019. More than a hundred

varieties of plant species are growing in the nursery farm. Here in our project, we mainly focus on
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(a) training set (b) validation set (c) testing set

Figure 4.1: Histograms of wheat head counts in Global Wheat Dataset.

(a) training set (b) validation set (c) testing set

Figure 4.2: Histograms of plant counts from TreeTownUSA drone images.

three fields inside the nursery farm: the “West field” with the plant species of mainly oaks with the

size around 95 acres; the “Area1” with multiple plant species and the size of round 200 acres, and

“Area2” with around 12 acres of multiple plant species. The pictures are stitched into a whole-view

map and then segmented according to their SKU. It contains a total of 684 1024× 320 images. We

randomly select 400 images for training, 170 images for validation and 100 images for testing.

Figure 4.2 illustrate the plant count distribution of our field experiment data. The training

images contain on average 45.88 wheat heads, with the standard deviation 14.89. The validation

images contain on average 45.44 wheat heads, with the standard deviation 15.65. The test images

contain on average 48.02 wheat heads, with the standard deviation 14.72.
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4.2 Evaluation metrics

4.2.1 Evaluate the counting performance

Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) are two widely used

metrics for object counting, which are defined as follows:

MAE =
1

A

A∑
a=1

|NIa −N est
Ia |, (4.1)

RMSE =

√√√√ 1

A

A∑
a=1

|NIa −N est
Ia |2, (4.2)

where NIa is the number of object in image Ia, and A is the total number of images. The term

N est
Ia in equation (4.1) and equation (4.2) is the estimated number of object in image Ia, which is

calculated by integral over the whole density map:

N est
Ia =

J∑
j=1

Dest
Ia (xj). (4.3)

4.2.2 Evaluate the uncertainty estimation result

Given a trained network with stochastic attention modules, we estimation the uncertainty of the

model by sampling multiple times and and calculate the variances of the predictions. We denote

our estimated variances as Varest. We evaluate our uncertainty estimation result on our test set

using the percentage of the ground-truth within a band centered at the prediction N est and with a

bandwidth six standard deviation Pr(N est − 3
√

Varest < N < N est + 3
√

Varest).

4.3 Experiments

We evaluate our method on two plant counting benchmarks: Global Wheat Dataset [1] and our

collected field experiment data. To thoroughly evaluate how different loss function, data augmen-

tation and attention module may help to improve the counting accuracy, we do ablation studies on
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Global Wheat Dataset and report the counting result on our split test set. To evaluate the effect of

parameters of stochastic attention module and search for the best modeling approach, we also do

ablation studies by changing the shape parameter k and modeling different attention modules to be

stochastic.

4.3.1 Ablation studies

We do ablation studies on the Global Wheat Dataset. We adopt the ResNet18 backbone [?]

as the baseline architecture. We remove the last two residual blocks and fully connected layers of

ResNet-18, and change the stride of the 5th block of ResNet18 to 1, following [37]. The decoder

network contains two 1 × 1 convolution layers [37] to incorporate image features. The output is

upsample by 8 to match the size of input images. The network is implemented on PyTorch based

on [37]. We use the Adam optimizer [38] and set the learning rate to be 1e-5.We set the batch

size to be 25.

Our experiment design can be split into three parts. We first evaluate different loss functions

and data augmentation methods. Then we add attention modules. Finally, we evaluate the effect

of Weibull shape parameter k for stochastic attention modules on three different settings. We will

explain the detail of each experiment below.

Loss function and data augmentation: We experimentally compare the counting perfor-

mance of Bayesian loss to pixelwise Euclidean loss and evaluate the effect of data augmentation.

For Bayesian loss, we set σ to 20. For Pixel-wise Euclidean loss, we set σ to be 10. To help

the neural networks trained using pixelwise Euclidean loss to converge correctly, we magnify the

ground truth density map by 10.

To speed up the training procedure, we resize all the training images and test images to 512×

512. To augment the training data, we randomly select 50% training images and crop them to

512× 512, and resize the remaining training images to 512× 512. We also flip the training images

horizontally and vertically.

Experiment results can be summarized in Table 4.1. We further plot the ground truth NI with

respect to the absolute errors (|NI − N est
I |) and relative errors ( |NI−Nest

I |
NI

) of each test images in
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Description # of Params (M) RMSE MAE
ResNet18 + pixelwise Euclidean loss (w/o augmentation) 2.80 4.34 3.26

ResNet18 + Bayesian loss (w/o augmentation) 2.80 3.87 2.88
ResNet18 + pixelwise Euclidean Loss (Resize + crop + flip) 2.80 4.20 3.13

ResNet18 + Bayesian loss (Resize + crop + flip) 2.80 3.57 2.59

Table 4.1: Effect of training loss functions and data augmentation. Counting accuracy is mea-

sured by root-mean-square error (RMSE) and mean-absolute error (MAE); The numbers of model

parameters are in millions (M).

Figure 4.3. We can see that the absolute errors are higher when the test images contain highly dense

wheat heads, while the relative errors are higher when wheat heads in test image are sparse. The

network trained using Bayesian loss can produce more accurate count prediction than pixelwise

Euclidean loss. Data augmentation can improve the counting accuracy on both pixelwise Euclidean

loss and Bayesian loss. We observe that with data augmentation, the network will make better

count prediction especially on images which the networks trained without data augmentation make

large errors. This suggest that on highly variant images, the data augmentation is a critical part for

training an accurate and robust counting model. As a brief conclusion, we will train our counting

network with Bayesian loss and data augmentation.

Attention module and data augmentation: Although we have achieved better counting ac-

curacy on by integrating with Bayesian loss and data augmentation, the absolute errors on highly

dense images and relative errors on sparse images are still high. In this experiment, we evaluate

the effectiveness of attention module for counting results. We compare the counting accuracy of

network without attention modules to network with attention modules on two augmentation se-

tups. We insert CBAM attention modules between the 5th and 6th residual blocks, and between

6th residual block and decoder network. We do experiment to see how attention module will affect

the counting errors of images of different wheat head density.

Similarly, we report our experiment result in Table 4.2, and plot the ground-truth NI with re-
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(a) Absolute error with

pixelwise loss (w/o aug.)

(b) Absolute error with

pixelwise loss (with aug.)

(c) Absolute error with

Bayesian loss (w/o aug.)

(d) Absolute error with

Bayesian loss (with aug.)

(e) Relative error with

pixelwise loss (w/o aug)

(f) Relative error with

pixelwise loss (with aug.)

(g) Relative error with

Bayesian loss (w/o aug.)

(h) Relative error with

Bayesian loss (with aug.)

Figure 4.3: Comparison of counting errors with respect to the ground-truth counts with different

loss functions and augmentation (aug.) setups.
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Discription # of Params (M) RMSE MAE
ResNet18 + Bayesian loss (w/o aug.) 2.80 3.87 2.88

ResNet18 + Bayesian loss + Attention (CBAM) (w/o aug.) 2.82 3.91 2.85
ResNet18 + Bayesian loss (with aug.) 2.80 3.57 2.59

ResNet18 + Bayesian loss + Attention (CBAM) (with aug.) 2.82 3.19 2.33

Table 4.2: Ablation studies with attention modules.

spect to the absolute errors (|NI − N est
I |) and relative errors ( |NI−Nest

I |
NI

) of each test images in

Figure 4.4. We observe that the performance are almost the same when the networks are trained

without augmented data, however, the counting accuracy improves dramatically by applying atten-

tion modules on augmented dataset. In addition, from the Figure 4.4, we can find that the counting

errors reduced on both highly dense images and sparse images. In a brief conclusion, although the

attention modules is a powerful tool which has improve the performance on many other computer

vision tasks, we still need to carefully design and trained the network to make use of them.

Throughout these two ablation studies, we study the effect of loss functions, data augmentation

and attention modules on counting accuracy. Our final network architecture design is shown as in

Figure 3.4. We train our Bayesian counting network using Bayesian loss with the aforementioned

data augmentation.

Shape parameter k and different stochastic attention module setups: In last part of our

ablation studies, we study the effect of different stochastic attention modules and Weibull shape

parameter k. We model the CBAM attention module between 6th residual block and decoder

network to be stochastic. In first and second setting, we model channel attention weights and

spatial attention weights as random variables, respectively. In our third setting, we model both

channel attention weights and spatial attention weights as random variables.

We report our experiment result in Table 4.3. As we can see, modeling the attention module to

be stochastic will only slightly degrade the counting performance. The counting accuracy degrades

the least when we use stochastic channel attention and set k = 1, while degrades the most when
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(a) Absolute error w/o at-

tention (w/o aug.)

(b) Absolute error with

attention (w/o aug.)

(c) Absolute error w/o at-

tention (with aug.)

(d) Absolute error with

attention (with aug.)

(e) Relative error w/o at-

tention (w/o aug.)

(f) Relative error with at-

tention (w/o aug.)

(g) Relative error w/o at-

tention (with aug.)

(h) Relative error with at-

tention (with aug.)

Figure 4.4: Comparison of counting errors with respect to the ground-truth counts with different

augmentation setups and with/without (w/o) attention.
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Stochastic attention type k RMSE MAE ±3
√

Varest ±2
√

Varest ±1
√

Varest

Channel 0.99 3.24 2.36 77.6% 59.1% 33.4%
Channel 1 3.23 2.33 92.5% 82.2% 53.6%
Channel 5 3.30 2.38 32.0% 22.7% 12.1%
Spatial 0.99 3.44 2.49 31.8% 15.0% 5.9%
Spatial 1 3.26 2.38 13.0% 9.4% 5.7%
Spatial 5 3.39 2.45 8.3% 6.1% 3.1%

Channel+Spatial 0.99 3.32 2.44 83.6% 67.4% 39.7%
Channel+Spatial 1 3.30 2.42 85.4% 70.8% 42.5%
Channel+Spatial 5 3.67 2.73 56.3% 39.7% 23.5%

Table 4.3: Effect of the hyperparameter k with different stochastic attention module setups. We

measure the uncertainty estimation result using the percentage of the ground-truth in a band cen-

tered at the prediction N est with a bandwidth of six standard deviation Pr(N ∈ N est ± 3
√

Varest),

four standard deviation Pr(N ∈ N est ± 2
√

Varest), and two standard deviation Pr(N ∈ N est ±

1
√

Varest).

we model both channel attention weights and spatial attention weights as random variables and set

k = 5.

We also evaluate our uncertainty estimation using the portion of ground-truth in bands centered

at predictionN est with a bandwidth of 6
√

Varest, 4
√

Varest, and 2
√

Varest. For now, the uncertainty

estimation result is unsatisfactory and may not be able to reflect the distribution of our data. We still

need to carefully fine-tune and calibrate our stochastic attention modules. The result is relatively

better when we only model the channel attention weights as random variables and set k = 1.

4.3.2 Experimental results

We have evaluated our Bayesian counting method together with other baseline methods on both

the Global Wheat Dataset [1] and our own images from the field experiment of flying a drone in

the selected fields in TreeTownUSA. The results are reported in Tables 4.4 and 4.5, respectively.

By incorporating the Bayesian loss, attention modules, and appropriate data augmentation, our

method outperforms the baseline methods on both of these two datasets. On the Global Wheat
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Description # of Params (M) RMSE MAE
ResNet18 + pixelwise Euclidean loss (baseline) 2.80 4.34 3.26
ResNet18 + Bayesian loss + Attention (CBAM) 2.82 3.19 2.33

ResNet18 + Bayesian loss + Stochastic Attention 2.82 3.23 2.33

Table 4.4: Results on Global Wheat Dataset.

Description # of Params(M) RMSE MAE
ResNet18 + pixelwise Euclidean loss (baseline) 2.80 1.92 2.60

ResNet18 + Bayesian loss + Attention 2.82 1.23 1.54
ResNet18 + Bayesian loss + Stochastic Attention 2.82 1.59 2.31

Table 4.5: Results on our own field experiment data from TreeTownUSA.

Dataset [1], by introducing stochastic attention weights, we can enable the uncertainty quantifica-

tion capability of the counting model without significant degradation on counting accuracy. On our

field experiment data, however, introducing the stochastic attention weights will result in a drop

of counting performance. We still need to carefully fine-tune and calibrate both of two stochastic

attention modules to improve the counting accuracy and uncertainty estimation results, which will

be our future research direction.

4.3.3 Visualization and discussion

In this section, we provide several examples to help visualization of the derived predictions

by our Bayesian counting method on both the Global Wheat Dataset [1] and our field experiment

data. Figures 4.5 and 4.6 show our examples of the test images (first row), density map predictions

(second row) and attention maps (third and forth rows). In the second, third, and forth rows,

warmer colors denote higher values while cooler colors denote lower values.

As we can see in Figure 4.5, our method provides accurate count predictions together with

accurate location information on our field experiment data when the boundary of plants is clear.

26



(a) Ground-truth:58 (b) Ground-truth: 22 (c) Ground-truth:56 (d) Ground-truth:42

(e) Prediction:59.61 (f) Prediction: 22.18 (g) Prediction:57.42 (h) Prediction:41.51

Figure 4.5: Visulization of field experiment images(first row), prediction(second row), attention

map(third and forth row).

When the boundary becomes blurred, though we may not be able to distinguish each plant from

the others in the derived density map, we are still able to estimate the counts accurately.

In Figure 4.6, we can observe that on the Global Wheat Dataset [1], the counting errors are

low, even when the background appearance or illumination is complex. In highly dense images,

however, the counting accuracy drops a lot. Although the model captures the locations of the most

of wheat heads correctly, the model can not give an accurate estimation of the density. Further

improvement of the counting accuracy in highly dense plant images will be another future research

direction.
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(a) Ground-truth:22 (b) Ground-truth:12 (c) Ground-truth:5 (d) Ground-truth: 80

(e) Prediction:21.43 (f) Prediction:14.61 (g) Prediction:4.93 (h) Prediction: 67.20

Figure 4.6: Visualization of test images(first row), prediction(second row), attention map(third and

forth row) in Global Wheat Dataset. Figure 4.6a, 4.6b, 4.6c and 4.6d are reprint from [1]
.

28



5. CONCLUSIONS AND FUTURE RESEARCH

In this thesis, we study the topic of object counting in agriculture applications. To improve

the performance and tackle the uncertainty issue in object counting, we have introduced attention

modules and model the attention weights statistically to enable uncertainty quantification capability

in counting. In partical, we use Weibull random variables to model attention weights so that

we may derive a distribution of predicted counts instead of only providing point estimates as in

the existing object counting models. We evaluate our Bayesian counting model on the Global

Wheat Dataset and perform ablation studies to understand the effects of different model setups on

count estimation accuracy with uncertainty quantification. Our experimental results demonstrate

that adding attention modules can improve the the accuracy of count estimates, especially when

images have varying quality and appearance. More importantly, introducing the randomness to the

attention weights enable the first counting model with uncertainty quantification to the best of our

knowledge, without harming the counting accuracy.

Here we note that our Bayesian counting method can be readily applied to the other object

counting tasks such as crowd counting, vehicle counting, or environment survey. With the ability

to estimate the uncertainty of prediction, we can make a more robust counting estimation and

further facilitate automatic object counting. Often it is resource demanding to have high-quality

label annotations given images. With our Bayesian counting model with uncertainty quantification

capability, semi-supervised or active learning can be developed to achieve more efficient label

annotations. Since our attention module is a plug-in module, we can easily adopt it to some other

computer vision tasks. This will be another goal of our future research.
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