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ABSTRACT 

 

Proper coordination between cell growth and division relies heavily on several metabolic 

processes such as lipid metabolism. Lipids play indispensable roles both as key signaling 

molecules and in membrane biogenesis. Moreover, de novo lipid synthesis is essential to 

executing the faithful progression of cell cycle events. Our lab discovered that the 

translational efficiency of the critical lipogenic enzymes acetyl coenzyme A carboxylase 

(ACC1) and fatty acid synthase (FAS) peaked in mitosis. We also reported that the 

abundance of significant lipid species was higher late in the cell cycle. Overall, all the 

evidence suggested that lipid synthesis impinged on the later phases of the cell cycle. 

However, it is not known if and how lipid biogenesis can promote any specific cell cycle 

event. 

In this thesis, I report that increased lipogenesis promotes nuclear division. I 

mutated inhibitory elements, upstream open reading frames (uORFs), in the 5' leaders of 

ACC1 and FAS1 of budding yeast. Translation of ACC1 and FAS1 is de-repressed in the 

absence of the uORFs. The protein level of Fas1p is elevated almost 4-fold, with no 

significant changes in the mRNA level. Furthermore, the uORF mutant produces more 

lipids and accelerates the nuclear division. 

Accurate lipid trafficking is also vital for the proper timing of mitotic events. I 

used a temperature-sensitive mutant of Sec14p (sec14-1), a phosphatidylinositol transfer 

protein (PITP), to investigate the roles of lipid trafficking in the cell cycle. Even at the 

permissive temperature, sec14-1 cells suffer from a perturbed cell cycle. The mutant 
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cells are bigger, grow slowly, and are delayed in the G2/M phase. Nuclear division is 

severely delayed in sec14-1 cells. However, de-repressing the translation of ACC1 and 

FAS1 corrects the cell cycle phenotypes of sec14-1 cells. These results provide a context 

to probe connections among membrane trafficking, lipogenesis, and cell division. 

In summary, I have identified a unique gain-of-function mutant of fatty acid 

synthesis. My work shows that translational control of lipogenesis is a critical input in 

the cell cycle. It is not merely required for mitosis, but it can actively promote nuclear 

division, a key landmark of the eukaryotic cell cycle. 

 

 

 

 

 

 

  

 

 

 

 



 

iv 

 

DEDICATION 

 

I dedicate this thesis to my parents, Babita Maitra and Parag Kumar Maitra, who have 

always supported me incessantly and my 18-year-old self, who did not give up on the 

dream.  

 

 

 

 



 

v 

 

ACKNOWLEDGEMENTS 

 

I want to thank my advisor, Dr. Michael Polymenis, for his mentorship and 

encouragement throughout my Ph.D. journey. I am grateful for the trust he showed in me 

and allowed me to be part of his research quest. He provided me with immense freedom 

to explore new things. I cannot thank him enough for his motivation, willingness to 

share his knowledge, patience with my “goofiness,” and making his laboratory a 

nurturing environment for “budding” scientists. His productive feedback and guidance 

led me to reach the finish line of my Ph.D. journey.  

I want to acknowledge Dr. Dorothy Shippen, Dr. Vytas Bankaitis, and Dr. Hays 

Rye for serving as my committee members and for all their insights and enriching my 

research with productive feedback. I am incredibly thankful to Dr. Bankaitis for sharing 

his expertise on the lipid projects and providing the required reagents and yeast strains. I 

would like to recognize Dr. Heidi Blank for her mentorship, advice, and guidance in my 

research. I have learned many things from her, starting from running a western gel to the 

nitty-gritty of yeast genetics. It helped me to broaden my scientific outlook. I want to 

thank Staci Hammer for all her contribution to my work and my lab-floor mates, 

Jasmine, Neha, and Ishita, for always having my back. 

 I will immensely be indebted to all my seniors and friends of the Bengali 

community in College Station, especially Isita di, Shyamalendu da, and Sagnika, for all 

their selfless help during these five years. They made the stay at College Station 



 

vi 

 

enjoyable and comfortable. Special thanks to Sagnika for her dear friendship throughout 

my graduate career.  

 I want to acknowledge my parents Babita Maitra and Parag Kumar Maitra, for 

their unconditional love and support. They contributed to my growth, and I am grateful 

to have them in my life. My heartfelt thanks to Sayan, who has been by my side 

throughout the graduate school tenure, encouraged me, persisted that I moved forward, 

and always looking out for me. I am glad to find a life-long best friend in him. 

 Finally, I am grateful to all my close friends and loving family, classmates, and 

Biobio staff and advisors for their support and care. I want to thank everyone who 

touched my life with kindness and respect in my graduate school journey. Lastly, I want 

to thank all the frontline workers who have been risking their lives since last year to 

keep us safe. Hopefully, we can soon see the light at the end of this dark tunnel. 

  



 

vii 

 

CONTRIBUTORS AND FUNDING SOURCES 

 

Contributors 

This work was supervised by a dissertation committee of Professor Michael Polymenis 

[advisor], Professor Dorothy Shippen, Professor Hays Rye of the Department of 

biochemistry and biophysics, and Professor Vytas Bankaitis of the Department of 

molecular and cellular medicine. 

 The study presented in Chapter 2 was done in collaboration with the laboratory 

group of Bankaitis Lab, with contributions from group members led by Kristin Baetz at 

the University of Ottawa; Brian Kennedy at Buck institute for research on aging; and 

Wenshe Liu at the Department of chemistry, Texas A&M University. Jin Huang, Carl J. 

Mousley, Louis Dacquay, and Michael Kennedy designed the genetic, transcriptomic, 

biochemical experiments. I designed and performed all the cell cycle experiments. 

Guillaume Drin and Neale D Ridgway carried out the lipid extraction and transfer 

assays. Chong He performed the replicative lifespan experiments. Ashutosh Tripathi 

analyzed the structural modification of the protein.  

 The lipidomic data (figure 14) presented in Chapter 3 were done at the West 

Coast Metabolomics Center at the University of California at Davis. Part of the 

elutriation experiments was conducted by Staci Hammer. Clara Kjerfve made some 

essential strains for the study. I performed all the rest of the experiments presented in 

this chapter.  



 

viii 

 

Funding sources 

Graduate study was supported in part by the Excellence Fellowship from the Texas 

A&M Agrilife, the teaching assistantship from Texas A&M University, and the National 

Institute of Health (NIH) grant [R01GM123139] to Michael Polymenis. The contents of 

this dissertation are solely the responsibility of the student and do not necessarily 

represent the official views of NIH. 



 

ix 

 

TABLE OF CONTENTS 

 

 Page 

ABSTRACT .......................................................................................................................ii 

DEDICATION .................................................................................................................. iv 

ACKNOWLEDGEMENTS ............................................................................................... v 

CONTRIBUTORS AND FUNDING SOURCES ............................................................vii 

Contributors ..................................................................................................................vii 
Funding sources.......................................................................................................... viii 

TABLE OF CONTENTS .................................................................................................. ix 

LIST OF FIGURES ........................................................................................................... xi 

LIST OF TABLES ......................................................................................................... xiii 

CHAPTER II INTRODUCTION  ..................................................................................... 1 

History of the cell cycle ................................................................................................. 1 
Coordination of cell growth and division ..................................................................... 10 

Cell size homeostasis ................................................................................................ 10 
G1/S transition ......................................................................................................... 13 
Cell size regulators ................................................................................................... 16 

Synchronization of cells ............................................................................................... 18 
Translational control .................................................................................................... 26 
Fatty acids, lipids, and the cell cycle ............................................................................ 34 

Lipid biosynthesis: When the cell cycle meets protein synthesis? ............................ 38 
Role of fatty acids/lipids in nuclear envelope remodeling ....................................... 41 
Membrane trafficking and PITPs ............................................................................. 52 

Goal of this thesis ......................................................................................................... 58 

CHAPTER III A LIPID TRANSFER PROTEIN SIGNALING AXIS EXERTS 
DUAL CONTROL OF CELL CYCLE AND MEMBRANE TRAFFICKING 
SYSTEMS  ...................................................................................................................... 60 

Disclaimer for Chapter II ............................................................................................. 60 
Summary ...................................................................................................................... 61 



 

x 

 

Introduction .................................................................................................................. 62 
Results .......................................................................................................................... 64 
Discussion .................................................................................................................... 84 
Methods and materials ................................................................................................. 90 

CHAPTER IV TRANSLATIONAL CONTROL OF LIPOGENESIS LINKS 
PROTEIN SYNTHESIS AND PHOSPHOINOSITIDE SIGNALING WITH 
NUCLEAR DIVISION  ................................................................................................ 99 

Summary ...................................................................................................................... 99 
Introduction ................................................................................................................ 100 
Results ........................................................................................................................ 103 
Discussion .................................................................................................................. 119 
Materials and methods ............................................................................................... 126 

CHAPTER V CONCLUSIONS AND FUTURE OUTLOOK ...................................... 138 

Translational control of lipogenic enzymes alters lipid abundance ........................... 139 
Enhanced lipogenesis promotes early nuclear division ............................................. 142 
Phosphoinositide signaling impinges on nuclear division ......................................... 144 

REFERENCES ............................................................................................................... 149 

APPENDIX A ................................................................................................................ 198 

APPENDIX B ................................................................................................................ 205 

 
 
 
 

  



 

xi 

 

LIST OF FIGURES 

 Page 

Figure 1 Schematic representation of the cell cycle progression ....................................... 4 

Figure 2 The three models of cell size control ................................................................. 12 

Figure 3 Schematic representation of pathways involved in G1/S transition .................. 15 

Figure 4 Plot of Transcriptional and translational control ............................................... 27 

Figure 5 Translation of yeast GCN4 is regulated by upstream open reading frames 
(uORFs) ............................................................................................................ 30 

Figure 6 Schematic representation of the de novo fatty acid synthesis pathway ............. 37 

Figure 7 Nuclear Envelope ............................................................................................... 43 

Figure 8 The nuclear envelope during different types of mitosis .................................... 46 

Figure 9 Potential mechanistic links between Pah1p (lipin) functions ad NE dynamics . 50 

Figure 10 Schematic representation of Sec14p mediated membrane trafficking ............. 55 

Figure 11 The quiescence response is activated upon Kes1-induced cell-cycle arrest .... 65 

Figure 12 Kes1-dependent cell-cycle arrest exhibits reduced PKA signaling and is 
Rim15p dependent ............................................................................................ 69 

Figure 13 Cells lacking Kes1p respond aberrantly to nutrient-Restrictive 
environments ..................................................................................................... 71 

Figure 14 Mutual antagonism of Kes1p and Sec14p in cell-cycle control ...................... 74 

Figure 15 Functional specification of yeast ORPs ........................................................... 77 

Figure 16 Functional analyses of Kes1p lysine acetylation ............................................. 80 

Figure 17 A Sec14/Kes1 PtdIns-4-P signaling axis in cell-cycle control ........................ 87 

Figure 18 uORFs in ACC1 and FAS1 ............................................................................. 104 

Figure 19 De-repressing the translational control of lipogenesis alters lipid 
abundances ...................................................................................................... 107 



 

xii 

 

Figure 20 De-repressing translation of ACC1 and FAS1 promotes nuclear division ..... 109 

Figure 21 De-repressing the translational control of ACC1 and FAS1 suppresses the 
temperature sensitivity .................................................................................... 111 

Figure 22 Loss-of-function sec14-1 mutants delay nuclear division, but they are 
suppressed by the uORF mutations in ACC1 and FAS1 ................................. 113 

Figure 23 Loss of Kes1p, but not Cki1p, suppresses the delayed nuclear division of 
sec14-1 mutants .............................................................................................. 115 

Figure 24 Upregulating translation of ACC1 and FAS1 corrects the aberrant nuclear 
shape of PI- 4-kinase mutants ......................................................................... 118 

 
 
 
 
 
 
 



 

xiii 

 

LIST OF TABLES 

 Page 
 
 
Table 1 Key resource table ............................................................................................. 127 

 
 
 

 

 

 

 

 

 



1 

 

CHAPTER II  

INTRODUCTION*  

 

History of the cell cycle 

‘The dream of every cell is to become two cells' – Francois Jacob. 

Every cell goes through a series of ordered events called the cell cycle that generates two 

cells from one. The cell cycle mainly comprises events where the cell grows, duplicates 

its content, and eventually segregates the components into two cells. The replica of the 

cellular components is inherited by the daughter cell from the pre-existing cell, 'Omnis 

cellula e cellula' (Rudolf Virchow, 1855). 

The existence of all life forms on this planet depends on cell division. 

Duplication and transmission of genetic and cellular content through the cell cycle are 

key to forming a new organism. For a single cell organism, cell division generates an 

entirely new individual. In a multicellular organism, cell division gives rise to different 

cell types, from a founder single cell to managing the body's various functions. Cell 

division is also necessary to replace damaged and dead cells in tissues and organs and, 

therefore, often holds therapeutic roles. The accuracy with which cell cycle events are 

 

* Part of this chapter (pg. 38 - pg. 41) is reprinted with permission from ‘Lipid biosynthesis: When the cell 
cycle meets protein synthesis?’ by Heidi M. Blank, Nairita Maitra, & Michael Polymenis (2017). Cell 
cycle, 16(10), 905-906 
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executed facilitates the survival of the living organisms. An unregulated cell cycle leads 

to uncontrolled cell duplication, which causes proliferative diseases such as cancer. 

Theodor Schwann and Matthias Schleiden established the cell theory tenets that 

cells are the basic unit of life, and all life forms, be it animals or plants, are made up of 

cells. However, scientists were struggling to answer how cells are born. Robert Remak 

and Rudolf Virchow later postulated that all cells arrive from their preexisting form, 

denouncing the idea of spontaneous generation of life. It became the third tenet of cell 

theory, and the existence of the cell cycle was realized. 

Briefly, the cell cycle is divided into distinct phases. S phase is when DNA is 

replicated, M phase represents the period when the segregation of the duplicated 

chromosomes occurs. Eventually, the cell cycle ends with cytokinesis, producing two 

new cells (Figure 1A). The two phases of S and M are separated by gap phases G1 and 

G2.  G1 occurs between M and S phases, whereas G2 occurs between S and M phases. 

The duration of each of these phases can vary over a broad range across different cell 

types and for the same cells proliferating at different conditions. DNA duplication in the 

S phase serves as a molecular landmark of cell cycle progression. The M phase can also 

be vividly characterized, starting with the nuclear membrane fragmentation (or not in the 

case of fungi) to the equatorial lining of the condensed chromosomes and later 

segregation of the chromosomes to the opposite poles, eventually yielding two new 

nuclei. Mitosis is followed by cytokinesis, where the cytoplasm physically divides into 

two new cells. 
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The transition from one phase to another in the cell cycle is regulated by a class 

of serine/threonine-protein kinases, namely, the cyclin-dependent kinases (CDKs). 

CDKs were proposed to be the "cell cycle engines" driving the cells forward in the cell 

cycle. Different CDKs trigger the onset of S or M phases. The cyclins regulate the 

catalytic activity of the CDKs. Initially discovered in marine invertebrates, cyclins are 

proteins that fluctuate in levels in the cell cycle (Evans et al., 1983). Depending on the 

cell cycle stage, specific cyclins bind to the CDKs. For instance, in Saccharomyces 

cerevisiae, Cln1p, Cln2p, and Cln3p are G1 cyclins facilitating the G1/S transition while 

Clb1p, Clb2p, Clb3p, and Clb4p are the G2 cyclins triggering the transition of G2/M 

phases. Cdc28p (Cdk1) in all cases acts as the catalytic subunit of the Cdk complex 

(Figure 1B) (Surana et al., 1991). 

 S. cerevisiae has 5 genes encoding CDKs, namely CDC28, PHO85, KIN28, 

SSN3, and CTK1. CDC28 or CDK1 is the key one (Mendenhall & Hodge, 1998), 

advancing the cell cycle. A gene analogous to CDC28, in the fission yeast, is 

cdc2+(Dorée & Hunt, 2002). Cdk activity is mainly regulated by four mechanisms, 

cyclin binding, Cdk inhibitor binding, activation by phosphorylation, by the Cdk 

activating kinase (CAK), and inhibition by phosphorylation (Mendenhall & Hodge, 

1998). Cyclins bind to the CDKs with the help of their cyclin box of approximately 100 

amino acid residues to regulate the activity. All the cyclins temporally oscillate during 

the cell cycle, controlling the cell cycle transitions (Nasmyth, 1996). 
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Figure 1 Schematic representation of the cell cycle progression 
 
A. General schematic of the cell cycle progression and different morphological changes in the budding 
yeast related to the cell cycle. Unbudded cells grow during G1. Budding occurs after the cell reaches 
START. DNA synthesis initiates in the S phase. The bud continues to grow through G2 and mitosis (M). 
Eventually, the daughter cell buds out from the mother cell during cytokinesis. Budding yeast undergoes 
asymmetrical division yielding larger mother cells and smaller daughter cells. B. Budding yeast cyclins 
activate a single cyclin-dependent kinase (Cdc28). The G1-phase cyclins (Cln1, Cln2, and Cln3) promote 
bud emergence, spindle pole body duplication (not shown), and activation of the B-type cyclins. The S-
phase cyclins (Clb5, Clb6) advance DNA replication (shaded nucleus), and the M-phase cyclins (Clb1, 
Clb2, Clb3, and Clb4) promote spindle formation and the initiation of mitosis. Mitotic cyclins inhibit 
mitotic exit and cell division. Following cytokinesis, a mother and daughter cell is generated. Figure 1B is 
adapted from the publication ‘Multiple levels of cyclin specificity in cell-cycle control’, reprinted with 
permission (Bloom & Cross, 2007) 
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Much of our current understanding of the cyclin/CDK regulation originated from 

different avenues of research carried out for roughly the past fifty years, including in the 

labs of Lee Hartwell, Paul Nurse, and Tim Hunt. In early 2000, their work on the 

elucidation of the cell division cycle genes was awarded the Nobel Prize. 

Genetic dissection of the cell cycle from the Hartwell lab led to the identification 

of randomly generated conditional, temperature-sensitive mutants of budding yeast. The 

mutants were screened individually by time-lapse photomicroscopy (Hartwell et al., 

1970). Cell division control (cdc) mutant cell populations were arrested with the same 

cellular morphology in the cell cycle at the restrictive temperature (Biggins et al., 2020; 

Hartwell et al., 1970). Hartwell and colleagues could distinguish the different mutants 

that could not execute a cell cycle event based on their morphology. A mutant incapable 

of progressing beyond a specific cell cycle point would keep growing until they could 

not anymore and would be stuck at that stage, and all the cells of the mutant population 

would look the same. On the contrary, cells of the mutants lacking a non-cell cycle 

function would be arrested at various points in the cell cycle when shifted to the non-

permissive temperature. 

Hartwell’s lab utilized the genetics of the most straightforward eukaryotic 

system, budding yeast. Because of its morphology, budding yeast has an additional 

advantage. It is easy to score the cell cycle stages by looking at the cells under the light 

microscope. Budding yeast cells are small, round when they are born, and as they 

progress through the cell cycle, they form a bud. The buds on the surface of the mother 

cell are the early form of the daughter cell and the primary readout of the commitment 



 

6 

 

step, START (Figure 1A) (Hartwell et al., 1974; Hartwell & Unger, 1977) (restriction 

point in mammalian cell (Pardee, 1974)). Budding indicates that cells are committed to 

complete at least one round of DNA replication, and no mating factor can stop them 

now. The size of the bud strongly correlates with the stages of the cell cycle progression. 

The size ratio of the bud to the mother cell progressively increases in the cell cycle, and 

the ratio is the visual marker of the cell's position in the cell cycle. 

Hartwell discovered >30 cdc mutants and categorized them based on their 

properties, e.g., cdc24 cells in budding, cdc7 cells in DNA replication. However, cells 

mutant in CDC28 (cdc28-1) when shifted to non-permissive temperatures were arrested 

early in the cell cycle with unbudded morphology. DNA replication stopped, and no 

duplication of spindle pole bodies (SPB; centrosomes in a human cell) was observed. 

The results led to the idea of CDC28 as the 'one regulator to rule them all.' CDC28 was 

later discovered as the master regulator of the cell cycle, controlling different cell cycle 

events, starting from bud emergence to DNA replication and SPB duplication. Lee 

Hartwell proposed that Cdc28p ensures the faithful execution of the commitment step, 

START. Cdc28p participates in every crucial point during the cell cycle. The different 

cyclin-Cdc28p complexes phosphorylate many substrates to perform different cell cycle 

functions (Figure 1B).  In the 1970s, while Lee Hartwell was working exclusively in 

budding yeast to decipher the regulators of the cell cycle, Paul Nurse was seeking the 

cell cycle controller in the fission yeast. Paul Nurse employed a similar kind of screen in 

the fission yeast, Schizosaccharomyces pombe.  He identified cdc mutant cells whose 

shape is abnormally elongated when shifted to the restrictive temperature. He 
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successfully discovered twenty-seven such cdc mutants encoded by fourteen different 

genes,  participating in different fission yeast cell cycle stages (Nurse et al., 1976). One 

of the mutants was cdc2. Gain-of-function mutants in the same gene were identified as 

wee2 in another screen. These wee2 mutants were dividing at a smaller size than the wild 

type. At the same time, other cdc mutants were found to be arrested at mitosis but wee2 

altered the timing of mitosis. As a result, it was later clear that the gene product of cdc2 

or wee2 was not a mere requirement for mitosis, but it is a master regulator (Nurse & 

Thuriaux, 1980). This mutant behaved like the cdc28 mutant of budding yeast, both 

blocking cells at commitment steps (at G2/M in fission yeast, G1/S in budding yeast) . 

Later on, it was found the function of the gene product of CDC28 can complement the 

cdc2 mutant of fission yeast (Beach et al., 1982), proving for the very first time that 

START and regulation of mitosis are catalyzed by similar enzymes from budding to 

fission yeast, probably in all eukaryotes. It was found to hold for human cells too. A 

human homolog of cdc2 was cloned by complementation (Lee & Nurse, 1987). Hence, 

regulating the cell cycle is very much conserved from unicellular yeasts to multicellular 

humans. 

When Lee Hartwell and Paul Nurse were busy unraveling the cell cycle's 

molecular mechanism, away from the cell cycle world, Tim Hunt was studying the 

regulation of mRNA translation in sea urchins (Nasmyth, 2001). Hunt and his colleagues 

were determining the change in the protein synthesis pattern in the eggs of sea urchin 

upon fertilization, and at the same time, quantifying the protein level. They incorporated 

radioactive methionine [35S] in the newly synthesized proteins and separated them in 
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SDS-polyacrylamide gels. Interestingly, one protein was identified to be oscillating 

periodically with the cell cleavage. Later it was shown that oscillation was due to the 

degradation of the protein. Tim Hunt coined the name for the protein, ‘cyclin’ (Evans et 

al., 1983). Similar events were witnessed in other sea urchins. In clams, two such 

proteins were detected, cyclin A and cyclin B. Temporal rise and fall of cyclins were 

found to coordinate with the timing of several cell cycle events. For instance, the 

formation and disassembly of the mitotic spindle, condensation, and decondensation of 

chromosomes, even the breakdown and formation of nuclei required cyclins. 

Meanwhile, in the cell cycle world, scientists were performing nuclear 

transplantation and cell fusion experiments. The study aimed to seek answers for what 

happens when cells at two different cell cycle stages are fused. Mitosis was found to be 

dominant over any other cell cycle stages. Whenever cells from the M phase were fused 

with cells of any other phases, G1, G2, or S, the mitotic events were always triggered, 

e.g., chromosome condensation (Johnson & Rao, 1970). Similar results were deduced 

from experiments on maturing frog oocytes (Masui & Markert, 1971). Cytoplasm from 

stimulated frog oocytes was transferred into unstimulated oocytes, which caused the 

onset of meiosis in the recipient eggs. The factor responsible for triggering the meiosis in 

the unstimulated eggs was called the ‘maturation promoting factor’ or MPF. Later, with 

the discovery of the ‘cyclins’ from the Hunt lab, scientists speculated that cyclins might 

be the constituents of the MPF. In 1988, MPF was purified from Xenopus oocytes 

(Labbé et al., 1988). It required the heterodimer of one molecule of Cdc2p and one 

molecule of cyclin B for its activity.  
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Many labs contributed to further elucidating the role of cyclins. They deduced 

that the cyclins are the critical regulatory subunit of CDKs and their degradation is 

necessary for cell cycle progression. The Ruderman lab cloned the first cyclin gene, 

cyclin A, from clams and found it to promote entry into mitosis (Swenson et al., 1986). 

From Marc Kirshners's lab, Andrew Murray showed that cyclin degradation is 

imperative for Cdk1 inactivation and required to exit mitosis, but cyclin was required for 

the transit from metaphase to anaphase (Murray et al., 1989). Although cyclins are 

required for the regulation of CDKs, any one of them is not essential in most organisms 

because there are several other cyclins performing overlapping and redundant functions. 

Hartwell's cdc screen identified essential genes that were unable to execute their function 

at higher temperature. Hence, cyclins were never detected in his cdc screen. 

Nevertheless, cyclin B was identified to be cdc13 in Paul Nurse’s mutant screen in the 

fission yeast (Nasmyth, 2001). 

So far, the discussion has led us to understand the key molecules that regulate the 

cell division and necessary to exit the division and enter the next cell cycle faithfully. 

However, a fundamental question still needs to be addressed- How do cells decide when 

to divide? The G1 to S transition commits the cells to another round of division. If cells 

have not grown enough, they will not initiate DNA synthesis. How does growth dictate 

the cell's decision to divide? This is a subject that still lacks understanding. How do cells 

couple growth with division? 
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Coordination of cell growth and division 

Cell size homeostasis 

Cell growth and division are fundamental and separate processes. For all living 

organisms, general cellular parameters, cell size, and macromolecular composition 

remain constant during successive cell division cycles (Lloyd, 2013; Björklund, 2019). 

Hence, these physiological phenomena suggest the existence of a tight coupling between 

cell growth and division. In a proliferating culture, coordination between growth and 

division is achieved by sensing the cell size and conveying the signal to cell division 

components. However, if cell division is blocked, cells do not stop growing (Johnston et 

al., 1977); instead, they attain an abnormally large size. Strong coordination ensures that 

the subsequent generations of cells are not progressively smaller or larger. Despite the 

importance of the coupling between growth and division, our understanding of the 

molecular mechanism is unclear and sometimes hotly debated. 

Cell growth helps maintain the proper size of an individual cell or organism and 

controls the body shape, symmetry, and proportion. The earliest observation about cell 

size was made almost 100 years ago by Theodor Boveri and colleagues when they 

deduced a positive correlation between cell size and ploidy in sea urchins. They 

observed that the increase in the ploidy in the embryo affected the number of divisions, 

and after the larval stage, sea urchin cells with more DNA were proportionally larger  

(Jorgensen & Tyers, 2004; Amodeo & Skotheim, 2016). The correlation between cell 

size and the DNA content was later found to hold for other multicellular organisms, e.g., 

mouse, human cells, etc. (Epstein, 1967). The coupling is consistent in unicellular 
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eukaryotes such as budding yeast (Mortimer, 1958; Mayer et al., 1992) and prokaryotic 

cells.  

 Every cell type under a given condition exhibits a characteristic cell size. Cells 

born abnormally large or small will go back to their physiological size after a few cell 

divisions. Several models describe how cell size homeostasis is maintained. The models 

include ‘sizer,’ ‘timer,’ and ‘adder’ models (Figure 2). The sizer model argues that the 

cells need to reach a critical size before undergoing division. However, the timer model 

proposes that cells will grow for a specific time before dividing. Hence this model 

suggests that cells have a mechanism to measure time. Lastly, the adder model offers 

that cells add a constant mass during each cell cycle irrespective of their size (Fantes et 

al., 1975). Based on these models, we can predict how many cell divisions are needed 

before a cell can return to its normal cell size. In case of an adder situation, the cells will 

return to the normal size range after a few divisions. On the other hand, according to a 

sizer model, an abnormally small cell will continue growing until it has reached a 

specific size, and the size homeostasis will be maintained within one generation 

(Vuaridel-Thurre et al., 2020). Both fission and budding yeast have sizers to dictate their 

growth and division. In fission yeast, a significant sizer acts at the G2/M transition. On 

the other hand, in budding yeast, daughter cells and mother cells have different cell 

cycles. While daughter cells spend more time in G1 before they grow enough to transit 

to DNA replication, mother cells are already big enough and do not spend much time in 

the G1 phase. Hence, the growth of the daughter cells follows a sizer mechanism that 
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Figure 2 The three models of cell size control  

Size control behaviors of growing cells are assessed by measurements of size at birth and division. The 
graph shows a plot of size grown over the cell cycle (y = sd − sb) vs size at birth (x = sb). A sizer shows a 
slope of −1. An adder has a slope close to 0. A timer has a slope of +1. The figure is obtained from the 
publication ‘Controlling cell size through sizer mechanisms’ reprinted with permission (Facchetti et al., 
2017). 
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operates mainly in the G1 phase, and an adder mechanism exists for the mother cells (Di 

Talia et al., 2007). 

Budding yeast and animal cells spend most of their time in the G1 phase 

compared to the other cell cycle phases. Moreover, the cells of a proliferating culture can 

be arrested in the G1 phase by limiting growth factors or removing nutrients. On the 

contrary, overexpression of growth factors such as the PI3K pathway can shorten the G1 

phase (Jorgensen & Tyers, 2004). Thus, G1 specific events are responsible for 

maintaining the physiological coupling between growth and division (Polymenis & 

Schmidt, 1999). Indeed, the size-control predominantly occurs during the earlier stage in 

the cell cycle, specifically during the G1 to S transition (Di Talia et al., 2009). How cells 

decide to enter the S phase has always been a question of interest, especially in the 

cancer field. A balance between growth and division determines the proliferation rate of 

the cells.  

G1/S transition 

Coordination of growth and division is best characterized in the budding yeast. They are 

the favored model organism for several reasons: easy genetic tools, simpler regulatory 

architecture, and straightforward cellular geometry (Mitchison, 2003).  Budding yeasts 

divide asymmetrically, with the daughter cell being smaller than the mother cell. The 

cells remain in G1 until the commitment point, START (Hartwell & Unger, 1977). 

Activation of G1/S cyclin-Cdk complexes allows irreversible passage through START, 

followed by spindle pole body (SPB), or centrosome, duplication, and DNA replication 

initiation. The G1 cyclins, especially Cln3p in budding yeast and cyclin D in vertebrates, 
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trigger passage through START. Cln3p was not thought to oscillate in the cell cycle. 

However, there are emerging studies that indicate an opposite scenario. Cln3p peaks in 

mid G1, almost 7-10-fold (Lucena et al., 2018; Thorburn et al., 2013; Zapata et al., 

2014). It was proposed that G1 cyclins increase in abundance in response to growth 

signals. Hence, it seems G1 cyclins are the ones that respond to the environmental 

signals and facilitate the cells to coordinate their growth with the decision to undergo 

START and commit to a round of DNA replication.  

Approximately two hundred genes are turned on at the G1/S transition, including 

cyclins (G1/S cyclins Cln1p and Cln2p, and the S cyclins Clb5p and Clb6p) (Johnson & 

Skotheim, 2013).  Two major regulatory proteins SBF (SCB binding factor) and MBF 

(MCB-binding factor), control the expression of most of those genes. SBF and MBF are 

heterodimers with DNA binding motifs, recognizing specific DNA sequences. In early 

G1, Whi5p, a transcriptional repressor, is bound to SBF and inhibits G1 specific 

transcription. However, Cln3-Cdc28p when reaches a threshold level, phosphorylate 

Whi5p and promotes its dissociation from SBF and its nuclear export (Bloom & Cross, 

2007) (Figure 3A). Once MBF and SBF are turned on, they initiate the expression of 

CLN1 and CLN2. Cln1p and Cln2p bind to Cdc28p and stimulate expression of the G1/S 

specific genes and ensure that cells pass through the commitment step. Furthermore, the 

Cln1,2-Cdc28p complex phosphorylates the Cdc28p inhibitor Sic1p, marking it for 

degradation (Yang et al., 2013). Sic1p inhibits Cdk complexes with Clb5p and Clb6p. 

However, once the complex of Cln1,2-Cdc28p surpasses a threshold level, they cause 

phosphorylation of Sic1 at multiple sites, and cause its degradation (Figure 3B). 
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Figure 3 Schematic representation of pathways involved in G1/S transition 

A. The transcription repressor Whi5 inhibits the activity of the SBF transcription factor. Phosphorylation 
of Whi5 by Cln3–Cdc28 induces the nuclear export of Whi5 and activates SBF, which induces the 
transcription of the genes that encode Cln1, Cln2, Clb5 and Clb6. B. Sic1 inhibits the activity of Clb–
Cdc28 complexes. Cln–Cdc28 phosphorylates Sic1, which promotes SCFCdc4-mediated ubiquitylation 
and subsequent degradation of Sic1, allowing for Clb–Cdc28 activation and S-phase entry. Clb–Cdc28 
complexes also phosphorylate Sic1 to induce its proteolysis. P, phosphate. The Figure is adapted from the 
publication ‘Multiple levels of cyclin specificity in cell-cycle control’, reprinted with permission (Bloom 
& Cross, 2007) 
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Cell size regulators 

We often stumble upon the obvious question: which molecule mediates the physiological 

link between growth and division, and size control. In a dividing cell, proteins are the 

major macromolecules, comprising almost 46% of the dry mass (Lange & Heijnen, 

2001). As a result, cell cycle researchers started considering protein synthesis as a 

primary indicator of cell growth. Scientists can track the amount of radiolabeled amino 

acid in a newly synthesized protein or the intensity of a fluorophore tagged to the protein 

of interest. In fission yeast, Paul Nurse and colleagues thought Pom1p and Cdr2p kinases 

could act as sizers or ‘rulers’ (Moseley et al., 2009), and similarly, it was FtsZ and DnaA 

in bacteria (Robert, 2015). However, definitive evidence is still lacking. For instance, 

Pom1p, which serves as cell polarity kinase and a dose-dependent inhibitor of mitotic 

entry, could allow the cells to sense the elongation. Although the deletion of Pom1p and 

Nif1p (another size altering gene) can modulate the cell size, these genes are not direct 

size sensors (Wood & Nurse, 2013). 

Cell size regulation in budding yeast was proposed to involve Cln3p, a key 

regulator of G1 progression, a function tightly linked to cell size control. Several studies 

indicate that Cln3p oscillates and peaks in the mid G1 before START. No molecular 

mechanism is available to explain the higher amplitude of Cln3p levels before START. 

However, evidence of an upstream open reading frame (uORF) mediated translational 

control of CLN3 can be found, which would potentially modulate levels of Cln3p under 

different nutrient conditions (Polymenis & Schmidt, 1997; Blank et al., 2018). 
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Despite its role in the coordination of growth and division, Cln3p cannot fully 

explain the coupling. Cells lacking Cln3p are still viable with a longer G1 and bigger 

critical size. Other signals feed into the cell cycle machinery to facilitate the cell's 

commitment to division. Alternatively, recent work has shown that the concentration of 

Whi5p, the inhibitor of G1/S cyclins, is gradually diluted as the cells transit from 

daughter to mother cells. Thus, small cells have more Whi5p (Rb in human cells 

(Zatulovskiy et al., 2020)) in their nucleus than their bigger counterparts (Schmoller et 

al., 2015), and this is how they know if they are big enough to undergo division. 

However, there are several unresolved questions centered around the ‘dilution model.’ 

For example, it is still not clear the molecular mechanism of the dilution. Moreover, 

some reports defy the dilution model completely (Dorsey et al., 2018; Litsios et al., 

2019). Furthermore, a recent study shows that the size compensation effect in G1 can 

also happen from mutations in genes with no direct link to G1/S transition (Soifer et al., 

2016). Nonetheless, these observations suggest an extensive regulatory mechanism that 

cells might use to coordinate growth with division. 

While cell growth and proliferation in yeast cells are controlled by nutrient 

availability, animal cells are provided with a constant food supply. Their decision to 

divide is regulated by several mitogens and complex signaling pathways (Lloyd, 2013). 

However, in either case, dividing cells must assess both internal and external 

environments, and at the same time, maintain size homeostasis.  

Lipids must be synthesized anew during the cell cycle. The requirement of lipids 

in the cell cycle (discussed later) suggests that de novo lipid synthesis is involved in the 
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coupling between growth and division. Moreover, recently Vadia et al. predicted that 

fatty acid synthesis could be a potential determinant of cell size (Vadia et al., 2017). Not 

only cell envelope, other membranous organelles (e.g., nuclear envelope) also depend on 

the availability of fatty acid synthesis. De novo fatty acid synthesis dictates the structural 

integrity of the organelles, including the plasma membrane, and can actively promote 

certain cell cycle events (Chapter 3). Metabolic inputs are crucial for the coordination of 

growth and division and carrying out cell cycle transitions. 

To study the coordination between growth and division and different molecules 

participating in the coordination, one needs cells that progress synchronously in the cell 

cycle. This brings us to the next topic, where some popular ways to synchronize dividing 

cells will be discussed. 

Synchronization of cells 

An exponentially growing cell culture provides information on the steady-state level of 

macromolecules, e.g., protein, RNA, etc. (Cooper, 2003). However, we need a different 

approach to determine the level of molecules that oscillate in the cell cycle or assay 

organelles that undergo dynamic morphological rearrangement as a function of the cell 

cycle, e.g., nuclear division. It is imperative to collect the culture of cells in the same 

phase of the cell cycle and follow them as they transition to another phase together, in a 

synchronous culture. Single-cell experiments provide valuable information, but we often 

need more than one cell for analytical purposes, such as studying the protein level or 
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ribosomal content. Hence, we require methods to enrich cells in a specific cell cycle 

phase and assay for the molecule or organelle of interest during the cell cycle.  

           There are naturally synchronous model systems, e.g., the eggs of the sea urchin 

(the same model system where the cyclins were detected for the first time). Both 

fertilization and the subsequent cleavage divisions in the sea urchin are synchronous, 

providing a way to study the effects of the cell cycle (Nasmyth, 2001). Sea urchins and 

eggs from Xenopus laevis are an instrumental model system to study the synchronous 

embryonic cell cycles. However, in somatic cell cycles, we need methods to obtain 

synchrony either by imposing blocks or selecting a population of cells in the same cell 

cycle phase. 

Block and release methods 

In the block and release methods, a drug or conditional allele is introduced to cause a 

reversible block of the cell cycle, leading to the cells' arrest at a particular cell cycle 

stage. On removal of the block, when cells are returned to a permissive growth 

condition, or the drug is removed, the arrest is lifted, and the cells progress 

synchronously in the cell cycle. However, it should be noted that blocking cell division 

does not arrest the growth of the cell. Even if the cells are halted at a specific cell cycle 

stage, they will still grow, uncoupling growth from division. Hence, special measures 

must be taken to avoid experimental artifacts. Nonetheless, arrest and release (block and 

release) methods have provided us with immense knowledge of the molecular 

mechanism of the cell cycle and have several advantages. The process is cheap, fast, and 

easy to perform. Other benefits of this method include high yield and the potential to 
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induce synchronization almost in all cells. The conditional mutants (cell division cycle 

or cdc mutants) isolated from Hartwell's screen can be used in block and release methods 

of synchronization. 

Cell division cycle (cdc) mutant genes are temperature sensitive. They grow well 

at a permissive temperature. In contrast, when shifted to a non-permissive temperature, 

the cells can proceed until they reach the cell cycle point when the function of the 

mutant gene is required. It takes one or two consecutive cycles to get all the cells 

arrested simultaneously in the cell cycle. The cells at this point remain viable but have 

stopped progressing in the cell cycle. Particularly in budding yeast, this method yields 

highly uniform cells of similar morphology and can be observed under a light 

microscope. However, the rise of temperature can induce stress responses (Folch-Mallol 

et al., 2004; Verghese et al., 2012). Depending on the type of arrest, one can use 

different cdc mutants. To arrest at G1, cdc28 is most popularly used (Reed, 1980). 

Similarly, cdc36, cdc37, cdc39 mutants can also induce G1 arrest. Some cdc mutants, 

such as cdc19, cdc25, cdc33, and cdc35, can arrest even before cdc28 arrest. Other cdc 

mutants stop the cells at a specific stage of the cell cycle, for, e.g., cdc24 blocks 

budding, cdc31 prevents spindle pole body duplication, cdc7 arrests at S-phase, cdc16, 

cdc23, cdc27 and cdc20 can induce metaphase arrest, etc. (Juanes, 2017). Another 

widely used cdc mutant is cdc15, which encodes for a protein kinase and is required to 

exit mitosis. This temperature-sensitive cdc mutant, when shifted to a higher 

temperature, blocks the cells in mitosis, specifically in late anaphase with cells having a 

large bud. The advantage of using the cdc15 mutant is that synchrony is exceptional after 
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the 'release.' Almost 90% of the cells disassemble their mitotic spindle within 15mins 

(Amon, 2002). Although these cdc mutants were initially discovered in budding yeast, 

they are also available in other organisms except for most animal systems (Fitch et al., 

1992).  

Cell cycle researchers have also used chemicals to induce synchrony within the 

cell population. These chemicals mostly behave as inhibitors of specific cell cycle 

phases. For example, they can inhibit spindle formation or alter nucleotide concentration 

to block DNA replication (S-phase arrest). Arresting DNA replication is one of the 

prevalent ways to induce synchrony in the cell cycle of mammalian cells. The use of a 

high concentration of thymidine (2mM) changes the nucleotide pool and decreases the 

concentration of dCTP. As a result, DNA replication cannot be completed, and the cells 

halt at S phase (Hyland et al., 2000). Thymidine is administered in two phases to achieve 

G1 arrest. This is known as the double thymidine block. Following the first exposure for 

12 h, cells at the G1/S boundary will enter the S phase, and before they can enter the 

next S-phase, the second administration of thymidine will arrest the cells in the late G1 

phase (Harper, 2005). 

Apart from thymidine, there are examples of other compounds that can arrest 

cells in the S phase, e.g., hydroxyurea (HU). Cells depend on ribonucleotide reductase 

(RNR) to produce deoxynucleotide triphosphates (dNTPs). HU inhibits RNR reversibly 

and affects DNA synthesis, and in turn, arrests the cells at S phase (Slater, 1973; 1974). 

At a high concentration of HU, cells of budding yeast accumulate with medium-sized 

buds and unreplicated DNA. Other inhibitors can specifically arrest M-phase by 
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perturbing spindle formation. Nocodazole is a well-known inhibitor that depolymerizes 

microtubules. The addition of nocodazole leads to spindle assembly failure and, as a 

result, cells get stuck in mitosis (Alfaro-Aco & Petry, 2015; Jaspersen & Winey, 2004; 

Kilmartin, 2014). 

Another chemical to induce synchrony in yeast cells is made by the budding 

yeast themselves. The alpha factor is a 13 amino acid peptide pheromone produced by 

one of the mating cells of budding yeast (Mat alpha) and halts the cell cycle progression 

of the opposite mating cells (Mat A) in the G1 phase (Hartwell, 1973). Cells arrested 

with alpha-factor exhibit one spindle body with 1C DNA content and adopt a pear-

shaped structure called a shmoo. Shmoo formation is a clear indication of G1 arrest and 

can be observed under the microscope. It is a popular strategy to synchronize haploid 

yeast cells. However, alpha-factor can only be used to arrest Mat A cells. Moreover, the 

pheromone can be easily degraded by a protease, Bar1p (Juanes, 2017). Additionally, 

alpha-factor causes morphological changes and significantly alters the cell's 

transcriptional program during the G1 phase (Amon, 2002; Spellman et al., 1998; Cho et 

al., 1998). 

The inhibitors inducing the cell cycle arrest, can profoundly alter cellular 

physiology. A significant proportion of cells often do not re-enter the cell cycle, even if 

the drug is removed or permissive growth conditions are provided. Hence a more 

effective method that does not perturb the normal cell cycle progression is preferable. 

Much of the physiological alteration caused by the inhibitors can be avoided by using a 

selection method.  
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Selection methods 

The selection methods enable us to select for a fraction of cells present in the same cell 

cycle stage based on physical properties, e.g., cell morphology. One of the popular 

approaches is to select for mitotic cells detached from the culture flask (Terasima & 

Tolmach, 1963). Mitotic cells become round and lose their adherence to the surface of 

the flask. A gentle shake can dislodge these cells resulting in almost 95% of cells being 

in M phase (Urbani et al., 1995). This method provides a relatively pure synchronous 

culture without perturbing cellular physiology. However, this mitotic shake off strategy 

is limited to adherent cells such as HeLa or CHO cells (Banfalvi, 2008).  

The work presented here employs a different approach: a biophysical method 

called centrifugal elutriation to select for a synchronous population of yeast cells. This 

technique relies on sedimentation based on cell size. Cell size correlates with cell cycle 

progression in the budding yeast. At an early stage, yeast cells are small and round. 

However, as they progress, their size increases. Large cells with buds represent mitotic 

cells, whereas small unbudded cells represent G1 or daughter cells. Like the mitotic 

shake-off method in mammalian cells, centrifugal elutriation does not disturb the normal 

cell cycle progression maintaining the coupling between growth and division. Although 

elutriation can select synchronous cells during all the cell cycle stages, S, G2, and M 

phases, tight synchrony can only be achieved in the early G1 cells (Banfalvi, 2008). 

Nonetheless, centrifugal elutriation is still considered one of the best ways to select 

unperturbed synchronous cell fractions. 
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The centrifugal elutriation machine's basic set up comprises a large chamber 

connected to a spinning rotor and a pump capable of forcing fluid into the chamber. 

Cells growing in suspension are the ideal candidates for elutriation. During the process, 

cells are loaded in the machine, and two opposing forces act on them, namely the 

centrifugal force and the pump's fluid force. While the centrifugal force tends to 

sediment the cells at the bottom, the fluid force pushes the cells towards the chamber 

exit. The balance of the two forces makes the large budded cells migrate towards the 

highest centrifugal force (bottom of the rotor), and the small cells are brought to the top 

of the chamber (Manukyan et al., 2011; Amon, 2002). At an optimum speed of the rotor 

and the pump, cells are pushed out of the chamber based on their size. Smallest and 

unbudded cells exit the chamber first. As the cells are not under the effect of inhibitors 

or genetic manipulation, the G1 cells obtained by the elutriation method considered the 

'true G1' cells as experimentally feasible (Amon, 2002). 

Small unbudded G1 cells collected by centrifugal elutriation progress in a highly 

synchronous manner and allow studying the early stages of the cell cycle accurately. 

However, there are certain disadvantages to using this method. Experimental set up 

requires large and expensive centrifugation equipment. It is a time-consuming and labor-

intensive experiment. Care must be taken to avoid introducing any stress to the cell 

fractions, altering the cells' normal physiology. Moreover, the synchrony is dispersed 

after the first cell cycle, and the yield of G1 cells is low. However, to enrich the number 

of cells in the G1 phase or at a particular cell size (cell cycle stage), it is possible to 

perform multiple elutriations. In each elutriation, cells progress in the cell cycle up to a 
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certain point before being harvested at the desired cell size. In the end, cells collected at 

about the same sizes but from different elutriation experiments are pooled together. A 

cell size series progressing through the entire cell cycle can thus be created with enough 

cells obtained at each point in the cell cycle stage.  

How do we confirm cell synchronization? 

To assess the degree of synchronization, we commonly use two methods – determining 

budding index and DNA content (Manukyan et al., 2011; Foltman et al., 2016). The 

simplest way of monitoring the cell cycle position in the budding yeast is to observe the 

number and size of the buds using a phase-contrast microscope. G1 cells are small and 

unbudded. The presence of tiny buds represents the onset of the S phase. In G2/M 

phases, buds are larger and become almost the size of the mother. The percent of budded 

cells in the population determines the budding index of the synchronous culture and the 

cell cycle stage indicator. Additionally, DNA content can be studied by flow cytometry 

to determine the cell cycle position. DNA of the individual cell is stained with a dye, 

either propidium iodide or sytox green (Forsburg & Rhind, 2006; Green et al., 2009; 

Givan, 2001; Zhang & Siede, 2004; Haase & Lew, 1997). The fluorescence distribution 

of DNA is plotted as a histogram consisting of two peaks. The first peak represents 1C 

or unreplicated DNA (the G1 phase) and the second peak is of replicated DNA or 2C 

content representative of the G2/M phase. The valley between 1C and 2C DNA peak is 

occupied by the fraction of cells undergoing chromosome replication indicative of the S 

phase. Moreover, immunofluorescent studies of microtubules can be used to determine 
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the cell cycle stages. Finally, the stage-specific study of gene transcripts is also useful in 

confirming mitotic cell cycle positions (Spellman et al., 1998; Futcher, 1999). 

Translational control 

It has been known for several decades that protein synthesis is required for cell cycle 

progression. However, the rate of protein synthesis from specific transcripts does not 

solely depend on the concentration of those transcripts. The translational efficiency of 

transcripts also plays a critical role in determining the rate of protein synthesis off these 

transcripts. Discrepancies between the protein synthesized and mRNA content are 

evidence of translational control (Figure 4). Translational control modulates the 

expression of a gene. In response to physiological and pathological conditions, protein 

levels can be rapidly altered by translational control. Stress response often triggers 

translational control of certain genes to provide a rapid response (Spriggs et al., 2010; 

Holcik & Sonenberg, 2005).  

 Eukaryotic mRNA translation is divided into three main stages- initiation, 

elongation, and termination. Among all the stages, initiation is the rate-limiting step 

(Barbosa et al., 2013). During initiation, the 40S ribosomal subunit is recruited to the 

m7G-capped 5’ end of the eukaryotic mRNA by translation initiation factors (Sonenberg 

& Hinnebusch, 2009). The 40S subunit, along with the initiation factors, forms a 43S 

pre-initiation complex (PIC). The 43S PIC consists of the eukaryotic initiation factors 

(eIFs) 3, 1, 1A, and 5 and a ternary complex with methionine loaded tRNA.  
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Figure 4 Plot of Transcriptional and translational control 
 
Matched ribosome profiling and mRNA sequencing (RNA-seq) data distinguish between alternative 
modes of gene expression regulation. Transcriptional induction results in matched increases in mRNA 
abundance, as measured by RNA-seq, and protein synthesis, as measured by ribosome profiling. 
Translational induction manifests as an increase in ribosome-bound mRNA measurements without a 
corresponding change in mRNA abundance. The image is reprinted with permission from the publication 
‘Ribosome profiling: new views of translation, from single codons to genome scale’ (Ingolia, 2014) 
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eIF4 complex executes multiple functions with the aid of its different proteins. eIF4E 

physically interacts with the m7G-cap. eIF4A is a helicase that helps to unwind the 

secondary structure of the mRNA. eIF4G is a scaffold protein providing support to 

eIF4E, eIF4A and eIF3. Simultaneous interaction between eIF4E, poly(A) binding 

protein, and eIF4G facilitates circularization of the transcript. The 3’ UTR comes close 

to the 5’ UTR, letting the 3’ UTR binding proteins regulate the translation initiation 

(Gebauer & Hentze, 2004). During the initiation process, the PIC starts scanning the 

mRNA in the 5’ to 3’ direction in search of the start codon in an ATP-dependent 

reaction.  Once the pre-initiation complex encounters the start codon, AUG, the 

translation initiation factors are released, and the 60S ribosomal subunit joins the 40S 

subunit. A translational competent 80S ribosome is formed. 

Structural features and regulatory sequences of the transcript determine its 

translation fate. These include the cap structure and the poly(A) tail modifications, 

internal ribosome entry sequences, upstream open reading frame (uORF), secondary or 

tertiary RNA structures such as hairpins, etc., and specific binding sites (Gebauer & 

Hentze, 2004). Furthermore, translational initiation factors such as eukaryotic translation 

initiation factors (eIF) 4E and eIF2 can affect translation (Sonenberg & Hinnebusch, 

2009). In principle, these regulations can activate or repress translation. However, the 

regulatory mechanisms so far discovered are mostly inhibitory. In this dissertation, the 

focus will be mainly on the uORF mediated translational control. 

uORFs are a sequence of an initiation codon in frame with a termination codon 

either upstream or downstream of the main AUG (Barbosa et al., 2013). The presence of 
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an upstream start codon in the 5’ leader can let PIC initiate translation. Sometimes, a 

non-cognate start codon present in the 5’UTR is also selected by the PIC for translation 

initiation (Hinnebusch et al., 2016). In either case, translation from the uORF attenuates 

translation from the main open reading frame. uORFs are conspicuously common in 

many oncogenes and genes involved in cellular growth and differentiation (Morris & 

Geballe, 2000). General principles by which uORFs regulate translation are beginning to 

be understood. How the ribosome recognizes the uORFs dictates how they will modulate 

the translation of the main ORF. They engage the scanning ribosomes, and fewer 

ribosomes reach the main ORF. The translation is significantly reduced. Indeed, a study 

reports that uORFs are correlated with 30-80% reduced protein expression from the 

downstream ORF (Calvo et al., 2009). 

Translation of GCN4 provides a classic example of uORF mediated regulatory 

control (Figure 5). GCN4 encodes a protein that induces amino acid synthesis during 

starvation. Translation of GCN4 is inhibited under normal physiological conditions when 

amino acids are abundant. However, during starvation, GCN4 translation is de-repressed. 

There are four uORFs in the 5’leader of GCN4 that regulate the translation of Gcn4p. 

Translation of the first uORF allows translation of GCN4 quite efficiently. It is an 

example of translation occurring by reinitiation, whereby a ribosome after terminating 

the synthesis of a peptide, stays on the transcript. After translation termination, the 60S 

ribosome subunit dissociates at the stop codon of the first GCN4  
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Figure 5 Translation of yeast GCN4 is regulated by upstream open reading frames 
(uORFs) 

When the ternary complex is abundant, ribosomes initiate at uORF1 and resume scanning to reinitiate at 
uORF2, uORF3 or uORF4. However, ribosomes that terminate at these latter uORFs cannot resume 
scanning, thereby decreasing the probability of initiation at the GCN4 ORF. By contrast, during amino-
acid starvation, increased levels of eIF2α phosphorylation lower the abundance of the ternary complex and 
reinitiation at uORF2–4 becomes less frequent, which allows scanning ribosomes to reach the GCN4 ORF. 
The figure is adapted from the publication ‘Translational control in stress and apoptosis’ and reprinted 
with permission (Holcik & Sonenberg, 2005). 
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uORF. However, the 40S ribosome subunit is still bound to the mRNA and can start 

scanning. 

Work from Hinnebusch and colleagues predicts that the 40S ribosome  

can resume scanning and initiate translation at the GCN4 ORF upon acquiring the 

essential initiation factors. The probability of forming the PIC increases as the 40S 

moves further away from uORF1. The longer it takes to scan the 5’UTR, the translation 

of GCN4 becomes more feasible. GCN4 translation is regulated by the availability of the 

scanning complex at the right time. Under rich growth conditions, the initiation factors 

are abundant. The chances of forming the PIC is high. Hence, re-initiation at any one of 

the 3 proximal uORFs is possible, thus, attenuating the translation of GCN4. However, 

under stress conditions, due to the low abundance of the required factors, the 40S 

subunit can hang around a bit more on the mRNA before forming the PIC and resuming 

the initiation. By the time the initiation factors are available, the 40S subunit has 

bypassed uORFs 2-4 and it can reinitiate translation from the GCN4 ORF (Hinnebusch, 

2005). A similar translational regulation is observed to control the expression of the 

transcription factor ATF4 (Figure 5) (Vattem & Wek, 2004). ATF4 encodes for a protein 

involved in the mammalian starvation response. Genome-wide studies of the 5’UTRs 

revealed that 50% of the mammalian genes possess uORFs in their 5’ leader. However, 

the peptides translated from the uORFs are less abundant and are highly unstable 

(Vanderperre et al., 2013).  Other examples of uORF mediated translational control 

found in budding yeast are for modulating the expression of ROK1 (Jeon & Kim, 2010), 
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YAP1 and YAP2 (Vilela et al., 1998), ACC1, FAS1, and MPS1 (Blank et al., 2017; 2020; 

Maitra et al., 2021). 

Ribosome profiling has emerged as a critical tool to analyze translation directly 

(Ingolia et al., 2009). Microarrays and RNA seq can provide mRNA abundance, but do 

not indicate if a specific mRNA region is being translated. However, these methods can 

be adapted to profile ribosome-protected mRNA (Ingolia, 2014). In this technique, 

cycloheximide-treated cells are subjected to nuclease digestion. Cycloheximide inhibits 

the 80S ribosome translocation step of the translation process, impeding the movement 

of the scanning ribosomes. The ribosomes physically enclose 28-30 nucleotides of the 

transcript and shield those regions from nuclease activity. The exact location of the 

ribosome can be inferred from these protected regions. High throughput sequencing is 

used to characterize the pool of ribosome footprints.  

The ribosomes occupy not all parts of the mRNA. Ribosomes are usually found 

in the coding sequence and absent from the 3’ untranslated region. Thus, ribosome 

profiling can determine the exact position of the transcript that is being translated. 

Furthermore, ribosome profiling contains information on footprint density, which varies 

across different genes and single mRNA. Footprint density can estimate the level of 

synthesis of the encoded proteins (Ingolia, 2014). Nonetheless, ribosome profiling data 

can be utilized to determine ribosome occupancy at the uORF present in the 5’ UTR. 

Such studies can inform on the translation of the uORFs. Ribosome profiling data have 

confirmed the occurrence of such translation both in human and yeast cells (Arribere & 

Gilbert, 2013; Pelechano et al., 2013; Blank et al., 2017). 



 

33 

 

Transcripts undergoing periodic fluctuations through the cell cycle have been 

identified in the landmark work of Spellman et al. and Cho et al. Eight hundred genes 

were identified in the studies of Spellman et al. while Cho et al. were able to characterize 

oscillations of 416 transcripts (Spellman et al., 1998; Cho et al., 1998). Until recently, 

there were few if any mRNAs known to have altered translational efficiency during the 

cell cycle. The earliest evidence for cell cycle-specific translational control came from 

the isolation of conditional mutants in yeasts, which turned out to be translational 

factors. Later, other examples of cell cycle genes under translational control were 

discovered, including the G1 cyclin Cln3p (Polymenis & Schmidt, 1997). In mammalian 

cells, however, the first example of translational control can be dated back to 1996. The 

Reed lab discovered variation in the amount of a Cdk inhibitor, p27kip1. It was 

irrespective of its mRNA content. Further investigation revealed that the 

posttranscriptional regulation of p27kip1 was achieved by translational control (Hengst & 

Reed, 1996).  

Our lab played a significant role initially identifying almost 17 (Blank et al., 

2017) and more recently 130 (Blank et al., 2020) transcripts that are under periodic 

translational control in an unperturbed cell cycle of budding yeast. These studies unravel 

the molecular basis of the requirement of protein synthesis for cell division. 

Ribosome profiling studies on animal cells report on extensive cell cycle-

dependent translational control. Chemicals such as selective CDK inhibitors were used 

in these studies to induce cell cycle arrest and generate synchronous cell culture (Stumpf 

et al., 2013; Tanenbaum et al., 2015). The studies are further discussed in the next 



 

34 

 

section in much more detail. Chemically induced synchronization provides a wealth of 

knowledge on translational control of mRNAs in the animal cell. However, it is to be 

noted that arrested cells never stop growing. Protein synthesis is an integral component 

of cell growth. Therefore, to investigate translational control in the cell cycle requires 

actively growing cells, progressing synchronously in the cell cycle. Blank et al. utilized 

centrifugal elutriation to obtain non-arrested and synchronous G1 cells (Blank et al., 

2017). They identified mRNAs of lipogenic enzymes to be under periodic translational 

control during the cell cycle (ACC1, FAS1, FAS2, PCT1). The study revealed a 

fundamental link between lipid synthesis and protein synthesis during the cell cycle and 

hinted at the cell cycle-specific role of lipid synthesizing enzymes during cell division. 

Fatty acids, lipids, and the cell cycle 

The cell cycle enables exact duplication of cellular and molecular components. 

Membranous and non-membranous organelles get doubled in their numbers and are 

equally distributed to the new cells during cell division. Lipids maintain energy 

homeostasis and act as a signaling molecule in a dividing cell (Storck et al., 2018). They 

are structurally diverse. Some lipids are amphipathic molecules, with a polar head and 

hydrophobic fatty acid tails linked to the head by an ester bond, while Cholesterol and 

sphingolipids are hydrophobic containing a sterol and sphingosine backbone 

respectively. Lipids are an essential structural component of the membrane and need to 

be precisely synthesized to facilitate the transitions of the cell cycle. Unregulated lipid 

accumulation creates pathological storage of lipid droplets. Increased number of lipid 
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droplets leads to a poor prognosis for many cancers (Accioly et al., 2008). Several 

studies are emerging to dissect the significance of lipids and their regulation during the 

cell cycle. 

Both in eukaryotic and prokaryotic cells, lipid composition is linked to the cell 

cycle (Furse & Shearman, 2018). Cells regulate lipid composition to maintain a constant 

membrane curvature elastic energy. HeLa cells can modify their membrane stored elastic 

energy throughout the cell cycle, altering two different types of lipids in the S and G2 

phases of the cell cycle (Hague et al., 2013). The lipid composition of the plasma 

membrane plays a significant role in stabilizing the central positioning of the myosin-

based contractile ring to promote fidelity of cell division in the fission yeast (Snider et 

al., 2017). Essential lipids of the plasma membrane phosphatidylcholine and 

phosphatidylethanolamine are differentially regulated in the cell cycle of the mammalian 

cells (Sanchez-Alvarez et al., 2015). 

Lipids are not merely a building block of the cell surface membrane. Research in 

the Polymenis lab has shown that enhanced lipogenesis does not alter the cell size or 

their ability to grow (Blank et al., 2017). Hence, apart from being the main constituents 

of the membrane, lipids most likely participate in other cell cycle-dependent roles. Lipid 

synthesis is necessary to maintain the changing cellular morphology during the cell 

cycle, for example, in nuclear envelope remodeling (in fungi). 

Recently, the Marcotte lab (UT Austin) and our lab collaboratively set out to 

study the abundance of biomolecules during the cell cycle. Our teams utilized the 

technique of centrifugal elutriation to obtain un-arrested synchronously dividing budding 
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yeasts. Analysis by mass spectrometry of different metabolites extracted from the yeast 

cells at various stages of the cell cycle revealed that the lipid repertoire was significantly 

enriched during the later phases of the cell cycle. Along with phospholipids and 

triglycerides, the ergosterol biosynthetic pathway enzymes peaked predominantly in 

mitosis (Blank et al., 2020). Lipid metabolism is significantly upregulated in the later 

cell cycle phases. These findings are consistent with our previous genome-wide study 

showing that mRNAs encoding the critical enzymes of fatty acid synthesis (ACC1, FAS) 

peaked late in the cell cycle (Blank et al., 2017). 

Fatty acids are the building blocks of all the lipids that exist in the cell. Two 

critical enzymes participating in the de novo synthesis of fatty acids are acetyl CoA 

carboxylase (ACC1) and fatty acid synthase (FAS). Acc1p carboxylates acetyl CoA to 

make malonyl-CoA (W. Al-Feel et al., 1992), which serves as the FAS substrate. In the 

subsequent catalytic reactions facilitated by the two subunits of FAS (α-subunit Fas2p, 

β-subunit Fas1p), two carbons are added to malonyl CoA (Figure 6). The cascade of 

reactions continues for seven to eight cycles, synthesizing 16 or 18 carbon fatty acids, 

respectively (Klug & Daum, 2014) (Figure 6). 
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Figure 6 Schematic representation of the de novo fatty acid synthesis pathway 

Acetyl CoA carboxylase (ACC1) is the first rate-limiting enzyme of the pathway, followed by fatty acid 
synthase (FAS). Acetyl CoA serves as the two carbon subunits for each cycle of the pathway. The 
pathway cycles 7-8 times before producing 16-18 carbon fatty acid synthesis. Fatty acids are distributed in 
the cytosol as free fatty acids (FFA) or are incorporated into phospholipids. Every lipid synthesis needs de 
novo fatty acid synthesis. 
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Lipid biosynthesis: When the cell cycle meets protein synthesis? 

Cells must tightly coordinate the levels of many of their proteins to navigate accurately 

and safely the transitions of the cell cycle. For cells to grow and divide, proteins and 

lipids must be synthesized anew in every cell cycle. The amount, composition, and 

localization of the lipid repertoire are dynamic in dividing cells (Atilla-Gokcumen et al., 

2014). However, little is known about how cells regulate their lipid content during a cell 

cycle. Genome-wide studies in yeast (Blank et al., 2017) and human cells (Stumpf et al., 

2013; Tanenbaum et al., 2015) revealed surprising control mechanisms at the 

translational level of lipid metabolism in the cell cycle. 

To find transcripts under translational control, ribosome profiling employs deep 

sequencing to quantify all pieces of mRNAs in the cell bound to translating ribosomes 

(Ingolia et al., 2012). Our lab used budding yeast collected at specific sizes via 

centrifugal elutriation to examine by ribosome profiling a cell size series spanning the 

entire cell cycle (Blank et al., 2017). The synchrony achieved is free of possible arrest-

induced artifacts and preserves as much as possible the normal coordination of growth 

and division. A striking result was that translation of mRNAs encoding the core enzymes 

of lipid biogenesis, acetyl-CoA carboxylase (ACC1) and fatty acid synthase (FAS1 and 

FAS2), was upregulated in mitosis (Blank et al., 2017). A short upstream open reading 

frame (uORF) adjusts the translation of ACC1, leading to >10-fold increase late in the 

cell cycle, and also represses translation of ACC1 in poor media (Blank et al., 2017). 
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Human cells arrested at different points along the cell cycle were also subjected 

to ribosome profiling (Stumpf et al., 2013). The cells in the studies of Stumpf and 

colleagues (Stumpf et al., 2013) were not released from their arrest, leaving open the 

possibility of artifacts. Nonetheless, translation of mRNAs encoding enzymes of lipid 

metabolism was regulated, with most peaking in mitosis (Stumpf et al., 2013). The 

human cells examined by Tanenbaum and colleagues were arrested in the G2 phase with 

a small-molecule inhibitor of the cyclin-dependent kinase CDK1 (Tanenbaum et al., 

2015). Washing the inhibitor away enabled the arrested cells to progress synchronously 

through mitosis and enter the next G1. It is not clear if the cells in this experiment 

attained their normal degree of coupling between growth and division since the arrest 

period was 18 h and the cells were released for only 45 or 225 min (Tanenbaum et al., 

2015). Despite these limitations, Tanenbaum and colleagues interrogated progress 

through a key cell cycle phase, mitosis, during which animal cells were thought to 

repress overall protein synthesis (Tanenbaum et al., 2015). Most (> 90%) of the mRNAs 

they identified were repressed translationally in mitosis (Tanenbaum et al., 2015). Under 

the same conditions, demonstrating the varying nature of transcript-specific translational 

control, some mRNAs had increased translational efficiency (Tanenbaum et al., 2015). 

Among them was FASN, encoding human fatty acid synthase, whose translational 

efficiency was increased by >2-fold in mitosis compared with the G2 phase (Tanenbaum 

et al., 2015). But mitotic upregulation of lipid metabolism need not come about only 

through translational control. De novo fatty acid synthesis and upregulation of human 



 

40 

 

acetyl-CoA carboxylase (ACACA) through post-translational control were essential for 

completion of mitosis (Scaglia et al., 2014).   

There could be many reasons why cells need new lipids late in the cell cycle. The 

most obvious need would arise from the sudden increase in the outer cell surface upon 

exit from mitosis, which approaches ≈40% for spherical cells. However, yeast cells with 

perturbed lipid homeostasis are still able to increase their exterior surface during mitosis, 

(Blank et al., 2017) arguing for more specialized roles for lipids in the eukaryotic cell 

cycle. A comprehensive lipidomic study by Atilla-Gokcumen and colleagues 

demonstrated extensive changes in lipid composition and localization during the cell 

cycle in human cells, especially along the midbody before cell separation (Atilla-

Gokcumen et al., 2014). These investigators found 23 lipid biosynthetic enzymes 

essential for cytokinesis, including enzymes of sphingolipid metabolism and fatty acid 

elongases (Atilla-Gokcumen et al., 2014). Finally, the nuclear membrane goes through 

dramatic rearrangements during cell division, from complete breakdown and reassembly 

in animal cells, to massive expansion during the closed mitosis of many fungi. De novo 

lipid biogenesis is needed for the development of the nuclear membrane in yeast. 

Reduced function of Polo-like kinase, acetyl-CoA carboxylase or fatty acid synthase was 

proposed to lower phosphatidic acid levels, reducing the ability of cells to increase the 

area of their nuclear membrane (Walters et al., 2014). 

Overall, the studies discussed so far point to the emerging role of lipid 

metabolism in underpinning cell cycle landmarks and the ability of cells to progress 

through cell cycle transitions. Interest in the area is high, extending to therapeutic 
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applications, with inhibitors of fatty acid synthase in Phase 1 clinical trials for the 

management of advanced stage solid tumors (ClinicalTrials.gov Identifier: 

NCT02223247). Translational control expands the ways that cells control their lipid 

composition and it may link two fundamental aspects of cell growth in volume and 

surface, synthesis of proteins and lipids. Future work will connect specific lipids and the 

enzymes that make them with their corresponding structural or signaling roles in the cell 

cycle, e.g., nuclear envelope remodeling during mitosis as a function of lipogenesis. 

Role of fatty acids/lipids in nuclear envelope remodeling 

The nucleus was discovered by Antoine Von Leeuwenhoek when he was observing red 

blood cells of salmon fish under his microscope. Later, the term ‘nucleus’ was coined by 

Robert Brown in 1831. Since then, many scientists like Robert Brown or Franz Bauer, 

and others have advanced the field of nuclear biology by elucidating the structure and 

function of the nucleus. Being larger in size, the nucleus was the only organelle that 

could be visualized through the early microscopes. Hence, the nucleus became a 

morphological marker to observe and monitor during the cell cycle. 

The nucleus is usually round to oval during the vegetative state of the cell 

(interphase). From its formation, the nuclear envelope starts expanding as it progresses 

through the cell cycle, reaching its maximum size at the G2/M transition. Throughout the 

cell's life, nuclear size scales with the cell size maintaining a constant nucleocytoplasmic 

ratio (N/C) in budding and fission yeast (Neumann & Nurse, 2007; Webster et al., 2009). 
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The ratio is crucial for cell cycle progression of yeast cells. Any anomaly in the ratio can 

perturb the cell's healthy physiology. 

Chromosomes that carry hereditary material reside in the nucleus. The earlier 

history of our understanding of the cell cycle was synonymous with chromosome 

segregation because chromosome segregation could be visualized under the microscope.  

The nucleus adapts a different morphology during mitosis to accommodate the dynamic 

chromosome segregation. In mammalian cells, the nuclear membrane disassembles 

completely during mitosis, while in other eukaryotes, such as budding yeast, the nucleus 

remains intact throughout the cell cycle. The major components of a nucleus are a) 

nuclear envelope (NE), b) nucleoplasm, c) nucleolus, d) chromosomes, along with other 

structural entities residing in the nucleus. Each of these components has its share of 

function to maintain the integrity of the nucleus and the genome residing in the nucleus. 

For this dissertation, much of the focus will be on the NE. 

The NE, a hallmark of eukaryotic cells, is a highly organized double-membrane 

lipid bilayer structure separating the nucleus from other cytoplasmic organelles (Figure 

7). It comprises the outer nuclear membrane (ONM) that is continuous with the 

endoplasmic reticulum (ER) facing the cytoplasm and the inner nuclear membrane 

(INM) encircling the nucleoplasm. Apart from providing a physical barrier to the 

genome, the NE also facilitates the selective bidirectional transport of proteins, RNA, 

and ribonucleic complexes through the nuclear pore complexes (NPCs) (Hoelz et al., 

2011). NPCs are the proteinaceous complexes embedded within the envelope fusing the 

INM and ONM at many sites.  
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Figure 7 Nuclear Envelope 

The two-membrane sheets of the nuclear envelope are separated by a lumenal space and are continuous 
with the bulk endoplasmic reticulum (ER) network. The outer nuclear membrane (ONM) and the inner 
nuclear membrane (INM) are fused at nuclear pores, where nuclear pore complexes are integrated to 
regulate bidirectional transport between the cytoplasm and the nucleoplasm. The INM is distinctly 
characterized by a set of integral membrane proteins that connect the nuclear envelope to chromatin by 
interacting directly or indirectly via chromatin-associated proteins and the nuclear lamina. The nuclear 
lamina is additionally connected to the cytoplasmic cytoskeleton by the interaction of LINC complex 
proteins of the ONM and INM across the NE lumen. The figure is adapted from the publication ‘ Building 
a nuclear envelope at the end of mitosis: coordinating membrane reorganization, nuclear pore complex 
assembly, and chromatin de-condensation’ reprinted with permission (Schooley et al., 2012). 
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More than 500 individual proteins and 30 different nucleoporins (Nups) assemble 

to form the NPCs, among which the majority of the Nups have phenylalanine-glycine 

(FG) repeats to establish the permeability barrier (Ungricht & Kutay, 2017; Hetzer, 

2010). Although small hydrophobic molecules can passively pass through the NPC, the 

hydrophilic molecules need nuclear export/import signals recognized by the specific 

receptors. Defects in the nucleocytoplasmic transport or altered expression of nuclear 

transport factors cause several diseases, including cancer. Apart from the Nups, several 

other proteins are embedded in the INM or the ONM, involved in gene regulation and 

chromosomal organization. 

The NE is further structurally supported by the peripheral meshwork of 

intermediate filaments called lamins underlying the INM. The lamins provide rigidity to 

the nucleus's structural framework and contribute to chromatin organization and nuclear 

processes (Arnone et al., 2013). Mutations in lamin A/C cause different laminopathies in 

human beings, mostly muscular dystrophy or neuropathies. In humans, alterations in 

nuclear morphology are attributes of aging (e.g., progeria) and several cancers (Scaffidi 

& Misteli, 2006; Méndez-López & Worman, 2012). Furthermore, in cancer cells, lack of 

nuclear stiffness often enables the formation of metastases, facilitating their penetration 

into tissues (Dahl et al., 2008). Although lamins are absent in yeast, there is some 

evidence on lamin-associated proteins, which are functionally essential to maintain the 

shape and structure of the nucleus (Meseroll & Cohen-Fix, 2016). When metazoan 

nuclear lamin proteins were expressed in yeast, they localized to the nuclear periphery, 

indicating the existence of a conserved role of certain lamin-interacting factors (Smith & 
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Blobel, 1994) in yeast. Nonetheless, proper nuclear morphology is vital for the cellular 

functions such as gene expression regulation and chromatin organization regulation. 

The NE undergoes dramatic rearrangement during mitosis. Every cell type adopts 

a different strategy to enable the access of the duplicated chromosomes by the 

microtubules. Metazoan cells go through ‘open mitosis’ (Figure 8), where the NE, the 

NPCs, the nuclear lamins, and other associated proteins disperse early in mitosis 

(prophase). As a result, the barrier between the nucleus and the cytoplasm is lost. The 

lack of nuclear compartmentalization facilitates the microtubules that emanate from 

cytoplasmic centrosomes to access the chromosomes and promote its segregation. After 

the chromosomes have accurately segregated, the NE starts reassembling around the full 

complement of chromosomes in the daughter cells, which marks the end of mitosis 

(telophase). The mechanism ensures the formation of a single nucleus for each daughter 

cell after mitosis. 

NE breakdown during open mitosis is prompted by phosphorylation of many NE 

proteins, the inner nuclear membrane integral proteins, nuclear lamins, and nuclear pore 

complex. Phosphorylated NE proteins disrupt the protein complexes and dissociate the 

link between the nuclear membranes and the chromosomes (Güttinger et al., 2009; 

Ungricht & Kutay, 2017; Liu & Pellman, 2020). These events are accompanied by the 

absorption of the nuclear membrane into the endoplasmic reticulum (Yang et al., 1997). 

In telophase, membranes and NPCs, and NE proteins are recruited, encircling the 
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Figure 8 The nuclear envelope during different types of mitosis 
 
(A) Open mitosis. During interphase, the chromatin (blue) is contained within the nuclear envelope (light 
green). As cells enter mitosis, the nuclear envelope disassembles, allowing spindle microtubules (purple 
lines) nucleated by centrosomes (purple spheres) to align the chromosomes on the metaphase plate. The 
nuclear envelope reforms in late anaphase, following chromosome segregation. (B) Closed mitosis. Shown 
is mitosis as it occurs in S. cerevisiae. The spindle pole body (purple) is embedded in the nuclear envelope 
throughout the cell cycle. After spindle pole body duplication, an intranuclear spindle is formed (S. 
cerevisiae chromosomes do not condense enough to visualize individual chromosomes or a metaphase 
plate). During anaphase, the nucleus elongates and the nuclear envelope expands as the sister chromatids 
move away from each other. The image is reprinted with permission from the publication ‘The dynamic 
nature of the nuclear envelope: lessons from closed mitosis’ (Arnone et al., 2013). 
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newly segregated chromosomes. Moreover, recruitment is enabled by the 

dephosphorylation of the nuclear envelope proteins by different phosphatases (Liu & 

Pellman, 2020). Resealing of the nuclear membrane is primarily facilitated by the 

endosomal sorting complex required for transport (ESCRT)-III. During late anaphase, 

ESCRT-III recruits ATPase and Vps4p to the reassembling NE. Along with spastin, 

these proteins coordinate the closure of NE and coordinate spindle disassembly (Vietri et 

al., 2015; Vietri & Stenmark, 2018).  

In the exact opposite spectrum of the metazoan mitosis is the ‘closed mitosis’ 

(Figure 8) carried out by budding and fission yeasts. The centrosome equivalent in these 

yeasts is called the spindle pole body (SPB). They serve as the microtubule-organizing 

center (MTOC) for the mitotic spindles and duplicate only once every cell cycle. SPBs 

are either permanently embedded in the nuclear envelope (budding yeast (Jaspersen & 

Winey, 2004)) or get integrated into the nuclear envelope before mitosis (fission yeast 

(Ding et al., 1997)). Since the SPB is already assembled within the NE, they can easily 

access the duplicated chromosomes. NE breakdown becomes unnecessary. However, the 

NE must elongate in coordination with chromosome movement and segregation. SPB 

duplication leads to intra-nuclear spindle formation that primarily facilitates nuclear 

expansion (Meseroll & Cohen-Fix, 2016). The NE expands during anaphase when the 

sister chromatids start moving apart (Arnone et al., 2013). It expands through the bud 

neck, and due to the narrowness, the nucleus adopts an hour-glass structure (Meseroll & 

Cohen-Fix, 2016). After the chromosome segregation, the NE divides by an unknown 
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mechanism yielding two new nuclei around the newly segregated chromosomes, both in 

the mother cell and daughter cell (Meseroll & Cohen-Fix, 2016). 

‘Closed mitosis’ seems to be an economical solution for chromosome 

segregation. The nucleus remains intact throughout the cell cycle, and the mixing of 

nuclear and cytoplasmic material can be circumvented. Furthermore, cells do not need to 

reseal the NE after mitosis, and the risk of leaving behind some chromosome material is 

minimized. However, other issues must be resolved, for instance, the timing of the 

nuclear expansion, cell cycle events that serve as the cue for nuclear expansion, etc. 

Witkin et al. found that nuclear expansion during closed mitosis in budding yeast results 

from cell cycle cues, which signal mitotic entry and is independent of spindle elongation. 

Fission yeast also expand the NE independent of the spindle elongation during mitosis 

(Castagnetti et al., 2010). Furthermore, studies from Campbell et al. showed that the 

nuclear membrane has distinct domains that respond differently to increased 

phospholipid synthesis and restrain the NE expansion around the bulk DNA. There are 

unknown tethering factors present throughout the NE to facilitate this differential 

expansion (Campbell et al., 2006). Mitotic arrest in budding yeast causes abnormal 

nuclear extension called ‘flares’ and is dependent on the phospholipid synthesis. During 

the mitotic arrest, phospholipid synthesis remains unperturbed, and they continue to 

accumulate. As a result, an extra membrane is sequestered in the NE to keep the 

intranuclear organization undisrupted during the mitotic delay (Witkin et al., 2012). 

With emerging studies on NE remodeling during mitosis, it is becoming clear 

that true topologies of ‘open’ and close’ may not exist (Dey & Baum, 2021). Despite the 
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dispersion of the nuclear membrane, remnants of the NE appear to interact with mitotic 

spindles in open mitosis (Larsson et al., 2018). Furthermore, recent studies found that in 

closed mitosis, the NE, which remains intact, can undergo local disassembly for the sake 

of chromosome organization and segregation during mitosis (Dey et al., 2020). 

Regardless of whether NE is subjected to either closed or open mitosis, in both cases, the 

nucleus undergoes dramatic structural changes and requires new membrane material. 

A variety of lipid species decorate the NE. Several studies indicate the 

requirement of lipids (e.g., fatty acids) to maintain the structural integrity of the nucleus. 

Phospholipids are the major constituents and actively participate in regulating the size 

and shape of the nucleus.  Symeon Siniossoglou and his colleagues found that altered 

phospholipid synthesis in budding yeast can disrupt the shape of the nucleus. Pah1p 

(Ned1 in fission yeast; lipin in the mammalian cell) is a phosphatase that 

dephosphorylates phosphatidic acid (PA) to diacylglycerol (DAG) and controls lipid 

metabolism, especially in the nucleus (Santos-Rosa et al., 2005) (Figure 9). Spo7p and 

Nem1p are the two ER-associated phosphatases in budding yeast that dephosphorylates 

Pah1p, thereby activating it (Santos-Rosa et al., 2005). Cells lacking Spo7p or Nem1p, 

or Pah1p, lead to excess phospholipids in budding yeast, causing ER expansion, and 

letting nucleus to form ‘flare’ protrusions (Campbell et al., 2006; Santos-Rosa et al., 

2005).  
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Figure 9 Potential mechanistic links between Pah1p (lipin) functions ad NE 
dynamics 

Solid lines indicate direct functions; dotted lines suggest indirect contributions. PA: phosphatidic acid; 
DAG: diacylglycerol. The figure is adapted from the publication ‘ Remodeling the nuclear membrane 
during closed mitosis’ and printed with permission (D. Zhang & Oliferenko, 2013).  
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Along with yeasts, C. elegans also show alteration in nuclear shape due to the 

inactivation of lipid synthesis by inhibiting a lipin homolog in the worms (Golden et al., 

2009). However, the phosphorylation of Pah1p is carried out by Cdk1p (Cdc28p), 

hinting at a cell cycle-dependent regulation of lipid metabolism (Bahmanyar & 

Schlieker, 2020). In yeast, an acyltransferase, Lro1p, is targeted to a subdomain of INM 

in a cell cycle-dependent manner to modulate the phospholipid remodeling pathway in 

the nucleus (Barbosa et al., 2019). 

Fatty acids are the building blocks of every lipid. De novo fatty acid synthesis is 

equally essential for the maintenance of nuclear shape and size. In budding yeast, acetyl 

CoA carboxylase catalyzes the first reaction of de novo fatty acid synthesis. Defects in 

Acc1p can lead to aberrant nuclear envelope structure, and cells cannot exit mitosis. 

Inactivation of Acc1p increases the distance between ONM and INM, and nuclear pores 

cannot be inserted correctly due to lack of proper ONM and INM fusion (Schneiter et al., 

1996; Al-Feel et al., 2003). Fission yeast mutants of acetyl CoA carboxylase lack 

functional spindles and produce unequal-sized daughter nuclei (Saitoh et al., 1996). 

Genetic or chemical perturbation can cause the nucleus to adopt an abnormal ‘cut’ 

phenotype in fission yeast (Zach et al., 2018). Other critical enzymes of the fatty acid 

synthesis pathway, Fas1p, and Fas2p, are also crucial in nuclear division. Evidence of 

involvement of Fas1p, Fas2p, and Acc1p can be found in the ‘no-flare’ nucleus screen 

from Orna Cohen-Fix’s lab (Walters et al., 2014). Recently, they showed the direct 

involvement of fatty acids in nuclear membrane expansion (Walters et al., 2019). 

Moreover, Paul Nurse and colleagues have demonstrated that cells deficient in Fas1p do 
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not exhibit nuclear division (Takemoto et al., 2016).  All these studies point towards the 

requirement of fatty acids and lipids in maintaining the shape and size of the mitotic 

nucleus. 

Scientists have always considered lipids and fatty acid synthesis to be required 

for structural purposes or as nutrients. When inhibited by the administration of cerulenin 

(or cutin1) which inhibits fatty acid synthesis, nuclear division can completely shut 

down. However, in this dissertation (Chapter 3), we will encounter that lipids are not a 

mere requirement. Lipid synthesis can actively promote cell cycle events.  

Membrane trafficking and PITPs 

The endoplasmic reticulum (ER) is the main site for lipid synthesis, although some lipids 

are also synthesized in the mitochondria (Scharwey et al., 2013). Other membranous 

organelles cannot synthesize de novo lipids and thus rely on intracellular lipid trafficking 

(van Meer et al., 2008) either via vesicles or contact sites (with the ER;  mitochondria 

(Tatsuta et al., 2014), and chloroplasts (Hölzl & Dörmann, 2019)). Once they reach their 

destination organelles, lipids serve as a structural component where they can undergo 

further modifications or be transported to a new destination. Lipids, owing to their 

hydrophobic nature, cannot be transported by free diffusion and require unique 

mechanisms (Blom et al., 2011).  

Lipid transfer proteins enable coordination between lipid metabolism with the 

proteins of the membrane trafficking through the trans-Golgi network (TGN) and 

endosomal membranes (Bankaitis et al., 1990; Fang et al., 1996; Bard & Malhotra, 2006; 
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Graham & Burd, 2011). The TGN comprises maturing compartments that act as the 

regulatory center where lipid signaling is integrated with cargo sorting and membrane 

trafficking (Grabon et al., 2019). 

Phosphatidylinositol transfer proteins (PITPs) are often referred to as the ‘lipid 

carriers’ that trigger phosphoinositide signaling that transfers the phosphatidylinositol 

(PtdIns) from the ER to other membranes (Grabon et al., 2019). Sec14p is one of the 

major and best understood PITPs. It serves as the founding member of these membrane 

trafficking proteins. Sec14p helps exchange phosphatidylinositol and 

phosphatidylcholine in a homotypic or heterotypic exchange (Bankaitis et al., 2010). 

Thus, Sec14p coordinates biosynthetic pathway of phosphatidylcholine with PtdIns 

mediated phosphoinositide signaling (Figure 10). It is a peripheral membrane protein of 

the Golgi apparatus (Cleves et al., 1991) and is found in all eukaryotes. Sec14-like 

proteins are highly diverse, with almost 500 members in all eukaryotes (Phillips et al., 

2006), and Sec14p is the prototype. The various genetic and biochemical experiments 

suggest that it plays a significant role in the PtdCho and PtdIns homeostasis in the yeast 

cell. 

SEC14 is a gene initially identified in the collection of yeast secretory (sec) 

mutants (Novick et al., 1980). The molecular characterization of SEC14 later revealed 

that it is necessary for the viability of yeast cells, and the protein product facilitates 

membrane trafficking from the TGN in yeast (Cleves et al., 1991). Yeast cells deficient 

in Sec14p cannot form post-Golgi secretory vesicles from the TGN and the 

endomembrane system (Bankaitis et al., 1990; Novick et al., 1980). Sec14p contains a 
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binding pocket for the phospholipids. It comprises around 280 amino acids folded into 

two lobes forming a hydrophobic cavity (Schaaf et al., 2008; Ren et al., 2014; Sha et al., 

1998). The cavity is of fixed size and can facilitate binding either PtdIns or 

phosphatidylcholine (PtdCho), one at a time (Grabon et al., 2019). A helical gate guards 

the hydrophobic cavity of the Sec14p, which flips back and forth to cause either “open” 

or “closed” conformations. During the lipid exchange reaction, the lipid-free state 

assumes an open conformation that Sec14p transiently places on the membrane surface. 

The hydrophobic cavity provides a similar chemical environment as that of the 

membrane surface, and thus, lipid exchange becomes feasible in an ATP-independent 

reaction (Grabon et al., 2019; Mousley et al., 2007). It is the membrane surface 

perturbation that might be responsible for triggering phospholipid transfer. The lipid-

bound state of Sec14p assumes the “closed” conformation. 

The most remarkable feature of the Sec14p molecule is the mechanism used to 

differentiate physically the PtdIns and PtdCho headgroups binding. While the PtdIns 

headgroup coordinates with the hydrogen bonding of the protein surface, the PtdCho 

headgroup is buried deeply within the interior of the lipid-binding cavity (Schaaf et al., 

2008; Bankaitis et al., 2010). In recent studies, Sec14p has been described as a regulated 

nanoreactor that presents PtdIns to PtdIns kinases (e.g., Pik1p or Stt4p) and stimulates 

the synthesis of Phosphatidylinositol-4-phosphates (PI4Ps). The presentation happens 

during the heterotypic exchange reaction between PtdIns and the departing PtdCho 

(Figure 10). PtdIns is maintained in a transitional state between the membrane surface  
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Figure 10 Schematic representation of Sec14p mediated membrane trafficking 
 
Sec14 and coordination of lipid metabolism with membrane trafficking. A DAG-requiring vesicle 
formation pathway is sensitive to flux through the cytidine-diphosphate (CDP)-choline pathway activity 
because PtdCho production via this mechanism occurs at the expense of DAG. Sec14 surveys flux by 
binding (sensing) the newly synthesized PtdCho (i.e. the accessible PtdCho pool). Sec14p initiates 
heterotypic exchange reactions and stimulates PtdIns-4-phosphate production by the Pik1p PtdIns 4-OH 
kinase. In a single vesicle budding pathway model, PIP substitutes for DAG in promoting vesicle budding. 
Alternatively, in a model where there are two pathways for vesicle budding, the two modes are 
distinguished by their threshold requirements for DAG and PtdIns-4-phosphate. Sec14p inactivation 
compromises both vesicle budding pathways. The activity of multiple pathways for vesicle formation in 
the yeast TGN/endosomal system is well-established [40]. Negative regulators of Sec14p-dependent 
vesicle budding pathways are highlighted in red -- including the proteins identified by loss-of-function 
‘bypass Sec14p’ mutations (choline kinase, Cki1p; the choline-phosphate cytidylyltransferase, Pct1p; 
choline phosphotransferase, Cpt1p, the PtdIns-4-phosphatase Sac1p, the oxysterol binding protein Kes1p). 
Positive regulators of Sec14p-dependent vesicle budding pathways are highlighted in blue. The interface 
between these two opposing is regulated by Sec14p-mediated heterotypic phospholipid exchange (purple). 
The image is reprinted with permission from the publication ‘The Sec14 superfamily and mechanisms for 
crosstalk between lipid metabolism and lipid signaling’. 
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and the binding pocket. The transitional state PtdIns constitutes the PI4K substrate pool 

(Grabon et al., 2019; Schaaf et al., 2008; Bankaitis et al., 2012). While Pik1p shuttles 

between the cytosolic and nuclear pool and performs an essential function in both 

compartments (Garcia-Bustos et al., 1994), Stt4p mainly executes its function at the 

plasma membrane of budding yeast. However, the activity of the mammalian homolog 

of the enzyme can be found in the nucleus. Mss4p is another kinase that catalyzes the 

phosphorylation of PtdIns-4-P to PtdIns-4,5-P. 

Several studies have demonstrated that Sec14p coordinates lipid metabolism with 

the TGN mediated membrane trafficking. This is evident from the isolation of the 

mutants with loss of function mutation in the non-essential genes, called the “bypass 

Sec14p mutant”. The mutants can revive yeast cells and restore the secretary competence 

in yeast cells deficient of the normal functioning Sec14p. Genetic ablation of the 

enzymes for PtdCho synthesis via the CDP-choline pathway can restore viability in yeast 

cells devoid of Sec14p (Cleves et al., 1991). The necessity of the PtdCho biosynthesis in 

the secretory function of Sec14 is obvious given PtdCho binds to Sec14p during the 

trafficking process. The genetic data further suggests that Sec14p is required 

to detoxify the effects of PtdCho on the TGN (Cleves et al., 1991) and loss of Sec14p 

enhances the level of PtdCho in the yeast TGN membranes (McGee et al., 1994). 

An integral membrane protein, Sac1p, regulates the homeostasis of PtdIns at the 

Golgi and ER (Cleves et al., 1989; Kearns et al., 1997; Whitters et al., 1993). 

Inactivation of Sac1p in yeast cells can bypass the phenotypic consequences of the lack 

of functional Sec14p. Sac1p is a phosphatase and genetic ablation of Sac1p in yeast cells 
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leads to elevated PtdIns-3-P, PtdIns-3,5-P2, and PtdIns-4-P (Rivas et al., 1999; Guo et 

al., 1999) and derangements of neutral lipid metabolism (Rivas et al., 1999). It is 

proposed that higher levels of PtdIns-4-P mislocalizes other phosphoinositide binding 

proteins (Kes1p) and contributes to ‘bypass Sec14p’ (Mousley et al., 2007). 

Functional ablation of a sterol binding protein can circumvent the Sec14p 

requirement of the yeast cell (Fang et al., 1996). Kes1p (also known as Osh4p) is one of 

the seven highly conserved oxysterol binding proteins (OSBP) in the yeast cell. It is the 

only OSBP that can ‘bypass Sec14p’ phenotypes (Fang et al., 1996; Beh et al., 2001). 

Kes1p is a peripheral protein residing in the yeast Golgi and regulates Pik1p. Genetic 

data confirms Kes1p to be a negative regulator of the Sec14p. While Sec14p is pro-

trafficking, Kes1p sequesters the available PtdIns-4-P either by inhibiting Pik1p or 

activating a phosphatase or combination of both (Mousley et al., 2007).  

How phosphoinositides regulate the morphology and division kinetics of the 

nucleus remains elusive. Seven different phosphoinositides are so far discovered in 

mammalian cells, of which only 5 of them exist in yeast cells (Grabon et al., 2019). It is 

proposed that cytoplasmic phosphoinositides translocate to the nucleus during the 

telophase just before the nuclear envelope starts reassembling in the mammalian cells 

(Castano et al., 2019). Several reports suggest that PITPs carry out the translocation (de 

Vries et al., 1995; 1996; Rubbini et al., 1997). The enzymes necessary for 

phosphoinositide metabolism already reside in the nucleus, indicating that cytoplasmic 

PtdIns imported to the nucleus can undergo the necessary modifications to generate the 

requisite phosphoinositides. Furthermore, the PI-4-OH kinases and the phosphatase 
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activity, and hence, the nuclear phosphoinositide levels, are dynamic and regulated 

during the cell cycle (Castano et al., 2019). Abundant evidence supports that 

phosphoinositides interact with nuclear protein and result in changes in protein 

conformation, localization, and activity. Hence, phosphoinositides modulate various 

nuclear events such as chromatin remodeling and modification, transcription, mRNA 

processing, RNA export, DNA damage response, and cell cycle regulations (Cocco et 

al., 1987; 1989; York et al., 1999; Li et al., 2013; Hamann & Blind, 2018; Chen et al., 

2020; Castano et al., 2019). Both the kinases Pik1p and Stt4p produce the PtdIns-4-P 

that serves as the precursor to the nuclear pool of other phosphoinositides, e.g., PtdIns-

4,5-P2. 

Goal of this thesis 

Cells maintain a tight balance between growth and division to ensure that they do not 

become progressively larger or smaller with each generation. A critical requirement to 

achieve this balance is the regulated synthesis of proteins and lipids during every cell 

cycle. Bulk protein synthesis is necessary to maintain the cell’s mass, and lipids are 

required for membrane biogenesis and vital signaling components. However, how lipid 

homeostasis is held during the cell cycle is poorly understood. This thesis aims to 

elucidate how the synthesis and trafficking of lipids integrate with the cell cycle events. 

In Chapter 2, I report that Kes1p, which inhibits the Sec14p mediated membrane 

trafficking, performs cell cycle control activities. The deficiency of Sec14p perturbs the 

cell cycle of yeast cells. A temperature-sensitive variant (sec14-1) is utilized to 

investigate the role of the protein product in the cell cycle. Even at their permissive 
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temperature, mutant cells are bigger, grow slowly, and exhibit a G2/M delay. However, 

the lack of Kes1p can bypass the cell cycle phenotypes of sec14-1. Among all the 

oxysterol binding proteins, Kes1p is unique. It is the only one that can suppress the cell 

cycle phenotypes. Moreover, under nutrient-poor conditions, Kes1p also functions as an 

inhibitor of G1/S transitions. To our knowledge, this is the first time a cell cycle role for 

these proteins is described, which is unrelated to lipid transfer. These data indicate that 

membrane trafficking is interlinked with the cell cycle transitions. 

Chapter 3 primarily focuses on the translational control of lipogenic enzymes and 

ties it to a landmark event of the cell cycle. Specifically, this chapter investigates the 

upstream open reading frame (uORF) mediated control of the enzymes involved in de 

novo fatty acid synthesis. The enzymes have uORFs residing in their 5’ leader sequence. 

Mutant lacking the uORFs synthesizes more lipids and becomes insensitive to a fatty 

acid synthesis inhibitor (cerulenin). Translation of the fatty acid synthesis enzymes is 

derepressed in the absence of the uORFs. Further studies reveal enhanced lipogenesis 

accelerates nuclear elongation and division. Derepressing translation of lipogenic 

enzymes suppresses the cell cycle phenotypes of Sec14p, including bigger cell size and 

delayed nuclear division. Furthermore, the aberrant nuclear morphology of mutants 

devoid of  PtdIns4-OH kinase (Pik1p, Stt4p) is restored due to increased lipogenesis. 

Taken together, my results suggest that translational control of lipid homeostasis 

during cell division links cell growth to nuclear envelope remodeling in mitosis, a key 

landmark of eukaryotic cell division. 
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CHAPTER III  

A LIPID TRANSFER PROTEIN SIGNALING AXIS EXERTS DUAL CONTROL OF 

CELL CYCLE AND MEMBRANE TRAFFICKING SYSTEMS* 

 

Disclaimer for Chapter II 

Chapter II is a reprint of the publication, for which I am a third author. This study was 

performed in collaboration with the Bankaitis Lab in the Department of Biochemistry 

and Biophysics at Texas A&M University. Jin Huang and Carl J Mousley performed 

major experiments in the Bankaitis Lab. I performed the cell cycle experiments 

presented in figure 13B, 13C, 14, and 15C along with the figure A-1 of the publication. 

The summary section of this Chapter is the abstract of the publication. The rest is 

presented as in the publication. 

 

 

 

 

 

 

 

* This chapter is reprinted with permission from ‘A lipid transfer protein signaling axis exerts dual control 
of cell cycle and membrane trafficking systems’ by Jin Huang+, Carl J Mousley+, Louis Dacquay, Nairita 
Maitra, Guillaume Drin, Chong He, Neale D. Ridgway, Ashutosh Tripathi, Michael Kennedy, Brian 
Kennedy, Wenshe Liu, Kristin Baetz, Michael Polymenis, & Vytas A Bankaitis (2018). Developmental 
Cell, 44(3), 378-391.e5. (+ represents equal contribution) 

https://www.ncbi.nlm.nih.gov/pubmed/?term=Drin%20G%5BAuthor%5D&cauthor=true&cauthor_uid=29396115
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Summary 

Kes1/Osh4 is a member of the conserved, but functionally enigmatic, oxysterol binding 

protein-related protein (ORP) superfamily that inhibits phosphatidylinositol transfer 

protein (Sec14)-dependent membrane trafficking through the trans-Golgi 

(TGN)/endosomal network. We now report that Kes1, and select other ORPs, execute 

cell-cycle control activities as functionally non-redundant inhibitors of the G1/S 

transition when cells confront nutrient-poor environments and promote replicative aging. 

Kes1-dependent cell-cycle regulation requires the Great-wall/MASTL kinase ortholog 

Rim15 and is opposed by Sec14 activity in a mechanism independent of Kes1/Sec14 

bulk membrane-trafficking functions. Moreover, the data identify Kes1 as a non-histone 

target for NuA4 through which this lysine acetyltransferase co-modulates membrane-

trafficking and cell-cycle activities. We propose the Sec14/Kes1 lipid-exchange protein 

pair constitutes part of the mechanism for integrating TGN/endosomal lipid signaling 

with cell-cycle progression and hypothesize that ORPs define a family of stage-specific 

cell-cycle control factors that execute tumor-suppressor-like functions. 
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Introduction 

The trans-Golgi (TGN) network/endosomal system consists of highly dynamic 

organelles that sit at the confluence of antero-grade and endocytic membrane flow 

(Glick & Nakano, 2009). Thus, the TGN/endosomal system serves as an important 

membrane-sorting station, and as a major node for intracellular signaling. 

TGN/endosomal signaling programs involve multiple branches of lipid metabolism, with 

a robust and essential interface between lipid metabolism and membrane trafficking 

through these compartments (Bard & Malhotra, 2006;Graham & Burd, 2011). 

Lipid exchange proteins play crucial roles in coordinating lipid metabolism with 

phosphoinositide signaling and membrane trafficking in TGN/endosomes (Bankaitis et 

al., 1990;  2010; Graham & Burd, 2011). This circuit is controlled by opposing actions 

of two lipid-exchange proteins: the PtdIns/PtdCho transfer protein Sec14 and Kes1/Osh4   

(Fang et al., 1996; Mousley et al., 2012). Sec14 couples PtdCho biosynthesis with 

PtdIns-4-P production (Cleves et al., 1991; Schaaf et al., 2008). In turn, PtdIns-4-P 

signaling drives TGN/endosomal trafficking (Graham & Burd, 2011). Kes1 is one of 

seven yeast oxysterol binding-related proteins (ORPs) (Fang et al., 1996; Beh et al., 

2001), and it antagonizes Sec14 activity by sequestering PtdIns-4-P from its pro-

trafficking effectors (Li et al., 2002; de Saint-Jean et al., 2011). Recent studies indicate 

that a Kes1 sterol/PtdIns-4-P exchange cycle controls amplitude of this trafficking 

“brake” by tuning the ability of Kes1 to sequester PtdIns-4-P (Mousley et al., 2012). 

 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6444186/#R13
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Although conserved across the Eukaryota, ORPs remain functionally enigmatic, 

with conflicting data as to whether ORPs are intermembrane lipid transfer proteins or not 

(Schulz & Prinz, 2007; Georgiev et al., 2011; Stefan et al., 2011; Mousley et al., 2012). 

This confusion reflects the lack of information regarding the biological activities of these 

proteins. Kes1 is the exception. It is not only unique among yeast ORP proteins in its 

role as antagonist to Sec14-dependent PtdIns-4-P signaling in the TGN/endosomal 

system, but Kes1 is also an antagonist of nitrogen stress responses and mammalian target 

of rapamycin complex 1(TORC1) signaling (Mousley et al., 2012). Those results 

forecast complex physiological functions for Kes1 and identify homeostatic regulation 

of Kes1 activity as a key point of control at the interface of membrane-trafficking, 

nutrient signaling, and cell-cycle progression. Issues of how cells coordinate membrane 

growth and trafficking with nutrient signaling and entry into a new mitotic cycle define 

fundamental, but poorly understood, questions in contemporary cell biology (McCusker 

& Kellogg, 2012). 

In this study, we characterize Kes1 activity as a negative regulator of progression 

through the G1 stage of the cell cycle when cells confront nutrient-prohibitive 

environments. We further demonstrate that the antagonistic actions of Kes1 and Sec14 in 

TGN/endosomal membrane trafficking extend to cell-cycle contexts. Strikingly, these 

cell-cycle involvements are independent of the roles of these proteins in regulating bulk 

membrane trafficking. Thus, Kes1 and Sec14 execute dual functions in membrane-

trafficking and cell-cycle control and are well positioned to coordinate cell-cycle 

progression with membrane flux through the TGN/endosomal system. We also show that 
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Kes1 activity is subject to regulation by the NuA4 lysine acetyltransferase (KAT). 

Together, the data reveal an interface between TGN/endosomal lipid signaling and cell-

cycle control, identify the NuA4 KAT complex as a regulator of that interface, and 

suggest ORPs as stage-specific inhibitors of cell-cycle progression in eukaryotes. 

Results 

Kes1-Induced Cell-Cycle Arrest Exhibits Signatures of Quiescence 

The first in vivo clues regarding ORP function came from demonstrations that Kes1 is an 

antagonist of Sec14 and PtdIns-4-P signaling in the context of membrane trafficking 

through the TGN-endosomal system. That functional readout is complex, however, as it 

is Kes1 LOF that restores growth and membrane trafficking to cells deficient in normally 

essential Sec14 activities (Fang et al., 1996; Li et al., 2002). A simpler context was 

suggested by (Mousley et al., 2012), who demonstrated that excessive Kes1 activity 

evokes an amino acid remedial growth arrest by attenuating TORC1 signaling. Upon 

elevation of Kes1 activity, most cells arrest in G1, as determined by their terminal 

phenotype of large unbudded cells with 1N genome content (Figure 11). Furthermore, 

G1 cells with excessive Kes1 activity are unable to initiate a new round of cell division 

in nutrient-replete media, even though these cells continue to increase their size at a rate 

similar to that of matched controls, demonstrating that inability to initiate cell division 

was not due to a general growth deficiency (Figure A-1). These collective data forecast a 

role for Kes1 in the G1 phase when cells evaluate nutrient cues before committing to  

 

https://www.cell.com/developmental-cell/fulltext/S1534-5807(17)31043-2?_returnURL=https%3A%2F%2Flinkinghub.elsevier.com%2Fretrieve%2Fpii%2FS1534580717310432%3Fshowall%3Dtrue#fig1
https://www.cell.com/cms/10.1016/j.devcel.2017.12.026/attachment/de89a30c-14f7-4ef2-9c98-34e43163dc6d/mmc1
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Figure 11 The quiescence response is activated upon Kes1-induced cell-cycle arrest 
 
WT cells harboring the indicated plasmids were cultured in synthetic defined medium lacking uracil ± 
Dox as indicated. All experiments represent the averages of three independent biological replicates, and 
error bars indicate standard deviations. (A) Asynchronous cultures were fixed and stained with propidium 
iodide and the cell-cycle distribution was determined based on genome content by fluorescence-activated 
cell sorting analysis. Plotted is the percentage of cells in G1. (B) Total RNA fractions were isolated and 
Msn2/4 and Gis1 target gene expression was surveyed by qRT-PCR and normalized to ACT1 gene 
expression. (C) Glycogen and trehalose were extracted and hydrolyzed enzymatically to glucose with 
amylase and trehalase, respectively. Glucose was quantified and normalized per OD600 of cells. (D) Cells 
were washed and resuspended in water to an initial density of OD600 of ∼0.9 (starting OD600 indicated as 
dashed line at top) prior to treatment with zymolyase 20T (150 μg/mL) for 30 min. Cell lysis was assessed 
by scoring the reduction in the OD600 of the suspended cell cultures. 
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another round of cell division. The MBF/SBF regulon defines a set of genes whose 

expression is required to negotiate the G1/S transition or START (Spellman et al., 1998;  

Zaman et al., 2008). Transcription of multiple genes regulated by MBF and SBF was 

reduced ≥3-fold relative to control in otherwise wild-type (WT) yeast cells programmed  

for elevated (and doxycycline-repressible) expression of Kes1 or Kes1Y97F (a dominant-

active Kes1 defective in sterol-binding but competent for PtdIns-4-P binding; (Im et al., 

2005; Mousley et al., 2012). The affected genes included those encoding G1 cyclins 

(CLN1, CLN2, PCL1, PCL2, PCL9), a gene encoding a a gene encoding a homeobox 

transcription factor that promotes early cell-cycle box gene transcription (YOX1), 

and AXL2 whose product specifies spatial organization of bud emergence from the 

mother cell during G1 (Figure 11B). That reduced AXL2 expression was of physiological 

significance was validated by the abnormal bipolar budding phenotype exhibited by 

Kes1-overexpressing haploid cells (Figure A-1A). Bipolar budding is a signature 

property of diploid yeast with normal Axl2 levels. Reduced transcription of MBF/SBF-

controlled genes were not observed in cells expressing the nonfunctional 

Kes1K109A defective in PtdIns-4-P binding (Li et al., 2002; de Saint-Jean et al., 2011), 

nor were these observed in cells where KES1 or kes1Y97F transcription was repressed by 

Dox (Figure 11B). 

Reciprocally, Msn2/4- and Gis1-dependent transcriptional responses were 

activated in yeast with elevated Kes1 activity. Both Kes1- and Kes1Y97F-arrested cells 

displayed ≥3-fold elevations in Msn2/4 and Gis1 target gene expression relative to 

control (HSP12, HSP78, HSP82, and HSP104, and SSA3, GRE1, and CTT1; (Figure 

https://www.cell.com/developmental-cell/fulltext/S1534-5807(17)31043-2?_returnURL=https%3A%2F%2Flinkinghub.elsevier.com%2Fretrieve%2Fpii%2FS1534580717310432%3Fshowall%3Dtrue#fig1
https://www.cell.com/developmental-cell/fulltext/S1534-5807(17)31043-2?_returnURL=https%3A%2F%2Flinkinghub.elsevier.com%2Fretrieve%2Fpii%2FS1534580717310432%3Fshowall%3Dtrue#fig1
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11B). Those derangements were not observed in cells expressing Kes1K109A, nor in cells 

where ectopic KES1 or KES1Y97F expression was repressed by Dox. Activation of the 

Msn2/4 and Gis1 regulon is a hallmark of cells transitioning into quiescence in response 

to nutritional stress (Beck & Hall, 1999; Pedruzzi et al., 2000). 

 Kes1/Kes1Y97F-arrested cells displayed metabolic signatures of quiescent cells as 

well. The storage carbohydrate glycogen and the stress protectant trehalose accumulate 

in yeast transitioning into quiescence (Lillie & Pringle, 1980). Both metabolites 

precociously accumulated in Kes1- and Kes1Y97F-arrested cells incubated under nutrient-

replete conditions, but not in cells expressing Kes1K109A (Figure 11C). Phosphorylated 

long-chain sphingoid base (LCBP) accumulation is repressed by the Pho85 cyclin, and 

elevated LCBP represents another metabolic signature of quiescent cells (Lester et al., 

2013). Intracellular LCBP levels of both the dihydro- and phyto-classes were 

dramatically increased in Kes1- and Kes1Y97F-arrested yeast relative to control (Figure 

A-2B). Moreover, quiescent yeast exhibit reinforced cell walls. This property was scored 

by resistance to zymolyase digestion (Krause & Gray, 2002). Either Kes1- or Kes1Y97F-

overexpressing induced zymolyase resistance to cells cultured in nutrient-rich media 

(Figure 11D). Elevated Kes1K109A expression had no such effect. 

Kes1 antagonizes PKA Signaling 

Entry into quiescence requires the balanced downregulation of both TORC1 (NH4
+-

dependent) and protein kinase A ([PKA]; carbohydrate-dependent) pathways for 

proliferative signaling (Wei et al., 2008). Two readouts confirmed PKA signaling was 

downregulated in Kes1/Kes1Y97F-arrested yeast. First, PKA-catalyzed phosphorylation 
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of the model substrate choline kinase (Cki1; (Ramachandran et al., 2011) was reduced in 

Kes1/Kes1Y97F-arrested cells, but not in cells expressing Kes1K109A (Figure 12A). 

Second, processing bodies (P-bodies) are sites for storage, degradation and quality 

control of translationally repressed mRNAs. These structures, marked by Dcp2 and 

Xrn1, accumulate in cells as cytoplasmic puncta when PKA signaling is depressed 

(Ramachandran et al., 2011). Elevated Kes1/Kes1Y97F expression (but not of Kes1K109A) 

induced robust formation and stable maintenance of cytoplasmic Dcp2- and Xrn1-

positive P-body puncta (Figure 12B). 

Kes1-Chaperoned Entry into Quiescence Is Rim15 Dependent 

The Rim15 kinase regulates exit from the cell cycle into quiescence (Cameroni et al., 

2004; Swinnen et al., 2006). Ras/PKA, TORC1, and Pho85 cyclin-dependent kinase 

phosphate-sensing pathways promote cell proliferation, and inhibit entry into 

quiescence, by attenuating Rim15 activity in response to nutrient availability. If Kes1 

operates upstream of Rim15 in the quiescence pathway, Rim15 activity will be required 

for entry of Kes1/Kes1Y97F-overexpressing cells into quiescence. Indeed, rim15Δ cells 

were resistant to Kes1/Kes1Y97F-overexpression (Figure 12C). Rim15-deficient cells also 

failed to present the quiescence signatures typically associated with Kes1/Kes1Y97F-

mediated growth arrest. That is, neither glycogen nor trehalose accumulated 

in rim15Δ mutants induced for Kes1/Kes1Y97F expression upon withdrawal of Dox from 

the medium (Figure 12D), and rim15Δ mutant cell walls failed to acquire zymolyase 

resistance (Figure 12E). Steady-state Kes1 and Kes1Y97F levels were appropriately 

elevated in rim15Δ cells after Dox withdrawal. 

https://www.cell.com/developmental-cell/fulltext/S1534-5807(17)31043-2?_returnURL=https%3A%2F%2Flinkinghub.elsevier.com%2Fretrieve%2Fpii%2FS1534580717310432%3Fshowall%3Dtrue#fig2
https://www.cell.com/developmental-cell/fulltext/S1534-5807(17)31043-2?_returnURL=https%3A%2F%2Flinkinghub.elsevier.com%2Fretrieve%2Fpii%2FS1534580717310432%3Fshowall%3Dtrue#fig2
https://www.cell.com/developmental-cell/fulltext/S1534-5807(17)31043-2?_returnURL=https%3A%2F%2Flinkinghub.elsevier.com%2Fretrieve%2Fpii%2FS1534580717310432%3Fshowall%3Dtrue#fig2
https://www.cell.com/developmental-cell/fulltext/S1534-5807(17)31043-2?_returnURL=https%3A%2F%2Flinkinghub.elsevier.com%2Fretrieve%2Fpii%2FS1534580717310432%3Fshowall%3Dtrue#fig2
https://www.cell.com/developmental-cell/fulltext/S1534-5807(17)31043-2?_returnURL=https%3A%2F%2Flinkinghub.elsevier.com%2Fretrieve%2Fpii%2FS1534580717310432%3Fshowall%3Dtrue#fig2


 

69 

 

 
 

 

Figure 12 Kes1-dependent cell-cycle arrest exhibits reduced PKA signaling and is 
Rim15p dependent 
 
(A) Left panel: WT yeast co-transformed with YCp(PCUP1::myc-CKI1), and either YCp(PDOX::KES1), 
YCp(PDOX:: KES1Y97F), or YCp(PDOX::kes1K109A) were cultured in selective media containing 
10 μg/mL Dox. Subsequently, KES, KES1Y97F, or kes1K109A expression was induced for 12 hr (–Dox), or 
not (+Dox; 10 μg/mL), and cells were challenged with CuSO4 (100 μM for 1 hr) to induce myc-Cki1p 
expression. Lysates were prepared, normalized for total protein (10 μg loaded), and phosphorylated and 
non-phosphorylated myc-Cki1species and GAPDH were visualized by immunoblotting with anti-myc and 
anti-GAPDH antibodies, respectively. Phosphorylated and non-phosphorylated myc-Cki1species (myc-
Cki1P and myc-Cki1, respectively) and GAPDH are identified on the left. Fractional proportion of 
phosphorylated myc-Cki1 as determined by densitometric analysis using image lab software (Bio-Rad) is 
shown at the bottom. Experiments represent the average of three independent biological replicates. (B) 
Yeast cells expressing either Dcp2-GFP or Xrn1-GFP were transformed with the indicated plasmids and 
cultured in uracil-free medium ± Dox (10 μg/mL), as indicated, at 30°C. GFP profiles are shown with 
corresponding DIC images. Scale bar, 5 μm (C) WT (BY4742) and isogenic rim15Δ cells carrying the 
indicated plasmids were spotted in 10-fold dilution series on uracil-free media ± Dox (10 μg/mL) and 
incubated at 30°C. Images were taken after 72 hr of incubation. (D) Glycogen and trehalose were 
enzymatically hydrolyzed to glucose and quantified, as described in the legend to Figure 2.1C, in WT or 
rim15Δ cells harboring YCp(PDOX::KES1), YCp(PDOX:: KES1Y97F), or YCp(PDOX::kes1K109A), and 
cultured in synthetic defined medium lacking uracil ± Dox (10 μg/mL; black and gray bars, respectively). 
(E) WT and rim15Δ yeast (as indicated), harboring YCp(PDOX::KES1), YCp(PDOX:: KES1Y97F), or 
YCp(PDOX::kes1K109A) plasmids, were cultured in synthetic defined medium lacking uracil ± Dox 
(10 μg/mL) as indicated, washed, and resuspended in water to an initial density of OD600 of ∼1.0 
(starting OD600 depicted as dashed line at top) prior to treatment with zymolyase 20T (150 μg/mL). Cell 
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lysis was assessed by scoring the reduction in the OD600 of the suspended cell cultures after 30 min of 
incubation. Data represent the average of three independent biological replicates. 
 

Cells lacking Kes1p are less responsive to nutrient deprivation signals 

Kes1p loss-of-function (LOF) mutants did not appropriately exit the cell cycle when 

confronted by nutrient limitation. Whereas KES1 cells ceased to proliferate upon 

reaching a density of ca. 1.5 × 108 cells/mL (Figure 13A , 12–48 hr time points), 

parallel kes1Δ cell cultures consistently reached cell densities of ca. 3 × 108 cells/mL 

(Figure 13A, 12–48 hr time points). Cells lacking Kes1p ultimately arrested, and the 

DNA content of kes1Δ cell populations in stationary phase exhibited G1 signatures 

indistinguishable from those of their isogenic KES1+ counterparts (Figure 13B). 

However, kes1Δ-arrested cells were only ∼75% of the size of arrested WT cells 

(Figure 13C). Thus, Kes1-deficient mutants were licensed to initiate one supernumerary 

round of cell division under nutrient-prohibitive conditions of such severity that cell 

expansion could no longer be supported.  

The supernumerary cell division phenotype of kes1Δ cells suggested that Kes1p 

is part of the quiescence response, which is engaged when yeasts are challenged with 

nutrient deprivation. In support, survey of multiple metabolic signatures of quiescence 

demonstrated that kes1Δ cells were defective in mounting quiescence responses. Relative 

to WT cells, Kes1-deficient mutants showed ca. 2-fold reductions in the magnitude of 

glycogen and trehalose accumulation when starved (Figure 13D). Moreover, nutrient-

stressed kes1Δ cell walls failed to acquire zymolyase resistance (Figure 13E). 
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Chronological lifespan assays also showed kes1Δ cells displayed accelerated loss of 

viability when subjected to chronic nutrient limitation. 

 

Figure 13 Cells lacking Kes1p respond aberrantly to nutrient-Restrictive 
environments 
 
Unless otherwise indicated, all experiments represent the averages of three independent biological 
replicates, and error bars indicate SDs. (A) Cell densities of the indicated yeast strains (y axis) were 
quantified scored by light microscope hemacytometer counting at the indicated times as cells ceased to 
divide (x axis). Averages and standard deviations obtained from at least four independent experiments are 
shown. ∗∗p < 0.01, Student's t test. (B) DNA content histograms of the indicated yeast strains collected at 
the 24 hr time point shown in (A) were generated by flow cytometry analyses. The number of cells 
analyzed in each case (y axis) is plotted as a function of fluorescence per cell (FL2-A; x axis). (C) Cell 
size histograms of the indicated yeast strains collected at the 24 hr time point shown in (A) represent the 
distributions produced by channelyzer cell volume measurements (>30,000 individual cells measured per 
biological replicate). Cell number is plotted as a function of cell volume (in fL). (D) Glycogen and 
trehalose were extracted from logarithmic (black bars) and stationary phase (gray bars) WT and kes1Δ 
cells grown in nutrient-rich media (YPD), hydrolyzed enzymatically to glucose, and glucose was 
quantified and normalized per OD600 cells. (E) WT and kes1Δ yeast were cultured in YPD to logarithmic 
(black bars) and stationary phase (gray bars), washed and resuspended in water to a density of OD600 of 
∼0.9 (indicated as dashed line at top) prior to treatment with zymolyase 20T (150 μg/mL). Cell lysis was 
assessed by the reduction in the OD600 of suspended cell cultures after 30 min of incubation. 
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Sec14p and Kes1p function in cell-cycle control in cycling cells 

Kes1p antagonizes Sec14p and PtdIns-4-P signaling in the context of membrane 

trafficking through the TGN-endosomal system. Hence, we investigated whether 

introducing a sec14ts allele into kes1Δ cells restored their ability to arrest properly in the 

face of nutrient exhaustion. Indeed, the license to undergo the supernumerary round of 

cell division in nutrient-prohibitive environments was partially suppressed in sec14-

1ts kes1Δ cells. Notably, this phenotypic suppression was evident for cells cultured at a 

permissive temperature (30°C), where the sec14-1ts gene product retains sufficient 

activity to support WT kinetics of bulk membrane trafficking through the secretory and 

TGN/endosomal pathways. 

We examined whether the antagonistic relationship between Sec14p and Kes1p 

was manifested in cycling cells in nutrient-replete medium. During exponential growth 

in rich media (YPD), sec14-1ts cells exhibited doubling times that were ca. 10% longer 

than those of isogenic SEC14 cells (108.7 ± 2.2 versus 93.4 ± 1.3 min, p < 0.05, 

Student's t test). This phenotype was reversed by Kes1p LOF, as sec14-1ts kes1Δ cells 

exhibited WT population doubling times (92.6 ± 6.4 min). The population doubling time 

and DNA content of asynchronous and exponentially dividing kes1Δ cells did not differ 

from the corresponding parameters of isogenic KES1 cells (Figure 14A). 

However, kes1Δ and sec14-1ts cells had altered size homeostasis. Compared with 

WT, kes1Δ cells were slightly smaller, while sec14-1ts cells were larger (Figure 14B, 

left). These differences in the population mean cell size were not due to differences in 

birth size of these strains (Figure 14B, right), and the large cell size of sec14-1ts cells 
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was corrected in sec14-1ts kes1Δ cells (Figure 14B, left). “Bypass Sec14” mutations that 

inactivate PtdCho synthesis via the CDP-choline pathway (pct1Δ; Cleves et al., 1991) 

failed to reduce the size of sec14-1ts cells (Figure 14B). 

Since the decision to initiate a new round of cell division in response to nutrient 

signaling is exercised in G1, we examined cell-cycle progression of highly synchronous 

early-G1 daughter cells obtained by centrifugal elutriation. This approach holds the 

advantage that cell-cycle synchrony is achieved without applying arrest and release 

regimens that uncouple cell growth from cell division (e.g., shift of cdcts mutants to 

restrictive temperatures or pheromone arrest). The elutriated early-G1 cells were allowed 

to progress in the cell cycle, and evaluated in a time course by scoring the incidence of 

budded cells, and the volume of cells, with a channelyzer. Since initiation of DNA 

replication in yeast is coupled to the formation of a bud (Johnston et al., 1977) the 

critical size is defined as the size at which 50% of the cells in a synchronous population 

have initiated a new round of cell division. KES1+ and kes1Δ cells increased in size at 

the same rate (Figure 9C, left), and exhibited the same critical size (Figure 14C, right). 

However the critical size of sec14-1ts cells was larger than that of isogenic WT cells 

(47.9 ± 2.1 versus 43.9 ± 1.8 fL, p = 0.003, Student's t test; Figure 14C, right). 

Because sec14-1ts mutants increased in size at WT rates at 30°C (Figure 14C, left), but 

did not commit to divide until cells reached a larger critical size, their G1 phase was 

extended. This protracted G1 phase, in conjunction with the increase in G2/M DNA 

content observed for sec14-1ts cells (consistent with a second delay in mitosis; data not 

shown), accounted for the slower doubling time of sec14ts cells at 30°C. 
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Figure 14 Mutual antagonism of Kes1p and Sec14p in cell-cycle control  
 
(A) DNA content histograms were determined by flow cytometry. Fluorescence per cell (FL2-A) is plotted 
on the x axis, while the number of cells analyzed for each condition is plotted on the y axis. The average 
of the fractional representation of cells with G1 content in the population (% G1), and standard deviations 
(n = 6), are shown, along with the corresponding generation times (Td) in each case. Genotypes are 
identified at top. (B) Boxplots reporting the mean and birth cell size (y axis, in fL) of asynchronously 
proliferating populations of yeast with the indicated genotypes. Each symbol (open circle) corresponds to 
an independent biological replicate where 30,000–150,000 individual cells were measured for each 
replicate. (C) Boxplots depicting the specific rate of cell size increase, k (in hr−1, left panel), and critical 
size (in fL, right panel) of synchronous cells of the indicated strains are shown. (D) The relative growth in 
size during the G1 phase (kTG1, y axis) for the indicated mutants are plotted as a function of the natural 
logarithm of normalized birth size values (WT = 1). The line depicts the linear fit (obtained with the 
regression function of Microsoft Excel) of data from all mutants. Established cell-cycle regulator mutants 
are shown as controls (in red; whi5, defective in the repressor of passage through G1; cln3, defective in a 
G1 cyclin; bck2, a transcriptional activator of G1 cyclins. Values for WT (black square), the sec14-1ts 
mutant (light red), and sec14-1ts kes1Δ cells (gray) are highlighted. 
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A proper coupling between cell growth and division was re-established in sec14-

1ts cells by Kes1 LOF, even though kes1Δ mutants by themselves had normal critical 

size and rate of size increase under nutrient-replete conditions. The corrective effects 

upon Kes1 LOF were specific because loss of Pct1 (i.e., an independent bypass Sec14 

condition) failed to restore a proper critical size to sec14-1ts cells (Figure 14C, right). 

sec14ts Mutant Exhibits an Unusual Cell Size Control Phenotype 

The critical size data obtained from synchronously cycling cell cultures suggested sec14-

1ts cells, despite their normal rates of cell size increase, did not correctly register that 

they had grown sufficiently to commit to another round of cell division. This defect was 

visualized by plotting the logarithm of birth size against relative rate of cell size increase 

in the G1 phase of the cell cycle (Figure 14D). Such plots relate the coherence of cell 

size control mechanisms, and the relevant values for sec14-1ts mutants were compared 

with analogous values for a series of mutants analyzed previously (Soma et al., 2014). 

The increased cell growth requirements of sec14-1ts yeast for the commitment of these 

cells to a new round of cell division were clear in such representations of the data. 

The sec14-1ts critical size phenotype was unusual in that mutants in growth control 

processes (e.g., the rpl20b ribosomal protein gene deletion) attain degrees of overall cell 

growth from birth to START that are indistinguishable from WT cells (Figure 14D). By 

contrast, the sec14-1ts phenotype was qualitatively similar to the delay observed in cells 

lacking the G1 cyclin Cln3, and was of at least the same magnitude as that observed upon 

loss of the Bck2 cell-cycle regulator which acts in parallel with Cln3 (Di Como et al., 

1995). This delay was corrected by Kes1 LOF (Figure 14D). 
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Cell size and cell division phenotypes are associated with defects in other ORP proteins 

In addition to Kes1p, yeast express three Kes1-like “short” ORPs (Osh5p, Osh6p, and 

Osh7p) and three “long” versions (Osh1p, Osh2p, and Osh3p). The functional 

differences between Kes1p and other members of the yeast ORP family were evident in: 

(1) phenotypic bypass Sec14p contexts (Figures 15A and Figure A-3A), and (2) CPY 

pulse-chase trafficking assays assessing bypass Sec14 phenotypes (Figures 15B 

and Figure A-3B). To determine whether cell-cycle dysregulation associated with Kes1p 

LOF was a unique property, we examined cells carrying deficiencies in individual 

members of the Osh protein family. Again, Kes1p LOF was unique in its ability to 

restore proper size homeostasis to exponentially growing sec14-1ts cells at 30°C, and in 

reducing mean cell size of exponentially growing cells (Figure 15C). 

 In other contexts, however, loss of Osh protein function did evoke phenotypes 

similar to those associated with kes1Δ. For example, Osh1p, Osh3p, Osh6p, or Osh7p 

LOF restored WT doubling times to sec14-1ts mutants (Figure A-3C). Moreover, as was 

the case for kes1Δ mutants, nutrient-deprived cells lacking any single Osh protein (other 

than Osh5) inappropriately passed through G1 into another round of cell division 

(Figure A-3D). Analyses of osh1Δ and osh6Δ cell size profiles during starvation 

demonstrated that those cells phenocopied kes1Δ cells in their reduced cell size upon 

arrest. Thus, activities of other Osh proteins in cell proliferation resemble, but are not 

perfectly redundant with, those of Kes1p. 
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Figure 15 Functional specification of yeast ORPs 
 
(A) SEC14 or sec14-1ts yeast (as indicated to the left of vertical line) with either a WT complement of 
yeast ORPs, or the indicated ORP deletion mutations (indicated to the right of the vertical line), were 
dilution spotted onto YPD agar and incubated at the indicated temperatures for 48 hr. Growth of sec14-1ts 
derivative strains at 37°C identifies “bypass Sec14” phenotypes. (B) Yeast strains of the indicated 
genotype (at top) were cultured to mid-logarithmic growth phase at 30°C, shifted to 37°C for 2 hr, and 
pulse-radiolabeled with [35S]amino acids for 30 min. After chase with excess unlabeled methionine and 
cysteine for the indicated times (at right), CPY species were immunoprecipitated from clarified lysates, 
resolved by SDS-PAGE, and visualized by autoradiography. p2 CPY and mCPY forms are identified at 
the left. (C) Boxplot reporting the mean cell size (in fL) of asynchronously proliferating populations of 
yeast with the indicated genotypes (at the left) in exponentially growing cultures. Each symbol (open 
circle) corresponds to an independent biological replicate consisting of 30,000–150,000 individual cells. 
(D and E) Survival curves for MATα kes1Δ cells (BY4742 derivative) cells (red), compared with otherwise 
isogenic and experiment-matched KES1+ cells (black), and cells carrying individual deletions in the 
indicated genes encoding the short Osh proteins (osh5Δ cells, green; osh6Δ, blue) (D), and survival curves 
for MATα KES1 cells (black; BY4742) compared with otherwise isogenic and experiment-matched cells 
(black) carrying deletions in the indicated long Osh protein-encoding genes (osh1Δ cells, green; osh2Δ, 
blue; osh3Δ, red) (E). Mean lifespans are shown in parentheses, along with the number of cells assayed. 
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Kes1p and long ORP defects extend replicative lifespan 

As cells deficient in activities of Kes1 or the other Osh proteins (other than Osh5) 

showed G1 control defects, we determined the effects of Kes1 LOF and of other Osh 

protein deficiencies on broader aspects of cell aging and longevity. Those parameters 

were interrogated in the context of replicative lifespan, i.e., the number of divisions 

mother cells undergo before reaching senescence. Kes1p LOF extended the mean and 

maximal replicative lifespan of cells continuously cultured in nutrient-replete media 

(Figure 15D). In those experiments, the WT strain exhibited a replicative lifespan of 

27.7 generations, whereas the kes1Δ derivative exhibited an extended replicative lifespan 

(35.4 generations). LOF of any one of the three other “short” Kes1-like yeast ORPs had 

no such effect (Figure 15D). However, LOF of any one of the three “long” ORPs 

extended replicative lifespan (Figure 15E). Moreover, the small cell size of kes1 mutants 

is consistent with those of other long-lived mutants with extended replicative lifespan 

(He et al., 2014). These findings suggest a trade-off between chronological and 

replicative lifespan assays for Kes1p activity. That is, Kes1p LOF mutants carry greater 

replicative potential, but are impaired in their ability to enter a growth-arrested state 

conducive to long chronological lifespan. 

Acetylation of Kes1p residue K109 inactivates lipid Exchange in vitro 

Kes1 involvement as a physiological brake on progression through START raises 

questions regarding how Kes1 activity is itself regulated. Two independent profiling 

studies of the yeast acetylome identify Kes1 as a protein modified at as many as nine 

lysine residues (Figure 16A; Henriksen et al., 2012; Madsen et al., 2015). To assess the 
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significance of each modification, Ala was substituted for each acetylated Kes1p Lys 

residue, and the activity of each protein was evaluated in a bypass Sec14p 

complementation assay, where Kes1p LOF permits growth of sec14ts cells at 37°C. 

K109 was the only site for which an Ala substitution ablated Kes1 activity in cells 

(Figure 16A). This defect was not for trivial reasons as Kes1K109A is a stable 

protein in vivo (X. Li et al., 2002). The K109 acetylation was of special interest because 

K109: (1) sits within the invariant motif that defines the ORP superfamily (Figure 16A;  

(X. Li et al., 2002), and (2) forms a critical contact with the PtdIns-4-P molecule that 

occupies the Kes1 lipid-binding pocket (Figure 16B; de Saint-Jean et al., 2011). Thus, 

K109 acetylation potentially compromises the Kes1::PtdIns-4-P interaction. 

 To determine the effect of K109 acetylation on PtdIns-4-P binding, 

Kes1AcK109 was purified, and the site-specific acetylation was confirmed (Figure A-4). 

Kes1 proteins carrying the inactivating K109A, the acetylation-mimetic K109Q, and non-

acetylatable K109R substitutions were also purified. Activities of those proteins were then 

assessed in a liposome-based PtdIns-4-P extraction assay. Relative to Kes1p, the 

Kes1K109A, Kes1K109Q, Kes1K109R, and Kes1AcK109 proteins all exhibited reduced abilities 

to extract PtdIns-4-P from liposomes in vitro (Figure 16C).  
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Figure 16 Functional analyses of Kes1p lysine acetylation 
 
(A) Top panel: schematic representation of Kes1p is shown. The ORP signature motif is highlighted (X. Li 
et al., 2002), as are the lysine acetylation sites identified by acetylome profiling (Henriksen et al., 2012; 
Madsen et al., 2015). Bottom panel: SEC14 or sec14-1ts yeast expressing Kes1p, or the indicated K→A 
substitution mutants, were dilution spotted onto YPD agar and incubated at the indicated temperatures for 
48 hr. The SEC14 KES1 strain (positive control) and sec14-1ts KES1 (negative control at 37°C) are growth 
controls (two rows), the sec14-1ts, kes10 mutant defines the bypass Sec14 control (the kes10 frameshift 
allele produces no Kes1 protein; third row). (B) K109A helps coordinate binding of the PtdIns-4-P head 
group. Kes1::PtdIns-4-P interactions are shown (PDB: 3SPW). Intermolecular H bonds between the 
PtdIns-4-P head group and the labeled Kes1p residues are shown by magenta dotted lines. PtdIns-4-P is 
rendered as green balls and sticks. Kes1p residues are shown in stick mode. Lys109 makes a critical H 
bond interaction with the phosphate oxygen of PtdIns-4-P (van der Waals molecular surfaces shown). The 
Lys amino group modified by acetylation is marked by the arrow. (C) PtdIns-4-P extraction activities for 
the indicated mutant/post-translationally modified Kes1 proteins were determined at 25°C in a 30 min 
endpoint format (see the STAR Methods). Mean ± standard deviations from three independent 
experiments are shown. (D) Real-time DHE and PtdIns-4-P transport kinetics measured with Kes1 or 
versions bearing the indicated substitution for, or acetylation of, Lys109. Top panel: DHE transport. 
Bottom panel: PtdIns-4-P transfer. (E) Plot of initial DHE transfer rate versus initial PtdIns-4-P transfer 
rate for WT Kes1 and indicated mutant/post-translationally modified Kes1 proteins. Mean ± standard 
deviations from at least three independent experiments are shown. 
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It is not PtdIns-4-P binding/extraction in isolation, rather a heterotypic 

ergosterol/PtdIns-4-P exchange cycle, that is central to the biochemical mechanism of 

Kes1 function in vivo (Mousley et al., 2012; Moser von Filseck et al., 2015). Thus, the 

consequences of K109 acetylation were also analyzed in dehydroergosterol 

(DHE)/PtdIns-4-P lipid transfer assays that measure inter-liposomal exchange of those 

lipids in vitro (de Saint-Jean et al., 2011). Indeed, Kes1p was proficient in transfer of 

both DHE (∼9 molecules/Kes1/min) and PtdIns-4-P (∼12 molecules/Kes1/min). 

Kes1K109A and Kes1AcK109 were each reduced only ca. 30% for DHE transfer activity 

relative to Kes1 (Figures 16D and 16E). By contrast, both Kes1K109A and 

Kes1AcK109 exhibited ca. 6-fold reductions in PtdIns-4-P transfer activity. Kes1K109Q was 

also reduced for PtdIns-4-P transfer (∼60% reduction relative to Kes1), although the 

mutant protein exhibited greater DHE and PtdIns-4-P transfer activity than did 

Kes1AcK109. Kes1K109R showed a ca. 70% increase in DHE transfer activity, but only 

modest reduction in PtdIns-4-P transfer activity relative to WT Kes1 (Figures 16D and 

16E). Purified Kes1K168Q and Kes1K168R represented controls and were at least as active 

as Kes1 for DHE and PtdIns-4-P transfer in vitro (Figure 16E). 

Identifying Candidate KATs that Regulate the Kes1/Sec14 Signaling Axis 

The biochemical data indicated that K109 acetylation is a viable mechanism for 

downregulating Kes1 activity in vivo, and that KATs and lysine deacetylases are 

important regulators of the Kes1 DHE/PtdIns-4-P exchange cycle in cells. Two screens 

identified candidate KATs that regulate Kes1 activity. The first took advantage of the 

Kes1Y97F PtdIns-4-P clamp whose expression is detrimental to yeast (Mousley et al., 
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https://www.cell.com/developmental-cell/fulltext/S1534-5807(17)31043-2?_returnURL=https%3A%2F%2Flinkinghub.elsevier.com%2Fretrieve%2Fpii%2FS1534580717310432%3Fshowall%3Dtrue#fig6
https://www.cell.com/developmental-cell/fulltext/S1534-5807(17)31043-2?_returnURL=https%3A%2F%2Flinkinghub.elsevier.com%2Fretrieve%2Fpii%2FS1534580717310432%3Fshowall%3Dtrue#fig6
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2012). The strategy was to assess the relative toxicity of Kes1Y97F expression to mutants 

with deficiencies in each of the yeast KATs. Kes1Y97F expression was controlled by a 

Dox-inducible promoter, and defects in KATs that acetylate K109 (i.e., compromise 

dampening of Kes1p activity) were expected to exacerbate yeast growth sensitivities to 

Kes1Y97F expression. Whereas all KAT mutants exhibited growth profiles similar to the 

corresponding controls cultured under non-inducing conditions, the eaf1Δ, rtt109Δ, 

and gcn5Δ mutants were sensitized to Kes1Y97F expression relative to WT controls 

(Figure A-5A). 

The second screen assessed which KAT deficiencies further sensitized sec14-

1ts mutants to elevated temperatures. Because enhanced Kes1 activity is especially 

detrimental to growth of sec14-1ts mutants (Fang et al., 1996; Li et al., 2002) such a 

phenotype was expected to be associated with LOF in KAT activities that downregulate 

Kes1 via K109 acetylation. Again, eaf1Δ and rtt109Δ alleles enhanced the temperature 

sensitivity of sec14-1ts mutants (Figure A-5B). Whereas gcn5Δ showed no synthetic 

effects in this context, elp3Δ mutants prohibited growth of sec14-1ts cells at 33.5°C. 

Thus, only eaf1Δ and rtt109Δ satisfied both of the genetic criteria for KATs that target 

Kes1 in vivo, with eaf1Δ consistently showing the most pronounced effects. 

Eaf1 is a scaffolding component of the 13-subunit NuA4 KAT complex (Auger 

et al., 2008). Deficiencies in other subunits of the NuA4 complex also evoked eaf1Δ-like 

phenotypes. The eaf7Δ and esa1ts (esa1-L254P; Clarke et al., 1999) mutations satisfied 

the dual criteria of rendering WT cells less tolerant of Kes1Y97F toxicity, and enhancing 

temperature sensitivity for growth of sec14-1ts cells (Figure A-5C). Moreover, those 

https://www.cell.com/cms/10.1016/j.devcel.2017.12.026/attachment/de89a30c-14f7-4ef2-9c98-34e43163dc6d/mmc1
https://www.cell.com/cms/10.1016/j.devcel.2017.12.026/attachment/de89a30c-14f7-4ef2-9c98-34e43163dc6d/mmc1
https://www.cell.com/cms/10.1016/j.devcel.2017.12.026/attachment/de89a30c-14f7-4ef2-9c98-34e43163dc6d/mmc1
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growth deficits associated with NuA4 deficiencies were alleviated 

in kes10 and kes1K109A genetic backgrounds (Figure A-5D). Bypass Sec14 mechanisms 

associated with inactivation of the CDP-choline pathway for PtdCho biosynthesis failed 

to rescue growth of sec14-1ts eaf1Δ double mutants at restrictive temperatures (Figure A-

5E). These phenotypic data were reinforced by assays monitoring recycling of the Snc1 

t-SNARE through the endosomal system to the plasma membrane (Figure A-5A), and 

CPY trafficking through the secretory pathway to the vacuole (Figure A-5B). These 

results identified Kes1p as a key non-histone target of the NuA4 KAT. 

Kes1K109R Is Defective In Vivo 

If Kes1p regulation is a case of the NuA4 KAT complex tuning Kes1p activity via 

K109 acetylation, then the acetylation mimic Kes1K168Q should not be functional in vivo. 

Moreover, expression of a non-acetylatable Kes1p that retains PtdIns-4-P and sterol-

binding activities (i.e., Kes1K109R) should phenocopy the G1-arrest phenotypes that come 

with enhanced Kes1 or Kes1Y97F expression. The first prediction was fulfilled while the 

second was not. Whereas Kes1 re-expression reversed the bypass Sec14p phenotype 

of kes1 null mutants, Kes1K109A, Kes1K109Q, or Kes1K109R re-expression was not able to 

do so (Figure A-7A), even though these K109 mutant proteins were stable in vivo. Similar 

conclusions were forthcoming from pulse-chase experiments where CPY-trafficking 

kinetics were examined (Figure A-7B). Kes1K109A, Kes1K109Q, or Kes1K109R expression 

did not reverse the bypass Sec14 status of kes1 null cells. Moreover, in contrast to Kes1p 

or Kes1Y97F, elevated Kes1K109R did not inhibit growth of WT or sec14-1ts strains. Thus, 

https://www.cell.com/cms/10.1016/j.devcel.2017.12.026/attachment/de89a30c-14f7-4ef2-9c98-34e43163dc6d/mmc1
https://www.cell.com/cms/10.1016/j.devcel.2017.12.026/attachment/de89a30c-14f7-4ef2-9c98-34e43163dc6d/mmc1
https://www.cell.com/cms/10.1016/j.devcel.2017.12.026/attachment/de89a30c-14f7-4ef2-9c98-34e43163dc6d/mmc1
https://www.cell.com/cms/10.1016/j.devcel.2017.12.026/attachment/de89a30c-14f7-4ef2-9c98-34e43163dc6d/mmc1
https://www.cell.com/cms/10.1016/j.devcel.2017.12.026/attachment/de89a30c-14f7-4ef2-9c98-34e43163dc6d/mmc1
https://www.cell.com/cms/10.1016/j.devcel.2017.12.026/attachment/de89a30c-14f7-4ef2-9c98-34e43163dc6d/mmc1
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despite the fact that Kes1K109R was nearly as active as the WT protein in a coupled 

DHE/PtdIns-4-P transfer assay in vitro, Kes1K109R was nonfunctional in vivo. 

Discussion 

Understanding how ORPs are integrated into the eukaryotic lipid signaling program 

requires a description of their individual biological activities. Herein, we identify a role 

for Kes1p, and other ORPs, in regulating cell-cycle progression and replicative lifespan 

in yeast. Those findings outline four conclusions: (1) Kes1p functions as a key brake on 

progression through G1 and initiation of a new round of cell division upon nutrient 

limitation, (2) the antagonistic actions of Kes1p and Sec14p in regulating PtdIns-4-P 

signaling extend from membrane trafficking to cell-cycle contexts where the Sec14/Kes1 

lipid signaling axis plays an important role in coordinating cell growth with initiation of 

cell division in nutrient-replete environments, (3) Kes1p is a key non-histone target for 

acetylation by the NuA4 lysine acetyltransferase, and (4) other members of the yeast 

ORP family also exhibit activities consistent with stage-specific inhibitors of cell-cycle 

progression and regulators of replicative lifespan. These data report that Kes1p and 

Sec14p execute dual membrane-trafficking and cell-cycle functions, and nominate this 

pair of lipid-exchange proteins as components of a regulatory axis that coordinates 

TGN/endosomal lipid signaling with cell-cycle progression. Moreover, these results 

offer fresh perspectives for interpreting ORP function in cell-cycle control, and suggest 

that ORPs execute unappreciated “tumor-suppressor”-like activities in mammalian cells. 

 



 

85 

 

Kes1 promotes exit from the cell cycle into quiescence 

Kes1p action as an inhibitor of progression through G1 is manifested by excessive Kes1p 

activity overriding the nutrient-responsive pro-proliferative signals that drive 

progression through G1 into another round of cell division and, reciprocally, Kes1 LOF 

resulting in the licensing of nutrient-deprived cells to initiate and complete one extra cell 

division. Interestingly, accurate recapitulations of this kes1Δ phenotype, and of the 

premature entry into quiescence associated with excessive Kes1p activity, are apparent 

in complex developmental settings where exit from the cell cycle must be precisely 

timed. Drosophila embryonic cells lacking the Cdk inhibitor Dacapo undergo one extra 

cell division before the mid-blastula transition, whereas premature Dacapo expression 

induces G1 arrest (de Nooij et al., 1996; Lane et al., 1996). Moreover, we also note the 

phenotypes of yeast expressing excessive Cln2 G1 cyclin activity resemble kes1Δ cells in 

their ability to pass through G1 in the face of severe nutrient deprivation (Hadwiger et 

al., 1989). 

Sec14p and Kes1p function at START in cycling cells 

The Sec14/Kes1 signaling axis also operates in cycling cells at the commitment step 

before initiation of DNA replication. The larger critical size of sec14-1ts cells indicates 

that these cells were unable to properly interpret that they had reached a sufficient size to 

commit to a new round of cell division. This defective coupling is qualitatively similar to 

that observed in cells deficient in the G1 cyclin Cln3p and was corrected by Kes1p LOF. 

Hence, the Sec14/Kes1 axis not only regulates when cells stop dividing upon nutrient 

exhaustion, but also when cells initiate a new round of cell division in nutrient-rich 



 

86 

 

conditions. Importantly, those interactions were evident in growing cells and without 

bulk membrane-trafficking deficits. Kes1p specificity in this level of control deserves 

emphasis. Other mechanisms for bypass Sec14 that correct the trafficking deficits 

associated with Sec14p LOF failed to correct the inability of sec14-1ts mutants to 

properly register critical size. These results point to more specialized roles for 

Sec14/Kes1-regulated PtdIns-4-P-dependent signaling in cell-cycle control (Figure 17). 

This specific pool relevant to cell-cycle control is either: (1) functionally distinct from 

other Sec14/Kes1-regulated PtdIns-4-P pool(s) dedicated to bulk membrane-trafficking 

functions, or (2) involves the same pool but cell-cycle control exhibits a higher threshold 

requirement for PtdIns-4-P signaling. 

Kes1 is a key non-histone substrate for the NuA4p lysine acetyltransferase 

The role of Kes1 as inhibitor of progression through the START checkpoint argues for 

tight regulation of its activity. One such mechanism involves lipid binding/exchange as 

Kes1p is a brake on TGN/endosomal PtdIns-4-P signaling. The strength of that brake is 

regulated by a heterotypic sterol and PtdIns-4-P binding/exchange cycle that is itself 

responsive to the availability of these lipids on TGN/endosomal membranes (Mousley et 

al., 2012). Our data indicate a second mechanism that involves K109 acetylation 

(Figure 12). This modification is an inactivating one as determined by 

both in vivo and in vitro assays. Those defects are reconciled by the unmodified 

K109 side chain engaging a PtdIns-4-P molecule in the Kes1 lipid-binding pocket (de 

Saint-Jean et al., 2011). 

 
 

https://www.cell.com/developmental-cell/fulltext/S1534-5807(17)31043-2?_returnURL=https%3A%2F%2Flinkinghub.elsevier.com%2Fretrieve%2Fpii%2FS1534580717310432%3Fshowall%3Dtrue#fig7
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Figure 17 A Sec14/Kes1 PtdIns-4-P signaling axis in cell-cycle control  
 
Heterotypic PtdCho/PtdIns exchange defines the machine by which Sec14 stimulates PtdIns 4-OH kinase-
mediated production of a PtdIns-4-P pool that regulates progression through the G1 phases of the cell 
cycle. This signaling is antagonized by activity of the Sac1 PtdIns-4-P phosphatase and Kes1 binding and 
sequestering PtdIns-4-P from its effectors. The Kes1 brake is itself tuned by a heterotypic sterol/PtdIns-4-
P exchange cycle and the activity of NuA4 KAT in acetylating K109. The Sec14/Kes1 checkpoint requires 
activity of the Rim15 kinase, and we propose this PtdIns-4-P pool is produced in a TGN/endosomal 
compartment. Functionally distinct, roles for other Osh proteins (other than Osh5) in regulating G1 
progression are also indicated. Pathway brakes are highlighted in red. 
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Our data indicating that impaired activity of the NuA4 KAT complex enhanced 

Kes1p activity in cells, and that an unmodified K109 was required for those effects, argue 

that Kes1 is an important non-histone target for this enzyme complex. In that regard, 

synthetic genetic array studies identified strong interactions of NuA4p deficiencies with 

cell-cycle and membrane-trafficking mutants (Lin et al., 2008; Mitchell et al., 2008). 

Those interaction networks: (1) resemble those of Sec14 and Kes1 (Mousley et al., 

2008), (2) establish that NuA4 potentiates PKA signaling (Filteau et al., 2015), and (3) 

show NuA4 depresses both expression of the Msn2/4 regulon and trehalase (Lindstrom 

et al., 2006; Mitchell et al., 2008). Such pleiotropic NuA4p interactions are interpreted to 

reflect broad alterations in the transcriptome as a result of deranged histone acetylation 

landmarks. We posit that these synthetic phenotypes also report NuA4-dependent 

modulation of Kes1p activity, which contributes to the role of NuA4 as global genetic 

“buffer” that governs cell fitness (Lin et al., 2008; Mitchell et al., 2008).  

Mechanistic implications for Kes1p lipid-exchange activity 

Regardless of whether one favors intermembrane lipid transfer models for Kes1p 

function (de Saint-Jean et al., 2011), or a lipid-exchange-dependent sensing mechanism 

that does not involve intermembrane lipid transfer (Mousley et al., 2012), there is 

general agreement that the Kes1 lipid-exchange cycle is intimately linked to its 

biological activity. Modulation of Kes1 activity by K109 acetylation has implications for 

how the Kes1 lipid exchange cycle relates to protein function in the cell. 

The data also present a paradox that indicates we do not yet fully understand the 

details of Kes1 activity in cells. While Kes1AcK109 was defective in the coupled 
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sterol/PtdIns-4-P countercurrent assay in vitro, the non-acetylated Kes1K109R showed 

robust activity, with only modest reduction in PtdIns-4-P transfer. Yet, Kes1K109R was 

nonfunctional in vivo. Those data suggest: (1) that Kes1K109R represents a striking case 

where lipid transfer protein function has been uncoupled from lipid exchange, (2) that 

even modest defects in the PtdIns-4-P component of the heterotypic DHE/PtdIns-4-P 

exchange cycle are sufficient to render Kes1K109R biologically inactive, or (3) that K109R 

interferes with, as yet, unidentified protein:protein or protein:lipid interactions critical 

for Kes1 biological activity. Either way, those results do not easily fit with models 

invoking intermembrane Kes1 lipid transfer mechanisms driven solely by differential 

sterol/PtdIns-4-P gradients. 

ORPs and cell-cycle control 

The long ORP Osh1 and short ORP Osh6 both exhibited features suggesting that these 

too operate as nutrient-regulated brakes on G1 progression. Such Osh activities, while 

resembling those of Kes1, were not precise redundancies, as the corresponding 

phenotypes were apparent in the face of Kes1 activity. Rather, we interpret the data to 

report specific roles for these ORPs (Figure 12). Osh1 localization to the 

nuclear/vacuolar junction (and localization of its mammalian ortholog ORP1L to 

nuclear/lysosomal junctions) is interesting given the role of lysosomal compartments in 

nutrient signaling (Kvam & Goldfarb, 2004; Johansson et al., 2007). Osh6 is a PtdIns-4-

P- and phosphatidylserine-binding protein (Maeda et al., 2013). We speculate that Osh6 

couples its differential lipid-binding activities to other inputs into cell-cycle control. 

https://www.cell.com/developmental-cell/fulltext/S1534-5807(17)31043-2?_returnURL=https%3A%2F%2Flinkinghub.elsevier.com%2Fretrieve%2Fpii%2FS1534580717310432%3Fshowall%3Dtrue#fig7
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While the LOF of the short ORPs, Osh5p or Osh6p, had no effect on replicative 

lifespan, Kes1 LOF (short ORP) or LOF of any of the three long ORPs (Osh1p, Osh2p, 

and Osh3p) extended both mean and maximal replicative lifespan. Mechanisms 

underlying the long replicative and short chronological lifespan of strains lacking Kes1 

remain to be determined. Candidate pathways include TOR signaling and activation of 

the Gcn4 transcription factor (Mousley et al., 2012), altered trafficking processes related 

to PtdIns-4-P signaling (X. Li et al., 2002), and altered cell-cycle dynamics. Evidence to 

suggest that membrane trafficking integrates cell size homeostasis and cell-cycle 

progression (Anastasia et al., 2012), and building evidence for the involvement of 

cyclin-dependent kinase Cdk1 in this process (McCusker & Kellogg, 2012), suggest 

other possibilities. 

Finally, the data hold implications for ORP involvement in mammalian cell-cycle 

control from the perspective of balancing cell proliferation with differentiation. High 

expression of Kes1-like short ORPs in mammalian tissues rich in post-mitotic cells is at 

least consistent with such a view (Johansson et al., 2003). We suggest that ORPs offer 

flexible mechanisms for coordinating endosomal membrane-trafficking flux and PtdIns-

4-P signaling with cell-cycle progression, senescence, and transition of actively dividing 

cells into programs of differentiation and post-mitotic life. 

Methods and materials 

Expression vectors 

Yeast and bacterial expression plasmids are listed in Key Resources. The Ptet-KES1 and 

sterol-binding deficient mutant Ptet-kes1Y97F vector was generated as 
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follows. KES1 or kes1Y97F and the tetracycline/doxycycline-responsive promoter were 

amplified by PCR (Q5® High-Fidelity DNA Polymerase kit, NEB #E0555S), using 

primers that includes homologous ends to each other and to the pRS415 vector (for Ptet-

KES1) or pRS413 vector (for Ptet-kes1Y97F). The linearized DNA sequences were cloned 

together by homologous recombination using SLICE (Zhang et al., 2008). Cloned 

vectors were isolated and confirmed by PCR. Tetracycline/doxycycline-inducible 

expression of KES1or kes1Y97F was confirmed by immunoblot. 

RT-PCR 

Total RNA (1μg) templated reverse transcription to generate cDNA (20μl final volume). 

Expression of AXL2, CLB1, CLN1, CLN2, PCL1, PCL9, ECM33, SCW10, SRL1, YOX1, 

CYC7, HSP104, CTT1, GPG1, GAD1, HSP12, HSP30, HSP82, HSP78, GRE1, 

SSA3 and SSA4 relative to ACT1 was determined using 0.5μl cDNA fraction as template 

and gene specific oligonucleotides as primers and the SensiFast Sybr Lo-Rox Kit 

(Bioline). Reactions were performed using a VIIA 7 Real-Time PCR System (Applied 

Biosystems). 

Glycogen and trehalose measurements 

Glycogen and trehalose were measured as described by (Parrou & François, 1997). Ten 

OD600nm of cells were incubated in 250μl of 0.25M Na2CO3 at 95°C for 4 hr. After this the 

solution was adjusted to pH 5.2 with 150μl 1M acetic acid and 600 μl of 0.2M sodium 

acetate. For glycogen, samples were incubated overnight with 2 U/ml of 

amyloglucosidase isolated from Aspergillus niger (Sigma Aldrich) at 57°C with constant 

agitation. For trehalose, samples were incubated overnight with 0.05 U/ml of trehalose 
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(Sigma Aldrich) at 37°C. The glucose liberated from either glycogen or trehalose was 

determined by incubating 50μl of sample with 500μl of glucose oxidase reagent (Sigma) 

for 30 min at 37°C. The reaction was terminated with 500μl of 12M H2SO4 and the 

absorbance measured at 420 nm. 

Zymolyase resistance measurements 

Cell harboring YCp(PDOX::KES1), YCp(PDOX:: KES1Y97F) or YCp(PDOX::kes1K109A) were 

cultured to OD600 < 0.05 in synthetic defined medium lacking uracil containing Dox. 

Cells were isolated, washed and cultured in synthetic defined medium lacking uracil ± 

Dox for 18 hrs to OD600 < 1.0. Zymolyase resistance assays were performed according 

to (Newman et al., 2005). Cells were grown in synthetic defined medium lacking uracil 

in the presence or absence of Dox at 30°C for the indicated times. Cells were isolated 

and resuspended in water at 1 OD600nm/ml and incubated with zymolyase 20T (150μg/ml) 

(ICN Biomedicals) at 30°C for 5, 10, 20 and 30 minutes. Cell lysis was monitored by 

measurement the OD600 nm. 

Cell cycle methods 

Elutriation experiments and cell size measurements were performed as described 

by (Hoose et al., 2012). For elutriation experiments, cells were grown in YPD 

(1% w/v yeast extract, 2% w/v peptone, 2% w/v dextrose) to a cell density of 1-5 X 

107 cells/ml and loaded onto an elutriator chamber at a pump speed of 37 ml/min 

spinning at 3200 rpm (Beckman J-6M/E centrifuge). During all the centrifugation steps, 

the temperature in the centrifuge was 25°C. The elutriated small daughter cells were 

collected at 2400 rpm centrifuge speed and 42 ml/min pump speed, in tubes kept on ice. 
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The elutriated cells were recovered by centrifugation and re-suspended in fresh pre-

warmed YPD medium, at a cell density of ca. 1 X 107 cells/ml. The elutriated cultures 

were then placed in a 30°C incubator and every 20 min we recorded their budding index 

and measured their cell size with a Beckman Z2 channelyzer. The geometric mean of the 

cell size of the population was recorded using the Accucomp software package of the 

instrument. Each cell size measurement represents the average of two technical 

duplicates taken at two different cell dilutions. The smoothened cell size histograms 

shown are the splines of the corresponding raw data, generated with the R software 

package “lattice”. 

Replicative lifespan assays were performed on YPD agar at 30°C by serial 

separations of daughter cells from mother cells using a manual micromanipulator 

equipped with a fiber-optic needle (Steffen et al., 2009). 

Flow Cytometry 

Yeast (5 OD600 units) were pelleted and fixed overnight in 70% (v/v) ethanol. Cells were 

washed with 1 ml of citrate buffer (50 mM sodium citrate, pH 7), briefly sonicated, 

resuspended in 1 ml of citrate buffer containing 0.25 mg/ml RNase A, and incubated 

overnight at 37°C. Cells were again washed in 50 mM sodium citrate, pH 7.0, 

resuspended in 1 ml of 50 mM sodium citrate, pH 7.0 containing 16 mg/ml of propidium 

iodide, and incubated at room temperature for 30 min. After a last wash in citrate buffer, 

cells were analyzed on a Beckman MoFlo flow cytometer. 
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Detection of Lysine Acetylation by Mass Spectrometry 

Lysine-acetylated Kes1 were produced using the amber suppression method of (Hsu et 

al., 2016) where E. coli were cultured in Terrific broth supplemented with 0.2% 

arabinose, 5mM nicotinamide and 5mM Nε-Acetyl-L-lysine, and protein production was 

induced with IPTG at 16°C. In total, 4μg of purified protein (Kes1 or Kes1AcK109) were 

digested with trypsin overnight. Resulting samples were analyzed by LC-MS/MS and 

acetylation sites were identified using a Mascot search engine (L. Mitchell et al., 2008). 

PtdIns-4-P Extraction Assays 

Extraction of [14P]-PtdIns-4-P was measured as described (Goto et al., 2016). Liposomes 

(400 nm) composed of phosphatidylcholine (PtdCho), lactosyl-

phosphatidylethanolamine (PtdEtn) and [14P]-PtdIns-4-phosphate (86:10:4 molmol) were 

prepared by extrusion in liposome buffer (25 mM HEPES [pH 7.4], 150 mM, NaCl and 

1 mM EDTA) and pre-cleared by centrifugation at 15,000xg for 5 min at 4°C. Extraction 

was measured by combining the appropriate Kes1p protein (100 pmol) with liposomes 

(400 pmol of PtdIns-4-phosphate) and 3 μg BSA in liposome buffer. After incubation at 

25°C for 30 min, assays were placed on ice, R. communis agglutinin was added (10 μg) 

for 10 min and liposomes were sedimented by centrifugation at 15,000xg at 4°C for 

5 min. [14P]-PtdIns-4-phosphate was measured in supernatant fractions and PtdIns-4-P 

extraction was corrected for non-specific extraction (mock). 
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Lipids and Liposome Preparation for DHE and PtdIns-4-P Transfer Assays 

1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC), brain L-α-phosphatidylinositol-4-

phosphate (PtdIns-4-P), 1,2-dioleoyl-sn-glycero-3-phosphoethanolamine-N-(5-

dimethylamino-1-naphthalenesulfonyl) (DNS-PE), and 1,2-dipalmitoyl-sn-glycero-3-

phosphoethanolamine-N-lissamine rhodamine B sulfonyl (Rhod-PE) were from Avanti 

Polar Lipids. Dehydroergosterol (DHE) was from Sigma Aldrich. The concentration of 

the DHE stock solution in methanol was determined by UV-spectroscopy using an 

extinction coefficient of 13,000 M-1.cm-1. 

Lipids, stored in stock solutions in CHCl3 or methanol, were mixed at the desired 

molar ratios. Solvent was removed in a rotary evaporator under vacuum. For lipid films 

containing PtdIns-4-P, the mix was pre-warmed to 33°C for 5 minutes prior to drying. 

The films were hydrated in 50mM Hepes, pH 7.2, 120mM K-acetate (HK buffer) to 

obtain a suspension of multilamellar liposomes. After five thawing-freezing cycles with 

liquid nitrogen, the suspensions were extruded through polycarbonate filters of 0.2μm 

pore size using a mini-extruder (Avanti Polar Lipids). Liposomes were stored at 4°C in 

the dark when containing light-sensitive lipids (DHE, DNS-PE, Rhod-PE), and used 

within 2 days. 

DHE and PtdIns-4-P Transfer Assays 

DHE and PtdIns-4-P transport assays followed the protocols described (de Saint-Jean et 

al., 2011; Moser von Filseck et al., 2015) using purified recombinant His6-tagged Kes1 

proteins (X. Li et al., 2002). Experiments were carried out in a Shimadzu RF 5301-PC 

fluorimeter equipped with a cylindrical quartz cuvette. For measuring DHE transfer, a 
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suspension (570μl) of LB liposomes (200μM lipids, final concentration) made of DOPC 

and containing 4% (mol/mol) PtdIns-4-P was incubated at 30°C under constant stirring 

in HKM (HK + 1mM MgCl2) buffer. After 1 min, 30μl of LA liposomes (200μM lipid 

final concentration) composed of 2.5% of DNS-PE and 5% DHE was added. After 

3 min, Kes1 or the appropriate derivative was injected to a final concentration of 375nM. 

Lipid transport was measured by recording the DNS-PE signal at 525nm (bandwidth 

10 nm) upon DHE excitation at 310nm (bandwidth 1.5nm). As the concentration of 

accessible DHE was equal to 10μM, the amount of DHE (in μM) transported from LA to 

LB membrane was equal to 10 ∗ ((F-F0)/(Fmax-F0)) where Fmax is the signal before Kes1 

injection; F0 is the signal measured upon total DHE extraction by 10mM methyl-β-

cyclodextrin (Sigma). Liposomes and proteins were injected from stock solutions with 

Hamilton syringes through a guide in the cover of the fluorimeter. 

To measure PtdIns-4-P transport, a suspension (570μL) of LB liposome (200μM 

total lipid) composed of 2% Rhod-PE and 4% PtdIns-4-P was incubated with 250nM 

NBD-PHFAPP at 30°C in HKM buffer under constant stirring. The concentration of 

accessible PtdIns-4-P (in the outer leaflet) is 4μM. After 1 min, 30μL of LA liposome 

containing 10% DHE (200μM lipids, final concentration) were injected. After additional 

3 min, Kes1 or mutant (375nM final concentration) was injected. PtdIns-4-P transport 

was followed by measuring the NBD signal at 530 nm (bandwidth 10nm) upon 

excitation at 460nm (bandwidth 1.5nm). The signal, which mirrors the redistribution of 

NBD-PHFAPP between LA and LB liposomes, was normalized to determinate the amount of 

PtdIns-4-P transported by Kes1. For this, the NBD signal (Feq) in a situation where 
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PtdIns-4-P is fully equilibrated between liposomes. NBD-PHFAPP was mixed with LA and 

LB liposome (200μM total lipid each) that each contains initially 2% PtdIns-4-P. The 

fraction of PtdIns-4-P on the surface of LB liposome, PtdIns-4-PB/ PtdIns-4-PT, is equal to 

the fraction of PHFAPP on LB liposome and correspond to FNorm = 0.5∗(F-F0/Feq-F0) with 

F0 corresponding to the NBD signal prior to the addition of Kes1 protein. The amount of 

PtdIns-4-P (in μM) transferred from LB to LA liposomes corresponds to 4∗FNorm. 

Fluorescence Microscopy 

For GFP imaging, cells were grown in synthetic defined medium lacking uracil in the 

presence or absence of Dox at 30°C. Cells were then fixed in 3.75% formaldehyde and 

immobilized on concanavalin A coated slides and examined at 25°C. The imaging 

system employed a CFI plan apochromat lambda 100x oil immersion objective lens NA 

1.45 mounted on a Nikon Ti-U microscope base (Nikon, Melville, NY) interfaced to a 

Photometrics CoolSNAP HQ2 high sensitivity monochrome CCD camera (Roper 

Scientific, Ottobrunn, Germany) or an Andor Neo sCMOS CCD camera (Andor 

Technology, Belfast, UK). A Lumen 200 Illumination System (Prior Scientific Inc., 

Rockland, MA.) was used in conjunction with a B-2E/C (465–495nm/515–

555nm;EX/EM) or G-2E/C (528–553nm/590–650nm;EX/EM) filter set (Nikon, 

Melville, NY). Images were captured using the Nikon NIS Elements software package 

(Nikon, Melville, NY, version 4.10) and exported as .TIF files. Image analyses were 

performed using ImageJ (version 1.47t, National Institute of Health) and figures were 

constructed using Adobe Illustrator and Adobe Photoshop CS6 (version 15.0.0). 
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Metabolic Radiolabeling and CPY Immunoprecipitation 

Yeast strains were grown in minimal media lacking methionine and cysteine to mid 

logarithmic phase (OD600nm = 0.5) and radiolabeled with [35S]-amino acids (Translabel; 

New England Nuclear; 100 μCi/ml). Chase was initiated by introduction of unlabeled 

methionine and cysteine (2 mM each, final concentration), and terminated by addition of 

trichloroacetic acid (5% w/v -- final concentration). CPY was pulled down from clarified 

cell-free lysates with rabbit polyclonal anti-CPY serum and radiolabeled CPY were 

resolved by SDS-PAGE and visualized by autoradiography (V. A. Bankaitis et al., 

1986). 

Quantification and Statistical Analysis 

Data were quantified and analyzed as described in detail in the figure legends, figures, 

Results, and Method Details in STAR Methods. Statistical methods used included 

Student’s t-test and one-way ANOVA, values are given as mean ± standard deviation 

and confidence intervals are identified. Exact definitions of n are identified throughout. 

 

.

https://www.cell.com/developmental-cell/fulltext/S1534-5807(17)31043-2?_returnURL=https%3A%2F%2Flinkinghub.elsevier.com%2Fretrieve%2Fpii%2FS1534580717310432%3Fshowall%3Dtrue#sec4


99 

 

CHAPTER IV  

TRANSLATIONAL CONTROL OF LIPOGENESIS LINKS PROTEIN SYNTHESIS 

AND PHOSPHOINOSITIDE SIGNALING WITH NUCLEAR DIVISION* 

Summary 

Continuously dividing cells coordinate their growth and division. How fast cells grow in 

mass determines how fast they will multiply. Yet, there are few, if any, examples of a 

metabolic pathway that actively drives a cell cycle event instead of just being required 

for it. Here, we show that translational upregulation of lipogenic enzymes in yeast 

increased the abundance of lipids and accelerated nuclear elongation and division. De-

repressing translation of acetyl CoA carboxylase and fatty acid synthase also suppressed 

cell cycle-related phenotypes, including delayed nuclear division, associated with 

Sec14p phosphatidylinositol transfer protein deficiencies, and the irregular nuclear 

morphologies of mutants defective in phosphatidylinositol 4-OH kinase activities. Our 

results show that increased lipogenesis drives a critical cell cycle landmark and report a 

phosphoinositide signaling axis in control of nuclear division. The broad conservation of 

these lipid metabolic and signaling pathways raises the possibility these activities 

similarly govern nuclear division in mammals. 

 

 

* This chapter is reprinted with permission from ‘Translational control of lipogenesis links proteins 
synthesis and phosphoinositide signaling with nuclear division’ by Nairita Maitra, Staci Hammer, Clara 
Kjerfve, Vytas A Bankaitis, & Michael Polymenis (2021). Biorxiv 
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Introduction  

The sequential and essential action of acetyl-CoA carboxylase (Acc1p in yeast) and fatty 

acid synthase (FAS) make fatty acids in all organisms. Acc1p carboxylates acetyl-

coenzyme A (CoA) to make malonyl-CoA (Al-Feel et al., 1992), which is subsequently 

consumed by FAS as the building block for fatty acid synthesis. Yeast FAS is made of 

two different polypeptides, α- (Fas2p) and β-subunits (Fas1p), in a 2.6 MDa α6β6 

dodecamer (Lomakin et al., 2007; Leibundgut et al., 2008; Jenni et al., 2007). The 

correct Fas1p and Fas2p stoichiometry is achieved by a mechanism where Fas1p 

controls FAS2 mRNA levels (Wenz et al., 2001). Moreover, Fas1p initiates FAS 

assembly via a co-translational interaction with nascent Fas2p (Shiber et al., 2018; 

Fischer et al., 2020). The multiple catalytic activities of FAS iteratively add two carbons 

at a time from a malonyl-CoA donor to an acetyl-CoA acceptor. The reaction terminates 

after seven or eight cycles, generating 16-or 18-carbon fatty acids, respectively 

(Lomakin et al., 2007; Jenni et al., 2007). 

 There is intense contemporary interest in lipogenesis during cell division given 

the implications for cell proliferation (Storck et al., 2018). Higher levels of lipogenic 

enzymes are a near-universal marker of tumors (Kuhajda et al., 1994; Baenke et al., 

2013; Beloribi-Djefaflia et al., 2016), and FAS is one of the few metabolic enzymes 

targeted in cancer clinical trials (NCT02595372, NCT02980029). Three lines of 

evidence suggest that de novo lipid synthesis impinges on events late in the cell cycle. 

First, the translational efficiency of acetyl-CoA carboxylase and fatty acid synthase 

mRNA transcripts peaks in mitosis (Blank et al., 2017; 2017). Second, the abundance of 



 

101 

 

lipids similarly peaks late in the cell cycle (Blank et al., 2020). The midbodies in human 

cells, where cleavage occurs at the end of the cell cycle, have a distinct lipid composition 

(Atilla-Gokcumen et al., 2014). Third, de novo lipid synthesis is essential for mitosis in 

humans (Scaglia et al., 2014) and yeast  (Al-Feel et al., 2003; Schneiter et al., 1996).  

Nuclear membrane dynamics are pronounced during mitosis. For example, there 

is a dramatic proliferation in new nuclear membranes during mitosis. This proliferation 

occurs irrespective of whether the mitosis is open (i.e., the nuclear envelope 

disassembles in mitosis as in animal cells) or whether it is closed (i.e., nuclear envelope 

integrity is maintained throughout mitosis as in fungi). In fission and budding yeast, 

loss-of-function mutations in lipid synthesis perturb the size and shape of the nuclear 

envelope (Witkin et al., 2012; Walters et al., 2014;  2012; Santos-Rosa et al., 

2005Santos-Rosa et al., 2005; Kume et al., 2017; Zach & Převorovský, 2018; 

Siniossoglou, 2013). The evidence that lipid synthesis is required for cell division 

notwithstanding, it remains unclear whether lipid biogenesis promotes specific cell cycle 

events and, if so, what those events might be. 

Sec14p is the founding member of a major family of phosphatidylinositol 

(PtdIns) transfer proteins (PITPs). Sec14p and other PITPs stimulate the activities of 

PtdIns 4-OH kinases by rendering PtdIns a superior substrate for these enzymes – 

thereby potentiating PtdIns(4)P-dependent signaling (Wang et al., 2019). Sec14p 

executes an essential cellular activity in promoting membrane trafficking from yeast 

Golgi/endosomal compartments, but this cellular requirement is obviated when lipid 

metabolism is appropriately altered. For example, inactivation of CDP-choline salvage 

https://www.zotero.org/google-docs/?ShFcZ8
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pathway for PtdCho synthesis relieves cells of the essential Sec14p requirement (Cleves 

et al., 1991). In addition to membrane trafficking, Sec14p also controls cell cycle 

progression (Huang et al., 2018). Reductions in Sec14p activity of insufficient 

magnitude to compromise cell viability nonetheless result in aberrantly larger cells that 

progress through the cell cycle more slowly with notable delays in progression through 

the G2/M phases (Huang et al., 2018). How Sec14p impinges on cell cycle progression 

and how it is functionally integrated with lipid synthesis in the cell cycle remains poorly 

understood. 

 Herein, we demonstrate that coordinate de-repression of ACC1 and FAS1 

translation results in elevated lipogenesis that promotes nuclear division in yeast. 

Furthermore, we report that loss-of-function mutations in the conserved Sec14p delay 

nuclear division, and that de-repressing translational control of ACC1 and FAS1 not only 

corrects the delayed nuclear division associated with reduced Sec14 activity, but 

suppresses other mitotic phenotypes associated with Sec14p insufficiencies. Likewise, 

we document that loss of phosphatidylinositol 4-OH kinase activity deranges nuclear 

morphology, and that these phenotypes too are rescued by enhanced translation of ACC1 

and FAS1 mRNAs. Taken together, these results identify translational control as a 

critical input for tuning lipid metabolism to progression through the cell cycle. The data 

also indicate that lipid synthesis is not only required for mitosis, but that it actively 

promotes nuclear division -- a key landmark of the eukaryotic cell cycle. 
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Results 

Translational control elements in lipogenic enzymes 

The translational efficiency of acetyl-CoA carboxylase and fatty acid synthase is 

upregulated late in the cell cycle and, in that regard, removing a uORF from the 5’-

leader of the ACC1 transcript de-represses the translation of ACC1 (Blank et al., 2017) . 

The 5’-leader of FAS1 is 551 nt-long (Xu et al., 2009), and has two uORFs (Figure 

18A). Ribosome profiling experiments report that both FAS1 uORFs are likely translated 

in S. cerevisiae (Ingolia et al., 2009). The longer and more distal uORF initiates from a 

non-AUG start codon. A uORF at the same position, albeit of varying length and 

sequence, is present in most Saccharomyces genomes, except in S. mikatae, where the 

AAG start codon is mutated to AAA (Figure B-1, top). The proximal uORF is short, 

encoding a six amino acid peptide, and it is well-conserved in the Saccharomyces genus 

(Figure B-1, bottom). There was a Tyr→Phe change in S. kudriavzevii, and a Phe→Leu 

change in S. bayanus (Figure B-1, bottom). 

To test the role of translational control in fatty acid synthesis, a mutant yeast 

strain was generated where cis elements that could repress translation of ACC1 and 

FAS1 transcripts were inactivated. Simultaneous de-repression of both ACC1 and FAS1 

translation was expected to increase metabolic flux through de novo lipogenesis 

pathways. Because the FAS1 uORFs are likely translated in S. cerevisiae, and are well 

conserved in other species, their start codons were mutated. The FAS1 uORF mutations 

were subsequently recombined into a yeast strain carrying the ACC1 ORF mutation we  
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Figure 18 uORFs in ACC1 and FAS1 
 
A, The chromosomal coordinates of the 5’-leader sequences of the ACC1 and FAS1 transcripts. The 5’-
ends are from (Xu et al., 2009). B, Steady‐state Fas1p protein, and FAS1 mRNA levels were measured in 
rich undefined media, differing in the carbon source (2% glucose or 3% glycerol) from the indicated 
strains carrying C‐terminal TAP‐tagged alleles of FAS1 at their endogenous chromosomal locations. 
Protein levels were measured from immunoblots, a representative of which is shown. Transcript levels of 
FAS1 and UBC6 were quantified by Droplet Digital PCR, as described in Materials and Methods. The 
values in the strip charts depict the relative abundance of FAS1 mRNA and protein in uORFm-
ACC1,FAS1 cells quantified from independent experiments. To obtain the normalized units (n.u.) on the 
y‐axis, we first normalized for loading against the corresponding UBC6 and Pgk1p values from the same 
samples. We then expressed these values as ratios against the corresponding values of wild‐type FAS1‐
TAP cells, in which the uORFs are in place, from experiments run and analyzed in parallel. 
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had described previously (Blank et al., 2017). The strain carrying these three uORF 

mutations (uORFm-ACC1,FAS1) was also engineered so that the main FAS1 ORF was 

TAP-tagged for purposes of protein surveillance (see Materials and Methods). As 

expected, asynchronous cultures of the triple uORF mutant produced elevated steady-

state levels of Fas1p (Figure 18B). The ratio of the steady-state levels of the Fas1p 

protein over the FAS1 mRNA was 3 to 4-fold higher in the uORF mutant cells compared 

to wild type cells (Figure 18C). These data were consistent with a translational de-

repression mechanism for increased Fas1p expression. 

To monitor Fas1p levels throughout the cell cycle, small early G1 wild-type and 

uORFm-ACC1,FAS1 cells were isolated by centrifugal elutriation and Fas1p-TAP levels 

were examined as these cells progressed synchronously through the cell cycle (Figure B-

2). Fas1p-TAP levels still oscillated in uORFm-ACC1,FAS1 cells, albeit with dampened 

amplitude (Figure B-2). Acc1p levels were similarly periodic, with dampened amplitude, 

in the cell cycle when ACC1 translation was de-repressed in cells lacking the ACC1 

uORF (Blank et al., 2017).  

De-repressing translation of ACC1 and FAS1 alters lipid abundances 

Two approaches were used to determine whether elevated levels of Acc1p and Fas1p in 

uORFm-ACC1,FAS1 cells led to increased activity of these enzymes in vivo. The first 

was a bioassay where the sensitivity of wild-type and triple mutant cells to cerulenin was 

compared.  Cerulenin is a validated inhibitor of fatty acid synthase that acts by binding 

and inhibiting the β-ketoacyl-acyl carrier protein (ACP) synthase domain of fatty acid 

synthase (Omura, 1976; Price et al., 2001). Whereas proliferation of wild type cells was 
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significantly reduced and then completely blocked at 1.5 and 2.5 μg/ml cerulenin, 

respectively, the uORFm-ACC1,FAS1 cells were resistant to 2.5 μg/ml cerulenin (Figure 

B-2). The increased resistance of uORFm-ACC1,FAS1 cells to cerulenin argues that 

translational de-repression of ACC1 and FAS1 leads to elevated activity of these 

lipogenic enzymes in vivo. 

The second approach involved quantification of primary metabolites and 

complex lipids by GC-TOF MS, and CSH-QTOF MS/MS, respectively (See Materials 

and Methods). In these experiments, we examined cultures where glucose or glycerol 

served as sole carbon sources (Figure 19). Among the >300 metabolites that were 

confidently identified in cultures with glucose as sole carbon source, the alterations in 

metabolite abundance were almost entirely accounted for by alterations in the abundance 

of lipid molecular species. Increased levels of various molecular species of triglycerides 

(TG), phosphatidylinositol (PtdIns; PI), phosphatidylcholine (PtdCho; PC), 

phosphatidylethanolamine (PtdEtn; PE), and phosphatidylserine (PtdSer; PS) were 

recorded. A few species exhibited a lower abundance in uORFm-ACC1,FAS1 cells and 

these represented the longer chain molecular species detected (PtdIns / PtdCho / PtdEtn 

36:1; PtdCho 36:2; TG 50:1; TG 56:2). This pattern was reproduced in cultures where 

glycerol served as a carbon source although the roster of molecular species that were 

altered in abundance in glycerol conditions was expanded somewhat. We conclude that 

coordinate de-repression of ACC1 and FAS1 translation altered the lipidome 

predominantly by increasing the abundance of most lipid molecular species. 
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Figure 19 De-repressing the translational control of lipogenesis alters lipid 
abundances 
 
Metabolites whose levels changed in WT vs. uORFm-ACC1,FAS1 cells were identified from the 
magnitude of the difference (x-axis; Log2-fold change) and statistical significance (y-axis), indicated by 
the red lines. The analytical and statistical approaches are described in Materials and Methods. 
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Lipogenesis controls the timing of nuclear division 

The uORFm-ACC1,FAS1 cells represent a unique, gain-of-function context for 

interrogating the effects of increased lipogenesis on nuclear division. It is well-

established that diminutions in lipid synthesis perturb the shape of the nuclear envelope 

in fungi (Witkin et al., 2012; Walters et al., 2012; Walters et al., 2014; Siniossoglou, 

2013; Santos-Rosa et al., 2005; Zach & Převorovský, 2018; Kume et al., 2017). Those 

findings motivated examination of nuclear morphology in uORFm-ACC1,FAS1 cells 

progressing synchronously through the cell cycle. As in our past studies (Blank et al., 

2020; Blank et al., 2017; Huang et al., 2018), centrifugal elutriation was again employed 

to recover highly enriched populations of un-arrested early G1 cells where the coupling 

between cell growth and division is maintained (Aramayo & Polymenis, 2017;  Creanor 

and Mitchison, 1979). The timing of nuclear division was then compared for 

synchronous wild-type and uORFm-ACC1,FAS1 cultures.  

To that end, the nuclear envelope was visualized by immunofluorescence using 

the Nsp1p component of the central core of the nuclear pore complex as a marker (see 

Materials and Methods and Figure B-3). For each cell scored at one point in the cell 

cycle, the longest axis across the nucleus was related to the diameter of the non-

elongated, spherical nuclear space and expressed as a ratio (Figure B-3A). The cell size 

and percentage of budded cells from the same elutriated samples were also recorded. 

Since yeast bud emergence marks the initiation of cell division, this event serves as a 

convenient proxy for marking entry into the S phase. This landmark was therefore used 

to relate initiation of cell division to cell size.  

https://www.zotero.org/google-docs/?evhHRg
https://www.zotero.org/google-docs/?evhHRg
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Figure 20 De-repressing translation of ACC1 and FAS1 promotes nuclear division 
 
A, Synchronous cultures of the indicated strains and conditions were obtained by elutriation (see Materials 
and Methods), from which the percentage of budded cells (y-axis) is shown against the mean cell size (in 
fL; x-axis). B, From the same samples as in A, cells were processed for fluorescence microscopy to 
visualize the nucleus, as described in Materials and Methods (see also Figure 3 - figure supplement 1). 
Nuclear shape (y-axis) is shown against the mean cell size (in fL; x-axis), from >2,000 cells/strain. Loess 
curves and the std errors at a 0.95 level are shown. 
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A key parameter that derives from such an analysis is the critical size, and this metric is 

defined as the size at which half the cells are budded (Soma et al., 2014). The critical 

size of uORFm-ACC1,FAS1 cells was slightly smaller than that of wild type cells 

(Figure 20A; 36.7±1 fL vs. 40.6±2 fL, based on four independent experiments). 

However, compared to wild type, uORFm-ACC1,FAS1 mutants initiated nuclear 

elongation and completed nuclear division disproportionately sooner – i.e., at a cell size 

some 10 fL smaller relative to wild type cells (Figure 20B). However, the total cell cycle 

time was the same for both wild type and uORFm-ACC1,FAS1 cells (93±2 m vs. 91±5 

m, p=0.3, based on the Mann-Whitney test, from at least four independent experiments 

in each case). Thus, although uORFm-ACC1,FAS1 cells complete nuclear division 

earlier than wild-type cells do, the mutant cells delay completion of cytokinesis and cell 

separation. These results reveal an active and sufficient role for lipid synthesis in 

promoting nuclear division. 

De-repressing translation of ACC1 and FAS1 corrects mitotic phenotypes of sec14 

mutants 

Conditional sec14 mutants proliferate at 25°C, but not at 37°C (Novick et al., 1980). 

Furthermore, inhibition of lipogenesis by cerulenin exacerbates the temperature 

sensitivity of sec14-1 cells (Dacquay et al., 2017). Whereas the cerulenin effect is a 

rather non-specific phenotype (Lee et al., 2014), this observation raised the question of 

whether the increased lipogenesis in uORFm-ACC1,FAS1 cells could suppress the 

temperature-sensitive proliferation of sec14-1 cells. Indeed, coordinate ACC1 and FAS1 

uORF inactivation partially rescued growth of sec14-1 cells at the semi-permissive  
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Figure 21 De-repressing the translational control of ACC1 and FAS1 suppresses the 
temperature sensitivity 
 
(A), large size (B), and high G2/M DNA content (C) of sec14-1 cells. A, Serial dilutions (5-fold) of 
cultures of the indicated strains were spotted on solid media and grown at the temperatures shown. B, Strip 
plots showing the mean (top panels) and birth (bottom panels) size (y-axis) for the indicated strains. The 
average in each case is in red. C, Flow cytometry histograms for the indicated strains, with cell number on 
the y-axis and fluorescence per cell on the x-axis. 
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temperature of 34°C (Figure 21A). This result suggests that increased lipogenesis 

reduced the threshold requirement of yeast cells for Sec14p. 

Although the Sec14p requirement for membrane trafficking through the yeast 

TGN/endosomal system is well-established (Cleves et al., 1989; Bankaitis et al., 1989; 

Nile et al., 2014), this PITP also executes cell-cycle functions. Even at the permissive 

temperature of 30°C sec14-1 cells exhibit larger birth and mean sizes and are delayed in 

passage through the G2/M stages of the cell cycle. This latter deficiency is manifested in 

asynchronous cultures as increased fractions of cells in G2/M (Huang et al., 2018). Also, 

sec14-1 mutants must reach a larger critical size before initiating cell division (Huang et 

al., 2018). Strikingly, whereas ACC1 and FAS1 uORF mutations did not alter the size of 

wild type cells, these uORF mutations completely corrected the larger birth and mean 

size of sec14-1 cells (Figure 21B, right panels; p>0.05, Kruskal-Wallis, and posthoc 

Nemenyi tests). Moreover, the combined uORF mutations fully corrected the G2/M 

delay characteristic of sec14-1ts cells (Figure 21C). (Figure 21B, left panels). These 

collective results cannot be accounted for by simple models where cell enlargement is 

accommodated by new plasma membrane synthesis before division. 

Sec14p has not been previously implicated in nuclear division. But since our data 

suggest that ACC1 and FAS1 uORF mutations correct the various cell cycle-related 

phenotypes of sec14-1 cells, we examined the timing of nuclear division in synchronized 

cultures produced by elutriation. As we had previously reported (Huang et al., 2018), the 

critical size of sec14-1 cells is larger than that of wild type cells even at the permissive 

temperature of 30°C (Figure 22A, compare the top two panels). Furthermore, sec14-1  
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Figure 22 Loss-of-function sec14-1 mutants delay nuclear division, but they are 
suppressed by the uORF mutations in ACC1 and FAS1  
 
From synchronous cultures of the indicated strains, the percentage of budded cells (A) and nuclear shape 
(B) as a function of cell size (x-axis) were measured and plotted as in Figure 3. For the wild type cells 
(WT), the values were the same as those in Figure 15. 
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cells both initiated and completed nuclear division at a significantly larger size relative 

to wild-type cells (Figure 22B). Strikingly, ACC1 and FAS1 uORF mutations corrected 

both the larger critical size and the delayed nuclear division of sec14-1 cells (Figure 

22A, 22B). However, the scheduling of nuclear division in uORFm-ACC1,FAS1, sec14-

1 mutants was similar to that of wild type cells and was not accelerated as observed in 

uORFm-ACC1,FAS1 mutants (Figure 20B).  These collective data not only strongly 

support the idea that increased lipogenesis provides for the mitotic functions of Sec14p, 

but also suggest that the accelerated nuclear division schedule associated with elevated 

lipogenesis still requires some Sec14p involvement. 

Specificity of ‘bypass Sec14p’ mechanisms in correcting the delayed nuclear division of 

sec14-1 mutants  

The ACC1 and FAS1 uORF mutations perturb lipid metabolism (Figure 19). But fatty 

acids are the precursors for all glycerolipids and sphingolipids. Hence, it is difficult to 

reduce to a manageable level the possibilities regarding which derangements in lipid 

metabolism are primarily responsible for disturbed nuclear morphogenesis. Since our 

data point to functional interactions between the increased lipogenesis in uORFm-

ACC1,FAS1 cells and Sec14p-dependent processes (Figures 21, 22), the known roles of 

Sec14p were exploited as a tool that reports on distinct arms of the lipid metabolome. 

As a PtdIns/PtdCho transfer protein (Grabon et al., 2019; Bankaitis et al., 1990), 

Sec14p leverages its heterotypic lipid binding and exchange activities to potentiate the 

activities of PtdIns 4-OH kinases and thereby stimulate PtdIns-4-phosphate signaling 

(Schaaf et al., 2008; Bankaitis et al., 2010). It is by this mechanism that Sec14p and  
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Figure 23 Loss of Kes1p, but not Cki1p, suppresses the delayed nuclear division of 
sec14-1 mutants 
 
From synchronous cultures of the indicated strains, the percentage of budded cells (A) and nuclear shape 
(B) as a function of cell size (x-axis) were measured and plotted as in Figure 5. For the wild type cells 
(WT) and sec14-1 cells, the values were the same as those in Figure 17. 
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other PITPs function as sensors of lipid metabolism and integrate the activities of 

distinct arms of the lipid metabolome with localized outputs of PtdIns-4-phosphate 

signaling (Wang et al., 2019). In that regard, Sec14p executes essential cellular 

activities, but the normally essential Sec14p requirement for cell viability is bypassed by 

derangements in specific aspects of lipid metabolism. These include loss-of-function 

mutations in the PtdIns-4-phosphate phosphatase Sac1 (Cleves et al., 1989; Rivas et al., 

1999), the CDP-choline pathway (but not the de novo pathway) for PtdCho biosynthesis 

(Cleves et al., 1991; Xie et al., 2001), and the ergosterol and PtdIns-4-phosphate 

exchange protein Kes1p (Fang et al., 1996; Li et al., 2002; Mousley et al., 2012). 

With regard to bypass Sec14p mutations in the CDP-choline pathway, the 

lethality and secretory defects of sec14-1 mutants at 37°C are suppressed by loss of the 

Cki1p choline kinase which catalyzes the first reaction of this PtdCho biosynthetic 

pathway (Cleves et al., 1991). However, even though genetic ablation of Cki1p activity 

yielded cells that exhibited a slightly smaller critical size (consistent with slightly 

accelerated initiation of cell division), this metabolic defect failed to suppress the 

delayed nuclear division of sec14-1 mutants (Figure 23). Strikingly different results were 

obtained for Kes1p loss-of-function mutations which we previously demonstrated 

correct the large cell size and cell cycle delay of sec14-1 cells ((Huang et al., 2018); see 

also Figure 23A). Kes1p inactivation fully corrected the delay in the nuclear division of 

sec14-1 cells (Figure 23B). These results indicate a sharp differentiation between 

‘bypass Sec14p’ mutants in their abilities to correct the derangements in nuclear 

division, normally associated with Sec14p dysfunction, even though these ‘bypass 
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Sec14p’ mutations share in common their abilities to restore cell viability and efficient 

membrane trafficking to cells ablated for Sec14p function. These data also indicate that 

defects in the CDP-choline pathway of PtdCho synthesis do not significantly impact 

nuclear division.  

Enhanced ACC1 and FAS1 translation corrects the aberrant nuclear shape of PtdIns 4-

OH kinase mutants 

A major function of Sec14p in cells is to stimulate the activities of the Golgi/endosomal 

and plasma membrane PtdIns 4-OH kinases Pik1p and Stt4p, respectively (Schaaf et al., 

2008; Bankaitis et al., 2010). We therefore interrogated the cell cycle and nuclear 

morphogenetic phenotypes of temperature-sensitive mutants defective in the activities of 

these two lipid kinases as each enzyme is individually essential for yeast cell viability 

and these two enzymes together account for nearly all of the PtdIns 4-OH kinase activity 

in cells (Audhya et al., 2000). Even at their permissive temperature (25°C), pik1-101 and 

stt4-4 cells grew slowly and exhibited aberrant cell morphologies. Indeed, we were 

unable to obtain synchronous cultures of these mutants by elutriation. In an alternative 

approach, asynchronous cultures of pik1-101 and stt4-4 cells were examined for cell 

cycle parameters including cell size and DNA content. At the permissive temperature of 

25°C, both pik1-101 and stt4-4 cells were significantly larger than wild type cells (~50% 

and 25%, respectively; Figure B-5, top). Moreover, the DNA contents of both mutants 

were also irregular (Figure B-5, bottom). Although Pik1p inactivation results in a 

cytokinesis defect at 37°C (Garcia-Bustos et al., 1994), we did not obtain evidence of 

increased ploidy at 25°C. Rather, the DNA content profiles for both mutants consistently 
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Figure 24 Upregulating translation of ACC1 and FAS1 corrects the aberrant 
nuclear shape of PI- 4-kinase mutants 
 
A, Representative fluorescent microscopy images of cells from the indicated strains, stained with an α-
Nsp1 antibody (top panels) or DAPI (bottom panels). B, Summary of the proportion of cells with 
spherical, or not, nuclei from the strains shown, calculated from three independent experiments. C, 
Schematic summary of our results. 
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reported a substantial delay in passage through S phase (Figure B-5, bottom). 

The cell cycle phenotypes described above, when coupled with prior evidence 

that phospholipid and triacylglycerol synthesis impacts nuclear morphology (Barbosa et 

al., 2019; Siniossoglou, 2013; Webster et al., 2009), prompted us to examine the nuclear 

morphologies of pik1-101 and stt4-4 cells. These mutants exhibited morphologically 

deranged nuclei characterized by highly irregular shapes that were in stark contrast to the 

normal spherical shape (Figure 24). Remarkably, uORFm-ACC1,FAS1 restored normal 

nuclear morphology to pik1-101 mutants and, to a lesser extent, to stt4-4 mutants (Figure 

24). Although the effect did not reach statistical significance in the stt4-4 context 

(p=0.08, based on the Kruskal Wallis and posthoc Nemenyi tests; see also Figure B-6), 

the pik1-101 data indicated that increased lipogenesis levied a significant correction of 

the abnormal nuclear shape of PtdIns 4-OH kinase mutants. These results further support 

the notion that lipogenesis actively controls nuclear shape and division and identify a 

role for PtdIns-4-phosphate signaling in homeostatic control of nuclear morphology. 

Discussion 

Herein, we demonstrate that gain-of-function mutations affecting translational control of 

lipogenic enzymes accelerate nuclear division, a critical cell cycle process. These results 

provide the first example of a metabolic pathway that is not merely required for a cell 

cycle process but actively drives the process forward. These findings are discussed in the 

context of cell cycle-dependent translational control of lipogenesis as it relates to 

regulation of nuclear morphogenesis. 
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Translational control of lipogenic enzymes 

The question of how mammalian acetyl-CoA carboxylase (ACC1, ACACA) and fatty 

acid synthase (FASN) are regulated is of intense interest because of the central role these 

enzymes play in the control of food intake, their contributions to obesity, and their 

association with cancer (Kuhajda et al., 1994; Baenke et al., 2013; Beloribi-Djefaflia et 

al., 2016). ACC1 expression is increased in conjunction with FASN to upregulate lipid 

synthesis in human tumors. Multiple mechanisms have been associated with the levels 

and activity of these enzymes in mammals. The activities of these enzymes in mammals 

are subject to multiple layers of regulation, and the control of Acc1 activity by 

phosphorylation has garnered considerable attention (Kim, 1997). Acc1 is inactivated 

upon phosphorylation by AMPK and, as leptin activates AMPK, this regulation is a 

crucial aspect of the mechanism by which leptin suppresses appetite (Gao et al., 2007). 

Moreover, the AMPK-mediated inhibition of Acc1 is relieved just before cytokinesis, 

and this timing correlates with increased Acc1 enzymatic activity late in the HeLa cell 

cycle (Scaglia et al., 2014). However, the precise role of phosphorylation in the cell 

cycle regulation of Acc1p remains unclear. Large scale phosphoproteomic analyses 

identify several phosphorylation sites on yeast Acc1p. The major site is at residue 

S1157, which corresponds to S1216 in the human enzyme (Hunkeler et al., 2016). 

Although this site is conserved in the Acc1p enzymes of all eukaryotes, there are no 

reports that Acc1pS1216 phosphorylation is of any regulatory consequence for mammalian 

Acc1p. Moreover, there is no evidence that Acc1p phosphorylation is subject to cell 

cycle control in yeast.  
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Our data identify translation control as a mechanism for regulating lipogenesis as 

a function of the cell cycle. We had previously shown that translation of the mRNAs 

encoding Acc1p and Fas1,2p peaks late in the cell cycle ((Blank et al., 2017); see also 

Figure B-2). That this represents a broadly conserved layer of regulation is indicated by 

subsequent studies that showed translational control of human ACC1 is required for the 

progression of quiescent T cells into a proliferative state (Ricciardi et al., 2018). These 

prior studies linking elevated Acc1p and Fas1p activity with increased cell proliferation 

established these enzymes are necessary for lipogenesis and cell division. In that regard, 

there are numerous other examples where metabolic and cell growth processes are 

required for various cell cycle events (Johnston et al., 1977). 

The novelty of the current study rests on our demonstration that upregulating 

Acc1p and Fas1p (by abrogating translational inhibitory elements) is sufficient to drive a 

critical cell cycle process – i.e., nuclear division.  Functional ablation of the inhibitory 

uORFs that lie upstream of each of the corresponding structural genes elevated the 

overall levels of these enzymes while preserving the cell cycle-dependent oscillations in 

their abundance, albeit with a dampened amplitude ((Blank et al., 2017); see also Figure 

B-2). This is an expected result because, for the uORF-mediated control to fully account 

for the mitotic peak of translation of ACC1 and FAS1, the cellular ribosome content must 

also fluctuate as cells progress through the cell cycle. Evidence from our lab and others 

argues against such cell cycle fluctuations in ribosome content (Blank et al., 2020; Elliott 

et al., 1979; Shulman et al., 1973). Whole-cell metabolic profiling demonstrates lipid 

abundance (including all major classes; PtdIns, PtdCho, PtdEtn, and triglycerides) is the 
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most periodic metabolic parameter as a function of the cell cycle and that it peaks in 

mitosis (Blank et al., 2020). Furthermore, we now show that enhanced ACC1 and FAS1 

translation was sufficient to increase most lipids' abundances (Figure 19). 

Nuclear morphology and lipogenesis 

Yeast and other fungi undergo closed mitosis, where the nuclear envelope remains intact 

throughout the entirety of the cell cycle. The nucleus maintains a spherical shape 

throughout interphase and then elongates during mitosis (Meseroll & Cohen-Fix, 

2016).The fact that nuclear envelope expansion depends on cell cycle progression, and 

not on a general increase in cell size, argues for specialized metabolic inputs, including 

fatty acid and phospholipid synthesis (Walters et al., 2019). Indeed, nuclear membrane 

proliferation is required for progression through mitosis, regardless of whether it is 

closed or disassembled before reassembling during telophase as in mammalian cells. 

Inhibition of fatty acid synthase impairs nuclear elongation and chromosome segregation 

in fission yeast (Takemoto et al., 2016). A mitotic delay is occasionally accompanied by 

the appearance of nuclear membrane extensions, or flares, in budding yeast. These flares 

are interpreted as evidence for continued nuclear elongation on the face of some cell 

cycle arrest (Walters et al., 2012; Meseroll & Cohen-Fix, 2016). In support of this 

interpretation, ACC1, FAS1, or FAS2 loss-of-function mutations impair flare formation 

and nuclear elongation (Walters et al., 2014). However, we emphasize that the 

acceleration of nuclear elongation and division that we observed in the face of the 

upregulated translation of lipogenic enzymes is without precedent. Those data are not 
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only fully consistent with the requirement lipogenesis in nuclear elongation and division, 

but these also establish that enhanced lipogenesis is sufficient to drive these processes. 

Phosphoinositide signaling in control of nuclear division and morphology 

While the role of the normally essential Sec14p in membrane trafficking is well 

documented (Bankaitis et al., 1989; Cleves et al., 1989; Fang et al., 1996), there is 

evidence that the essential cellular function(s) executed by Sec14p are not solely at the 

level of membrane trafficking control but also at the level of cell cycle control (Mousley 

et al., 2012). In that regard, Sec14p hypomorphisms manifest themselves in cell cycle 

phenotypes such as delay in the passage through G2/M and progression from G1 into S-

phase (Huang et al., 2018). In that context, we report an unexpected confluence of 

translational control of lipogenesis with Sec14p-dependent phosphoinositide signaling in 

the cell cycle. We find that sec14-1 mutants are not only delayed in the initiation and 

completion of nuclear division, but that gain-of-function mutations that functionally 

ablate the ACC1 and FAS1 uORFs (with the result that the two corresponding mRNAs 

are translationally derepressed) partially rescue sec14-1 growth defects. Moreover, 

functional ablation of the uORFs fully rescued the delays in progression through G2/M 

and G1/S in Sec14p-deficient mutants. What is particularly striking in light of those data 

is that the accelerated timing of nuclear division in the uORF mutants was corrected in 

the sec14-1 genetic background. These collective data not only indicate that increased 

lipogenesis suppresses the mitotic functions of Sec14p but also suggest that the 

accelerated nuclear division schedule associated with elevated lipogenesis requires 

Sec14p involvement.   
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The available evidence indicates that the Sec14p involvement was independent 

of its role in membrane trafficking on two counts. First, these phenotypes were 

manifested at permissive temperatures for sec14-1 mutants where membrane trafficking 

pathways are operating normally by all measurable criteria. Second, the ‘bypass Sec14’ 

mutant that inactivates Cki1p (i.e., the choline kinase representing the first step in the 

CDP-choline pathway for PtdCho biosynthesis) corrects the membrane trafficking 

defects of sec14 mutants but fails to correct the deranged scheduling of nuclear 

elongation and division in sec14-1 mutants. Rather, as Sec14p stimulates PtdIns-4-P 

synthesis by both the Pik1p and Stt4p kinases in vivo, the data argue that Sec14p-

mediated phosphoinositide signaling is involved in regulating nuclear elongation and 

division. Two lines of evidence support this interpretation of the data. First, inactivation 

of Kes1p, an antagonist of Sec14p- and Pik1p-dependent PtdIns-4-P signaling (Fang et 

al., 1996; Li et al., 2002), corrects both the membrane trafficking and the nuclear 

elongation/division defects associated with Sec14p deficiencies. In this manner, the kes1 

‘bypass Sec14p’ mutants differ from cki1 mutants that correct only the membrane 

trafficking deficits. Second, cells compromised for Pik1p activity presented misshapen 

nuclei whose morphological derangements were corrected by increased lipogenesis. 

These data are intriguing in light of previous demonstrations that Pik1p shuttles between 

cytosolic and nuclear pools and executes essential cellular functions in both 

compartments (Garcia-Bustos et al., 1994; Strahl et al., 2005). 

Precisely how PtdIns-4-P signaling modulates nuclear division remains to be 

determined. One execution point could be at the translational control level as 
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inactivation of Pik1p or Stt4p triggers a block in protein synthesis through 

phosphorylation of translation initiation factor eIF2ɑ (Cameroni et al., 2006). Another 

attractive and not mutually exclusive possibility is that PtdIns-4-P serves as a precursor 

to synthesizing a nuclear pool of PtdIns-4,5-bisphosphate (PtdIns-4,5-P2). There is 

abundant literature regarding nuclear PtdIns-4,5-P2 and its roles (direct and indirect) in 

regulating multiple nuclear events such as transcription, mRNA processing and 

polyadenylation, and mRNA export (Cocco et al., 1987; 1989; York et al., 1999; Li et 

al., 2013; Hamann & Blind, 2018; Chen et al., 2020). We attempted to assess the 

relationship between PtdIns-4,5-P2 synthesis and ACC1 and FAS1 translational control 

but were unsuccessful in generating the requisite strains for the analysis. So, the 

relationship between PtdIns-4-P and PtdIns-4,5-P2 signaling related to nuclear 

elongation and division remains to be resolved. 

In summary, the results reported herein emphasize the physiological significance 

of generating specific lipid pools that drive a crucial cell cycle process – i.e., nuclear 

elongation and division. These lipids pools represent metabolic inputs that do not merely 

'fuel' a cell cycle process but, rather, play heretofore unappreciated active and instructive 

signaling roles in driving landmark cell cycle events. The collective data integrate 

protein synthesis, lipogenesis and phosphoinositide signaling with the timing of nuclear 

elongation and division. In this manner, this study sets the stage for deciphering the 

specific identities and compartmental organization of the relevant lipid pools that control 

these signaling processes. 
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Materials and methods 

Strains and media 

All the strains used in this study are shown in the Key Resources Table (Table 1) , 

above. Unless noted otherwise, the cells were cultivated in the standard, rich, undefined 

medium YPD (1% w/v yeast extract, 2% w/v peptone, 2% w/v dextrose), at 30°C. To 

modify the FAS1-5’ leader, we first inserted a URA3 gene (amplified from a prototrophic 

strain X1280) upstream, at position ChrXI99751 with the PCR-mediated methodology of  

(Longtine et al., 1998), using primers XI99701-URA-F1 and XI99800-URA-R1 (see 

Key Resources Table). The PCR product was transformed into a yeast strain carrying the 

TAP epitope at the 5’ end of the FAS1 main ORF (FAS1-TAP, see Key Resources 

Table). The resulting strain, NM21, was genotyped by PCR for the presence of the 

insertion at the expected location, using primers (XI99514-F1 and XI99895-R1) that 

flank the insertion. Genomic DNA of NM21 was then used as a template in a PCR 

reaction with the forward primer XI99514-F1 and reverse primers FAS1-141-REV, or 

FAS1-279-REV, to introduce point mutations at the start codon of the proximal uORF 

(T141A), or the distal uORF (G279A), respectively. The strains obtained were mutant 

for the proximal (NM19), or distal uORF (NM24). The introduced mutations were 

verified by PCR (with primers XI100101-F1 and XI100698-R1) followed by restriction 

digestion with enzymes PsiI (for the proximal uORF mutation) and RsaI (for the distal 

uORF mutation). The T141A mutation introduces a restriction  
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       Table 1 Key resource table  

Reagent type 
(species) or 
resource 

Designation Source or 
reference 

Identifiers Additional 
information 

strain, strain 
background 
(S. cerevisiae) 

BY4743 (Giaever et 
al., 2002) 

RRID:SCR
_003093 

MATa/α his3Δ1/his3Δ1 
leu2Δ0/leu2Δ0 
LYS2/lys2Δ0 
met15Δ0/MET15 
ura3Δ0/ura3Δ0 

strain, strain 
background 
(S. cerevisiae) 

BY4742 (Giaever et 
al., 2002) 

RRID:SCR
_003093 

MATα his3Δ1 leu2Δ0 
lys2Δ0 ura3Δ0 

strain, strain 
background 
(S. cerevisiae) 

BY4741 (Giaever et 
al., 2002) 

RRID:SCR
_003093 

MATa his3Δ1 leu2Δ0 
met15Δ0 ura3Δ0 

strain, strain 
background 
(S. cerevisiae) 

FAS1-TAP Dharmacon YSC1178-
202232118 

MATa FAS1-
TAP::HIS3MX6, 
BY4741 otherwise 

strain, strain 
background 
(S. cerevisiae) 

X1280-5A Yeast 
Genetic 
Stock 
Center 

 MATα SUC2 mal mel 
gal2 CUP1 

strain, strain 
background 
(S. cerevisiae) 

NM19 This study  MATa 
ChrXI:99751::URA3 
(T141A), FAS1-TAP 
otherwise 

strain, strain 
background 
(S. cerevisiae) 

NM21 This study  MATa 
ChrXI:99751::URA3 
FAS1-TAP otherwise 

strain, strain 
background 
(S. cerevisiae) 

NM24 This study  MATa 
ChrXI:99751::URA3 
(G279A), FAS1-TAP 
otherwise 

strain, strain 
background 
(S. cerevisiae) 

NM30 This study  MATa 
ChrXI:99751::URA3 
(T141A) (G279A), 
FAS1-TAP otherwise 

strain, strain 
background 
(S. cerevisiae) 

NM31 This study  MATα 
ChrXI:99751::URA3 
(T141A) (G279A), 
FAS1-TAP otherwise 
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       Table 1 Continued 

Reagent type 
(species) or 
resource 

Designation Source or 
reference 

Identifiers Additional 
information 

strain, strain 
background 
(S. cerevisiae) 

NM33 This study  MATa 
ChrXIV:662143::kan
MX6, 
ChrXI:99751::URA3, 
FAS1-TAP otherwise 

strain, strain 
background 
(S. cerevisiae) 

NM34 This study  MATα 
ChrXIV:662143::kan
MX6, 
ChrXI:99751::URA3, 
FAS1-TAP otherwise 

strain, strain 
background 
(S. cerevisiae) 

NM35 This study  MATα 
ChrXIV:662143::kan
MX6 (TG340AA), 
ChrXI:99751::URA3 
(T141A) (G279A), 
FAS1-TAP otherwise 

strain, strain 
background 
(S. cerevisiae) 

NM36 This study  MATa 
ChrXIV:662143::kan
MX6 (TG340AA),  
ChrXI:99751::URA3 
(T141A) (G279A), 
FAS1-TAP otherwise 

strain, strain 
background 
(S. cerevisiae) 

HB1 (Blank et 
al., 2017) 

 MATa 
ChrXIV:662143::kan
MX6 (TG340AA), 
BY4741 otherwise 

strain, strain 
background 
(S. cerevisiae) 

HB13 (Blank et 
al., 2017) 

 MATα 
ChrXIV:662143::kan
MX6, BY4742 
otherwise 

strain, strain 
background 
(S. cerevisiae) 

CTY1-1A (Bankaitis 
et al., 1989; 
Xie et al., 
2001) 

 MATa,ura3-52Δ,his3-
200Δ,lys2-801Δ, 
sec14-1 

strain, strain 
background 
(S. cerevisiae) 

NM39 This study  MATα, 
ChrXIV:662143::kan
MX6 
ChrXI:99751::URA3, 
sec14-1, FAS1-TAP 
otherwise 
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      Table 1 Continued 

Reagent type 
(species) or 
resource 

Designation Source or 
reference 

Identifiers Additional 
information 

strain, strain 
background 
(S. cerevisiae) 

NM42 This study  MATα, 
ChrXIV:662143::kanM
X6 (TG340AA), 
ChrXI:99751::URA3 
(T141A) (G279A), 
sec14-1, FAS1-TAP 
otherwise 

strain, strain 
background 
(S. cerevisiae) 

VBY79 Bankaitis 
lab 
collection 

 MATa, 
pik1-101ts ura3-52Δ 
leu2Δ Gal+ 

strain, strain 
background 
(S. cerevisiae) 

NM83 Τhis study  MATa, 
pik1-
101ts,ChrXIV:662143::
kanMX6 (TG340AA),  
ChrXI:99751::URA3 
(T141A) (G279A), 
FAS1-TAP otherwise 

strain, strain 
background 
(S. cerevisiae) 

VBY76 Bankaitis 
lab 
collection 

 ΜΑΤα, 
leu2Δ ura3Δ his3Δ 
trpΔ lysΔ suc2-Δg 
Δstt4Δ::HIS3 
YCp(stt4-4, LEU2) 

strain, strain 
background 
(S. cerevisiae) 

NM86 This study  MATa, 
lysΔ, Δstt4Δ::HIS3 
YCp(stt4-4, LEU2), 
ChrXIV:662143::kanM
X6 (TG340AA),  
ChrXI:99751::URA3 
(T141A) (G279A), 
LEU+, TRP+, MET+, 
FAS1-TAP otherwise 

 

 

 



 

130 

 

       Table 1 Continued 

Reagent type 
(species) or 
resource 

Designation Source or 
reference 

Identifiers Additional 
information 

Sequence-
based reagent 

XI99701-
URA-F1 

This study  GCTATTTGCCTTCG
TATATACCTTTCTA
TACCAAGTAATGA
ATGTCTTGAGTTTT
GATTCCGGTTTCTT
TG 

Sequence-
based reagent 

XI99800-
URA-R1 

This study  GGGCCCGTATGGC
CGCGCGAAGGCTT
AGTTAAGATGTTT
CAGCAAACGGCTT
GGTTCTGGCGAGG
TATTG  

Sequence-
based reagent 

XI99514-F1 This study  TGGATGGCGACCT
CGTTAT 

Sequence-
based reagent 

XI99895-R1 This study  CGGAGCAGACGCT
GCTATAA 

Sequence-
based reagent 

FAS1-(-279)-
REV 

This study  ATAACAAGTATGA
AAAGGCCCAATGT
ATTTTTTTATATTT
TTCCCTTGGTTCTT
TTTCCTTATCAATC
AATACC  

Sequence-
based reagent 

FAS1-(-141)-
REV 

This study  ATATATTTTTCAG
AAATATTCAAAGA
GTTTATAAGAATA
TATTTGACCTTGA
ATTGTATGGAAAA
AAAGAATTAATAA
ATTG 

Sequence-
based reagent 

XI100101-F1 This study  CCTTTCCCAATCA
CCGAAAA 
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       Table 1 Continued  

Reagent type 
(species) or 
resource 

Designation Source or 
reference 

Identifiers Additional 
information 

Sequence-
based reagent 

XI100698-R1 This study  TCTTGTGGAGTAA
GCGTCCAT 

Sequence-
based reagent 

FAS1-FAM-
probe 

Sc0414194
5_s1, Cat# 
4351372 

Thermo 
Fisher 
Scientific, 
TaqmanⓇ 
Assays and 
Arrays 

   RNA surveillance 

Sequence 
based reagent 

UBC6-VIC-
probe 

Sc0411859
5_s1, Cat# 
4448489 

Thermo 
Fisher 
Scientific, 
TaqmanⓇ 
Assays and 
Arrays 

   RNA surveillance 

other Yeast extract Sigma-
Aldrich 

Y1625  

other Peptone Sigma-
Aldrich 

P5905  

chemical 
compound, 
drug 

Dextrose Sigma-
Aldrich 

D9434  

chemical 
compound, 
drug 

Cycloheximid
e 

Calbiochem 239763-M  

chemical 
compound, 
drug 

Zymolyase 
20T 

MP 
biomedicals 

SKU 
08320921 

 

chemical 
compound, 
drug 

Cerulenin  EMD 
Millipore 

219557-
5MG 

 

chemical 
compound, 
drug 

Sodium azide Sigma-
Aldrich 

S2002  

chemical 
compound, 
drug 

Tris(hydroxy
methyl)amino
methane 

Sigma-
Aldrich 

252859  
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       Table 1 Continued 

Reagent type 
(species) or 
resource 

Designation Source or 
reference 

Identifiers Additional 
information 

chemical 
compound, 
drug 

Tris base Roche TRIS-RO  

chemical 
compound, 
drug 

Sodium 
chloride 

Sigma-
Aldrich 

S7653  

chemical 
compound, 
drug 

Magnesium 
chloride 
hexahydrate 

USP 1374248  

chemical 
compound, 
drug 

DTT Sigma-
Aldrich 

D0632  

chemical 
compound, 
drug 

Triton™ X-
100 

Sigma-
Aldrich 

T8787  

other Glass beads Scientific 
Industries 

SI-BG05  

chemical 
compound, 
drug 

Phosphate 
buffered 
saline (PBS) 

Sigma-
Aldrich 

P4417  

chemical 
compound, 
drug 

DAPI (4',6-
Diamidino-2-
Phenylindole, 
Dihydrochlori
de) 

Vectashield  H-1200-10  

antibody Peroxidase 
Anti-
Peroxidase 
(PAP) Soluble 
Complex 

Sigma-
Aldrich 

P1291 (1:4000) 
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site for PsiI at the proximal uORF. On the other hand, the G279A mutation eliminated 

the RsaI restriction site at the distal uORF. Next, to obtain a double uORF FAS1 mutant, 

the genomic DNA of NM24 was used as a template in a PCR reaction with forward 

primer XI99514-F1, and reverse primer FAS1-141-REV. The resulting product was 

transformed into FAS1-TAP cells, to generate strain NM31, which was verified by PCR, 

followed by restriction digestion PsiI. The introduced uORF mutations were also 

confirmed by sequencing the strains' genomic DNA using the primers XI100101-F1 and 

XI100698-R1. 

To de-repress translation of both ACC1 and FAS1 in the same cells, we crossed 

strain NM31 with the ACC1-uORF mutant (carrying the TG340AA substitutions in the 

5’-leader of ACC1; strain HB1, see Key Resources Table and (Blank, Perez, et al., 

2017), followed by sporulation and tetrad dissection. The resulting strains (NM36, 

NM35) have point mutations at the start codons of the uORFs of both ACC1 and FAS1 

(uORFm-ACC1, FAS1). To obtain wild type strains with markers matching those of 

uORFm-ACC1, FAS1 cells, we crossed NM21 with HB13 (ChrXIV 662143::kanMX6, 

see (Blank et al., 2017b)), followed by sporulation and tetrad dissection, yielding strains 

NM33 and NM34. Unless indicated otherwise, strains NM33, and NM36, were used as 

the wild type, and uORFm-ACC1, FAS1, strains shown in Figures.   

To introduce the sec14-1 allele, strains NM34 and NM35 were crossed with 

CTY1-1A (Xie et al., 2001), sporulated, and the tetrads dissected to generate the marker-

matched sec14-1(NM39), and the sec14-1, uORFm-ACC1, FAS1 quadruple mutant 

https://www.zotero.org/google-docs/?kAemJd
https://www.zotero.org/google-docs/?ZGgwc4
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(NM42), respectively. Similarly, we generated all other mutants combinations shown in 

Figures 17,18. 

Sample-size and replicates 

For sample-size estimation, no explicit power analysis was used. All the replicates in 

every experiment shown were biological ones, from independent cultures. A minimum 

of three biological replicates was analyzed in each case, as indicated in each 

corresponding figure's legends. Where three replicates were the minimum number of 

samples analyzed, the robust bootstrap ANOVA was used to compare different 

populations via the t1waybt function, and the posthoc tests via the mcppb20 function, of 

the WRS2 R language package. For measurements where at least four independent 

replicates were analyzed, we used non-parametric statistical methods, as indicated in 

each case. No data or outliers were excluded from any analysis. 

Immunoblot analysis 

For protein surveillance, protein extracts were made as described previously (Amberg et 

al., 2006), and run on 4–12% Tris-Glycine SDS-PAGE gels. To detect TAP-tagged 

proteins with the PAP reagent, we used immunoblots from extracts of the indicated 

strains, as we described previously (Blank, Perez, et al., 2017;  2020). Loading was 

evaluated with an anti-Pgk1p antibody. Images were processed with the ImageJ software 

package. Briefly, the ‘Subtract background’ tool was applied, followed by the ‘Measure’ 

tool to obtain a mean intensity for each band. The area measured was kept constant for a 

sample series for each blot analyzed.  

 

https://www.zotero.org/google-docs/?3KEzNn
https://www.zotero.org/google-docs/?3KEzNn
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Transcript abundance using ddPCR 

For RNA surveillance, RNA extracts were made as described previously (Blank, Perez, 

et al., 2017). Briefly, RNA was extracted using the hot acidic phenol method (Collart 

and Oliviero, 2001). Cell pellets were resuspended in 0.4 ml of TES buffer (10 mM Tris, 

pH 7.5; 10 mM EDTA, and 0.5% SDS) with 0.1 ml of glass beads. Then, 0.4 ml of acid 

phenol, pH 4.5, was added, and the samples were heated at 65°C for 0.5 h with 

occasional vortexing for 10 s each time. The samples were then centrifuged for 5 m at 

13,000 g. The aqueous layer was transferred to a new tube containing 1 ml of cold 100% 

ethanol with 40 μl of 3 M sodium acetate and incubated overnight at 4°C. The next day, 

the samples were centrifuged at 13,000 g for 20 min at 4°C, washed with 80% ethanol, 

and centrifuged again for 5 min at 13,000 g. The pellets were resuspended in 25 μl 

water. The amount of total RNA in each sample was measured with a spectrometer. For 

the quantification of transcript abundance, 0.75 ng of total RNA was used for each 

sample.  

The ddPCR reaction mixture was prepared by following the manufacturer’s 

protocol, using the Taqman hydrolysis probes labeled with FAM (for FAS1) and VIC 

(for UBC6) reporter fluorophores. The mixture was kept on ice throughout the whole 

experiment. Once the reaction mixture was prepared, the samples were placed into a 

droplet generator (QX200™ AutoDG™ Droplet Digital™ PCR System), which uses 

specially developed reagent and microfluidics to partition each sample into 20,000 nl-

sized droplets. Once the droplets were generated, the samples were transferred to a 

thermal cycler (C1000 Touch™ Thermal cycler) for PCR. Following the PCR, the plate 

https://www.zotero.org/google-docs/?CVSQB4
https://www.zotero.org/google-docs/?CVSQB4
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containing the droplets was placed in a droplet reader (Bio-Rad, QX200 Droplet reader). 

The autosampler of the droplet reader picks up droplets from each of the wells of the 

PCR plate, and fluorescence is measured for individual droplets.  

The abundance of the transcripts was obtained using the QuantaSoft™ Software. 

Transcript levels of FAS1 were normalized against the corresponding transcript levels of 

UBC6.  

Centrifugal elutriation, cell size and DNA content measurements 

All methods have been described previously (Hoose et al., 2012; Soma et al., 2014). 

Metabolite profiling 

The untargeted, primary metabolite and complex lipid analyses were done at the NIH-

funded West Coast Metabolomics Center at the University of California at Davis, 

according to their established mass spectrometry protocols, as we described previously   

(Blank et al., 2020; Maitra et al., 2020). To identify significant differences in the 

comparisons among the different strains, we used the robust bootstrap ANOVA, as 

described above. The input values we used were first scaled-normalized for input 

intensities per sample. Detected species that could not be assigned to any compound 

were excluded from the analysis. 

Fluorescence microscopy  

Cells were fixed with 3.7% v/v  formaldehyde at room temperature for 30 m, washed 

three times with 0.1 M potassium phosphate buffer, followed by a wash and 

resuspension in 1.2 M sorbitol. Next, the fixed cells were digested with 0.06 mg/ml 

zymolyase 20T for 5 m at 37°C, and later washed and resuspended again in 1.2 M 
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sorbitol. 20 μl of the fixed and digested cells were added on a poly-lysinated slide and 

incubated at room temperature in a moist chamber for 20 m. The liquid was removed, 

and the slide was dehydrated by ice-cold methanol, and then acetone, for 3 m, and 10 s, 

respectively. The slide was air-dried and incubated in 0.1 % BSA/PBS for 30 m at room 

temperature. The BSA/PBS solution was removed, and the α-Nsp1 antibody was added 

at a dilution of 1:100 dilution and incubated overnight at 4°C. Nsp1p is a nucleoporin 

(Hurt, 1988) used in our experiments to decorate the nuclear envelope (Figure B-4). The 

next day, the slide was washed five times with 0.1% BSA/PBS, followed by the addition 

of secondary antibody (Alexa Fluor 488 AffiniPure Goat α-Mouse IgG, at a dilution of 

1:100 and incubated at room temperature for 1 h. The slide was then washed with 0.1% 

BSA/PBS and mounted with the Vectashield mounting media containing DAPI to 

visualize the nuclear DNA. 

Cells were viewed with a Nikon Eclipse TS100 microscope, with a 100X 

objective, and the images were captured with a CoolSnap Dyno 4.5 Nikon camera. The 

exposure time for the DAPI and GFP filters (Alexa Fluor 488)  was 50 ms and 500 ms, 

respectively. All images were captured in NIS Elements Advanced Research (version 

4.10) software. The fluorescent images acquired with the GFP and DAPI filters were 

processed in ImageJ. The ratio of two axes (long axis and the short axis) of the nuclear 

mass were measured using the ‘line’ tool followed by the ‘measure’ tool in the ImageJ 

software package. When the nucleus is near-spherical, the ratio is 1. However, as the 

nucleus starts to expand, the ratio increases, signifying the elongation of the nuclear 

envelope (Figure B-4).  
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CHAPTER V  

CONCLUSIONS AND FUTURE OUTLOOK 

 

In this dissertation, I demonstrate that lipid homeostasis plays a critical role in 

maintaining the proper morphology of the nucleus and the timing of the nuclear division. 

I provide an example of a metabolic pathway that is not just a requirement but can 

promote cell cycle events. Lipid metabolism has usually been considered a process 

happening in the background to meet the need for the structural components in the cell, 

including components required for cell division (Scaglia et al., 2014; Al-Feel et al., 

2003; Atilla-Gokcumen et al., 2014; Takemoto et al., 2016). A role for lipid synthesis in 

actively promoting any cell cycle event was unheard of. Nevertheless, recent work 

indicates that essential lipid species are higher in abundance late in the cell cycle (Blank 

et al., 2020). Proteins synthesizing fatty acids peak during mitosis (Blank et al., 2017). 

Furthermore, lack of fatty acid synthesis arrests the cell in the later phases of the cell 

cycle (Scaglia et al., 2014). Thus, the evidence indicates that lipid synthesis impinges on 

late cell cycle events. However, it was unclear what these events might be. The main 

conclusion of my thesis is that lipogenesis promotes nuclear division. 

For each concluding result, I provide a list of unresolved questions and have 

proposed experiments and their significance. 
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Translational control of lipogenic enzymes alters lipid abundance 

Studies on the role of lipid synthesis during the cell cycle have traditionally relied on 

loss-of-function mutations in genes encoding critical enzymes of the process. This 

dissertation describes the first example of a gain-of-function mutant for lipogenesis and 

translational control as a new regulatory mechanism for lipid synthesis during mitosis.  

Acetyl CoA carboxylase (ACC1) and Fatty acid synthase (FAS1) are critical 

enzymes of de novo fatty acid synthesis (Klug & Daum, 2014). Previously, our lab had 

identified a cis-element on the 5’ leader sequence of ACC1 that can adjust the protein 

levels as a function of different nutrients (Blank, Perez, et al., 2017). The 5’ leader of 

FAS1 has two uORFs, 141 and 279 nucleotides upstream of the main ORF (Ingolia et al., 

2009; Blank et al., 2017). Ribosome footprints from all three of the uORFs residing in 

the 5’ leader of ACC1 (one) and FAS1 (two) of budding yeast suggest that the uORFs are 

translated (Ingolia et al., 2009). We introduced point mutation at the start codons of the 

uORFs and found the steady-state level of Fas1p to be elevated 3 to 4-fold without any 

significant change in the mRNA level. Furthermore, simultaneous de-repression of the 

translation of ACC1 and FAS1 increased lipogenesis. Moreover, the yeast strain carrying 

the mutations at the three uORFs overcame the inhibitory effect of the cerulenin, the 

fatty acid synthesis inhibitor. Hence, we conclude that uORFs can regulate the steady-

state level of the lipogenic enzymes and de-repressing translation of the enzymes 

resulted in enhanced lipogenesis. 
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Unresolved questions 

• What is the molecular mechanism of the cell cycle-dependent translational 

control of FAS1 and ACC1? 

• Does translational control of the lipogenic enzymes impact histone acetylation? 

Proposed experiments 

What is the molecular mechanism of the cell cycle-dependent translational control of 

FAS1 and ACC1? 

While the uORFs in the 5’ leader sequence of ACC1 and FAS1 can modulate the steady-

state protein levels as a function of different nutrients (Blank et al., 2017; Maitra et al., 

2021), they cannot abolish the cell cycle-dependent translation of the lipogenic enzymes. 

For the uORF-mediated control to fully account for the mitotic peak of translation of 

ACC1 and FAS1, the cellular ribosome content must also vary as cells progress through 

the cell cycle. Evidence from our lab and others argues against such cell cycle 

fluctuations in ribosome content (Blank et al., 2020). Hence, the cumulative results 

indicate the existence of additional mechanisms of translational control.  

One possible mechanism is that RNA binding proteins can engage the mRNAs 

encoding lipogenic enzymes in a cell cycle-dependent manner. There is evidence that 

shows Dhh1p (Jungfleisch et al., 2017) binds to ACC1 and FAS1 while Pat1p (S. F. 

Mitchell et al., 2013) and Bfr1p (Lapointe et al., 2015) bind to FAS1 mRNA. To test the 

involvement of these RNA binding proteins, we can monitor the ACC1 and FAS1 

mRNA and Acc1p and Fas1p protein levels in the cell cycle in cells lacking Dhh1p, 
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Pat1p, and Bfr1p. Recent proximity-labeling approaches, using Cas13-based APEX 

targeting, have shown promise in human cells and could be adapted for yeast, to identify 

all proteins that interact with ACC1 and FAS1 transcripts (Han et al., 2020).  

Another plausible mechanism of translational efficiency can be the cell cycle-

dependent sequestration of ACC1 and FAS1 mRNA. Several studies have shown a 

granular body within the cell that actively sequesters mRNA (Lavut & Raveh, 2012; C. 

Wang et al., 2018). Utilizing fluorophores, we can monitor these cytoplasmic granules. 

Moreover, we can observe the mRNA's localization by employing RNA-specific tags on 

these mRNAs (Park et al., 2010; Braselmann et al., 2019). 

Does translational efficiency of ACC1 and FAS1 impact histone acetylation? 

Acetyl CoA initiates the de novo fatty acid synthesis, catalyzed by Acc1p to malonyl 

CoA. On the other hand, it also serves as the substrate for lysine acetyltransferase 

(KAT), which catalyzes acetyl group transfer to the lysine residue of histones and other 

proteins (Feron, 2019). Histone acetylation is primarily associated with transcriptional 

activation. Collective data from several studies indicate that fatty acid synthesis in the 

cytoplasm competes for the nucleocytoplasmic pool of acetyl CoA. As a result, acetyl 

CoA serves as a central metabolite that connects metabolism with chromatin structure 

and transcription (Galdieri et al., 2014). Moreover, attenuated expression of ACC1 

increases acetylation of histones and alters transcriptional regulation (Galdieri & 

Vancura, 2012). Hence, Acc1p activity monitors the availability of acetyl CoA for 

histone acetyltransferase. 
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Now the question is, does higher lipogenesis decrease the level of acetyl CoA 

and reduce histone acetylation? We can address the question by targeting histone 

acetylation via immunoblotting using specific primary antibodies (e.g., anti-acetylated 

histone H3 and H4; (Rigby et al., 2012)). We can compare the acetylation between wild 

type cells and the uORF mutant cells. Studies show that acetyl CoA can affect gene 

expression, including cell cycle genes, such as CLN3 (Shi & Tu, 2013). We can perform 

RNAseq and compare the gene expression profile between the uORF mutant cells and 

the wild type cells.  

Enhanced lipogenesis promotes early nuclear division 

Yeast nuclei are spherical during the earlier stages of the cell cycle and expand during 

mitosis. Unlike the mammalian nuclei, the yeast nuclei do not undergo disassembly 

during cell division. The nucleus expands to accommodate the dynamic movement of 

chromosomes during segregation. Our results emphasize that upregulated translation of 

lipogenic enzymes accelerates nuclear elongation and division. Hence, we argue that 

lipid synthesis is not a mere requirement; instead, lipogenesis can actively drive nuclear 

envelope remodeling during late cell cycle phases. Cells with a de-repressed synthesis of 

lipogenic enzymes make more lipids and promote nuclear elongation and division sooner 

than the wild type cells. Thus, my work shows that translational control of lipogenic 

enzymes couples lipogenesis with nuclear division.  
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Unresolved questions 

• Does translational control of lipogenesis impact the endoplasmic reticulum 

during mitosis?  

Proposed experiment 

Does translational control of lipogenesis impact the endoplasmic reticulum during 

mitosis?  

The nuclear envelope is continuous with the endoplasmic reticulum, and the outer 

membrane shares a similar lipidomic profile with the ER membrane. Hence, the ER 

should be our next candidate organelle to test in the cell cycle due to translational control 

mediated lipogenesis. How the ER divides and segregates to the daughter cell remains 

unresolved. We can address this issue by visualizing the ER in the uORF mutant both in 

asynchronous cultures and in the cells progressing synchronously in the cell cycle. We 

can use an ER specific protein marker, which can be targeted for immunofluorescence. 

However, since ER is continuous with the NE, it becomes difficult to visualize the ER 

just by immunofluorescence. We should rely on electron microscopy to obtain a well-

resolved image of ER in the strains mentioned above. 

 Moreover, the ER, under stress, triggers the unfolded protein response (UPR). 

Hence, if the enhanced lipogenesis causes ER stress, we can determine its response by 

testing the UPR in the uORF mutant under different nutrients. We can induce UPR in the 

cells by using a drug such as tunicamycin. The ER responds to the accumulation of 

misfolded/unfolded proteins by signaling transcriptional activation, manifested in non-
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conventional splicing of HAC1 (Back et al., 2005). Therefore, we can query for HAC1 

via RNA blot to determine its splicing in the mutant cells under the effect of the drug. 

Phosphoinositide signaling impinges on nuclear division 

In collaboration with the Bankaitis lab, we identified an additional role of the PITPs in 

cell cycle transitions. Mutants lacking Sec14p have perturbed G1 and M phases in the 

cell cycle. The cells grow slowly. They are born bigger and undergo DNA replication at 

a bigger cell size (Huang et al., 2018). However, unlike other ‘bypass Sec14p’ mutants, 

we found that Kes1p is the only candidate to suppress the cell cycle phenotypes. 

Furthermore, under nutrient-limiting conditions, Kes1p serves as a brake to G1 cell 

progression and can help initiate a new round of cell division. The antagonistic action of 

Kes1p and Sec14p extends from membrane trafficking to cell cycle contexts behaving as 

a signaling axis in coordinating cell growth with the initiation of cell division in a 

nutrient-limiting environment (Huang et al., 2018). Hence, Kes1p and Sec14p perform 

dual membrane trafficking and cell cycle functions and act as a regulatory component 

that couples TGN/endosomal lipid signaling with cell cycle progression. 

Further investigation leads to a unique convergence of translational control of 

fatty acid synthesis with Sec14p mediated phosphoinositide signaling. Previously, it was 

reported that the growth of cells lacking Sec14p function is worsened when fatty acid 

synthesis is inhibited (Dacquay et al., 2017). We tested our gain of function mutant in 

the Sec14p-deficient background. We found a partial rescue of the growth of cells 

without Sec14p functions. Moreover, additional cell cycle phenotypes were also 
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suppressed, including bigger cell size and a G2/M delay (Maitra et al., 2021). The 

studies suggest an unknown mechanism that feeds de novo fatty acids in the Sec14p 

mediated membrane trafficking pathway. Cells deficient in Sec14p may suffer from low 

amounts of fatty acids. We also found that the sec14-1 mutant cells have a delayed 

nuclear division. Interestingly, the accelerated nuclear division of the uORF mutant was 

corrected in this mutant, and a timely nuclear division to the mutant cells was promoted. 

These data suggest that enhanced lipid synthesis can suppress the mitotic phenotypes of 

Sec14p and indicate that the accelerated nuclear division due to enhanced lipogenesis 

requires Sec14p functions. 

Is there a specific class of phospholipids that contributes to cell cycle events such 

as nuclear division? Two major phospholipids are involved in the Sec14p mediated 

membrane trafficking, phosphatidylcholine and phosphatidylinositol (Grabon et al., 

2019). Cki1p is a choline kinase that catalyzes the first step of the phosphatidylcholine 

synthesis pathway. It has been previously shown that cki1 can bypass the Sec14p 

membrane trafficking phenotypes (Cleves et al., 1991). However, the lack of Cki1p is 

unable to suppress the cell cycle phenotypes of Sec14p. On the contrary, Kes1p 

suppresses all the cell cycle phenotypes and corrects the nuclear division timing. In this 

manner, the kes1 ‘bypass Sec14p’ mutants differ from cki1 mutants that correct only the 

membrane trafficking deficits. 

Moreover, our study shows that yeast cells lacking Pik1p and Stt4p proteins have 

an abnormally shaped nucleus. Interestingly, de-repressing the translational control of 

lipogenic enzymes can restore the correct morphology of the nucleus in the pik1 mutants 
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(suppression is not statistically significant in stt4 mutant cells). We attempted to 

investigate the role of Mss4p in the translational control of the lipogenic enzymes. 

However, we were unable to generate the required strain. Nonetheless, the misshapen 

nucleus in the cells lacking Pik1p and Stt4p argues the requirement of phosphoinositide 

signaling in managing the nuclear morphology, hinting at the activity of TGN in 

transporting phosphoinositides to the nucleus. We are yet to determine this transport 

mechanism. 

Unresolved question 

• What are the lipid species that decorate the nuclear envelope, and what happens 

to nuclear morphology due to altered lipid homeostasis?  

• Does localization of Pik1p change with cell cycle, and how does it affect the 

nuclear morphology? 

Proposed Experiments  

What are the lipid species that decorate the nuclear envelope, and what happens to 

nuclear morphology due to altered lipid homeostasis?  

We can address the question in part by investigating the nuclear lipidome. Previously, 

we have queried the lipids of the whole cell and not the isolated nucleus. To determine 

which lipids mainly contribute to nuclear envelope remodeling, we can analyze nuclear 

lipids by mass spectrometry at different cell cycle stages. We could target the nuclear 

lipidome for the first time in the yeast cells during the cell cycle. Centrifugal elutriation 

will enable a collection of yeast cells at the G1 phase, and physiological coupling 
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between cell growth and division can be maintained. Nuclei can be purified at different 

stages and be subjected to lipid extraction and subsequent mass spectrometry analysis. 

Moreover, the lipid sensing properties of Sec14p and other Phosphatidylinositol 

transfer proteins (PITPs) can serve as a tool to identify the branches of lipid metabolism 

contributing to mitosis. Sec14p causes exchange between PtdIns and PtdCho. Other 

Sec14p homologs participate in the transfer of different lipid species. For instance, 

Shf2p and Shf3p facilitate exchange between PtdIns/squalene and PtdIns/ergosterol, 

respectively (Tripathi et al., 2019). The PITP requirement for nuclear envelope 

remodeling can shed some light on the need for the nuclear division's specific lipid 

metabolism branch. We can use centrifugal elutriation to get synchronous culture in G1 

and follow them through the cell cycle. We can monitor nuclear division by indirect 

immunofluorescence of a nuclear envelope protein (e.g., Nsp1p) in well-elutriated yeast 

cells lacking the function of the PITPs. Fluorescence monitoring of nuclear division 

under different PITP mutants and the mass spectrometry analysis of the nuclear lipidome 

together will facilitate the identification of specific lipids, lipid metabolism branches, 

and the carrier of the lipid. 

Does localization of Pik1p change with cell cycle, and how does it affect the nuclear 

morphology? 

Our result shows that the misshapen nuclei in the cells lacking the function Pik1p is 

significantly corrected by enhanced lipogenesis. However, we are unaware if the 

abnormal nuclear shape is due to the cytoplasmic or the nuclear function of the Pik1p. 

Two different plasmids are available from the Thorner Lab (Strahl et al., 2005). The 
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plasmids induce synthesis of the Pik1p, but either Pik1p stays in the nucleus (nuclear 

export deficient) or the cytoplasm. Our goal will be to transform these plasmids 

individually into the yeast strains with temperature-sensitive pik1 mutants and determine 

which one of the plasmids can rescue the nuclear shape and cell cycle phenotypes, such 

as bigger cell size and S-phase delay.  

Overall, the results reported in the dissertation and the proposed experiments 

illuminate the physiological significance of generating specific lipid pools that drive a 

crucial cell cycle process – i.e., nuclear elongation and division. These lipids pools 

represent metabolic inputs that do not merely 'fuel' a cell cycle process but, rather, play 

instructive signaling roles in driving landmark cell cycle events. The collective data 

integrate protein synthesis, lipogenesis, and phosphoinositide signaling with nuclear 

elongation and division timing.  
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APPENDIX A 

 

 

Figure A- 1 Related to Figure 6. Most early G1 cells expressing the gain-of- 
function KES1Y97F allele do not initiate cell division. 
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Figure A- 2 Related to Figure 6. Cells with elevated Kes1 activity show 
signatures of cells activating quiescence programs. 
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Figure A- 3 Related to Figure 10. Functional specification of yeast ORPs 
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Figure A- 4 Related to Figure 11. Site-specific acetylation of Kes1 residue 
K109. 
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Figure A- 5 Related to Figure 11. Genetic screens for KATs that acetylate 
Kes1. 
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Figure A- 6 Related to Figure 11. NuA4 activity and membrane trafficking. 
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Figure A- 7 Related to Figure 11. K109 missense substitutions and 
membrane trafficking 
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APPENDIX B 

 

Figure B- 1 Related to Figure 13. Multiple sequence alignment of the FAS1 uORFs 
among Saccharomyces species. 
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Figure B- 2 Related to Figure 13. Fas1p abundance is periodic in cells lacking the uORFs 
in ACC1 and FAS1. 
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Figure B- 3 Related to Figure 14. Cells lacking the uORFs in ACC1 and FAS1 are 
resistant to cerulenin, a specific FAS inhibitor 
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Figure B- 4 Related to Figure 15. Monitoring nuclear morphology 
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Figure B- 5 Related to Figure 19. Cells lacking Pik1p or Stt4p are large (A) and 
have a DNA content consistent with a delay in the S-phase (B) 
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Figure B- 6 Related to Figure 19. Scoring the nuclear shape of PI- 4-kinase 
mutants, from three independent experiments 
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