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ABSTRACT 

 

Runaway reactions are a serious hazard in the process industry due to the 

magnitude of the potential consequences they can have, as evidenced by the disasters in 

Seveso (1976), Bhopal (1984), and Visakhapatnam (2020). A runaway reaction occurs 

when there is a loss of thermal control over a vessel undergoing an exothermic reaction, 

leading to an uncontrollable rise in vessel temperature and pressure. This pressurization 

could potentially cause an explosion of the vessel and loss of containment of hazardous 

materials. Emergency relief systems act as a mitigative layer of protection by removing 

the vessel's contents and relieving its pressure. Thus, it is imperative for the safe operation 

of chemical processes to adequately size the ERS.  

Significant effort was made in the eighties to improve upon the ERS sizing 

methods, particularly by the Design Institute for Emergency Relief Systems. However, 

these methods have limitations that lead to the oversizing of vents for some systems. This 

problem has necessitated the development of dynamic models that can accurately describe 

the behavior of a vessel undergoing a runaway reaction during the entire venting process.  

The dynamic simulator under development at Texas A&M at Qatar is a step 

forward in this direction. The simulator includes robust thermodynamic equations coupled 

with kinetic and fluid dynamic models that simulate the vessel’s behavior from the onset 

of reaction runaway until the end of venting into a catch tank. This work completes the 

simulator by incorporating a level swell model to account for the rise in liquid level within 

the vessel as bubbles accumulate in the liquid phase due to boiling or non-condensable 
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gas generation. This allows for the automatic determination of the onset and termination 

of two-phase venting during vessel depressurization. This additional information is 

imperative to the accurate sizing of ERS because two-phase venting requires larger ERS. 

Accordingly, this work includes the selection and testing of models for liquid 

viscosity and surface tension (required inputs to the level swell models), implementation 

of a level swell model into the simulator, and a qualitative sensitivity analysis on the 

modified simulator to study the effects of varying venting conditions on level swell.    
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NOMENCLATURE 

Roman Symbols 

ACR Vessel cross-sectional area m2 

Av Vent cross-sectional area m2 
C0 Radial distribution parameter  
C1 Boesmans parameter  
DH Vessel diameter m 
DH
∗   Dimensionless vessel diameter  

E Parachor exponent  
Fr Froude Number  
G Vent mass flux kg/m2s 
g Acceleration due to gravity m/s2 

Hswell Swelled height of liquid m 
Hthermo Height of liquid before accounting for level swell m 
Hves Vessel height m 
ȷg∞́  Vapor superficial velocity at liquid surface which is required to 

just swell the liquid to the top of the vessel 
m/s 

jg∞  Vapor superficial velocity at liquid surface m/s 

M Molar mass kg/mol 
Nμl  Dimensionless mixture viscosity   

Pi Parachor value of component i  
Pc Critical pressure bar 
PR Reduced pressure  
R Universal gas constant  
Tc Critical temperature K 
TR Reduced temperature  
U∞  Characteristic bubble rise velocity m/s 

U∞
D   Terminal droplet fall velocity m/s 

Vc Critical volume m3/mol 
�̇�𝑉𝑜𝑜𝑜𝑜𝑜𝑜
𝑣𝑣𝑣𝑣𝑣𝑣 Volumetric flowrate of vapor/gas exiting the vessel m3/s 

W Vapor/gas generation rate kg/s 
Wv Volumetric vapor/gas generation rate m3/s 
xi Liquid mole fraction of component i  
X0 Weight fraction of vapor, or quality of fluid entering the vent  
Xm Stagnation or thermodynamic quality at liquid surface  
yi Vapor mole fraction of component i  
Zc Critical compressibility factor  
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Greek symbols 

α�  Average vapor void fraction over the swelled height  

αm  Void fraction at the liquid surface  

η or µl Liquid dynamic viscosity mPa.s 

ξ 
Vc
2/3

(TcM)1/2 
 

ρ Liquid or vapor/gas density kg/m3 

σ Surface tension mN/m 

ψ Dimensionless superficial velocity or Teja & Rice binary 
interaction coefficient 

 

ω Acentric factor  
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1. INTRODUCTION  

A major hazard associated with exothermic reactions is the potential to trigger a 

runaway reaction, which could ultimately lead to severe consequences. Runaway reactions 

occur when there is a loss of thermal control over a vessel undergoing an exothermic 

reaction, allowing the heat generation rate to exceed the vessel's heat removal rate. This 

heat imbalance results in an exponential rise in the vessel’s temperature and pressure [1, 

2]. If this pressure exceeds the vessel's maximum design pressure, it could explode, 

resulting in loss of primary containment of toxic or flammable substances.  

There exist several layers of protection to prevent runaway reactions and mitigate 

their consequences. One such protection layer that acts as a mitigative barrier against 

runaway reaction hazards is the emergency relief system (ERS). The ultimate goal of an 

ERS is to prevent the pressure inside the vessel from crossing its maximum design 

pressure by allowing the contents of the vessel to be safely removed from it. Therefore, 

an ERS must be accurately sized so that it can act as an effective layer of protection. ERS 

sizing relies heavily on the behavior of a runaway reactive system inside a vessel. Thus, 

accurate prediction of a runaway reaction's behavior, in terms of vessel temperature and 

pressure evolution, is imperative to design a suitable ERS.  

Predicting the dynamic behavior of a vessel undergoing a runaway reaction during 

venting is a complex problem. It requires an understanding of reaction kinetics, 

thermodynamics, and hydrodynamics within the vessel and through the venting system. 

All the aforementioned phenomena have previously been incorporated into a robust 
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computational model developed at Texas A&M University at Qatar (TAMUQ) [3-6], 

except for the inclusion of a critical vessel hydrodynamic phenomenon, namely the level 

swell phenomenon. Level swell is the mechanism by which two-phase flow may occur in 

a vessel undergoing depressurization. Level swell occurs due to the accumulation of 

bubbles in the liquid phase, also known as a gas holdup. This accumulation of bubbles 

causes the gradual rise of the two-phase vapor-liquid interface up the vessel until it reaches 

the vent and two-phase venting ensues. Since two-phase venting requires a larger ERS, it 

is imperative to predict if and when two-phase venting occurs during vessel 

depressurization.  

Incorporating the phenomena of level swell into the existing computational model 

and conducting a qualitative sensitivity analysis on the modified simulator to study the 

swelling of liquid under different venting conditions is the primary purpose of this work. 

Since level swell also depends on the liquid mixture's viscosity and surface tension, 

suitable models to predict these properties are explored and implemented into the 

simulator.  
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2. LITERATURE REVIEW 

2.1. Runaway Reactions 

One of the major hazards associated with the chemicals processing industry is the 

loss of control of an exothermic reaction leading to a runaway reaction. The disasters at 

Seveso (Italy, 1976) and Bhopal (India, 1984) were a consequence of runaway reactions 

that ultimately led to fatalities, injuries, environmental damage, and economic loss. 

Furthermore, major accidents related to runaway reactions still occur, as evidenced by the 

recent release of toxic styrene vapor in the city of Vishakhapatnam (India, 2020) that killed 

15 people and hospitalized 800 [7].  

A runaway reaction is an exothermic reaction whose reaction rate increases 

uncontrollably due to the failure to remove excess heat from the system. Since the excess 

heat cannot be removed, the system temperature and pressure rise. Higher temperature 

leads to a higher reaction rate, which creates a positive feedback loop, resulting in the 

exponential increase in system temperature and pressure as shown in Figure 1. 

 

Figure 1: Exponential increase in temperature and pressure in a vessel undergoing a 
thermal runaway reaction  
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The runaway reaction phenomenon is commonly explained by Semenov’s theory 

of thermal explosion using Figure 2, which shows the heat production rate of the reacting 

mixture in red and the heat removal rate by the cooling jacket in blue against reaction 

mixture temperature.  

 

Figure 2: Comparison of heat removal and release rates with reaction mixture 
temperature [8]  

When operating at point A or B, the rates of heat removal and production are equal. 

Suppose the reactant mixture temperature drops due to operational upsets when operating 

at point A. In that case, the temperature will increase because the heat production rate is 

greater than the heat removal rate until it is back to point A. Conversely, if reactant 

temperature increases, the temperature will drop to point A because the heat removal rate 

is greater than the heat release rate. Therefore, operating at point A temperature is stable. 

If operating at point B, a temperature drop will lead to the mixture being cooled back to 

point A. However, any slight rise in mixture temperature will always lead to a runaway 

reaction because the heat production rate is higher than the heat removal rate. Therefore, 

to prevent runaway reactions, one must always operate such that a cooling system can 
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control any rise in system temperature with a heat removal rate that is greater than the heat 

production rate.  

Some of the common process upsets that could lead to a runaway reaction are: 

incorrect charging sequence, loss of cooling, loss of agitation, contamination of reactants, 

delayed addition of reactants or adding too quickly, removal of volatile diluents, etc. [2]. 

2.2. Emergency Relief Systems (ERS) Sizing 

The main consequence of a runaway reaction is the vessel's explosion and the loss 

of containment of toxic or flammable substances. This explosion would occur if the 

pressure inside the vessel exceeded the maximum design pressure of the vessel. Therefore, 

emergency relief systems (ERS) exist as a mitigation tool to prevent the aforementioned 

consequences. An ERS allows for the vessel's contents to be removed and disposed of 

safely at a rate such that the vessel pressure never exceeds its maximum design pressure. 

Therefore, the correct design of ERS is necessary to mitigate the consequences if a 

runaway reaction ever occurs.  

The main components of an ERS include a safety relief (or venting) device, relief 

piping system, and disposal system. The two types of venting devices are safety relief 

valves and bursting disks. The disposal system is where the vented material proceeds as it 

is removed from the vessel undergoing a runaway reaction. This disposal system could 

include quench tanks, scrubbers, or flare systems. All these systems are included in the 

design of an ERS. However, the venting device's sizing (cross-sectional vent area) is the 

first and most crucial step in ERS design [2].  
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In 1976, the Design Institute for Emergency Relief Systems (DIERS) was formed 

under the umbrella of the American Institute of Chemical Engineers (AIChE). During the 

1980s, DIERS made an exceptional effort to evaluate all the existing methods to design 

pressure relief systems for runaway reactions and identify the most suitable methods, 

especially for two-phase discharge. The DIERS also studied the level swell phenomena 

and used it to predict better when two-phase flow would occur. The methods they outlined 

are still used today; however, they have some limitations in some cases, which will be 

mentioned later.   

2.2.1. DIERS Classification of Reactive Systems 

The DIERS classified reactive systems under three categories: vapor, gassy and 

hybrid systems. These systems can either have a tempered or untempered behavior as 

described in Figure 3 below.  

 

Figure 3: Behavior of tempered versus untempered systems during relief operation [5] 
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When the pressure generated inside a vessel during a runaway reaction is entirely 

due to the vaporization of its components, the system is classified as a vapor system. Vapor 

systems are tempered because, during relief operation, the latent heat of vaporization is 

removed via the ERS at a rate fast enough to keep the temperature and thus pressure 

constant. Therefore, the ERS can temper/control the rate of reaction by keeping the 

temperature relatively constant. The temperature may vary slightly due to preferential 

boiling of volatile components or liquid composition changes due to reactions [9]. 

When the pressure generated inside a vessel during a runaway reaction is mainly 

due to the evolution of non-condensable gases, the system is classified as a gassy system. 

Gassy systems show untempered behavior because relief operation does not affect 

temperature. This means that while the opening of a vent may depressurize the vessel, the 

temperature continues to increase exponentially. This temperature rise continues to 

increase the reaction rate until it reaches its maximum, upon which a second pressure peak 

may arise [9]. 

When the pressure generated inside a vessel is due to both non-condensable gas 

and vapor production, it is classified as a hybrid system. Hybrid systems can display either 

tempered or untempered behavior, depending on the relative rates of vapor and gas 

production at relief pressure. As a rule of thumb, when the vapor pressure constitutes only 

about 10% of the total pressure, the hybrid systems can usually be treated as gassy systems 

[9]. 

 

 



8 

2.2.2. ERS Design for Gassy and Untempered Hybrid Systems 

The DIERS has extensively studied and outlined methods that give accurate results 

for tempered systems (vapor and tempered hybrid). However, the same is not true for 

untempered systems (gassy and untempered hybrid). Due to many simplifying 

assumptions proposed by DIERS, several authors have pointed out that the methods for 

gassy systems are significantly oversizing. This means that the resulting vent sizes are 

unrealistic, impractical, and expensive [10-12].  

In 2009, the UK Health and Safety Laboratory and the French INERIS conducted 

a series of Round Robin tests on vent sizing for gassy systems to analyze the industry 

practice of vent sizing. The results showed that there was still no consensus on the best 

approach to measure the peak gas generation rate, a key parameter in vent sizing 

calculations. Furthermore, there is still no reliable method to predict the nature of vented 

mass flow (gas or two-phase) at the second pressure peak [13].  

The same issues mentioned above are also true for vent sizing for untempered 

hybrid systems. This has been compounded by the fact that relatively limited experimental 

and theoretical research has been carried out on these systems to understand them better, 

which would help improve current vent sizing methods for these systems.  

The main issue with the current methods for vent sizing for untempered systems is 

using simplifying assumptions to turn a very dynamic situation, i.e., emergency relief, into 

a static problem. A major advantage of these methods is that they are easy to implement. 

However, these simplifying methods come at the cost of oversizing of vents for gassy and 

hybrid systems. Therefore, the most accurate way to design an ERS for such systems is to 
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model this dynamic problem by connecting the non-linear links between reaction kinetics 

during runaway, mass and heat transfer between phases, distribution of components 

between phases, the hydrodynamics within the vessel, and through the venting system. 

One fundamental phenomenon in vessel hydrodynamics is that of level swell, which 

essentially governs what phase(s) will flow through the venting device and when two-

phase venting starts and ends. This phenomenon is so crucial because two-phase venting 

requires a larger vent area, and knowing how much two-phase venting might occur can 

significantly impact the vent area calculations. This phenomenon is discussed in greater 

detail in the next section.   

2.3. Level Swell Phenomenon 

Level swell is the mechanism by which two-phase flow may occur during the 

venting of a vessel. Since two-phase venting requires a larger ERS, it is imperative to 

predict if and when two-phase venting occurs during vessel depressurization. The different 

stages of the depressurization behavior of a top venting vessel undergoing level swell are 

shown in Figure 4 below. 

 Low vapor/gas production rate

Disengagement

Moderate vapor/gas production rate

No Disengagement

High vapor/gas production rate

Bubble 
Rise 

Velocity

Disengagement

High vapor/gas production rate

Time
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Figure 4: Illustration of the different stages of a top venting vessel depressurization 
behavior undergoing level swell 

When top venting occurs for a vapor pressure system, there is an immediate 

pressure drop due to vapor release from the free-board vessel volume. Initially, the liquid 

exists as either subcooled or saturated liquid. However, during this rapid depressurization, 

the liquid becomes superheated, and bubbles begin to form and rise to disengage at the 

liquid surface. Once the vapor production rate exceeds the rate of vapor disengagement 

across the two-phase interface, said interface starts to rise. Each bubble produced occupies 

volume and displaces the liquid surface upward. This gradual rise of the two-phase vapor-

liquid interface within the vessel is called level swell [9, 14, 15].  

If the two-phase interface reaches a critical distance from the vent area, liquid 

droplet entrainment into the vent may occur. If the interface reaches the vent, two-phase 

venting will ensue. Since the liquid blocks the vent inlet and the vapor production rate is 

initially maintained, the pressure starts to rise again during two-phase venting. After 

reaching a maximum pressure, the interface falls below the vent inlet, and all vapor 

venting continues, and pressure begins to drop. A similar process occurs with gassy and 

hybrid systems due to changes in gas solubility during depressurization [9, 14, 15].   

Since the initial stages of rapid pressure drop and succeeding pressure recovery 

during top venting occur in a very short time period, most models ignore this behavior and 

assume two-phase venting occurs instantaneously [16]. However, the accuracy in 

predicting vessel behavior will undoubtedly increase if the level swell behavior can be 
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captured from the moment the vent opens till it eventually closes back. This would aid in 

developing a more accurate design of an ERS.  

Level swell essentially occurs due to the accumulation of bubbles in the liquid 

phase, also known as a gas holdup. The level of gas holdup, and in extension, the rate of 

level swell, is mainly dependent on the prevailing vapor disengagement regime inside the 

vessel. These regimes are listed below in increasing order of vapor disengagement [9]:  

1. Homogenous 

2. Bubbly 

3. Churn-turbulent  

The type of vapor disengagement regime is usually characterized via experiments. 

Homogeneous behavior is when there is no vapor disengagement, and the quality of fluid 

entering the vent is the same as that of the bulk fluid. Homogeneous behavior always 

results in two-phase venting and is typically used as a conservative approximate if the 

system's exact flow regime is unknown. In contrast, Churn-turbulent behavior represents 

significant vapor disengagement, and the quality of fluid entering the vent is greater than 

that of the bulk fluid. Complete vapor disengagement results in single-phase vapor 

venting. During venting, the disengagement regime mostly depends on liquid mixture 

viscosity, surface tension, and foaminess (foaming reduces vapor disengagement). Highly 

viscous or foamy liquid mixtures will exhibit homogeneous or bubbly behavior [2, 9]. 

2.4. Modeling of Level Swell 

According to the DIERS Project Manual for ERS design [9], the modeling of level 

swell in a vessel undergoing venting requires three parts: a vessel flow model, a vent flow 
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model, and an equation that couples the vessel and vent flow models. The general structure 

of this methodology is summarized in Figure 5. 

 

Figure 5: DIERS methodology to model level swell 

2.4.1. Vessel Flow Models 

The vessel flow models estimate the level swell, or degree of vapor-liquid 

disengagement, as a function of vapor/gas generation rate. The key parameters of a vessel 

flow model are the average void fraction in swelled liquid (𝛼𝛼�), superficial vapor velocity 

(𝑗𝑗𝑔𝑔∞) and characteristic bubble rise velocity (𝑈𝑈∞). The vessel flow models are based on 

the vapor disengagement regimes that were described earlier. The following equation 

defines the superficial vapor velocity:  

 𝑗𝑗𝑔𝑔∞ =
𝑊𝑊

𝜌𝜌𝑔𝑔𝐴𝐴𝐶𝐶𝐶𝐶
 (1) 

Here 𝑊𝑊 is the vapor/gas generation rate in kg/s, 𝜌𝜌𝑔𝑔 is vapor/gas density at vessel 

pressure and temperature, and 𝐴𝐴𝐶𝐶𝐶𝐶 is the vessel cross-sectional area. In multiphase flow, 

this is a hypothetical flow velocity calculated by assuming the given phase is the only one 

flowing in a given cross-sectional area. The bubble rise velocity (𝑈𝑈∞) is simply used to 

introduce parameters into the model that affect level swell like fluid density, viscosity, and 

surface tension. 

Several authors have developed improved drift-flux correlations mainly for the 

bubble rise velocity and even the radial distribution parameter. It should be noted that 

Vessel Flow 
Model

Coupling 
Equation

Vent Flow 
Model
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these correlations are based on specific experiments, and their applicability must be 

ensured and accuracy tested for our use. It is worth mentioning that all drift-flux models 

mentioned in this document are applicable only for top venting of vertical right 

circular cylindrical vessels.  

2.4.1.1. DIERS Proposed Model (1960) 

The equations for the two main vessel flow models proposed by DIERS are 

summarized below [9]:  

Bubbly Vessel Model: 

 𝑗𝑗𝑔𝑔∞ =
𝛼𝛼�(1 − 𝛼𝛼�)2𝑈𝑈∞

(1 − 𝛼𝛼3����)(1 − 𝐶𝐶0𝛼𝛼�)
 (2) 

 

 𝑈𝑈∞ =
1.18�𝜎𝜎𝜎𝜎(𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑔𝑔)�

0.25

𝜌𝜌𝑙𝑙0.5  (3) 

 

 𝛼𝛼𝑚𝑚 = 𝛼𝛼� (4) 

 

Churn-Turbulent Vessel Model: 

 𝑗𝑗𝑔𝑔∞ =
2𝛼𝛼�𝑈𝑈∞

1 − 𝐶𝐶0𝛼𝛼�
 (5) 

 

 𝑈𝑈∞ =
1.53�𝜎𝜎𝜎𝜎(𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑔𝑔)�

0.25

𝜌𝜌𝑙𝑙0.5  (6) 
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 𝛼𝛼𝑚𝑚 =
2𝛼𝛼�

1 + 𝐶𝐶0𝛼𝛼�
 (7) 

 

Equations (3) and (6) for bubble rise velocity are based on the work of Peebles and 

Garber (1953), and Harmathy (1960) [17, 18]. In Equations (2), (5), and (7), C0 is the 

radial distribution parameter that is used to account for the non-uniform distribution of 

bubble formation in the vessel liquid [15]. The values suggested by DIRES for C0 for the 

different flow regimes are summarized in Table 1 below. 

Table 1: Values of C0 for bubbly or churn-turbulent flow regimes  

Type of estimate Bubbly Flow Churn-Turbulent Flow 

Best estimate 1.2 1.5 

Conservative 1.01 1 

 

2.4.1.2. Kataoka and Ishii (1987) 

Kataoka and Ishii proposed the following expressions for bubble rise velocity (𝑈𝑈∞) 

at different conditions [19, 20]:  

• For 𝐹𝐹𝐹𝐹 > 0.5 & 𝑁𝑁𝜇𝜇𝑙𝑙 ≤ 2.2 × 10−3 & 𝐷𝐷𝐻𝐻∗ ≤ 30: 

 𝑈𝑈∞ = 0.0019𝐷𝐷𝐻𝐻0.809 �
𝜌𝜌𝑔𝑔
𝜌𝜌𝑙𝑙
�
−0.157

�𝑁𝑁𝜇𝜇𝑙𝑙�
−0.562

�
𝜎𝜎𝜎𝜎(𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑔𝑔)

𝜌𝜌𝑙𝑙2
�
0.25

 (8) 

 

• For 𝐹𝐹𝐹𝐹 > 0.5 & 𝑁𝑁𝜇𝜇𝑙𝑙 ≤ 2.2 × 10−3 & 𝐷𝐷𝐻𝐻∗ > 30: 

 𝑈𝑈∞ = 0.03 �
𝜌𝜌𝑔𝑔
𝜌𝜌𝑙𝑙
�
−0.157

�𝑁𝑁𝜇𝜇𝑙𝑙�
−0.562

�
𝜎𝜎𝜎𝜎(𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑔𝑔)

𝜌𝜌𝑙𝑙2
�
0.25

 (9) 
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• For 𝐹𝐹𝐹𝐹 > 0.5 & 𝑁𝑁𝜇𝜇𝑙𝑙 > 2.2 × 10−3 & 𝐷𝐷𝐻𝐻∗ > 30: 

 𝑈𝑈∞ = 0.92 �
𝜌𝜌𝑔𝑔
𝜌𝜌𝑙𝑙
�
−0.157

�
𝜎𝜎𝜎𝜎(𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑔𝑔)

𝜌𝜌𝑙𝑙2
�
0.25

 (10) 

 

• For 𝐹𝐹𝐹𝐹 < 0.5 & 𝑁𝑁𝜇𝜇𝑙𝑙 > 2.2 × 10−3 & 𝐷𝐷𝐻𝐻∗ > 30: 

 𝑈𝑈∞ = √2�
𝜎𝜎𝜎𝜎(𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑔𝑔)

𝜌𝜌𝑙𝑙2
�
0.25

 (11) 

 

Kataoka and Ishii defined the dimensionless numbers as follows: 

 𝐹𝐹𝐹𝐹 =
𝑗𝑗𝑔𝑔∞

�
𝜎𝜎𝜎𝜎(𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑔𝑔)

𝜌𝜌𝑙𝑙2
�
0.25 

(12) 

 

 𝐷𝐷𝐻𝐻∗ =
𝐷𝐷𝐻𝐻

�
𝜎𝜎

𝜎𝜎(𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑔𝑔)

 
(13) 

 

 
𝑁𝑁𝜇𝜇𝑙𝑙 =

𝜇𝜇𝑙𝑙

�𝜌𝜌𝑙𝑙𝜎𝜎�
𝜎𝜎

𝜎𝜎(𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑔𝑔)

 
(14) 

 

Here, 𝐹𝐹𝐹𝐹 is the Froude Number, 𝐷𝐷𝐻𝐻∗  is dimensionless diameter, 𝑁𝑁𝜇𝜇𝑙𝑙 is 

dimensionless mixture viscosity, 𝐷𝐷𝐻𝐻 is vessel diameter and 𝜇𝜇𝑙𝑙 is liquid viscosity. 

According to Colomer et al. [19], these correlations were developed to account for the 

larger bubbles formed at higher velocities; therefore, resembling the churn-turbulent flow 

regime. Nevertheless, the Froude Number is essentially used to differentiate between 
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small and slower bubbles (like in bubbly flow) and big and faster bubbles. Furthermore, 

Kataoka and Ishii propose the following equation to be used to determine the radial 

distribution parameter (C0): 

 𝐶𝐶0 = 1.2 − 0.2�
𝜌𝜌𝑔𝑔
𝜌𝜌𝑙𝑙

 (15) 

2.4.1.3. Cumber Model (2002) 

Cumber used a more simplified version of the model proposed by Kataoka and 

Ishii (1987), where he uses Equation (9) for 𝑁𝑁𝜇𝜇𝑙𝑙 ≤ 0.00225 and Equation (10) for 

0.00225 < 𝑁𝑁𝜇𝜇𝑙𝑙 ≤ 0.1. He also proposes the following equation for C0 [15]:  

 𝐶𝐶0 = �
𝜌𝜌𝑙𝑙
𝜌𝜌𝑔𝑔
�
0.05

 (16) 

 

Cumber also proposed to use the following equation instead of Equation (5) to 

determine the void fraction as derived by Sheppard and Morris (1995) [15, 21]:  

 𝛼𝛼� = 1 +
Ψ(1 − 𝐶𝐶0)2

ln[1 + (𝐶𝐶0 − 1)Ψ] − 𝐶𝐶0(𝐶𝐶0 − 1)Ψ
 (17) 

 

where Ψ = 𝑗𝑗𝑔𝑔∞
𝑈𝑈∞

. 

2.4.1.4. Boesmans Model (1996) 

Boesmans proposed an alternative expression for 𝑈𝑈∞ for the churn-turbulent 

regime but also accounting for the recirculation of liquid induced by density differences 

[19, 22].  
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 𝑈𝑈∞ = 𝐹𝐹𝑐𝑐𝑐𝑐𝐶𝐶1 �
𝜎𝜎𝜎𝜎(𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑔𝑔)

𝜌𝜌𝑙𝑙2
�
0.25

 (18) 

 

Where 𝐹𝐹𝑐𝑐𝑐𝑐 is a multiplication factor accounting for the liquid circulation effect that 

is always equal to 2. Boesmans suggests using a value of 1.2 for C0. He also uses the 

Froude number to differentiate between bubble size in the following manner: 

• For 𝐹𝐹𝐹𝐹 < 0.5  : 

𝐶𝐶1 = 1.373 

• For 𝐹𝐹𝐹𝐹 > 0.5:   

𝐶𝐶1 = 1.373 + 0.177 �
𝜌𝜌𝑔𝑔
𝜌𝜌𝑙𝑙
�
−0.25

 

2.4.1.5. Colomer Model (2006) 

Colomer proposes incorporating a terminal droplet fall velocity expression to any 

of the current models to account for droplet entrainment that occurs at high void fractions. 

The expression he uses is the one developed by Wallis (1969) [19, 23]:  

 𝑈𝑈∞𝐷𝐷 = �
𝜎𝜎𝜎𝜎(𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑔𝑔)

𝜌𝜌𝑙𝑙2
�
0.25

�
𝜌𝜌𝑙𝑙
𝜌𝜌𝑔𝑔
�
0.5

 (19) 

 

However, it should be noted that Colomer (2006) incorporates this into the 

RELIEF code that divides the vessel into several control volumes and allows for different 

flow regime models to be used at different positions in the vessel. Therefore, the 

formulation he developed may not be practical in our case of a single control volume 

problem.  
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2.4.2. Vent Flow Models 

The vent flow models estimate the vent mass flux as a function of vessel stagnation 

pressure (P0) and vent entrance quality (X0). The key parameters of a vent flow model are 

vessel stagnation pressure, vent entrance quality, vent mass (G), vent cross-sectional area 

(Av), and critical pressure ratio (η) or vent exit pressure (Pe). The vent flow models have 

already been incorporated into the computational code developed by Kanes (2015); thus, 

the indicated reference can be used for further details [5]. 

2.4.3. The Coupling Equation 

The coupling equation is a mass balance on the vapor phase written at the vent 

entrance. The vessel flow models and coupling equation described here will be applicable 

to top vented, vertical, right circular cylindrical vessels when it has been established 

through experiments that two-phase flow will occur and some vapor-liquid disengagement 

will take place [9]. The coupling equation is written as follows: 

 𝑋𝑋0𝐴𝐴𝑣𝑣𝐺𝐺 = 𝚥𝚥𝑔𝑔∞́𝜌𝜌𝑔𝑔𝐴𝐴𝐶𝐶𝐶𝐶 + 𝑋𝑋𝑚𝑚(𝐴𝐴𝑣𝑣𝐺𝐺 − 𝚥𝚥𝑔𝑔∞́𝜌𝜌𝑔𝑔𝐴𝐴𝐶𝐶𝐶𝐶) (20) 

 

The individual terms are defined in the nomenclature section. The grouped terms 

in the equation can be described with the help of Figure 6, as follows [9]:  

𝑋𝑋0𝐴𝐴𝑣𝑣𝐺𝐺: The total mass flowrate of vapor that is entering the vent. 

𝚥𝚥𝑔𝑔∞́𝜌𝜌𝑔𝑔𝐴𝐴𝐶𝐶𝐶𝐶: The mass flowrate of vapor which is required to move 

upwards to just swell the liquid to the top of the vessel and 

maintain that level. This can also be understood as the mass 
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flowrate of vapor that is disengaging at the liquid surface and 

is illustrated as the white bubbles entering the vent.  

𝑋𝑋𝑚𝑚(𝐴𝐴𝑣𝑣𝐺𝐺 − 𝚥𝚥𝑔𝑔∞́𝜌𝜌𝑔𝑔𝐴𝐴𝐶𝐶𝐶𝐶): The mass flowrate of vapor that is entering the vent along 

with the slab of aerated liquid (two-phase mixture depicted 

by the dashed lines) entering the vent, which is in addition to 

the vapor flowrate required to just swell the liquid to the top 

of the vent. This vapor is illustrated as the dark blue bubbles 

in Figure 6. 

 

Figure 6: An illustration of the onset of two-phase venting 

The thermodynamic quality is related to the void fraction at the liquid surface (𝛼𝛼𝑚𝑚) 

by the following equation:  

 𝑋𝑋𝑚𝑚 =
𝛼𝛼𝑚𝑚𝜌𝜌𝑔𝑔

𝛼𝛼𝑚𝑚𝜌𝜌𝑔𝑔 + (1 − 𝛼𝛼𝑚𝑚)𝜌𝜌𝑙𝑙
 (21) 
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The vapor and liquid densities can be calculated at a given vessel temperature and 

pressure. The vent and vessel cross-sectional areas are specified boundary conditions. The 

void fraction at the liquid surface (𝛼𝛼𝑚𝑚) and 𝚥𝚥𝑔𝑔∞́ can be calculated using the appropriate 

vessel flow model. The vessel flow models essentially relate 𝛼𝛼𝑚𝑚 and 𝚥𝚥𝑔𝑔∞́ to the average 

void fraction of swelled height (𝛼𝛼�). The remaining two unknowns in Equation (20) are 

vent entrance quality (X0) and vent mass flux (G). These are calculated by solving the 

coupling equation simultaneously with a vent flow model [9].  

The DIERS proposed a step-by-step methodology for applying the coupling 

equation alongside the vessel and vent flow models. A modified version of that is given 

in section 4.2.  

2.5. Modeling of Runaway Reactions and Reactor Venting 

Since the need for dynamic modeling of vessel depressurization was realized, 

several computer programs have been developed over time to meet that need. Some 

computer programs that currently exist, as well as the work done at TAMUQ in this regard, 

will be discussed in this section.  

2.5.1. Vessel Depressurization Computer Programs 

Skouloudis (1992) conducted a benchmarking exercise to compare the results of 

the different computer programs [16]. Three of those programs are described in this 

section.   

2.5.1.1. SAFIRE 
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SAFIRE is a vessel depressurization program developed by Fauske & Associates 

for DIERS. It is mostly designed for batch processing chemicals where runaway reactions 

may occur. It uses the drift-flux models as proposed in the DIERS project manual and 

assumes thermodynamic equilibrium. Furthermore, the thermodynamics in the code are 

not vigorously based on an equation of state. Nonetheless, limited provision to handle 

vapor phase non-ideality is made by using the two constant Redlich-Kwong equation. 

SAFIRE solves the one-dimensional conservation equations by treating the vessel as a 

single control volume, making the calculations faster. It should also be noted that creators 

of SAFIRE recognized that it was not a tool suitable for unsophisticated users since it 

requires a myriad of user inputs and decisions on the types of models to use for each case 

[9, 16].  

2.5.1.2. DEERS 

The DEERS was also developed as part of the DIERS project by JAYCOR to 

further the investigations into vent sizing for two-phase flows. However, this program is 

a one-dimensional model that divides the vessel and vent line into several nodes (control 

volumes) and solves the conservation equations. This means that the DEERS code is very 

computationally expensive [16]. DEERS can also handle only four reactions and six 

components. It accounts for deviations from equilibrium by employing “deviation” 

equations for quality, velocity, and temperature. It also uses a different drift-flux 

formulation for level swell that is optimized to fit their experimental data [24, 25].       

2.5.1.3. RELIEF   
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RELIEF was developed by the Joint Research Council (JRC) in Europe. It also 

divides the vessel into several control volumes but treats the vent line as a single control 

volume. The program assumes thermodynamic equilibrium between phases and also uses 

a drift-flux formulation as a closure relationship. RELIEF can handle ten reactions and ten 

components in the vessel [16].  

2.5.2. Development of a Dynamic Vessel Depressurization Simulator at TAMUQ  

Significant work has been carried out at Texas A&M at Qatar to develop a robust 

computer program that accurately models the dynamic depressurization behavior of a 

vessel undergoing a runaway reaction. Since around 2010, several contributions to the 

core program have been made by different people. These contributions will be 

summarized in this section. 

2.5.2.1. Contributions of Marcelo Castier (2010) 

Castier et al. developed a Fortran program that simulates the dynamics of flash 

drums and storage tanks using rigorous physical property calculations to account for non-

ideal behavior [3]. The program contains a system of differential-algebraic equations 

(DAE) in which mass and energy balances are the differential equations, and the phase 

equilibrium conditions give the main algebraic equations. The algorithm developed by 

Castier does the numerical integration of the differential equations. These give the values 

of internal energy (U) and mole numbers (n) of each component in the vessel at each 

moment in time. Thus, with known values of UVn, the values of other thermodynamic 

properties can be found by maximizing the system’s entropy in an iterative loop, backed 

by a nested-loop iterative procedure for the rare occasion in which the single loop 



23 

approach fails to converge [26]. Before running the UVn flash scheme, a TVn flash 

calculation is carried out by minimizing Helmholtz energy to determine the initial state of 

fluid inside the tank, including the number of phases present [27]. This program can 

simulate the dynamics of accidental leaks from a vessel where the discharge flowrate 

remains constant.  

This program developed by Castier formed the basis for the dynamic simulator 

that has been under development at TAMUQ.  

2.5.2.2. Contributions of Alisha Basha (2014) [4] 

Basha was the first to start the development of a computer program at TAMUQ to 

simulate accidental leaks from high-pressure storage vessels by consolidating the work of 

Castier on 1) solving the isochoric-isoenergetic (UVn) flash problem [26] and 2) sound 

speed calculations in multiphase systems [28]. These are novel and tested approaches 

towards making accurate thermodynamic and vent flow calculations that vastly improve 

upon the simplifying assumptions that are usually made in dynamic simulations of high-

pressure vessel venting. Basha proposed a single approach that simulates the fluid 

dynamics within the vessel and couples it with the fluid behavior as it goes through the 

nozzle (leaking region) [4].  

Basha improved upon Castier’s work by accounting for the following: 

• Different tank geometries 

• Different hole geometries 

• Position of leak 

• Variable discharge flowrates 
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To account for variable discharge flowrates and multiphase discharge, Basha used 

the formulation developed by Castier that uses the fluid's sound speed at the exit point to 

determine whether the flow is choked or not [28].   

2.5.2.3. Contributions of Rym Kanes (2015) [5] 

The program developed by Basha was only for non-reactive systems. In this 

regard, the main contribution of Kanes was adding the capability to handle chemical 

reactions. Therefore, she did an experimental study of the decomposition reaction of a 20 

wt% solution of di-tert-butyl peroxide (DTBP) in toluene under runaway conditions using 

differential and adiabatic calorimetry. She characterized the nature of this chemical 

system's runaway and developed a global kinetic rate expression for this system. She 

further modified the program by adding the capability to simulate an ERS opening at a 

given pressure. She then carried out partial validation of the model by running simulations 

on a closed vessel and comparing them with experimental data [5]. 

2.5.2.4. Contributions of Nepu Saha (2016) [6] 

Saha mainly focused on studying the estimation of maximum gas production rate 

of untempered systems under runaway conditions experimentally. He chose to study the 

decomposition of cumene hydroperoxide (CHP) in cumene under runaway conditions 

using adiabatic calorimetry and assess the maximum gas production rate corresponding to 

the runaway. The effects of experimental conditions in adiabatic calorimetry tests on the 

measured gas production rate were investigated. Lastly, he used the latest computer 

program developed by Kanes to run simulations on closed cells and found that the 

conventional methods of determining the maximum gas production rate gave very 
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different results from the simulations. In fact, the gas production rate obtained from 

conventional methods was much higher than obtained from the rigorous computer model. 

He recognized that the conventional approach does not take into account several vital 

phenomena that actually occur in a vessel like gas dissolution, condensation of vapor, and 

expansion of gases. 

2.5.2.5. Contributions of Jasir Jawad (2020) [29] 

Jawad extended the dynamic simulator by adding an interconnected vessel (catch 

tank) to the ERS where the venting mixture can accumulate. He also added a one-

dimensional transient heat transfer model to incorporate the effect of wall-fluid heat 

transfer on vessel depressurization. The heat transfer model assumes the vessel walls to 

be flat plates. Due to the inclusion of a heat transfer model, the simulator can now also 

predict the temperature profiles in the vessel walls during depressurization.  

Jawad experimentally studied air and helium depressurization from different initial 

conditions by obtaining temperature and pressure profiles inside the venting vessel and 

the catch tank. This allowed for validation of the simulator results against experimental 

data. The predicted pressure profiles showed excellent agreement with experimental 

results, whereas the simulator tends to over-predict the temperature changes in each vessel.  
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3. SCOPE OF WORK 

This thesis aims to improve upon the dynamic simulator that has been under 

development at TAMUQ by incorporating a level swell model to account for the changing 

liquid level inside the vessel due to vapor/gas generation in the liquid phase during vessel 

depressurization and allow for the automatic determination of onset and termination of 

two-phase venting. This addition allows us to study the effects of varying venting 

conditions on the rate and influence of level swell on venting and the venting phase's 

nature. The goal is to be able to accurately predict the onset and termination of two-phase 

venting. This will ultimately lead to the accurate sizing of vents for two-phase venting 

mixtures.    

To achieve this, the study has been divided into three tasks:  

Task 1: Review, select, and test models for liquid mixture viscosity and surface 

tension: Liquid mixture viscosity and surface tension are required inputs to the level swell 

models. The original simulator does not calculate these physical properties. Therefore, a 

literature review was carried out on available models that can calculate mixture viscosity 

and surface tension with good accuracy and have general applicability.   

The selected models were programmed into separate Fortran modules. This 

modularization allowed for independent testing of the models and a more straightforward 

coding and debugging process. The liquid mixture viscosity and surface tension modules 

were then incorporated into the main simulator and tested in dynamic simulations. 
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Figure 7: Division of tasks for research methodology 

Task 2: Implementation of the level swell model into the dynamic simulator: a 

general methodology was developed for incorporating the level swell model into the 

dynamic simulator. This methodology was adapted from the DIERS proposed 

methodology. Furthermore, it should be noted that the vessel flow models that DIERS 

proposed were implemented into the simulator as a first step. This is because they are 

relatively simple to implement and will act as a proof of concept before further 

improvements are made by testing the alternative models.  

Task 3: Sensitivity analysis on the modified dynamic simulator: The modified 

dynamic simulator was used to conduct a qualitative sensitivity analysis on the modified 

simulator to study liquid swelling under different venting conditions. 

 

  

Task 1: Review, selection and testing of models for liquid 
mixture viscosity and surface tension

Task 2: Implementation of the level swell model into the 
dynamic simulator

Task 3: Sensitivity analysis on the modified dynamic 
simulator
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4. METHODOLOGY 

This section describes the procedure followed to incorporate and test the level 

swell model in the dynamic simulator. All level swell models discussed in Section 2.4.1 

require the liquid mixture viscosity and surface tension. Since the original simulator does 

not calculate these properties, a literature review was carried out to select the best models 

to calculate these two properties. The selected models were then tested in separate Fortran 

modules, then incorporated into the simulator. The level swell model proposed by DIERS 

[9] was then implemented into the simulator. Finally, a sensitivity analysis was carried out 

on the modified simulator with input parameters based on the Viareggio incident, which 

will also be described briefly.    

4.1. Physical Properties Models Selection  

The following two criteria for the selection of the models were used: 

• Applicable and reasonably accurate for polar, non-polar, and aqueous liquid 

mixtures  

• Requires adjustable parameters or input data readily available from the literature. 

The rationale behind these criteria is that the dynamic simulator must be able to 

handle a wide variety of reactive and non-reactive systems without requiring excessive 

adjustments or experimental data that are not generally available. The latter is especially 

true when studying reactions involving peroxides and other highly unstable compounds 

since experimental measurements are scarce for mixtures or pure components involving 

these compounds.  
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The selected models were tested against experimental mixture data on liquid 

viscosity and surface tension for a few mixtures. These tests included at least one mixture 

relevant to the decomposition reaction of DTBP and other mixtures for which 

experimental data is readily available. The reason for testing on mixtures relevant to DTBP 

reaction is that modeling the venting behavior of this reactive mixture while accounting 

for level swell is of interest in the future. This is because the original simulator has 

previously been tested for this reactive system with partial validation [5, 30].  

4.1.1. Liquid Mixture Viscosity Models 

Models to estimate liquid mixture viscosity generally fall under two categories: 

empirical and semi-empirical models [31]. Empirical models require the availability of a 

significant amount of experimental data for the exact mixtures of interest. These models 

tend to apply only to specific types of mixtures, mainly hydrocarbons and simple 

compounds. Therefore, empirical models are not of interest to this research.  

  Semi-empirical models have a theoretical basis and require some empirically 

determined parameters to capture different trends and improve accuracy. The main 

theoretical approaches to these models stem from the theory of the corresponding states 

[32, 33], reaction rate theory [34, 35], statistical mechanics [36], or the more recent friction 

theory [37, 38]. Some of the important semi-empirical models for calculating liquid 

mixture viscosity are shown in Table 2. 
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Table 2: Examples of some semi-empirical models for calculating liquid mixture 
viscosity [31] 

Model Name Theoretical Basis Applicability to Fluids 

McAllister (1960) Reaction rate Non-polar, polar & aqueous 

Teja and Rice (1981) Corresponding states Non-polar, polar & aqueous 

Ely & Hanley (1982) Corresponding states Non-polar 
UNIFAC-VISCO 

(1988) Reaction rate Non-polar, polar & aqueous 

Assael et al. (1992) Statistical mechanics Non-polar 
Friction Theory/ 

Quiñones-Cisneros 
(2000) 

Friction theory Non-polar 

   

As shown in Table 2, three models have a clear disadvantage of not being 

applicable to a wider variety of liquid mixtures. Another significant drawback of the 

models based on the friction theory is that they require a parameter called characteristic 

critical viscosity, which is not usually tabulated [39]. Quiñones-Cisneros et al. [40] did 

develop a more generalized model based on friction theory. However, it consists of 18 

adjustable parameters, and the model was not tested for polar or aqueous liquid mixtures 

[40]. A common concern with all viscosity models, including those not mentioned here, 

is that they require some form of experimental data. This data can be binary interaction 

parameters, viscosity data of the mixture of interest itself, or pure component viscosity 

data of all the mixture components. Viscosity data of the mixture of interest is not always 

available, especially at elevated temperatures and pressures. The same is true for pure 

component viscosity data, especially for unstable compounds like peroxides. Therefore, 

to use these models, the presence of peroxides, or any other compound of which there is 

no available viscosity data, will have to be ignored. However, the model proposed by Teja 
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and Rice circumvents this hurdle by the use of “reference fluids” to predict viscosities of 

a wide range of liquid mixtures with great accuracy. Hence, this model will be discussed 

in greater detail. 

4.1.1.1. Teja and Rice Model (1981) 

The model proposed by Teja and Rice [41] is based on a corresponding-states 

treatment for mixture compressibility factors. Its main contribution is using two non-

spherical reference fluids to predict viscosity for a wide range of liquid mixtures, including 

polar and aqueous mixtures. This model's advantage is that the reference fluids need not 

be the mixture's actual components but “similar” to the mixtures’ pure components of 

interest. The authors do not provide any further clarification or principles to follow to 

select these “similar” fluids, besides their assertion that the reference fluids can be non-

spherical [41]. Nevertheless, in reference [42], the authors predict viscosities of n-hexane 

and toluene using benzene and ethylbenzene as reference fluids, and in reference [43], the 

author used methane and n-butane as reference fluids for LNG density calculations (the 

rationale being that methane is the most abundant component of LNG and n-butane is the 

largest molecule in LNG mixtures). They also used ethane and n-pentane later and 

mentioned they got similar results. The latter reference is essentially a precursor to the 

viscosity model and is based on the same principles of using reference fluids to predict 

mixture densities. Therefore, these two references illustrate what the authors mean by 

“similar” components for reference fluids.  

The fact that the Teja and Rice model does not require pure component viscosities 

of all components in the mixture is a significant advantage and essentially the deciding 
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factor for selecting a mixture viscosity model for the simulator. This is because many 

runaway reactions involve highly unstable compounds like peroxides, and there is a dearth 

of experimental data on such compounds. This model provides an effective way to include 

some known parameters of the peroxide (Tc, Pc, ω) in calculating liquid mixture viscosity 

without completely ignoring the presence of a peroxide. Therefore, this model was 

selected for testing and eventual implementation in the final simulator. The results of the 

tests are discussed in Section 5. 

The model works best for nonpolar-nonpolar mixtures with errors of under 1%, 

then for mixtures containing polar components with around 2.5% error and about 9% error 

for aqueous mixtures [44].  

The central equation to predict mixture viscosity by the Teja and Rice method is 

shown below:  

 ln (𝜂𝜂𝜂𝜂)𝑚𝑚 = ln (𝜂𝜂𝜂𝜂)𝑟𝑟1 +
𝜔𝜔𝑚𝑚 − 𝜔𝜔𝑟𝑟1

𝜔𝜔𝑟𝑟2 − 𝜔𝜔𝑟𝑟1
[ln (𝜂𝜂𝜂𝜂)𝑟𝑟2 − ln (𝜂𝜂𝜂𝜂)𝑟𝑟1] (22) 

 

Here, (𝜂𝜂𝜂𝜂)𝑚𝑚 is reduced viscosity of the mixture of interest, 𝜂𝜂 is viscosity, 𝜔𝜔 is the 

acentric factor, subscripts (r1) and (r2) refer to two reference fluids, and subscript (m) 

refers to the mixture. In Equation (22), 𝜂𝜂 is given as follows: 

 
𝜂𝜂 =

𝑉𝑉𝑐𝑐
2/3

(𝑇𝑇𝑐𝑐𝑀𝑀)1/2 (23) 

 

Here, 𝑉𝑉𝑐𝑐 and 𝑇𝑇𝑐𝑐 are critical molar volume and critical temperature, respectively, 

and M is the molecular weight. When calculating 𝜂𝜂 for the mixture (LHS of Equation 
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(22)), 𝑉𝑉𝑐𝑐, 𝑇𝑇𝑐𝑐 and 𝑀𝑀 become 𝑉𝑉𝑐𝑐𝑚𝑚, 𝑇𝑇𝑐𝑐𝑚𝑚 and 𝑀𝑀𝑚𝑚, respectively. These are evaluated using the 

van der Waals one-fluid model: 

 𝑉𝑉𝑐𝑐𝑚𝑚 = ��𝑥𝑥𝑐𝑐𝑥𝑥𝑗𝑗𝑉𝑉𝑐𝑐𝑐𝑐𝑗𝑗
𝑗𝑗𝑐𝑐

 (24) 

 

 𝑇𝑇𝑐𝑐𝑚𝑚 =
∑ ∑ 𝑥𝑥𝑐𝑐𝑥𝑥𝑗𝑗𝑇𝑇𝑐𝑐𝑐𝑐𝑗𝑗𝑉𝑉𝑐𝑐𝑐𝑐𝑗𝑗𝑗𝑗𝑐𝑐

𝑉𝑉𝑐𝑐𝑚𝑚
 (25) 

 

 𝑀𝑀𝑚𝑚 = �𝑥𝑥𝑐𝑐𝑀𝑀𝑐𝑐
𝑐𝑐

 (26) 

 

 𝜔𝜔𝑚𝑚 = �𝑥𝑥𝑐𝑐𝜔𝜔𝑐𝑐
𝑐𝑐

 (27) 

 

 
𝑉𝑉𝑐𝑐𝑐𝑐𝑗𝑗 =

�𝑉𝑉𝑐𝑐𝑐𝑐
1/3 + 𝑉𝑉𝑐𝑐𝑗𝑗

1/3�
3

8
 (28) 

 

 
𝑇𝑇𝑐𝑐𝑐𝑐𝑗𝑗𝑉𝑉𝑐𝑐𝑐𝑐𝑗𝑗 = Ψ𝑐𝑐𝑗𝑗�𝑇𝑇𝑐𝑐𝑐𝑐𝑇𝑇𝑐𝑐𝑗𝑗𝑉𝑉𝑐𝑐𝑐𝑐𝑉𝑉𝑐𝑐𝑗𝑗�

1/2
 (29) 

 

Here Ψ𝑐𝑐𝑗𝑗 is an interaction coefficient of order unity, which must be determined 

from mixture experimental data, if available.   

Teja and Rice opted to use the Andrade equation to correlate the viscosity of the 

reference components (r1 and r2) as functions of reduced temperature: 

 ln(𝜂𝜂𝜂𝜂) = 𝐴𝐴 + 𝐵𝐵𝑇𝑇𝐶𝐶−1 (30) 

 

The method of calculation is as follows [41]: 
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1. Calculate the pseudocritical quantities of the mixture using Equations (24)-(29), 

and set the value of Ψ𝑐𝑐𝑗𝑗 equal to 1 initially, 

2. Calculate reduced temperature (𝑇𝑇𝐶𝐶 = 𝑇𝑇 𝑇𝑇𝑐𝑐𝑚𝑚⁄ ), 

3. Calculate 𝜂𝜂 for the reference fluids using Equation (23) and find viscosities of 

reference fluids at different temperatures from databases. Then obtain the constant 

A and B of Equation (30) by least squares method, 

4. Calculate ln (𝜂𝜂𝜂𝜂)𝑟𝑟1 and ln (𝜂𝜂𝜂𝜂)𝑟𝑟2 at the given TR using Equation (30), 

5. Calculate ln (𝜂𝜂𝜂𝜂)𝑚𝑚 (LHS of Equation (22)), 

6. Calculate 𝜂𝜂 of the mixture using the mixture variant of Equation (23). The viscosity 

of the mixture can now be calculated. 

If some experimental data is available, Ψ𝑐𝑐𝑗𝑗 can be varied to minimize the difference 

between experimental and calculated viscosities. 

The Teja and Rice methodology had to be modified slightly to include the effects 

of pressure on viscosity. The pressure inside a vessel during venting varies significantly 

and can go as high as around 50 bar for the decomposition of DTBP, as shown in Figure 

8. This pressure rise can impact the liquid mixture's viscosity, albeit trivially at low 

pressures, consequently affecting the rate of level swell.  
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Figure 8: Pressure profile of the decomposition of 20 wt% DTBP in toluene in a closed 
vessel validated against experimental trial [5] 

Therefore, as Teja and Rice suggested, the critical compressibility factor was used 

to introduce pressure into the model [41]. The critical compressibility factor is calculated 

using Equation (34). 

 𝑍𝑍𝑐𝑐𝑐𝑐 =
𝑃𝑃𝑐𝑐𝑐𝑐𝑉𝑉𝑐𝑐𝑐𝑐
𝑅𝑅𝑇𝑇𝑐𝑐𝑐𝑐

 (31) 

 

The mixture critical compressibility factor can then be calculated using the 

following mixing rule: 

 𝑍𝑍𝑐𝑐𝑚𝑚 = �𝑥𝑥𝑐𝑐𝑍𝑍𝑐𝑐𝑐𝑐
𝑐𝑐

 
(32) 

  

The mixture critical pressure is calculated using Equation (36) once the mixture 

critical temperature and volume are calculated using the mixing rules shown earlier.  

 𝑃𝑃𝑐𝑐𝑚𝑚 =
𝑅𝑅𝑇𝑇𝑐𝑐𝑚𝑚𝑍𝑍𝑐𝑐𝑚𝑚
𝑉𝑉𝑐𝑐𝑚𝑚

 (33) 
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The reduced pressure is then calculated using the following equation:  

 𝑃𝑃𝐶𝐶 =
𝑃𝑃
𝑃𝑃𝑐𝑐𝑚𝑚

 (34) 

 

Teja and Rice proposed using the Andrade equation (Equation (30)) to correlate 

the viscosity of reference fluids in terms of reduced temperature only. Therefore, an 

equation to correlate the viscosity of reference fluids in terms of reduced temperature and 

pressure was necessary. Such an equation could not be found in the literature. Hence, the 

following two correlations are proposed and tested for accuracy. The results of the testing 

from these two equations and the Teja and Rice model validation are discussed in Section 

5.1.1. 

 𝑙𝑙𝑙𝑙(𝜂𝜂𝜂𝜂) = 𝐴𝐴 + 𝐵𝐵𝑇𝑇𝐶𝐶−1 + 𝐶𝐶𝑃𝑃𝐶𝐶 (35) 

 

 𝑙𝑙𝑙𝑙(𝜂𝜂𝜂𝜂) = 𝐴𝐴 + 𝐵𝐵 𝑙𝑙𝑙𝑙(𝑇𝑇𝐶𝐶−1) + 𝐶𝐶𝑃𝑃𝐶𝐶 (36) 

 

These equations were programmed into a Fortran module along with the proposed 

modifications following the six steps proposed by Teja and Rice, except for steps 3 and 4. 

These steps involve correlating the viscosity of reference fluids in terms of reduced 

temperature and pressure using experimental data points. So, these steps are carried out in 

an Excel sheet, and the correlation constants are obtained using regression. The correlation 

constants are then provided as additional inputs to the simulator in an input file. 
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Additionally, critical volumes and acentric factors of each component in the vessel and 

acentric factors of the two reference fluids were added as required inputs in the input file.      

4.1.2. Surface Tension Models 

There exist several methods for calculating the surface tension of liquid mixtures, 

such as the parachor method [45-48], the corresponding states principle [49, 50], the 

density functional theory [51, 52], the perturbation theory [53, 54], and the gradient theory 

[55, 56]. The parachor method is still one of the most widely used methods for evaluating 

surface tensions of liquid mixtures. This is because it offers a straightforward 

implementation with sufficient accuracy for most engineering applications [57]. 

Furthermore, Espósito et al. (2005) developed a sophisticated Fortran program that 

calculates phase densities using thermodynamic models and couples it with the parachor 

equations to calculate mixture surface tension with good accuracy [58]. Thus, the parachor 

method was selected for further testing since we had access to this program, and it was 

relatively simple to implement directly into the dynamic simulator.  

4.1.2.1. Parachor Model (1923/1991) 

The parachor method relates the surface tension of liquids to the molar densities 

of the liquid and vapor phase. In the general form, the surface tension of liquid mixtures 

can be calculated by the following simple equation: 

 𝜎𝜎1 𝐸𝐸⁄ = �𝑃𝑃𝑐𝑐(𝑥𝑥𝑐𝑐𝜌𝜌𝑙𝑙 − 𝑦𝑦𝑐𝑐𝜌𝜌𝑣𝑣)
𝑛𝑛𝑐𝑐

𝑐𝑐=1

 (37) 
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In Equation (31), E is the parachor exponent, P is a substance-specific constant 

called the parachor value, and 𝜌𝜌 is liquid or vapor molar density in mol/cm3. According to 

Weinaug and Katz (1943), E is equal to 4 [47], whereas Danesh et al. (1991) proposed the 

following equation to determine the value of E [48]: 

 𝐸𝐸 = 3.583 + 0.16(𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑣𝑣) (38) 

 

 The parachor values are determined experimentally and are well tabulated for a 

vast number of organic compounds, mainly by Quayle (1953) [59]. However, these values 

are not available for peroxides and other such reactive and unstable compounds. 

Therefore, an alternative method must be used to determine the parachor values for 

peroxides and other such compounds for which it is difficult or impossible to do such 

experimental measurements. One such method was proposed by Broseta and Ragil (1995) 

[60]. They developed the following equation to calculate parachor values of a compound 

in terms of its critical temperature, critical pressure, and acentric factor: 

 𝑃𝑃 = (0.85 − 0.19𝜔𝜔)
𝑇𝑇𝑐𝑐
12 11⁄

𝑃𝑃𝑐𝑐
9 11⁄  (39) 

 

The results from the testing of this equation and the parachor equation are 

discussed in Section 5.1.2.  

This model only requires liquid and vapor molar densities and mole fractions and 

the parachor values of each component in the vessel. The simulator already calculates the 

densities and mole fractions, and the parachor values are provided to the simulator as 

additional inputs in the input file.   
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4.2. Level Swell Calculations Methodology  

A modified version of the methodology proposed by DIERS to apply the level 

swell models was developed and is outlined in this section. Any of the alternative drift-

flux models or modifications discussed earlier can be incorporated within this 

methodology's framework. The deviation from DIERS methodology in the following is 

mainly in the criteria for the onset of two-phase venting. We have decided to use swelled 

liquid height rather than void fraction or dimensionless superficial gas velocity to 

determine the onset and termination of two-phase venting. This is not a drastic departure 

from the DIERS method, as the three criteria are equivalent because they are based on 

phase and vessel volumes. Using swelled height as the criteria for two-phase venting 

allows for flexibility in the future if capability for venting from lateral walls and different 

heights with new level swell models is required. Recall that the current level swell models 

are developed only for top venting of vertical cylindrical vessels.  

Also, the coupling equation was not used as we assumed that fluid quality at the 

top of the swelled liquid was the quality of fluid entering the vent. This assumption was 

made to test if the simulator can handle two-phase venting and do some qualitative testing. 

The coupling equation can easily be incorporated in the future.  

Another critical difference in our methodology is that we do not use a constant 

initial height based on the initial mass of the mixture in the vessel. The initial height we 

use is updated every timestep based on changing thermodynamic conditions in the vessel 

while taking into account the amount of mass lost due to venting. Therefore, this is a 

drastic improvement over just assuming a constant mass of liquid inside the vessel during 
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the entire venting process. The height determined using thermodynamic calculations, 

before accounting for level swell, will be referred to as thermodynamic height, or 𝐻𝐻𝑜𝑜ℎ𝑒𝑒𝑟𝑟𝑚𝑚𝑜𝑜.     

 As a first start, the DIERS proposed models were used. Within the DIERS models, 

only the churn-turbulent flow regime equations were incorporated as no high viscosity or 

foaming mixtures were simulated in this work.     

The methodology for applying the level swell model is described in the following 

steps [9]:  

1. For an open vessel & assuming all vapor venting, calculate the vapor superficial 

velocity, 𝑗𝑗𝑔𝑔∞ 

2. Calculate bubble rise velocity, 𝑈𝑈∞ using the following equation: 

 𝑈𝑈∞ =
1.53�𝜎𝜎𝜎𝜎(𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑔𝑔)�

0.25

𝜌𝜌𝑙𝑙0.5  (40) 

3. For a given C0, and calculated values of 𝑈𝑈∞ and 𝑗𝑗𝑔𝑔∞, calculate the void fraction of 

swelled liquid, 𝛼𝛼�: 

 𝛼𝛼� =
𝑗𝑗𝑔𝑔∞

2𝑈𝑈∞ + 𝐶𝐶0𝑗𝑗𝑔𝑔∞
 (41) 

4. Calculate void fraction near the surface of the swelled liquid 

 𝛼𝛼�𝑚𝑚 =
2𝛼𝛼�

1 + 𝐶𝐶0𝛼𝛼�
 (42) 

5. Calculate the height of the swelled liquid: 

 𝐻𝐻𝑠𝑠𝑠𝑠𝑒𝑒𝑙𝑙𝑙𝑙 =
𝐻𝐻𝑜𝑜ℎ𝑒𝑒𝑟𝑟𝑚𝑚𝑜𝑜

1 − 𝛼𝛼�
 (43) 

6. Compare H with the vessel height (𝐻𝐻𝑣𝑣𝑒𝑒𝑠𝑠): 

a. If 𝐻𝐻𝑠𝑠𝑠𝑠𝑒𝑒𝑙𝑙𝑙𝑙 ≥ 𝐻𝐻𝑣𝑣𝑒𝑒𝑠𝑠, two-phase venting will occur 
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b. If 𝐻𝐻𝑠𝑠𝑠𝑠𝑒𝑒𝑙𝑙𝑙𝑙 < 𝐻𝐻𝑣𝑣𝑒𝑒𝑠𝑠, all vapor venting will occur 

7. If two-phase venting detected, switch equations used for vapor superficial velocity, 

8. Repeat steps 2-6 until all vapor venting detected again, then switch equations for 

vapor superficial velocity and repeat steps 2-7 

Following the above steps allows us to dynamically calculate the swelled height 

of the liquid with time and determine the onset and termination of two-phase venting of a 

mixture in a vessel at varying conditions.  

The vapor superficial velocity is directly linked to the vapor/gas generation rate, 

and this is not explicitly calculated in the original simulator. Therefore, an equation to 

estimates the vapor/gas generation rate was formulated.  

There are two possible contributions to the vapor/gas generation rate calculation: 

1. The vapor that is exiting the vessel from a hole or relief device 

2. The change in liquid volume between timesteps 

These two contributions are illustrated in Figure 9. 

 

Figure 9: Illustration of the Vapor/Gas Generation Rate Contributions 
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 Hence, the generalized equation to calculate the volumetric vapor/gas generation 

rate is given as follows:  

 𝑊𝑊𝑉𝑉 = �̇�𝑉𝑜𝑜𝑜𝑜𝑜𝑜,2
𝑣𝑣𝑣𝑣𝑣𝑣 −

𝑉𝑉𝑙𝑙𝑐𝑐𝑙𝑙,2 − 𝑉𝑉𝑙𝑙𝑐𝑐𝑙𝑙,1

𝑡𝑡2 − 𝑡𝑡1
 (44) 

 

Phase volumes are calculated in the simulator using rigorous thermodynamic 

calculations, and the flowrate of fluid exiting the vessel is based on robust fluid sound 

speed calculations at exit point conditions [3, 28, 30]. Thus, the vapor/gas generation rate 

can now be calculated by the simulator. 

The vapor superficial velocity is calculated using the following equation: 

 𝑗𝑗𝑔𝑔∞ =
𝑊𝑊𝑉𝑉

𝐴𝐴𝐶𝐶𝐶𝐶
 (45) 

 

Substituting Equation (44) into Equation (45), and noting that for a vessel with 

constant cross-section, the cross-sectional area of the vessel can be given by liquid volume 

divided by liquid height, we get the following generalized equation for vapor superficial 

velocity: 

 𝑗𝑗𝑔𝑔∞ =
�̇�𝑉𝑜𝑜𝑜𝑜𝑜𝑜
𝑣𝑣𝑣𝑣𝑣𝑣 − �∆𝑉𝑉𝑙𝑙𝑐𝑐𝑙𝑙 ∆𝑡𝑡� �

�∆𝑉𝑉𝑙𝑙𝑐𝑐𝑙𝑙 ∆𝐻𝐻𝑜𝑜ℎ𝑒𝑒𝑟𝑟𝑚𝑚𝑜𝑜
� �

 (46) 

 

Upon simplifying, the equation becomes: 

 𝑗𝑗𝑔𝑔∞ =
�̇�𝑉𝑜𝑜𝑜𝑜𝑜𝑜
𝑣𝑣𝑣𝑣𝑣𝑣

�∆𝑉𝑉𝑙𝑙𝑐𝑐𝑙𝑙 ∆𝐻𝐻𝑜𝑜ℎ𝑒𝑒𝑟𝑟𝑚𝑚𝑜𝑜
� �

−
∆𝐻𝐻𝑜𝑜ℎ𝑒𝑒𝑟𝑟𝑚𝑚𝑜𝑜

∆𝑡𝑡
 

(47) 
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Here, three possible cases result in different equations to calculate the vapor 

superficial velocity, only impacting the first term of Equation (47).  

Case 1: Closed Vessel 

When the vessel is closed, there is no flowrate of fluid leaving the vessel. Thus, 

the first term of Equation (47) is eliminated.   

 �̇�𝑉𝑜𝑜𝑜𝑜𝑜𝑜
𝑣𝑣𝑣𝑣𝑣𝑣 = �̇�𝑉𝑜𝑜𝑜𝑜𝑜𝑜 = 0 (48) 

 

Case 2: Open Vessel, gas phase venting 

When the vessel is open, either due to a rupture or opening of a relief device, there 

will be a flowrate of fluid exiting the vessel. If the height of the liquid is determined to be 

below the height of the vent, only gas/vapor phase venting will occur. This means that the 

flowrate of fluid leaving the vessel is equal to the flowrate of vapor leaving the vessel.  

 �̇�𝑉𝑜𝑜𝑜𝑜𝑜𝑜
𝑣𝑣𝑣𝑣𝑣𝑣 = �̇�𝑉𝑜𝑜𝑜𝑜𝑜𝑜 (49) 

 

Case 3: Open Vessel, two-phase venting 

When the vessel is open, and two-phase venting is detected because the liquid level 

has reached the vent or rupture point height, the flowrate of fluid exiting the vessel is no 

longer just the flowrate of vapor/gas. However, it is the flowrate of the two-phase mixture 

that is exiting the vessel. The total exit flowrate must be multiplied by the void fraction 

near the surface of swelled liquid, 𝛼𝛼�𝑚𝑚 to account for the flowrate of only the vapor/gas 

that is leaving with the two-phase mixture,  
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 �̇�𝑉𝑜𝑜𝑜𝑜𝑜𝑜
𝑣𝑣𝑣𝑣𝑣𝑣 = 𝛼𝛼�𝑚𝑚�̇�𝑉𝑜𝑜𝑜𝑜𝑜𝑜 (50) 

 

In all these cases, a positive vapor superficial velocity means that the vapor/gas 

generation rate is positive, and bubbles are being produced, leading to swelling of the 

liquid. However, if this velocity is calculated to be negative, that means the vapor is 

condensing into the liquid phase. In this case, there is no bubble generation, thus no liquid 

swelling. Therefore, if the superficial velocity is negative, the level swell calculations are 

skipped, and the thermodynamic height is taken to be the actual height of the liquid. The 

flowchart in Figure 10 summarizes the algorithm for the flow of calculations for the vapor 

superficial velocity.    

Executing UVN 
Flash

Vessel 
Opening 

Check

Closed

Jg using Eqn (1)

Jg ≤ 0

Hswell = Hthermo

Yes

Calculate Hswell No

Open Hswell ≥ Hves Jg using Eqn (3)

Jg using Eqn (2) Jg ≤ 0

Yes

Yes

No

Calculate HswellNo

 

Figure 10: Vapor Superficial Velocity Calculation Flowchart 
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4.3. Viareggio Case Study 

The sensitivity analysis on the modified simulator is based on an incident that 

occurred in Viareggio, Italy, in 2009. In this incident, liquified petroleum gas leaked from 

train wagons. Details about the accident and its consequences are available in the literature 

[61]. Raimondi made some assumptions and simulated the LPG leak from the vessel, 

neglecting the fire that engulfed the vessel [62]. Table 3 summarizes the specifications 

used by Raimondi to simulate the accident scenario [62].  

Table 3: Specifications of the Viareggio Accident Simulation  

Feature/Property Specification 

Vessel shape Horizontal cylinder 

Volume (m3) 115.77 

Length (m) 15.95 

Orifice shape Circular 

Orifice height (m) 0.0564 

Orifice diameter (m) 0.1128 

Initial conditions  

Temperature (K) 344.7 

Moles of ethane 19095.56 

Moles of propane 277522.11 

Moles of n-butane 544944.8 

Moles of n-pentane 7129.01 

 

Only the vessel dimensions and initial conditions will be taken from this list of 

specifications as a starting point for the sensitivity analysis because it is just a qualitative 

assessment of the effects of varying conditions on liquid swelling.  
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Based on these initial conditions and vessel dimensions, the effect of varying initial 

specific heat load on closed vessel liquid swelling will be studied. For the vessel rupture 

case, the effects of varying initial specific heat load and rupture diameter will be analyzed. 

Lastly, for the emergency relief action case, the effects of vent diameter, set pressure, and 

initial fill level will be studied.  

The parameters of interest mentioned above were varied based on rough 

engineering judgement. For example, the rupture/vent diameter of 5 cm was chosen as the 

base case. It was increased by 50% to study the impact of increasing orifice diameter to 

7.5 cm in the open vessel cases. The set pressures were chosen by first running closed 

vessel simulations and observing the pressure rise. Values that were roughly between the 

initial pressure and maximum pressure during closed vessel simulations were chosen. 

These were 1.6 and 1.8 MPa. The same fill level as that of Raimondi (78%) [62] was used 

for all cases, except for the last two cases where it was essential to increase the fill level 

such that two-phase venting may occur. After running a few different cases, it was seen 

that a fill level of around 95% led to two-phase venting.  

An external heat load was specified for all simulation runs to promote vapor 

generation since the vessel contains a non-reactive mixture. This external heat load 

essentially acts as a fire impinging on the vessel. The base heat load was selected such that 

the heat input per unit wetted area would be around 17 kW/m2. This corresponds to a heat 

load of 2.2 MW or a specific heat load of around 49 W/kg. The heat input per wetted area 

of 17 kW/m2 is the heat input of a typical plant fire completely surrounding the vessel, 

according to the API Standard 521 [63]. When the heat load is varied for some cases, its 
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value is just doubled to 98 W/kg. When the fill level is increased for the last two cases, 

the actual heat load is increased accordingly to keep the specific heat load constant.   

It is worth noting that the heat load specified is a constant value throughout the 

simulation for all cases, except for the last one. This means that the specific heat load 

increases over time for the open vessel cases as mass is lost due to leaking or venting. 

Therefore, it is the initial specific heat load that is varied and reported in the analysis.      
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5. RESULTS AND DISCUSSION 

This section details the results of viscosity and surface tension sub-models testing 

and the results from sensitivity analysis carried out on the modified simulator.  

To conduct the sensitivity analysis, closed and open vessel simulations were 

performed to study the effects of varying heat load, rupture/vent diameter, initial fill level 

and vent set pressure on the level swell.  

Quantitative validation of the modified simulator with the level swell model could 

not be performed due to the lack of time. In fact, validation could have been performed 

against the large-scale integral tests conducted by DIERS, and the results of those tests are 

available in the DIERS Project Manual [9]. However, the details necessary to replicate the 

experimental conditions were not available at the time of writing this thesis.   

5.1. Preliminary Testing 

The addition of level swell models into the dynamic simulator requires certain 

additional physical properties not calculated by the original simulator. These properties 

are the dynamic viscosity of the liquid phase and the interfacial surface tension. The 

criteria and rationale for selecting the suitable model for the two properties was discussed 

in Section 4.1, along with the necessary equations and methodology for implementing 

these models into the simulator. The Teja and Rice model [41] was selected to calculate 

liquid phase viscosity, and the parachor model [45, 48] was selected for surface tension 

calculations. These models were first implemented into separate Fortran modules, then 

tested independently against experimental data of different mixtures at varying vessel 
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conditions. In the case of the Parachor model, the Fortran module was obtained from 

Espósito et al. [58].      

5.1.1. Viscosity Model Testing 

The mixtures chosen for model testing and validation were benzene-n-hexane and 

acetone-toluene. The model results were compared against experimental data from Teja 

and Rice [42], and Rajagopal and Chenthilnath [64] for the respective mixtures. This 

experimental mixture viscosity data was obtained at atmospheric pressure and low 

temperatures. High-pressure and high-temperature data for these mixtures could not be 

found in the literature. It is noted that model validation at higher pressures and 

temperatures is necessary to get the complete picture of the model performance.     

The benzene-n-hexane mixture was selected because it was one of the mixtures 

that Teja and Rice validated the model against in their paper [42]. The acetone-toluene 

mixture was chosen because the decomposition of DTBP in toluene produces a mixture 

primarily of toluene (around 85%) and DTBP (around 15%). This can be seen in Figure 

11, which Kanes obtained from a closed vessel simulation run.  
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Figure 11: Liquid phase mole fractions of the decomposition of 20wt% DTBP in 
Toluene in a closed vessel [5]  

As previously mentioned, experimental data on peroxides is scarce. Experimental 

toluene-DTBP liquid mixture viscosities could not be found. The next significant 

component in the mixture, as seen in Figure 11, is acetone. Therefore, experimental data 

for the acetone-toluene mixture was found, against which model validation was 

conducted.  

Firstly, the following two equations proposed based on the Andrade equation were 

tested on how well they correlate experimental viscosity data for the pure reference fluids.  

 𝑙𝑙𝑙𝑙(𝜂𝜂𝜂𝜂) = 𝐴𝐴 + 𝐵𝐵𝑇𝑇𝐶𝐶−1 + 𝐶𝐶𝑃𝑃𝐶𝐶 (35) 

 

 𝑙𝑙𝑙𝑙(𝜂𝜂𝜂𝜂) = 𝐴𝐴 + 𝐵𝐵 𝑙𝑙𝑙𝑙(𝑇𝑇𝐶𝐶−1) + 𝐶𝐶𝑃𝑃𝐶𝐶 (36) 

 

Experimental viscosities for pure components benzene and n-hexane were 

obtained from the Dortmund Data Bank [65, 66]. Experimental viscosities were obtained 



51 

from Mohammadi [67] and Liu [68]  for pure acetone and Pensado [69] and Krall [70] for 

pure toluene. The average absolute percentage difference (AAPD) between experimental 

data and calculated values for pure components using the two equations is shown in Table 

4. 

Table 4: Average absolute percentage difference between experimental data and 
calculated values using the two correlations for pure components 

Pure Component AAPD using Equation (35) AAPD using Equation (36) 
Benzene 6.0% 3.2% 
n-Hexane 1.8% 1.8% 
Acetone 1.1% 1.0% 
Toluene 2.2% 2.3% 

 

As seen in Table 4, the two correlations are equally good at representing the pure 

component viscosity data for all components except benzene. For benzene, Equation (36) 

proves to be a much better fit. Furthermore, using Equation (36) proved to be a minor 

improvement during model validation when comparing the results of benzene-n-hexane 

mixture viscosity (AAPD of 2.2% compared to 2.7%). Therefore, any of the two equations 

can be used. In our testing of the viscosity model, both equations were used. However, 

Equation (35) is generally preferable as it more closely resembles the original Andrade 

equation.  

The Teja and Rice model was used to calculate the viscosity of benzene-n-hexane 

mixture at varying temperatures and liquid compositions, and the results were compared 

with experimental data. For this test, Equation (36) was used to correlate the reference 

fluid viscosity data as it was shown to represent benzene data more accurately. The 

comparison is shown in Figure 12.  
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Figure 12: Comparison of Experimental and Calculated Mixture Viscosities at Different 
Temperatures for Benzene-n-Hexane Mixture 

As seen in Figure 12, the Teja and Rice model predicts the benzene-n-hexane 

mixture viscosity with high accuracy at the experimental data temperature range.   

To validate the model against acetone-toluene mixture experimental data, a more 

structured approach was used to select pure component data. This is because the 

decomposition of DTBP is the reaction of interest in the future, as the original simulator 

has previously been tested for this reactive system with partial validation. The acetone-

toluene mixture is the most straightforward binary mixture resulting from this 

decomposition, for which experimental data can be found and model validation can be 

carried out.  

First, Equation (35) was selected to correlate the pure component experimental 

viscosities with reduced temperature and pressure. Second, a few iterations were done to 
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observe the effect of data selection on model accuracy. This was done by adding or 

removing data points at very high or very low pressures and observing how the correlation 

(Equation (35)) and the Teja and Rice model accuracies change. 

In the first iteration, only very high-pressure viscosity data for pure components 

were used to obtain the reference fluid correlations' coefficients. The AAPD for the model 

calculated from this iteration was 7.3%. Although this is a reasonable error, the maximum 

error was around 28.1%. The model produced significant errors at higher acetone mole 

fractions and very low errors at higher toluene mole fractions. Therefore, for the second 

iteration, some viscosity values at atmospheric pressure were added to determine new 

coefficients for the correlation. The AAPD was lower, around 5.2%, but the same issue of 

relatively high errors at high acetone mole fractions persisted. For the third iteration, only 

data points at 1-100 bar were selected as this is closer to what can be observed during a 

pressurization event due to reaction runaway. The AADP calculated for this case was 

around 10.4%; however, the errors were more spread out and higher around the 50% 

acetone/toluene mole fraction, which is expected. Lastly, it was suspected that multiple 

different viscosity readings at certain temperatures and pressures for pure toluene from 

Rowane et al. [71] affected the reference fluid correlation. Therefore, data from this source 

was removed for the final iteration, and an AAPD of around 8.1% was obtained. The 

results from this iteration are shown in Figure 13. 
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Figure 13: Comparison of Experimental and Calculated Mixture Viscosities at Different 
Temperatures for Acetone-Toluene Mixture 

As seen in Figure 13, the model accuracy increases with temperature. The errors 

reach a maximum at around 50% acetone mole fraction at all temperatures. The maximum 

error in this graph is less than 15%. However, the 85% toluene mole fraction error is 

always around 5% at all temperatures. This is important to note because, as shown in 

Figure 11 earlier, the toluene mole fraction is above 80% for almost the entirety of the 

venting process.  

It should also be noted that the adjustable parameter (Ψ𝑐𝑐𝑗𝑗) was kept as unity, and 

it could have been used to further improve the model's agreement with the experimental 

data. This, however, was not done because it was of greater interest to study the model’s 

accuracy without the adjustable parameter. Again, this is because experimental mixture 

viscosity data is not available for mixtures containing peroxides. 
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The liquid mixture viscosity is used in the level swell model for one of 2 purposes. 

In the DIERS methodology, the viscosity is only used as a criterion to choose either the 

bubbly vessel flow model or the churn-turbulent model. The bubbly flow model should be 

used if the viscosity is equal to or greater than 100 cP, and the churn-turbulent model 

should be used for viscosities lower than 100 cP [9]. For this use, an error of around 8% 

in mixture viscosity value is very reasonable. 

The second purpose for viscosity is when the equations for bubble rise velocity by 

Kataoka & Ishii are used [19, 20]. Here, the mixture viscosity is an input in the calculation 

of the dimensionless viscosity (𝑁𝑁𝜇𝜇𝑙𝑙), which is then used to calculate bubble rise velocity. 

By analyzing the Equations (8)-(14), it can be seen that the effect of error in viscosity 

values is lowered (due to the power of -0.562 on dimensionless viscosity). For example, 

an error of 15% in viscosity prediction results in around 7.5% error in bubble rise velocity. 

Therefore, the Teja and Rice model's testing shows that it accurately predicts mixture 

viscosity for both purposes mentioned above. 

5.1.2. Surface Tension Model Testing 

First, the equation to calculate parachor value from critical properties (Equation 

(39)) was tested against Quayle's [59] experimentally determined values for some 

compounds. The results are shown in Table 5. 

As shown in Table 5, Equation (39) can predict the parachor values of these 

compounds with good accuracy, barring acetone. Therefore, this equation can be used to 

calculate the parachor values of substances for which the values cannot be found in the 

literature. 
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Table 5: Absolute Percentage Difference between Experimental and Calculated Parachor 
Values by Equation (39) 

Compound Absolute Percentage Difference 
Ethane 5.4% 

Benzene 6.7% 
P-xylene 8.7% 
Toluene 7.6% 
Acetone 19.3% 

  

The parachor model was tested against three binary mixtures: benzene-p-xylene, 

acetone-toluene, and nitrogen-methane. The last two mixtures are relevant to the 

decomposition of DTBP, as shown in Figure 8 earlier. The experimental surface tension 

data for the three mixtures were obtained from Chen et al., Enders et al., and Baidakov et 

al., respectively [72-74]. The benzene-p-xylene and nitrogen-ethane surface tensions were 

measured at high pressures, whereas the acetone-toluene data was at atmospheric pressure. 

Before testing the parachor model, it was necessary first to understand each of the 

authors' experimental set-up and conditions. This is because the parachor model uses 

densities of both liquid and vapor phases, and for each experiment, it must be determined 

what was present in the vapor phase.  

Chen et al. used the maximum differential bubble pressure method to determine 

the surface tension of the benzene-p-xylene mixture. In this case, nitrogen gas was used 

to produce the bubble at the capillary tube's tip [72]. Therefore, the system contains 

benzene and p-xylene, and nitrogen at thermodynamic equilibrium in both phases. Enders 

et al. used the pendant drop method to determine the viscosity of the acetone-toluene 

mixture. The authors mention that the measuring cell was saturated with atmosphere 
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before drops of the mixture were formed on a capillary [73]. Therefore, nitrogen and 

oxygen were considered to be the remaining components of the mixture. Lastly, Baidakov 

et al. used the capillary rise method for nitrogen-ethane surface tension measurement. In 

this case, only nitrogen and ethane were in equilibrium with each other as the measuring 

cell was sealed [74].  

The parachor model testing results for the three mixtures are shown in Figure 14-

Figure 16. It should be noted that a constant value of 4 was used for the parachor exponent, 

as proposed by Weinaug and Katz [47].  

 

Figure 14: Comparison of Experimental and Calculated Surface Tensions at Different 
Temperatures for the Benzene-P-xylene Mixture 

In Figure 14, it can be seen that the model calculates the surface tension of the 

benzene-p-xylene mixture with reasonable accuracy. The AAPD for this mixture is around 

13.1%. The results are unsatisfactory for the last two mixtures, with AAPD of 28.0% and 

23.6%, respectively. The model is wildly inaccurate for the acetone-toluene mixture at all 
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temperatures and at compositions at which acetone is present in any appreciable amount. 

On the other hand, the model's accuracy vastly improves at higher temperatures for the 

nitrogen-ethane mixture.  

 

Figure 15: Comparison of Experimental and Calculated Surface Tensions at Different 
Temperatures for Acetone-Toluene Mixture 

 

Figure 16: Comparison of Experimental and Calculated Surface Tensions at Different 
Temperatures for Nitrogen-Ethane Mixture 

The source of the large errors in surface tension calculations was traced back to 

the error in the liquid density calculations carried out in the program. Due to the parachor 

0

5

10

15

20

25

30

0.00 0.20 0.40 0.60 0.80 1.00

Su
rf

ac
e 

Te
ns

io
n 

(m
N

/m
)

Acetone liquid mole fraction

288.15 K (exp)

288.15 K (calc)

298.15 K (exp)

298.15 K (calc)

318.15 K (exp)

318.15 K (calc)

328.15 K (exp)

328.15 K (calc)

0

5

10

15

20

0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14

Su
rf

ac
e 

Te
ns

io
n 

(m
N

/m
)

Nitrogen liquid mole fraction

193.15 K (exp)
193.15 K (calc)
213.15 K (exp)
213.15 K (calc)
233.15 K (exp)
233.15 K (calc)
253.15 K (exp)
253.15 K (calc)



59 

equation's formulation, any errors in the liquid and vapor phase density difference are 

further pronounced for the surface tension calculation by the parachor exponent. For 

example, at one data point, a 13% error in the density difference term resulted in around 

63% error in the surface tension. This issue can be resolved by modifying the 

thermodynamic formulations to calculate liquid phase densities more accurately. This is 

one area that will be worked on in the future.  

5.2. Dynamic Simulator Sensitivity Analysis 

Closed and open vessel simulations were performed to test the functionality of the 

modified simulator at varying conditions. Vessel rupture and emergency relief were 

simulated in the open vessel case. The input parameters common to all simulations run in 

this study are summarized in Table 6. The analysis at a higher fill level has the same input 

parameters with just the moles of each component scaled up to achieve a 95% fill level.  

The initial moles, temperature, and vessel dimensions in Table 6 are based on the 

Viareggio incident discussed earlier in Section 4.3. One difference is that we take the 

vessel to be a vertical cylinder instead of a horizontal cylinder. This is because the level 

swell equations used in this simulator are only formulated for top venting vertical vessels. 

Also, for the case of an open vessel, circular rupture or vent opening was assumed.  
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Table 6: Input Parameters Common to All Simulations 

Vessel Shape Vertical cylinder 
Vessel Volume (m3) 115.77 
Vessel Height (m) 15.95 
Vessel Diameter (m) 3.04 
Initial Total Moles of Each Component (moles)  
Ethane 19095.56 
Propane  277522.11 
Butane 544944.8 
Pentane 7129.01 
Initial Mass (kg) 45000 
Initial Fill Level  78% 
Initial Temperature (K) 344.7 
Vessel Flow Regime Churn-turbulent 

 

For the sensitivity analysis, the two parameters of interest in all cases will be the 

percentage change in height and the percentage difference between swelled height and 

thermodynamic height. The latter will not be calculated for closed vessel simulation 

because the swelled height equals thermodynamic height in that case. The equations that 

define the two parameters are listed below:  

 % 𝐶𝐶ℎ𝑎𝑎𝑙𝑙𝜎𝜎𝑎𝑎 𝑖𝑖𝑙𝑙 𝐻𝐻𝑎𝑎𝑖𝑖𝜎𝜎ℎ𝑡𝑡 =
𝐻𝐻𝑠𝑠𝑠𝑠𝑒𝑒𝑙𝑙𝑙𝑙 − 𝐻𝐻𝑜𝑜ℎ𝑒𝑒𝑟𝑟𝑚𝑚𝑜𝑜0

𝐻𝐻𝑜𝑜ℎ𝑒𝑒𝑟𝑟𝑚𝑚𝑜𝑜0 × 100  (51) 

 % 𝐷𝐷𝑖𝑖𝐷𝐷𝐷𝐷 𝐷𝐷𝐹𝐹𝑓𝑓𝑓𝑓 𝑇𝑇ℎ𝑎𝑎𝐹𝐹𝑓𝑓𝑓𝑓𝑒𝑒𝑦𝑦𝑙𝑙𝑎𝑎𝑓𝑓𝑖𝑖𝑒𝑒 𝐻𝐻𝑎𝑎𝑖𝑖𝜎𝜎ℎ𝑡𝑡 =
𝐻𝐻𝑠𝑠𝑠𝑠𝑒𝑒𝑙𝑙𝑙𝑙 − 𝐻𝐻𝑜𝑜ℎ𝑒𝑒𝑟𝑟𝑚𝑚𝑜𝑜

𝐻𝐻𝑜𝑜ℎ𝑒𝑒𝑟𝑟𝑚𝑚𝑜𝑜
× 100  (52) 

    

Percentage change in height shows how the height of liquid level varies with time. 

The percentage difference between swelled height and thermodynamic height indicates 

the impact of liquid swelling on the liquid height. A higher value of the latter parameter 
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means liquid swelling is significant as the thermodynamic height alone would be 

underestimating the liquid level.     

5.2.1. Sensitivity Analysis on Closed Vessel Simulation 

For a closed vessel, the impact of varying the external heat load on the liquid level 

was analyzed to study how the liquid level would change if the vent does not open at the 

set pressure.  

5.2.1.1. Sensitivity of Level Swell to Specific Heat Load 

To study the effect of heat load, the closed vessel simulations were run at specific 

heat loads of 49 W/kg and 98 W/kg. The temperature and pressure profiles are plotted in 

Figure 17. 

 

Figure 17: Temperature and Pressure Profiles at Varying Specific Heat Loads for Closed 
LPG Vessel 

The temperature and pressure increase due to the presence of a constant external 

heat load with no heat being removed. There is a sudden spike in pressure towards the end 
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of the simulation for the larger heat load, where the pressure reaches a maximum of around 

3.1 MPa. This can be explained by the fact that the liquid level reaches the top of the 

vessel, as seen in Figure 18.  

  

 

Figure 18: Percentage Change in Height for Varying Initial Specific Heat Loads for 
Closed LPG Vessel. Red Line Represents Vessel Height 

In Figure 18, the red line denotes the percentage difference between swelled height 

and initial height at which the liquid level would be equal to the vessel height. i.e., 100% 

fill level. The percentage is positive for both cases, signifying an increase in the liquid 

level over time. The liquid level rises faster at a higher heat load due to the much larger 
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phase and expansion of the liquid phase, which is what is happening in this case, as 

evidenced by the negative vapor generation rate for both heat loads in Figure 19. 

 

Figure 19: Vapor Generation Rate for Varying Initial Specific Heat Loads for Closed 
LPG Vessel 
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Figure 20: Phase Densities at Varying Initial Specific Heat Loads for Closed LPG Vessel 

5.2.2. Sensitivity Analysis on Vessel Rupture Simulations 

Vessel rupture is simulated as an accidental leak from any phase present at the 

rupture point from the beginning of the simulation run. It is handled as a circular hole on 

the lateral wall near the top of the vessel. Since only gas phase venting occurs in all these 
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level swell calculations. The varying input parameters for the different cases studied in 

vessel rupture simulations are summarized in Table 7. 

Table 7: Input Parameters Varied Between Vessel Rupture Simulations 
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Rupture Diameter 
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5.2.2.1. Sensitivity of Level Swell to Rupture Diameter 

The effect of rupture diameter on the level swell was studied by keeping the initial 

specific heat load constant at 49 W/kg and running the simulation for rupture diameters of 

5 cm and 7.5 cm. The temperature and pressure profiles for these simulation runs are 

shown in Figure 21. 

 

Figure 21: Temperature and Pressure Profiles at Varying Rupture Diameters for 
Ruptured LPG Vessel 
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only drops with time because of liquid vaporization as the vessel depressurizes, as shown 

in Figure 22. The swelled height decreases by a greater percentage for a larger rupture 

which is expected. The larger initial percentage difference for 7.5 cm hole in Figure 22 

corresponds to the greater percentage difference between swelled height and 

thermodynamic height for the larger rupture from the start, as seen in Figure 23. 

 

Figure 22: Percentage Change in Height for Varying Rupture Diameters for Ruptured 
LPG Vessel. Red Line Represents Vessel Height  
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Figure 23: Percentage Difference Between Swelled Height and Thermodynamic Height 
for Varying Rupture Diameters for Ruptured LPG Vessel 

The greater percentage difference between swelled height and thermodynamic 

height suggests that level swell is more significant for the larger rupture diameter from the 

beginning of the simulation. This is because of the much greater vapor generation rate, as 

shown in Figure 24, caused by a greater depressurization rate for the larger hole diameter. 

 

Figure 24: Vapor Generation Rate for Varying Rupture Diameters for Ruptured LPG 
Vessel  
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initial specific heat loads of 49 W/kg and 98 W/kg. The temperature and pressure profiles 

for these simulation runs are shown in Figure 25.  

As discussed in the previous case, the 5 cm rupture diameter was just large enough 

to allow for the heat removal rate to be close to the rate of heat input equivalent to an 

initial specific heat load of 49 W/kg. Therefore, increasing the heat load further results in 

heat input exceeding the heat removal and the consequent rise in temperature and pressure.  

Comparing the percentage change in height in Figure 26, we see that the height 

drop is slightly less for the higher specific heat load. This is because, for a higher specific 

heat load, liquid swelling plays a slightly more significant role, as evidenced by the 

slightly higher percentage difference between Swelled Height and thermodynamic height 

in Figure 27. 

 

Figure 25: Temperature and Pressure Profiles at Varying Initial Specific Heat Loads for 
Ruptured LPG Vessel 
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Figure 26: Percentage Change in Height at Varying Initial Specific Heat Loads for 
Ruptured LPG Vessel. Red Line Represents Vessel Height 

 

Figure 27: Percentage Difference Between Swelled Height and Thermodynamic Height 
at Varying Initial Specific Heat Loads for Ruptured LPG Vessel 
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overall accumulation of bubbles in the liquid phase, thus greater liquid swelling. However, 

even upon doubling the initial specific heat load, the increase in liquid swelling is 

minimum. This suggests that the impact of heat load on liquid swelling is relatively small 

at these vessel conditions.  

In Figure 28, the vapor generation rate for a specific heat load of 98W/kg is lower 

than that for 49 W/kg for the first 2 minutes. This is because the higher pressure in the 

vessel suppresses liquid boiling. This can be seen in Figure 30, where the contribution to 

vapor generation rate from the change in thermodynamic height (using phase volumes) is 

plotted against time.  

 

 

Figure 28: Vapor Generation Rate at Varying Initial Specific Heat Loads for Ruptured 
LPG Vessel 
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Figure 29: Bubble Rise Velocity at Varying Initial Specific Heat Loads for Ruptured 
LPG Vessel 

 

Figure 30: Rate of Change of Thermodynamic Height for Ruptured LPG Vessel 
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changing due to an increase in temperature and pressure. This, combined with the 

increasing vapor exiting rate due to higher pressure, results in the vapor generation rate at 

higher heat load to eventually exceed the rate at lower heat load within around 2 minutes.    

5.2.3. Sensitivity Analysis on Vessel Emergency Relief Simulations 

Emergency relief is simulated as a bursting disc that opens to the atmosphere at a 

given set pressure. The bursting disc is placed at the top of the vessel on the horizontal 

plane. The varying input parameters for the different cases studied in vessel emergency 

relief simulations are summarized in Table 8. 

Table 8: Input Parameters Varied Between Vessel Emergency Relief Simulations 

Simulation # Vent Diameter 
(cm) 

Vent Set Pressure 
(MPa) Fill Level 

Sim 1 5 1.6 78% 
Sim 2 7.5 1.6 78% 
Sim 3 5 1.8 78% 
Sim 4 5 1.8 95% 

 

5.2.3.1. Sensitivity of Level Swell to Vent Diameter 

The effect of vent diameter on the level swell in a vessel that undergoes emergency 

relief was studied by simulating vent diameters of 5 cm and 7.5 cm. The temperature and 

pressure profiles for these simulation runs are shown in Figure 31. 
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Figure 31: Temperature and Pressure Profiles at Varying Vent Diameters for LPG 
Vessel Undergoing Emergency Relief via Bursting Disc 
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rupture simulations, but the curves are shifted up due to higher initial temperatures and 

pressures when the vent opens.  
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more pronounced for the larger vent diameter.   
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Figure 32: Percentage Change in Height at Varying Vent Diameters for LPG Vessel 
Undergoing Emergency Relief via Bursting Disc. Red Line Represents Vessel Height 

As seen in Figure 32, the tank's fill level and the amount of liquid swelling are both 

low enough that the liquid does not reach the top of the vessel where the vent is present. 
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diameter due to the same reasons as discussed for vessel rupture simulations.  
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Figure 33: Percentage Difference Between Swelled Height and Thermodynamic Height 
for Varying Vent Diameters for LPG Vessel Undergoing Emergency Relief via Bursting 

Disc 
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Figure 34: Temperature and Pressure Profiles at Varying Vent Set Pressures for LPG 
Vessel Undergoing Emergency Relief via Bursting Disc 

 

Figure 35: Percentage Difference Between Swelled Height and Thermodynamic Height 
for Varying Vent Set Pressures for LPG Vessel Undergoing Emergency Relief via 

Bursting Disc 
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the liquid level rises by over 5% compared to the 2% height increase at lower set pressure 

while the vessel is closed. Nevertheless, the fill level is still low enough for the liquid to 

never reach the vent.   

 

Figure 36: Percentage Change in Height at Varying Vent Set Pressures for LPG Vessel 
Undergoing Emergency Relief via Bursting Disc. Red Line Represents Vessel Height 
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Figure 37: Percentage Change in Height for High Fill Level LPG Vessel Undergoing 
Emergency Relief via Bursting Disc. Red Line Represents Vessel Height 
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Figure 38: Pre-Oscillatory Behavior of Percentage Change in Height for High Fill Level 
LPG Vessel Undergoing Emergency Relief via Bursting Disc. Red Line Represents 

Vessel Height 

 

Figure 39: Pre-Oscillatory Behavior of Vapor Generation Rate for High Fill Level LPG 
Vessel Undergoing Emergency Relief via Bursting Disc 
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already near the vent, two-phase venting immediately ensues. Since the vessel is now open 

to the atmosphere, some vapor starts to form in the liquid phase, making the vapor 

generation rate positive. However, this vapor generation rate is very low because the 

vessel pressure increases during this time of two-phase venting, which suppresses boiling 

in the bulk liquid. After around 598 seconds, enough material has been vented that the 

liquid level starts to drop, and the oscillatory behavior begins as soon as it drops just below 

the vent height. Figure 40 and Figure 41 display the oscillatory behavior of vapor 

generation rate and venting molar flowrate over the same timescales.  

 

Figure 40: Oscillatory Behavior of Vapor Generation Rate for High Fill Level LPG 
Vessel Undergoing Emergency Relief via Bursting Disc  
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Figure 41: Oscillatory Behavior of Venting Molar Flowrate for High Fill Level LPG 
Vessel Undergoing Emergency Relief via Bursting Disc 
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when the level drops to just below the vent height, the equation to calculate the vapor 
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continues. This cycle lasts until enough material is removed from the vessel that the spike 

in vapor generation when the level drops below vent height is not enough to re-initiate 

two-phase venting.  

It is important to note that the oscillatory behavior observed during two-phase 

venting in this simulation is not a physical phenomenon but a numerical problem that was 

also observed by Véchot [75]. In reality, once the liquid level drops below the vent height, 

there is no significant surge in vapor generation that would reinitiate two-phase venting. 

The numerical issue occurs due to the discontinuities arising from the calculation 

procedure used to estimate the vapor generation rate. The abrupt switch between two 

algebraic equations (Equations 49 and 50) causes the calculated vapor generation rate to 

fluctuate between two extreme values in a very short period of time, with an approximate 

frequency of 8 Hz in this case. The root of the problem is that the calculation procedure 

for estimating vapor generation rate that we adopted from DIERS was designed for simple 

calculations for predicting if two-phase venting will occur in a system at given conditions, 

essentially treating it as a static problem. That is why applying this procedure to a dynamic 

simulator does not work and leads to an unphysical prediction of two-phase venting 

behavior. Therefore, the calculation procedure to estimate the vapor generation rate needs 

to be modified to allow for a continuous and smooth variation in vapor generation rate, 

especially during the onset and termination of two-phase venting. Solving this numerical 

issue remains a future avenue of work.   
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6. CONCLUSION 

The dynamic simulator developed at TAMUQ has been extended with the addition 

of a level swell model that now allows us to predict the onset of 2-phase venting and the 

composition of a 2-phase mixture. Since the level swell models require additional physical 

properties that were not calculated by the original simulator, suitable models to predict 

these properties were explored and implemented into the simulator. The Teja and Rice 

model was selected to estimate the liquid phase viscosity, and the parachor model was 

chosen for the surface tension.  

The Teja and Rice model was programmed into a Fortran module and tested 

against experimental data for benzene-n-hexane and acetone-toluene mixtures, giving 

viscosities with good accuracy, especially at higher temperatures. The Fortran module for 

the parachor model was obtained from Espósito et al., and it was tested against 

experimental data for benzene-p-xylene, acetone-toluene, and nitrogen-ethane mixtures. 

The parachor model testing results were satisfactory for the benzene-p-xylene and 

nitrogen-ethane mixtures, with model accuracy improving significantly at higher 

temperatures. However, the model was wildly inaccurate for the acetone-toluene mixture. 

The overall low accuracy of the parachor model was traced back to the errors in liquid 

density, which was due to the EOS currently used by the module to calculate liquid 

densities. Therefore, this remains an avenue for further improvement.  

    Several level swell models based on the drift-flux theory were found in the 

literature. However, as a first step, the equations proposed by DIERS were implemented 



84 

into the simulator. Within the DIERS models, only the churn-turbulent flow regime 

equations were incorporated, as no high viscosity or foaming mixtures were going to be 

simulated in this thesis. A modified version of the methodology proposed by DIERS to 

apply the level swell equations was developed. The main modifications were the use of 

thermodynamic calculations to determine phase volumes instead of assuming constant 

mass in the venting vessel and the assumption that the quality of two-phase mixture near 

the surface of phase interface is the quality of mixture entering the vent. Equations to 

estimate the vapor/gas generation rate for different cases were also developed, as the 

original simulator did not calculate this property explicitly.  

    Validation of the modified simulator could have been performed against the 

large-scale experiments conducted by DIERS, and the results of those tests are available 

in the DIERS Project Manual. However, the details necessary to replicate the experimental 

conditions were not available at the time of writing this thesis. Nevertheless, a qualitative 

sensitivity analysis was conducted on the modified simulator to study liquid swelling 

under different venting conditions. The initial conditions and vessel dimensions for this 

analysis were based on the Viareggio incident that occurred in 2009.  

For the sensitivity analysis, closed and open vessel simulations were performed to 

study the effects of varying external heat load, rupture/vent diameter, initial fill level and 

vent set pressure on the level swell. In the closed vessel case, vapor condensation and 

liquid phase expansion play a significant role in the rise of the liquid level, even reaching 

the top of the vessel at a higher heat load. This suggests that two-phase venting may occur 
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earlier than expected since liquid level has already risen significantly in the case of a 

delayed opening of the vent.  

In the case of a vessel rupture, higher external heat load and larger rupture diameter 

lead to greater vapor generation, resulting in more prominent liquid swelling, especially 

for larger rupture diameter. For the case of emergency relief, it was predicted that the 

liquid level could rise by up to 0.5 m upon opening of the vent due to vessel 

depressurization inducing boiling in the bulk liquid phase. This initial rise in liquid level 

is significant for a larger vent diameter due to a greater vapor generation rate. The set 

pressure mostly impacts the liquid level reached due to the vapor condensation while the 

vessel is closed. Consequently, a very high set pressure could result in two-phase venting.  

Increasing the fill level from 78% to 95% for the case of emergency relief leads to 

two-phase venting immediately as the vent opens. However, a numerical oscillatory 

behavior is observed when the level starts to decrease following the onset of two-phase 

venting which causes rapid fluctuations in the swelled liquid level. This results in the 

simulator constantly switching between all vapor and two-phase venting. Fixing this 

numerical issue remains a future avenue of work.  
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7. FUTURE WORK 

From the simulations carried out on the simulator for emergency relief at a high 

fill level, it is evident that further investigation needs to be carried out to solve the 

numerical issue observed during two-phase venting. The discontinuities arising from the 

use of algebraic equations in the calculation procedure for vapor generation rate 

calculations were the source of the oscillatory behavior. Using differential equations to 

describe the variation in vapor generation rate, especially during the onset and termination 

of two-phase venting, is a possible solution that needs to be explored. Doing so should 

allow for a smooth and continuous variation in the vapor generation rate.      

An important next step is to validate the level swell calculations of the modified 

simulator either against DIERS large-scale experimental data or against in-house 

experiments that could be conducted on a small scale using adiabatic calorimeters. 

Furthermore, other level swell models identified in the literature could be implemented 

and tested for their accuracy against experimental data.  

     The original simulator has previously been tested for reactive systems and 

interconnected vessels. However, the simulator has not been tested with both those 

functionalities together while accounting for level swell. Therefore, the modified 

simulator should be tested and validated with its full functionality to authenticate its 

robustness for a wide variety of cases. 
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Lastly, it is proposed to improve the accuracy of the liquid phase density 

calculations by the equation of state currently used by the simulator by incorporating a 

volume-translation term to the Peng Robinson EOS (VTPR-EOS).   
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