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 ABSTRACT 

 

Climate change is having a significant impact on the Arctic and will continue to do so in 

the future. Much of the previous literature has focused on heat and moisture exchange 

associated with diminished sea ice and increased amounts of open Arctic waters, but 

overlooked the impact of land areas. Permafrost regions of Eurasia have experienced an 

increase in active layer thickness over the past century due to this warming climate, 

according to previous studies. As a result, these soils have been able to absorb and retain 

more heat during the warm season, leading to a delayed freeze-up and a seasonally 

redistributed surface energy budget. This has also led to changes in surface hydrology in 

the region. These factors can play a role in energy transfer into the boundary layer and, 

on extended time scales, synoptic circulation patterns. However, most previous research 

on permafrost’s impact on climate change has been centered on biogeochemical cycles 

and carbon feedbacks. A geophysical narrative is important to fully describe the role of 

frozen ground on the climate, but it can be difficult to separate the influence on 

atmospheric variables only due to permafrost degradation. In this dissertation, an 

idealized modeling study was completed to quantify the differences across scales given 

different permafrost conditions as well as synoptic setups. Moister active layers in 

continuous permafrost led to decreased surface air temperatures but increased 

atmospheric instability on short time scales. With confirmation that permafrost 

degradation does impact land-atmosphere interactions, analysis of a large ensemble of 

the Community Earth System Model and use of the dynamical adjustment methodology 
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indicated that permafrost influences on the evolution of surface air temperatures were 

restricted to the autumn as dynamics and internal variability dominated in the spring. 

Autumn surface-based influence was due to a shift in the partitioning of turbulent 

surface fluxes in the summer and autumn over the 21st century and subsequent 

hydrothermal responses at the surface and sub-surface in continuous and discontinuous 

permafrost, including increased spring snow, soil moisture, and convective precipitation. 

This novel dissertation shows that permafrost degradation has geophysical implications 

in climate change which must be considered. 
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1. INTRODUCTION AND LITERATURE REVIEW 

 

1.1. Introduction 

Climate change is having a significant impact on the Arctic and will continue to 

do so in the future. The Arctic is warming at a faster pace than any other region on the 

globe with temperatures increasing at double the rate than its mid-latitude and tropical 

counterparts (IPCC, 2013, Winton, 2006).  Arctic amplification is the term given to the 

anomalous warming of the high latitudes of the Northern Hemisphere due to the 

reduction of sea ice and the ice-albedo feedback (Serreze and Francis, 2006). The effects 

of this high-latitude warming, however, are not restricted to the Arctic. Bekryaev et al. 

(2010) note that effects are on both the local scale as well as the synoptic scale. The 

modeled thinning of sea ice and degradation of permafrost regions in the Arctic in 

Lawrence et al. (2008) led to a warming that reached 1,500 kilometers inland from the 

Arctic, affecting the circulation and weather patterns of the mid-latitudes. Both 

atmospheric and oceanic circulations are affected in their poleward transfer of heat due 

to the decreasing temperature gradient between the pole and the tropics (Ting et al., 

2009, Yang et al., 2010a, Wood and Overland, 2010). Therefore, evidence shows that a 

warming Arctic will play a role in the changing of physical processes and weather 

patterns well outside the confines of the Arctic. 

Much of the previous literature has focused on heat and moisture exchange 

associated with diminished sea ice and increased amount of open Arctic waters (Holland 

and Bitz, 2003, Serreze and Barry, 2011) but has overlooked the importance of land 
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areas that are staying unfrozen longer into the cold season and increasing the period for 

potentially exchanging more energy with the atmosphere, possibly affecting regional- 

and global-scale circulations. This leads to three research questions that will be the focus 

of this dissertation:  

1. What are the effects of Arctic permafrost degradation on the surface 

energy budget, boundary layer, and atmospheric circulation?   

2. What is the surface-based, thermodynamic influence of permafrost 

degradation on local surface air temperatures over Eurasia? 

3. What are the mechanisms whereby permafrost degradation influences 

past and future surface air temperatures? 

The results of this research will enhance our understanding of Arctic land-

atmosphere interactions, detailing the under-studied, high-latitude terrestrial impacts on 

Arctic amplification and global climate change. 

1.2. Literature Review 

Permafrost underlies nearly one-quarter of the Northern Hemispheric land areas 

(Dobinski, 2011, Zhang et al., 2008). It is defined as ground that remains at or below 

0°C for at least two consecutive years (Subcommittee, 1988). Areas that contain 

permafrost are characterized by the extent of permafrost with designations of continuous 

(90-100%), discontinuous (50-90%), sporadic (10-50%), and isolated (<10%) 

(Permafrost Subcommittee, 1988) or by the more recently developed Permafrost 

Zonation Index (Gruber, 2012). Due to its importance to the cryospheric state, observing 

networks like the Circumpolar Active Layer Monitoring (Shiklomanov et al., 2008) and 
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Global Terrestrial Network for Permafrost (Biskaborn et al., 2015) have been developed 

to maintain active layer and soil temperature records. Seasonally frozen ground, 

classified as land that freezes and thaws annually (Permafrost Subcommittee, 1988), can 

also be considered in land-based cryospheric studies. The latest Intergovernmental Panel 

on Climate Change (IPCC) report (Vaughan et al., 2014) concluded that permafrost 

temperatures in cold permafrost (primarily continuous permafrost) have risen more than 

their warm (primarily discontinuous permafrost) counterparts. Frauenfeld et al. (2004) 

looked at changes in the thickness of the active layer, the maximum layer of permafrost 

thaw during the warm season, as well as the freezing depths of seasonally frozen ground 

on interannual time scales over several decades at stations over Russia. They concluded 

that these soil changes will become more apparent as the Arctic continues to warm due 

to the effects of climate change, resulting in thawed ground to retain more heat 

throughout the warm season, increasing the amount of time for it to refreeze in the next 

cold season. In an update to Frauenfeld et al. (2004), Frauenfeld and Zhang (2011) found 

that between 1930 and 2000, seasonal freeze depths decreased 4.5 cm per decade and 

that most of the trend was linked to a large negative trend between 1970 and 1990. 

Freezing index, the sum of below-freezing temperatures during the freezing season, was 

determined to account for most of the variability and a link between the North Atlantic 

Oscillation (NAO) and the rapid decrease in freeze depth over the 20-year period was 

discovered. Other studies have also shown a linkage between teleconnection indices, 

such as the NAO, and the warming high-latitude regions (Panagiotopoulos et al., 2005). 

A number of other studies focusing on soil temperature trends in Eurasia have confirmed 
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the active layer deepening and/or soil temperature increases (Zhang et al., 2005, 

Streletskiy et al., 2015, Chen et al., 2021). These temperature increases are also 

projected to continue into the future based on climate model simulations (Soong et al., 

2020). Using a fingerprint analysis technique, Guo et al. (2020) confirmed that observed 

permafrost thaw trends and variability in the Northern Hemisphere were attributed to 

greenhouse gas forcing on the climate and not natural forcing or aerosol effects, 

denoting anthropogenic climate change’s impact on frozen ground. These changes were 

especially significant on the southern edge of permafrost in Eurasia. While permafrost 

warming is widespread throughout the Northern Hemisphere, through an analysis of air 

and soil temperature trends, Chudinova et al. (2006) highlighted the Central Siberian 

Plateau as a projected future focus for maximum effects on permafrost degradation. 

Climate projections show continued increases in soil temperatures (Soong et al., 

2020) and continued decreases in permafrost extent. Lawrence and Slater (2005), using 

the Community Climate System Model 3, found a drastic decrease in permafrost extent 

using a high emission scenario where less than one million km2 of near-surface frozen 

ground would remain in 2100. While the shallow soil model (~3.5 m) and poor 

representation of hydrology were limiting factors of the study, it did provide a worst-

case scenario for permafrost degradation by climate change. Using the updated suite of 

Coupled Model Intercomparison Project Phase 5 models, Slater and Lawrence (2013) 

returned a conservative value of 3.5 million km2 of permafrost under the Representative 

Concentration Pathway 8.5 (RCP 8.5) scenario in 2100, which assumes an 8.5 

W/m2 increase in radiative forcing in 2100 as compared to pre-industrial levels. Guo and 
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Wang (2016) found similar reductions in permafrost extent as only 3.5 million km2 of 

frozen ground remained in 2100 under the RCP 8.5 scenario, much of which remained 

around central Siberia. In a follow-up study, significant soil temperature increases and 

permafrost extent decreases persisted when accounting for 2°C of future warming (Guo 

and Wang, 2017). Chadburn et al. (2017) also used the 2°C global warming benchmark 

to find a 6.6 million km2 reduction in permafrost extent relative to present-day. A 1.5°C 

stabilization would save nearly 2 million km2 of permafrost extent according to 

Chadburn et al. (2017), though permafrost extent could still recede by 1-3.5°of latitude, 

affecting southern Siberia, according to Kong and Wang (2017). Overall, the Fifth 

Assessment Report of the IPCC concludes that it was “virtually certain” that surface 

permafrost will decrease as the climate continues to warm (Collins et al., 2013). 

Not only does the climate have an effect on the degradation of permafrost, but 

degraded permafrost also feeds back onto the climate system itself. Much of the 

permafrost feedback literature has been framed in terms of how carbon released from 

thawed soils affects future climatic warming (Schuur et al., 2015, Wieder et al., 2019, 

Miller et al., 2010) given its characterization as a climate change “tipping point” 

(Lenton, 2012, Lenton et al., 2008). In total, there is about 1700 Pg of carbon stored 

within northern hemispheric permafrost soils (Tarnocai et al., 2009) which is expelled 

into the atmosphere in the form of carbon dioxide (CO2) or methane (CH4) via aerobic 

and anaerobic processes, respectively. In a recent observational study, Masyagina and 

Menyailo (2020) found increasing trends in CO2 flux across central and eastern Siberia 

associated with increased soil temperatures, though the CO2 flux trends were not 
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statistically significant. However, in the same region, they did find significant increasing 

trends in CH4 fluxes in the region associated with increased soil temperatures and soil 

water content (Masyagina and Menyailo, 2020), likely a result of melting soil ice 

(Grosse et al., 2011). Even peatlands, which historically have been a carbon sink in cold 

regions, are expected to become carbon sources due to climatic warming and permafrost 

thaw in the future (Hugelius et al., 2020). Abrupt thaw is expected to occur in limited 

sections of regions of permafrost but could play a much larger role in carbon release 

(Turetsky et al., 2020). Coupling biogeochemical with land and atmosphere components 

in earth system models allow for estimations of carbon feedbacks’ impact on surface 

temperature. Schaefer et al. (2014)’s simulations, forced by RCP 8.5, found as much as a 

0.5°C increase in global temperatures due to carbon release alone by 2100, while a study 

by MacDougall et al. (2012) found a possible 1.69°C carbon-related increase by 2300.  

However, due to the changing physical nature of permafrost soils that will 

accompany degradation, geophysical impacts such as changing land-atmosphere 

interactions are also occurring and relevant to the climate system given transitioning 

energy transfer pathways between the ground and surface atmospheric layer. Current 

hotspots of land-atmosphere interactions are found in places such as the Great Plains 

region of the United States and sub-Saharan Africa (Koster et al., 2004). Projections 

indicate that climate change will allow the interior of Russia, namely areas near the 

Central Siberian Plateau, to become an emerging region for increased surface-

atmosphere coupling (Dirmeyer et al., 2013). This coincides with the area also identified 

in Chudinova et al. (2006)’s area of substantial permafrost degradation as discussed 
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above. In an intercomparison between land models, Andresen et al. (2020) found that 

permafrost regions will experience increased hydrologic cycles in the future, yet a 

decrease in soil moisture, likely due to increases in active layer depth and subsequent 

infiltration into the groundwater system. Most models, especially the Community Land 

Model, however, show increased soil moisture in far northern continuous permafrost 

regions. This may be due to the very deep permafrost table and subsequent waterlogging 

of near-surface soils. Increasing soil temperatures can lead to soil ice melt, leading to a 

concurrent increase in soil water content, most prevalent during the warm season when 

increased shortwave radiation heats the surface at higher latitudes. In addition to the soil 

ice melt, warm season precipitation maxima (Serreze and Etringer, 2003) may also 

exacerbate water-logging of active layer soils. This increase in soil moisture is a positive 

feedback on the degradation process (Loranty et al., 2018) as the higher thermal 

conductivity of water allows for more heat to be transferred deeper into the soil column. 

However, once all soil ice is melted and the permafrost table is lowered enough to where 

soil water can percolate into the groundwater system (Woo et al., 2008, Taylor et al., 

2013), vertical degradation slows and most heat is retained in soils near the surface. This 

transitional process can be seen at the same time in areas where drainage occurs in 

permafrost regions (Göckede et al., 2017). Soil moisture differences over this transition 

is a distinct control on land-atmosphere interactions and energy transfer into the lower 

atmosphere (Dirmeyer, 2011, Seneviratne et al., 2010). This precipitates a shift from a 

latent heat flux-dominated surface-atmosphere interaction regime to one that favors the 

sensible heat flux. However, unlike the studies described above detailing the permafrost-
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carbon feedback, impacts on near-surface climate due to the geophysical feedbacks that 

occur as a result of changes to the surface energy budget have not been as closely 

examined.          

Impacts of surface changes are not confined to the near-surface atmospheric 

layer, but can also lead to energy transfers which affect larger atmospheric processes. 

(Teufel and Sushama, 2019) found that a change in the soil hydrothermal regime of 

permafrost regions led to not only a modification of the surface energy budget, but also 

local atmospheric stability and convective processes. Analogously, there is a breadth of 

literature on how irrigation (de Vrese and Hagemann, 2018, Puma and Cook, 2010, Qian 

et al., 2013) and land use and land cover change (Chen and Dirmeyer, 2016, Mahmood 

et al., 2010, Quesada et al., 2017, Swann et al., 2012) can alter the surface energy 

budget, boundary layer processes, and synoptic circulation itself. As high-latitude 

terrestrial regions begin to evolve in their connections with the atmosphere, new ways to 

examining other important climate phenomena might emerge. For example, much work 

has been done on the atmospheric circulation linkages between the Arctic and the mid-

latitudes, with varying conclusions on the existence or strength of the connection. 

Francis and Vavrus (2012) introduced the concept of Arctic-mid latitude linkages nearly 

a decade ago, though recent work by others, including Barnes (2013) and Blackport and 

Screen (2020) have cast doubt on the robustness of the physical mechanisms causing this 

connection. Most, if not all, of these studies have used Arctic Ocean sea ice extent as the 

main cryospheric driver of this relationship. However, around 23 million km2 of land 

underlain by permafrost sit between the Arctic Ocean and the mid-latitudes, much of that 
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in Eurasia. As discussed above, this terrestrial link between the Arctic and mid-latitudes 

has been and will continue to change as more permafrost continues to thaw and degrade, 

leading to evolving surface-energy exchanges. Permafrost should be considered an 

important factor to provide more clarity and either prove or disprove the hypothesis of 

Arctic and mid-latitude climatic connections.  

            While not considered in this dissertation, there are a number of other variables 

and processes that affect land-atmosphere interactions in permafrost regions. These 

include shifts in vegetation regimes that develop as permafrost thaws and root systems 

have more area to anchor themselves in newly unfrozen soil. This, in turn, affects the 

surface energy balance through changes in albedo, longwave radiation, and 

evapotranspiration (Eugster et al., 2000). Greening of most of the North Eurasian tundra 

has been observed in recent decades (Goetz et al., 2007, Mao et al., 2016) and future 

warming is expected to cause a northward shift of boreal forest into the tundra (Sitch et 

al., 2008). However, recent studies on the Tibetan Plateau showed that warming and 

subsequent permafrost thaw have actually helped the growth of old larch trees in the 

region (Zhang et al., 2019). Current Eurasian boreal forest is already succumbing to 

increased heat and drought (Buermann et al., 2014). This effect could continue as the 

biome shifts north, bringing with it increased fire risk and subsequent increased 

permafrost degradation. Depending on topography, different ecosystem shifts can 

develop in response to permafrost thaw, especially in regions of initially ice-rich 

permafrost. This landscape heterogeneity can create highly complex patterns of plant 

productivity which may not actually be resolved through remotely sensed analyses 
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(Myers-Smith et al., 2020). While areas with elevation gradients may dry out easier due 

to increased drainage and support shrubs and other drought-tolerant species, flatter 

regions that will retain increased soil moisture will begin to take on wetland 

characteristics (Yang et al., 2010b).  

 

1.3.  Research Objectives 

The underlying premise of this dissertation is that the continued thaw of high 

latitude permafrost areas, specifically continuous permafrost areas, will result in a rise in 

near-surface soil temperatures. Thawing will also enhance spring and summer soil 

moisture availability due to earlier spring snowmelt and ground ice melt. These factors 

will be the impetus for an increase in land-atmosphere interactions due to a conversion 

of energy into sensible and latent heat flux rather than ground heat flux, and will play a 

role in micro-, meso-, and synoptic-scale weather and climatic changes. Furthermore, as 

permafrost thaws to a point where taliks develop on the path to complete degradation, 

the nature of the land-atmosphere interactions will change. As soil water has the ability 

to infiltrate into the groundwater system and soils dry out, this may lead to a transition 

between wet and dry soil regimes (Seneviratne et al., 2010). Therefore, the purpose of 

this dissertation is to quantify the geophysical impacts of permafrost degradation on the 

overlying, near-surface atmosphere. 

To determine the impacts of permafrost thaw on the surface energy budget, a 

modeling approach will be used to simulate the response of sensible and latent fluxes, 

the near-surface atmosphere, and synoptic circulation changes to transitioning ground 
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conditions. Once the extent of these changes has been determined, the role of frozen 

ground will be investigated over longer time scales using an earth system model by 

examining surface impacts on surface air temperatures via thermodynamic influence. 

Lastly, frozen ground effects on near-surface temperature will be quantified to determine 

how the surface energy balance and the transfer of heat and moisture from the ground to 

the atmosphere might change due to permafrost degradation. Therefore, the three 

specific objectives of this study are:  

 

1. Quantify the effects of Arctic permafrost degradation on the surface energy 

budget, boundary layer, and atmospheric circulation. 

Using the Weather Research and Forecasting (WRF) model to simulate the 

physical processes between the land and atmosphere as permafrost degrades, sets 

of idealized experiments serve as a proof of concept to motivate the rest of the 

dissertation. A pair of idealized soil conditions (permafrost vs. non-permafrost) 

in addition to a pair of idealized atmospheric conditions (active vs. quiescent 

patterns) will provide the basis for four experiments to ascertain ground-based 

and dynamic influences on land-atmosphere interactions, boundary layer growth, 

and 500-hPa atmospheric flow patterns.  

 

2. Determine the surface-based, thermodynamic influence of permafrost 

degradation on local surface air temperatures over Eurasia.  
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Based on the subsequent geophysical impacts of permafrost degradation on 

other parts of the climate system as found in Objective 1, the CESM Large 

Ensemble, in conjunction with a dynamical adjustment methodology (Deser et 

al., 2016), are used to explore the impacts of internal variability and external 

forcing on surface air temperature changes over Eurasia. By using dynamical 

adjustment, dynamic and thermodynamic influences can be separated and 

analyzed over different permafrost regions of Eurasia to determine the influence 

of degradation on the climate over a longer time period. 

 

3. Establish the mechanisms whereby permafrost degradation influences past 

and future surface air temperatures. 

This objective builds on the results from Objective 2 and specifically 

attempts to pinpoint the geophysical, ground-based mechanism for 

thermodynamically influenced surface air temperature increase and how it 

changes over permafrost type and over time. To quantify the interaction between 

temperature and a suite of ground-based variables, an information flow technique 

(San Liang, 2014, Xiao et al., 2020) is used for a time series analysis to 

statistically describe the connection between the variables. This will clarify why 

and how permafrost degradation has a geophysical impact on the climate system.   
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2. THE ROLE OF PERMAFROST IN EURASIAN LAND-ATMOSPHERE 

INTERACTIONS* 

 

2.1. Introduction 

The potential impacts of recent and future changes in permafrost extent on regional 

climate through atmospheric surface and boundary layer feedback effects remain largely 

unknown. Permafrost, defined as ground that has been continuously frozen for at least 

two consecutive years (Subcommittee, 1988), underlies nearly a quarter of the land area 

in the Northern Hemisphere (Zhang et al., 1999). Permafrost plays an important role in 

climate change, the carbon balance, surface and subsurface hydrology, ecosystems, 

infrastructure, and human activities in cold regions (Anisimov et al., 2010, Romanovsky 

et al., 2010, Streletskiy et al., 2012, Streletskiy et al., 2015b). Each warm season, the 

upper layer of permafrost thaws to some depth, referred to as the active layer. Across 

Eurasia, soil temperatures and active layer depths have significantly increased since the 

middle of the 20th century in association with surface temperature increases (Frauenfeld 

et al., 2004, Romanovsky et al., 2007, Streletskiy et al., 2015a). The upper layers of 

these warmer and deeper unfrozen soils more readily retain water (Fedorov et al., 2014) 

during the summer months, which are characterized by snowmelt and increased 

precipitation relative to the cold season. Past studies have shown that permafrost thaw-

 

* This section is reprinted with permission from “The Role of Permafrost in Eurasian Land-Atmosphere 

Interactions” by Vecellio et al., 2019, Journal of Geophysical Research - Atmospheres, 124(22), 11,644–

11,660, Copyright [2019] by the American Geophysical Union.  
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induced changes to local water storage have caused complete shifts in local vegetation 

structures (Walvoord and Kurylyk, 2016). Because the underlying permafrost layer 

reduces drainage, elevated soil moisture and temperature increase the moisture (i.e., 

latent heat) flux between the surface and the atmosphere in continuous permafrost 

regions (Gu et al., 2015, Serreze et al., 2002). Moreover, the ground stays thawed longer 

into autumn, delaying refreezing of the active layer in the cold season. While the impacts 

of permafrost degradation on carbon release from the ground has been studied in-depth 

(Koven et al., 2011, Schuur et al., 2013, Schuur et al., 2015), the potential energy and 

moisture feedbacks on the overlying atmosphere have not been evaluated.  

 Increases in low-level atmospheric temperature and moisture in the Arctic region 

during the spring and summer are the basis for subsequent land-atmosphere interactions, 

as the semi-permanent inversion is eroded and convective available potential energy 

increases (Cullather and Lynch, 2003). This has been shown to increase evaporative 

fraction, the ratio of latent heating to total energy at the surface, and the probability of 

precipitation over the continuous permafrost areas of central Eurasia during the 

summertime (Ford and Frauenfeld, 2016) and may play a part in modifications to storm 

tracks (Iijima et al., 2016) and atmospheric circulation patterns (Hiyama et al., 2016) 

across the continent. Similar results showing the importance of summertime soil 

moisture over continuous permafrost have been seen in modeling studies (Matsumura et 

al., 2010). These results are expected to differ when applied to zones of discontinuous, 

sporadic, or isolated permafrost, as surface water has an increased ability to percolate 
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into the ground, drying out the upper active layer, and increasing the sensible heat flux 

between the ground and atmosphere while, in turn, reducing the latent heat flux. 

 In addition to surface impacts, changing, complex interactions between the 

surface and the atmosphere likely take place as permafrost degrades (i.e., decreases in 

areal extent and/or thickness in response to a natural or artificial cause). Larger sensible 

heat fluxes are associated with a deeper planetary boundary layer as more energy is 

available to be transferred from the surface to the atmosphere through conduction and 

convection (Pan and Mahrt, 1987). Hence, areas over discontinuous permafrost are 

expected to have a deeper boundary layer than their continuous counterparts. Also, a 

deeper boundary layer is expected to persist later into the year in permafrost regions 

because positive heat flux anomalies are redistributed later into the season as the ground 

stays thawed longer. However, a deeper boundary layer does not necessarily translate 

into more clouds or increased precipitation, as low-level moisture is needed (Segal et al., 

1998). Continuous permafrost regions, when the active layer is saturated due to spring 

snowmelt and early-season precipitation, can be an abundant source of low-level 

moisture. While the boundary layer may not grow as high, this moistening of the surface 

layer and lower levels of the troposphere due to increased latent heat fluxes may provide 

a more suitable thermodynamic environment for cloud development. This uncertainty in 

permafrost effects on the ratio of sensible to latent heating and low-level cloud cover is a 

key motivation for this study.   

 Past modeling studies have not explicitly investigated land-atmosphere 

interactions over different permafrost classifications. Ling and Zhang (2004) employed a 
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simple one-dimensional surface energy balance model to simulate the annual cycle of 

surface fluxes at a permafrost site with unfrozen water in Barrow, Alaska. However, 

permafrost modeling continues to be primarily focused on how processes at the surface 

affect subsurface properties such as permafrost area and extent, soil temperature, active 

layer thickness, and biogeochemical processes (Riseborough et al., 2008). This is true 

for coupled general circulation and earth system models (Koven et al., 2013, Lawrence 

and Slater, 2005, Lawrence et al., 2012) as well as land surface models (Chen et al., 

2015, Guo et al., 2012, McGuire et al., 2016, McGuire et al., 2018). The potential for 

increased land-atmosphere interactions in these areas may play an important role in 

weather and climate patterns, much like other areas already determined to be feedback 

hotspots, such as the United States Great Plains and sub-Saharan Africa (Dirmeyer et al., 

2012, Koster et al., 2004). In anticipation of a continued increasing trend in temperatures 

and decreasing trend in permafrost area extent, it is imperative to dissect the role that 

changing land conditions will have on weather and climate across spatial scales, from 

the surface to the general circulation of the atmosphere. Thus, land-atmosphere 

interactions in the context of varying permafrost conditions are the primary motivation 

of this modeling study. Impacts of a moisture-limited (representative of discontinuous 

permafrost) vs. moisture-rich (representative of continuous permafrost) land surface on 

boundary layer processes and synoptic-scale atmospheric variables will be investigated 

in two weather regimes: an environment relatively free of synoptic forcing (synoptically 

quiescent conditions dominated by surface high pressure) and in an environment with 
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relatively strong synoptic forcing (synoptically active conditions with a passing surface 

low-pressure system).  

 This study seeks to model the coupled land-atmosphere processes that take place 

over continuous and discontinuous permafrost during the summer using high-resolution, 

cloud-resolving regional Weather Research and Forecasting model (WRF) simulations. 

These simulations are “real” in that historical cases are used for initial and boundary 

conditions, yet the land surface conditions (temperature and moisture) have been 

prescribed to represent those typical of discontinuous and continuous permafrost 

environments so as to capture their differing effects on land-atmosphere interactions. 

Thus, despite no explicit inclusion of long-term permafrost degradation in the model, the 

effects of varying permafrost conditions are represented in the soil model. Four 

experiments, combining each of the synoptic (active vs. quiescent) and soil (continuous 

vs. discontinuous permafrost) scenarios, are performed to achieve this study’s objectives. 

Specifically, this study will 1) investigate the impact of idealized surface soil conditions 

consistent with differing permafrost categories on the surface energy balance, boundary 

layer characteristics, and synoptic circulation and 2) determine whether ambient synoptic 

conditions are amplified or diminished over varying permafrost types.  

2.2. Data and Methods 

2.2.1. Model Setup 

The Advanced Research WRF (WRF-ARW) model, version 3.7.1 (Skamarock et al., 

2008) is used for all simulations in this study. Experiments are run over a parent domain 

(d01) centered over the Central Siberian Plateau in Russia with a horizontal grid spacing 
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of 9 km with three nested domains (3 km, 1 km, and 333.33 m horizontal grid spacing, 

which are considered domains d02, d03, and d04, respectively) within the parent as 

shown in Figure 1. This nested approach is necessary to achieve the final, high-

resolution simulation that allows us to resolve atmospheric surface and boundary layer 

processes. All domains contain 39 vertical levels from the surface up to 100 hPa with 

decreased vertical grid spacing in the closest 200 hPa to the ground to provide enhanced 

resolution of the boundary layer. Table 2.1 lists the dimensions of each domain, while 

Figure 2.1 shows nest placement within the parent domain. A one-way nesting technique 

is employed for this study. Each nest’s parent domain serves as the boundary conditions 

for the nest after being smoothed and interpolated. The nest is then simulated at its 

native resolution. The sub-grid scale parameterization choices (Table 2.2) were based on 

previous high-latitude studies (Hines and Bromwich, 2008, Hines et al., 2011). The 

cumulus parameterization is turned off for d03 and d04, as clouds can be reasonably 

resolved with grid spacing below 3 km. No planetary boundary layer scheme is used in 

d04 as grid spacing is adequate to resolve the largest boundary layer eddies. In the next 

section, synoptic-scale analysis will concentrate on d02, while surface and boundary 

layer analysis will focus on d04. Domain 3 is not used in analysis, but was required as an 

intermediate nest for model stability in order to provide the high resolution of d04. The 

first 12 hours of the model runs represent the spin-up time for the atmospheric dynamics, 

allowing the coupling between the atmospheric and land surface models to equilibrate. 

Analyses and interpretation are focused on model output after t=12 hours.  
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Table 2.1 WRF Model Domain Grid Sizes and Spatial Resolution 

 

Domain Grid size Horizontal Grid Spacing 

d01 432 × 376 9 km 

d02 904 × 976 3 km 

d03 300 × 300 1 km 

d04 300 × 300 0.333 km 

 

 

Table 2.2 WRF Model Parameterization Choices with Active Domains 

 

 Model Parameterization Choices 

Shortwave 

radiation 

Goddard 

 

Chou and Suarez 

(1994) 

d01, d02, d03, 

d04 

Longwave radiation 

Rapid Radiative 

Transfer Model 

(RRTM) 

 

Mlawer et al. 

(1997) 

d01, d02, d03, 

d04 

Cloud physics 

Morrison bulk 

microphysics 

 

Morrison et al. 

(2005) 

d01, d02, d03, 

d04 

Land surface 
Noah LSM 

 

Tewari et al. 

(2004) 

d01, d02, d03, 

d04 

Planetary boundary 

layer 

Mellor – Yamada – 

Janjic (MYJ) 

 

Janjić (1994) d01, d02, d03 

Sub-grid scale 

cumulus 
Grell 

Grell and 

Dévényi (2002) 
d01, d02 
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Figure 2.1 WRF parent domain (d01) with three associated nests (d02, d03, and 

d04).  

 

 The Noah land surface model has been the standard land surface model for 

coupled simulations in the WRF-ARW for nearly 20 years (Chen and Dudhia, 2001). 

The purpose of the soil model is to provide realistic surface roughness, skin temperature, 

and soil moisture availability so that surface fluxes of heat, moisture, and momentum 

may be calculated by WRF’s atmospheric surface layer parameterization. As such, 

information from WRF (cloud cover, radiation tendencies, precipitation, etc.) is 
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communicated to the soil model, which, coupled with deep soil layer conditions within 

the soil model, is used to drive physically realistic changes to the surface condition at 

each model timestep. It contains four soil layers (0-10 cm, 10-40 cm, 40-100 cm, and 

100-200 cm) and contains prognostic equations for soil temperature and moisture with 

model physics that account for processes in both thawed and frozen soils. Soil 

temperature and moisture profiles characterizing continuous and discontinuous 

permafrost areas were derived from observations at representative sites (see Section 

2.2.3). These profiles were applied homogeneously to the nested domains, but allowed to 

vary after model initialization. Based on the dominant characteristics of the region, the 

land surface and soil type were set to a constant wooded tundra and loam across the 

entire domain, respectively. WRF initial and boundary conditions are set using the 

National Centers for Environmental Prediction Global Forecasting System’s Analysis 

product. This dataset is provided on a 0.5° horizontal grid with 28 vertical levels. In 

total, four experiments are conducted in the study, incorporating combinations of two 

different synoptic weather patterns (active and quiescent) and two different soil 

conditions (continuous and discontinuous permafrost), as described below. 

2.2.2. Synoptic regimes 

To determine the role of ambient synoptic weather patterns in modulating the 

effect of different permafrost conditions, two historic three-day weather events are used 

to force the atmospheric component of the model. An active synoptic pattern occurred 

over the experimental domain between June 28th and July 1st, 2014.  A low-pressure 

system entered from the west and traversed the domain over the 72-hour period (Figures 
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2.2a-d). The second scenario is characterized by a generally quiescent synoptic pattern 

taking place between July 2nd and July 5th, 2013, where the region’s weather was 

dominated by a ridge of high surface pressure, leading to little organized, large-scale 

atmospheric forcing for clouds or precipitation over the experimental area (Figure 2e-h). 

A low-pressure system skirts the southeastern corner of the quiescent run’s d02 during 

day 3 of the simulated period but does not affect d04 where the higher-resolution 

boundary layer analysis will be conducted. 
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Figure 2.2: Synoptically active (left) and quiescent (right) events with mean sea-

level pressure shown in black contours at 4-hPa increments at model hours a/e) 0; 

b/f) 24; c/g) 48; and d/h) 72; d02 is outlined in red. 

 

 

Active Quiescent

0hr

24hr
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2.2.3. Soil conditions 

For both continuous and discontinuous permafrost, soil temperature values 

(Table 2.3) were calculated as an average of July 1st observations from 2000 – 2008 at 

representative stations from the All-Russia Research Institute of Hydrometeorological 

Information - World Data Centre database (obtained from 

http://meteo.ru/english/climate/soil.php). These observations were linearly interpolated 

to the midpoints of the four soil layers defined by the Noah land surface model, as 

described in Section 2.2.1. The soil temperature profile for the idealized discontinuous 

permafrost remains above freezing down to soil layer 4. This indicates an active layer 

that is deeper than 200 cm, however, the discontinuous experiment could therefore also 

be considered to apply to seasonally frozen ground regions. Soil moisture values (Table 

3) were based on a percentage of the maximum volumetric water capacity (VWC) of 

loam. In the continuous permafrost experiments, the top three unfrozen layers are 

assumed to be completely saturated, so VWC values are 100% of the maximum value. 

The fourth layer (100 – 200 cm) is frozen, zero percolation of water from the top three 

layers into this layer is assumed, and the VWC is set to zero. This is meant to simulate 

surface and suprapermafrost water conditions at their most extreme after spring 

snowmelt with very little runoff (Michel and Van Everdingen, 1994). In the 

discontinuous permafrost experiments, VWC increases from the surface to the lowest 

layer, much like the observations of a discontinuous permafrost site in Zhang et al. 

(2003). Our idealized continuous and discontinuous permafrost conditions constitute the 

opposite ends of the spectrum in terms of permafrost degradation: a soil column with an 

http://meteo.ru/english/climate/soil.php
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active layer that is saturated with water (from spring snowmelt and/or precipitation) that 

is unable to infiltrate the permafrost table, and a soil column that has a much deeper 

active layer (or no permafrost), better allowing any moisture to drain into the soil and 

potentially the groundwater system. 

 

Table 2.3 Soil Temperature and Moisture Values for Idealized Continuous and 

Discontinuous Permafrost Ground Conditions 

 Continuous Discontinuous 

Soil layer 
Temperature 

(K) 

Soil moisture 

(m3/m3) 

Temperature 

(K) 

Soil moisture 

(m3/m3) 

1 0–10 cm 283.31 0.439 288.20 0.120 

2 10–40 cm 279.37 0.439 285.50 0.250 

3 40–100 cm 273.79 0.439 282.80 0.250 

4 100–200 cm 271.67 0.000 281.89 0.400 

 

2.2.4. Calculation of boundary layer and lifted condensation level heights over d04 

Due to the boundary layer parameterization being turned off for d04, WRF does 

not produce a boundary layer height variable that can be used for analysis in that 

domain. To compare the daytime boundary layer height with other variables in that 

domain, we calculated daytime boundary layer height according to Bryan and Fritsch 

(2002). This algorithm defines the boundary layer height as the height at which the 

virtual potential temperature first exceeds the value of the virtual potential temperature 

at the lowest model level. The height of the lifting condensation level (LCL) was 

calculated at each grid point in d04 by multiplying the surface dew point depression by 

the dry adiabatic lapse rate and adding the terrain elevation to the result to obtain the 

height of the LCL above mean sea level.  
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2.3. Results 

2.3.1. Large-scale feature analysis 

To examine the impact of permafrost ground conditions on surface and 

atmospheric variables, synoptic-scale features from d02 are analyzed first, before 

analyzing the underlying physical processes on the finer nested domains in later 

subsections, where boundary layer parameterizations are not required.  

 Qualitative differences are apparent in cloudiness within the lowest two 

kilometers in both the active and quiescent regimes as continuous permafrost 

experiences more cloudiness in the lower levels when compared to discontinuous 

permafrost (Figure 2.3). Differences in the low-level cloud fraction when comparing 

continuous and discontinuous permafrost with both an active and quiescent atmosphere 

(Figure 2.3a vs. 2.3b; Figure 2.3c vs. 2.3d) begin near model hours 0, 24, and 48 (~7:00 

a.m. LST) near the surface and then expand vertically as the boundary layer grows 

throughout the day. When comparing the quiescent continuous and discontinuous cases 

(Figure 2.3c vs. 2.3d), clouds consistently extend below 2,000 m over the continuous 

permafrost whereas the cloud base remains at the 2,000 m mark over discontinuous 

permafrost. The low-level cloud fraction is greater in the quiescent continuous 

experiment (Figure 2.3c) when compared to the active continuous experiment (Figure 

3a) by approximately 5%. Similar qualitative results in cloud fraction exist on d04 

(shown later), where cumulus and boundary layer parameterizations are turned off, 

suggesting the cloud fraction results are directly related to the modified permafrost 
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conditions regardless of whether shallow convection and the boundary layer are 

parameterized or resolved by the model.  

 

 

Figure 2.3: Time-height plots of horizontally averaged cloud fraction over d02 for 

a) active continuous, b) active discontinuous, c) quiescent continuous, and d) 

quiescent discontinuous experiments. 
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 Continuous permafrost with both an active and quiescent atmosphere also 

exhibits greater total 72-hour accumulated precipitation (both in terms of spatial extent 

and maximum values) when compared to discontinuous permafrost (Figure 2.4). In 

addition to increased rainfall around the track of the center of the low pressure system 

which swept across the northern part of the domain (Figure 2.5), the active continuous 

case also has larger precipitation accumulation south of the low, below 60°N (Figure 

2.4a), while the active discontinuous simulation’s greatest precipitation is concentrated 

in the area around the low pressure center (Figure 2.4b). In the quiescent cases, there is a 

small spatial increase in the scattered precipitation accumulation across the southern 

portion of the domain in the continuous permafrost case (Figure 2.4c) when compared to 

discontinuous permafrost (Figure 2.4d). A low pressure system skirts the southeast 

portion of the domain in each of the quiescent cases late in the period, causing the 

observed maxima in accumulated precipitation. However, once again, continuous 

permafrost (Figure 2.4c) experiences larger maxima of accumulated precipitation.  
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Figure 2.4: Time-height plots of accumulated precipitation over d02 for a) active 

continuous, b) active discontinuous, c) quiescent continuous, and d) quiescent 

discontinuous experiments. 

 

Broad synoptic forcing patterns at the surface and upper levels (i.e., the 500 hPa 

pressure surface) were also analyzed to determine the influence of the soil conditions on 

the upper-level height fields and surface storm track in the synoptically active 

experiment. Figure 2.5 depicts the position and magnitude of the minimum surface 

pressure over the domain over the model period. Over the first 24 hours of the model 

run, both the continuous and discontinuous runs show no major differences in the 

minimum pressure value of the surface low. However, over the last 48 hours of the run, 
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there is a slight drift to the south for the center of low pressure in the discontinuous case, 

as it becomes deeper than the more northerly low in the continuous case. The low over 

discontinuous permafrost is stronger by 2-3 hPa and has a faster forward speed when 

compared to continuous permafrost, moving out of the model domain before the end of 

the 72-hour run.  

 

Figure 2.5: Map: Track of position of center of low pressure every 12 hours in the 

active model runs, with d02 outlined. Inset: Time series of the magnitudes of the 

minimum pressure in the domain for each of the active simulations. 

 

The relative strengths of these large-scale features are quite the opposite when 

the 500 hPa height pattern at model hour 72 is analyzed (Figure 2.6). Over continuous 

permafrost, a stronger 500 hPa short-wave trough is evident with minimum heights 

below 544 dam in the center of a closed upper-level low (Figure 2.6a), compared with 
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the weaker 548 dam closed low over discontinuous permafrost (Figure 2.6b). The 

continuous experiment’s 500 hPa short-wave trough also tracks farther south by ~3 

degrees of latitude. In addition to the magnitude of the upper-level low, there is a wider 

swath of maximum winds around the feature over continuous permafrost when 

compared to discontinuous permafrost. This is in stark contrast with the 500 hPa patterns 

of the continuous and discontinuous cases in the quiescent experiments (not shown) 

which are largely indistinguishable from one another. 

 

Figure 2.6: 500 hPa heights (dam) and winds at model hour 72 for the active a) 

continuous and b) discontinuous simulations. 

 

2.3.2. Surface flux and boundary layer analysis 

To elucidate the smaller-scale boundary layer processes that are associated with 

the larger-scale changes discussed above, we analyze the higher resolution d04. The fine 



 

45 

 

spatial resolution of this nest allows (at least coarse) resolution of convection and 

boundary layer turbulence, removing the need for cumulus or boundary layer 

parameterizations. 

Discontinuous permafrost generally exhibits larger sensible heat fluxes (Figure 

2.7a) compared to continuous permafrost because of the lack of soil moisture and 

consequently less evaporation. Given an active atmosphere, differences in sensible heat 

flux are smaller between continuous and discontinuous permafrost, likely due to the 

influence of stronger near-surface winds and widespread precipitation in d04 in the 

active regime. The cold front passes through d04 around t = 24 hours, after which the 

sensible heat fluxes are very similar. This is likely due to increased soil moisture in the 

discontinuous case due to precipitation, stronger advection, and vertical mixing as 

surface winds increase behind the front. Latent heat fluxes (Figure 2.7b) in the active 

experiments also show smaller differences after the cold front passage and its associated 

precipitation in the domain (Figure 2.7c). However, that relationship subsides and 

differences increase once again by the middle of day 3, which leads to that simulation’s 

second period of precipitation accumulation starting around t = 60 hours. The quiescent 

atmosphere over discontinuous permafrost exhibits relatively weak latent heat fluxes 

over the entire 72-hour simulation period, while the initial saturated soil causes a 

stronger latent heat flux over continuous permafrost. In each of the continuous runs, the 

lower troposphere is much closer to saturation than over discontinuous permafrost 

(Figure 2.8) due to the increased latent heat flux moistening the boundary layer.  
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Figure 2.7: Time series of horizontally averaged a) sensible heat flux, b) latent heat 

flux, and c) accumulated precipitation over d04 for the four model experiments. 
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Figure 2.8: Time-height plots of horizontally-averaged d04 relative humidity for a) 

active continuous, b) active discontinuous, c) quiescent continuous, and d) quiescent 

discontinuous model experiments. 

 

This soil moisture-cloud-precipitation feedback can partly be explained by the 

relationship between the boundary layer height and LCL. In the active case, the height of 

the boundary layer exceeds the LCL throughout the entire model run over continuous 
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permafrost (Figure 2.9a), consistent with the relatively high low-level relative humidity 

over that period, especially during the first 48 hours (Figure 2.8a). In contrast, there are 

only certain times throughout the simulation when the boundary layer grows above the 

LCL over discontinuous permafrost, most notably, directly preceding and during the 

precipitation event around hour 24. When the boundary layer does fall below the LCL, 

differences are not large (Figure 2.9a). The relatively comparable latent heat fluxes in 

the active continuous and discontinuous cases (Figure 2.7b) due to increased moisture 

advection and precipitation/soil moisture from the synoptic system likely allow for the 

lower-level saturation in both of the active scenarios.  

 

Figure 2.9: Comparisons between boundary layer height and lifting condensation 

level (LCL) for a) active and b) quiescent cases. 
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When synoptic forcing is absent, large differences in the height of the LCL 

between the quiescent continuous and discontinuous experiments become apparent 

(Figure 2.9b). The boundary layers develop fairly similarly over both continuous and 

discontinuous permafrost, with the largest difference occurring during the morning and 

early afternoon of Day 3 when the average boundary layer height over discontinuous 

permafrost reaches 2,000 m while over continuous permafrost it is limited to ~1,500 m.  

However, aided by large latent heat fluxes and a moistening of the lower atmosphere 

(Figure 2.8c), the LCL over continuous permafrost is consistently near or below 1,000 m 

for the entire 72-hour period. From the middle of Day 1 until the end of the 72-hour 

simulation, boundary layer heights exceed the LCL in the continuous permafrost 

simulation and lead to subsequent low-level cloud development throughout the period 

(Figure 2.10c). Over discontinuous permafrost, without a significant moisture input from 

the surface or horizontal advection, LCL heights increase throughout most of the period, 

starting around 750 m at the beginning of the model run and rising to over 2,000 m for 

most of days 2 and 3 before decreasing again toward the end of the 72-hour period. 

However, outside of the first few hours of the simulation, the boundary layer remains 

below the height of the LCL and the scant ambient moisture prohibits the development 

of any large-scale low-level clouds throughout the duration of the simulation (Figure 

2.10d). Soil conditions do not play a large role in the cloud pattern aloft (which is more 

influenced by the large-scale flow), therefore Figure 2.10 focuses on the lower 

troposphere near the boundary layer top. 
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Figure 2.10: Time-height plots of horizontally averaged cloud fraction over d04 for 

a) active continuous, b) active discontinuous, c) quiescent continuous, and d) 

quiescent discontinuous experiments. 

 

To provide context to the differences in the storm tracks and 500 hPa heights in 

the active cases described in Section 2.3.1, d04 is examined because it is near the storm 

track throughout the simulation. The storm track shift follows the results of Pal and 

Eltahir (2003, their Figure 8) who observed a southward displacement and eastward 

extension of a 500 hPa anomalous low associated with increased soil moisture in the 

southwestern United States. Temperatures in the boundary layer over continuous 

permafrost were lower than over discontinuous permafrost, as more of the energy was 

used for evaporation rather than heating the ground (Figure 2.11a, b). This corresponded 

with increased low-level clouds, which likely decreased the amount of low-level 
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radiative heating and sensible heat flux over continuous permafrost. Consequently, 

geopotential heights lowered over continuous permafrost (Figure 2.6) as described in 

Section 2.3.1, potentially leading to a southward position of the upper level short-wave 

trough.  

 

Figure 2.11: Time-height plots of horizontally averaged potential temperature over 

d04 for active a) continuous and b) discontinuous conditions.  

 

2.4. Discussion 

Soil conditions associated with continuous versus discontinuous permafrost are 

found to result in different boundary layer and large-scale weather processes. In both a 

synoptically active and quiescent atmosphere, low-level cloudiness is enhanced over 

continuous permafrost, where additional moisture retained in a saturated active layer 

evaporates into the boundary layer. This effect is most pronounced when comparing 
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continuous and discontinuous permafrost in the quiescent case, as the strong dynamic 

forcing in the active regime dominates the effect that the ground and boundary layer 

conditions have on the environment. While this study explores land-atmosphere 

interactions specific to summertime permafrost temperature and moisture characteristics, 

these findings are consistent with soil moisture-atmosphere feedbacks in other 

environments.  

It is important to note that the idealized ground conditions presented here do not 

represent the fixed current and future states of permafrost. For example, areas of 

continuous permafrost can have taliks that allow water to reach the subpermafrost layer, 

and water can drain due to terrain features (Jafarov et al., 2018). Similarly, near-surface 

soils in discontinuous permafrost are able to retain water that can be evaporated into the 

lower atmosphere (Hayashi et al., 2004). Nevertheless, our approach of prescribing 

idealized wet and dry soil scenarios follows that of similar land-atmosphere interactions 

studies outside the Arctic (Findell and Eltahir, 2003, Margulis and Entekhabi, 2001, 

Schär et al., 1999). Margulis and Entekhabi (2001) noted the importance of boundary 

layer moisture as a conduit for surface-atmosphere energy exchanges. The results of this 

study support Schär et al. (1999)’s conclusion that increased precipitation over wet soils 

can be attributed to the enhancement of the low-level moisture profile in the wake of 

atmospheric advection. This is evident in our increased area extent of precipitation in the 

synoptically active continuous case versus the discontinuous experiment, whereas the 

effect was subdued when comparing the quiescent continuous and discontinuous 

experiments. While there were major differences in the partitioning of sensible and latent 
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heat fluxes between continuous and discontinuous permafrost in both the active and 

quiescent experiments, for each of the four scenarios, in sum, the cumulative fluxes were 

nearly identical. Lower boundary layer heights over continuous permafrost, due to 

higher contributions of latent heat flux at the expense of sensible heat flux, allow for an 

increased combined energy per unit depth of the boundary layer. Schär et al. (1999) 

noted that, as in previous studies, the higher moist entropy within the boundary layer is 

an acceptable indicator of convection, especially when synoptically forced events (e.g., 

active case) can support enhanced uplift of this air to the level of free convection.   

 When there is no large-scale forcing, the consequence of low-level humidity 

from evaporation over wet soils (i.e., continuous permafrost in our idealized case) is 

apparent in the formation of clouds near the top of the boundary layer. Findell and 

Eltahir (2003) created a low-level humidity index (HIlow) as one part of their framework 

for soil moisture-boundary layer interactions. HIlow is defined as the dewpoint depression 

difference between 50 and 150 hPa above the surface. Based on models and 

observations, they deduced that an atmosphere with early morning HIlow values of 5°C or 

lower will develop shallow clouds regardless of the soil conditions. Figure 2.12 shows 

the HIlow values for the four experimental runs in our study. Ignoring the active runs 

because synoptic forcing aids convective processes, minimal values of the index are 

present in the early mornings (~t = 0, 24, 48 hours) over continuous permafrost, which 

also exhibited low-level cloudiness throughout a majority of the model period. 

Conversely, quiescent HIlow index values for discontinuous permafrost are consistently 

above 10°C, a low-level environment far too dry to produce low-level clouds on its own.   
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Figure 2.12: Time series of d04-averaged HIlow index values for each of the four 

model experiments. 

 

 The results of this study also support the findings of Qian et al. (2013), who 

investigated the effect of irrigation on land-atmosphere interactions in the United States 

Great Plains. It is an intuitive comparison, as irrigated land and a shallow active layer 

saturated by precipitation and spring snowmelt should have similar thermodynamic 

properties (with parallel linkages between unirrigated land and our discontinuous 

permafrost cases). In contrast to our experiments, Qian et al. (2013) performed summer-

long simulations providing a season-long climatological perspective rather than our 

process-driven simulation of discrete events. However, the aim of our paper was not to 

quantify ground and atmospheric variables, but rather to dissect the processes given 

different synoptic and soil conditions. Future work should expand upon the number of 
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events analyzed to determine whether modeled climatological means express a 

quantitative difference based on ground and/or synoptic conditions.  

 This study is consistent with previous literature from the midlatitudes, however, 

notable differences are evident for the Arctic. For example, previous literature has 

shown that moist convection can occur over dry soils from strong sensible heating 

causing high boundary layers (~3-4 km). Because many of these studies were completed 

in the midlatitudes, summertime solar energy was sufficient to heat up dry soils and 

create strong thermal eddies. However, the Arctic does not receive large amounts of 

solar insolation, even during Northern Hemisphere summer. Because of the Arctic’s 

limited solar input, there is an analogous limit to how much energy can be transferred 

back into the lower atmosphere and, hence, a limit on how high boundary layers are able 

to grow in the high latitudes. This is apparent in the results of the quiescent 

discontinuous experiment. The 72-hour model run saw no large amounts of cloud cover, 

yet boundary layer heights were only able to reach 2 km for a short period on the 

morning of day 3. At that time in the simulation, the boundary layer height was near the 

LCL (~100-200 m difference), but overall, boundary layer heights were 1-1.5 km below 

the LCL throughout much of the model run. The Arctic is inherently an energy-limited 

system due to its geometric relationship with the sun. However, as permafrost 

degradation continues, if soils dry out due to the transition from continuous to 

discontinuous permafrost, land-atmosphere feedbacks in these regions can also become 

soil moisture-limited or change the seasonality of any type of transitional regime 

(Seneviratne et al., 2010).  



 

56 

 

 Permafrost degradation is projected to increase in the future (Slater and 

Lawrence, 2013, Wang et al., 2019). In the decade since the International Polar Year, 

Biskaborn et al. (2019) analyzed Global Terrestrial Network for Permafrost observations 

across the globe and uncovered consistent warming of frozen ground across all 

continents, latitudes, and elevations. They found that temperatures have increased at 

continuous permafrost sites faster than at discontinuous, sporadic, or isolated observing 

stations. In addition, they found an increasing snow depth trend across Arctic continuous 

and discontinuous permafrost regions, but with snowmelt ending earlier in the summer 

(continuous: mid-June, discontinuous: early June), which can lead to drier conditions as 

higher temperatures continue on in the summer months. This promotes a biogeophysical 

impact on the climate system. However, as reviews and position papers (Oliva and Fritz, 

2018) state, most ongoing and calls for future research are geared towards understanding 

the biogeochemical feedbacks that result from permafrost degradation. While clearly 

important, as the carbon storage in permafrost regions will play a large and still 

undetermined part in future warming, land-atmosphere interactions that results from the 

thawing of these regions must also be included to understand and predict feedbacks on 

the regional weather and climate in the high-latitudes. Data collected from ongoing 

projects such as NASA’s Arctic-Boreal Vulnerability Experiment, which include field-

based measurements of soil moisture and temperature, eddy covariances, and 

meteorological information in the United States and Canadian Arctic, could be used to 

help quantify these exchanges.  
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2.5. Conclusions and Future Work 

This WRF modeling study used idealized homogeneous soil characteristics 

representing summertime continuous and discontinuous permafrost conditions to 

quantify and describe the impact of transitioning permafrost states on surface, boundary 

layer, and synoptic-scale weather. An additional experimental factor of ambient synoptic 

weather conditions was included to examine the impact of large-scale atmospheric 

forcing on amplifying or reducing the effects of soil conditions. Synoptic forcing 

associated with the passage of a low-pressure system in the active scenario tends to 

dominate the impact of the soil condition, though differences exist in precipitation 

intensity, upper level height patterns, and surface low-pressure intensity and tracks. 

When there is no ambient synoptic forcing, the injection of low-level moisture due to 

continuous permafrost (and subsequent removal of moisture when the Arctic transitions 

to a drier discontinuous permafrost environment) has a large impact on cloud 

development, which consequently plays a role in precipitation during otherwise fair 

weather events, as in our quiescent scenario.  

While the permafrost characteristics used as initial conditions in our experiments 

are idealized, the apparent processes at play show that permafrost degradation associated 

with continued climate change can play a potentially important role on the surface 

energy balance and associated weather and climate feedbacks. Though biogeochemical 

feedbacks are an important focus in current permafrost research, exploring how warming 

of permafrost will directly impact the dynamic and thermodynamic states of the climate 

system should also be emphasized. As continued permafrost degradation occurs and the 
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likelihood of drier soils in these regions increases, a positive local- to regional-scale 

feedback could develop as cloud development is suppressed, increased shortwave 

radiation is absorbed by the surface, soil temperatures and active layer depths increase, 

leading to further permafrost degradation. If these feedbacks persist longer into the cold 

season and over extensive areas, they could contribute to the observed Arctic 

amplification of climate change. Future work using coupled models is needed to fully 

determine these feedbacks at the continental and pan-Arctic scales, and their role in 

current and projected climate change. 
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3. THE CONTRIBUTION OF CHANGING SURFACE THERMODYNAMICS ON 

TWENTIETH AND TWENTY-FIRST CENTURY AIR TEMPERATURES OVER 

EURASIAN PERMAFROST* 

 

3.1. Introduction 

As a result of anthropogenic climate change, the high latitudes are warming at a 

faster rate than anywhere else in the world due to a phenomenon known as Arctic 

amplification (Serreze et al., 2009, Serreze and Barry, 2011). Within the historical record, 

atmospheric circulation changes in the Arctic cannot be attributed directly to 

anthropogenic forcing as they cannot be separated from natural climatic variability 

(Serreze et al., 2000, Screen et al., 2018). However, increases in Arctic surface air 

temperature, amongst other geophysical variables, can indeed be attributed to greenhouse 

gas forcing as large-scale patterns such as the Arctic Oscillation play an insignificant role 

in comparison (Overland et al., 2019). Specifically, observations and historically forced 

climate model runs have shown significantly increasing temperatures over Eurasia, 

especially in the high latitudes, and those trends are expected to continue into the future 

(Peng et al., 2018b). It would be advantageous to decompose these past and future 

temperature increases to determine the impact of the dynamics associated with the 

dominant mode of Arctic circulation or whether thermodynamic processes and feedbacks 

can help to explain the temperature increases of the high latitudes. 

 

* This section is reprinted with permission from “The contribution of changing surface thermodynamics on 

twentieth and twenty-first century air temperatures over Eurasian Permafrost” by Vecellio and Frauenfeld, 

2021. Climate Dynamics, Copyright [2021] by SpringerNature.  
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 A majority of Russia and much of the Eurasian landmass are underlain by 

permafrost in various degrees of spatial continuity (Romanovsky et al., 2010a). 

Permafrost, defined as ground that stays at or below 0°C for at least two consecutive 

years (Permafrost Subcommittee, 1988), is a control on hydrology, infrastructure, and 

climate in cold regions (Bense et al., 2012, Streletskiy et al., 2019, Walvoord and 

Kurylyk, 2016). Permafrost in Eurasia has been on the decline over the past half-century 

as soil temperatures and active layer thicknesses have increased each warm season and 

some permafrost has degraded completely (Frauenfeld et al., 2004, Streletskiy et al., 

2015, Romanovsky et al., 2010b).Additionally, seasonal freeze depths have significantly 

decreased over time (Frauenfeld and Zhang, 2011a), requiring less energy in spring to 

completely thaw these seasonally frozen ground regions. These trends in soil 

temperature, active layer thickness, and seasonal freeze depth in past observations are 

expected to continue into the future as the climate continues to warm (Slater and 

Lawrence, 2013, Peng et al., 2018a, Peng et al., 2020). Additionally, earlier spring 

snowmelt and ground thaw as well as later fall freeze-up have been noted at Russian 

permafrost sites (Streletskiy et al., 2015), allowing for increased soil heat storage. As 

these regions of permafrost degrade and transition, subsequent land-atmosphere 

interactions are modified as well, which can impact the lower troposphere as well as mid-

tropospheric synoptic circulation patterns (Vecellio et al., 2019). Therefore, there are 

important permafrost-related geophysical feedbacks on climate in addition to the widely 

reported biogeochemical ones (Schuur et al., 2015). Fully coupled earth system models 

which combine the biogeophysical and biogeochemical processes that guide the climate 

system are tools that can provide useful and unique information on these processes. 
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Climate model output inherently contains uncertainty that arises from external 

forcing, model physics, and internal variability (Hawkins and Sutton, 2009). Uncertainty 

due to external forcing centers around, e.g., not being able to account for the evolving 

state of uncertain future greenhouse gas concentrations, land use changes, aerosol 

composition, etc. Normally, this is accounted for by keeping these forcings constant 

within the model, e.g., by choosing one of the representative concentration pathway 

(RCP) scenarios for consistent radiative forcing from greenhouse gases in the 

atmosphere. Model physics uncertainty is due to the internal mechanics of the models’ 

code base (i.e., parameterizations, round-off techniques) providing different responses to 

the same external forcing. This becomes a factor when attempting to compare output 

between multiple climate models containing different code bases, a limitation in Coupled 

Model Intercomparison Project (CMIP) evaluation studies. Lastly, uncertainty due to 

internal variability is climate system-inherent, occurring within each model run which 

can also subsequently be affected by external climate forcing. In most CMIP studies, a 

multi-model mean is calculated to extract the externally forced signal of whichever 

variable is under consideration. However, since that multi-model mean comes from a 

suite of models with added uncertainty due to the model physics, internal variability of 

the climate system itself cannot be extricated from the output. The magnitude of climate 

noise exerted by internal variability can rival the forced signal, especially outside the 

tropics (Field et al., 2014), and must be considered in attribution detection at regional 

scales (Deser et al., 2012, Thompson et al., 2015).  

The actual, observed weather and climate, by nature, can only provide one 

realization of the climate system. As above, in attempting to work with a suite of climate 
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models, the components of internal variability and anthropogenic forcing cannot be 

analyzed individually in a single realization of a variable like temperature. Similarly, it is 

not possible to distinguish between local thermodynamic and remote dynamic forcing. 

Discretizing these effects can provide insight into the multiple different impacts on 

climate. By separating dynamic and thermodynamic contributions to a variable like 

surface air temperature (SAT), a common indicator of climate change, we can determine 

the thermodynamic influence of changing terrestrial conditions such as from permafrost 

degradation due to a warming climate. 

Determining the effects on SAT from biogeochemical processes related to 

permafrost degradation combined with land and atmosphere components using earth 

system models allows for estimating the impacts of carbon feedbacks. For example, 

Schaefer et al. (2014) found as much as a 0.5°C increase in global temperatures due to 

carbon release via permafrost stocks by 2100. Similarly, MacDougall et al. (2012) 

examined the effect further into the future, finding a possible 1.69°C carbon-related 

temperature increase by 2300. In terms of geophysical feedbacks on SAT from 

permafrost degradation, Eugster et al. (2000) quantified changes to the surface energy 

budget, but this approach included concurrent feedbacks from vegetation shifts in 

addition to changes to the ground thermal regime. Quantifying and attributing the 

geophysical effects of permafrost degradation on a variable like SAT remains a 

challenge. This study therefore seeks to quantify SAT changes due to geophysical 

influences. Specifically, we will (1) employ an initial-condition, single-model 

ensemble—the Community Earth System Model version 1 (CESM1) Large Ensemble 

(Kay et al., 2015) and a technique known as “dynamical adjustment” (Deser et al., 2016) 
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to assess the impact of thermodynamics on SAT changes during spring and fall for three 

different time periods (1976–2005, 2021–2050, 2071–2100) and (2) determine if these 

impacts vary in different permafrost zones and non-permafrost regions over Eurasia.  

3.2. Data and Methods 

3.2.1. CESM1 Large Ensemble 

Model data for this study comes from the CESM1 Large Ensemble (Kay et al., 

2015) which contains 35 ensemble members with gridded output at a 0.9° × 1.25° spatial 

resolution. These 35 members were completed and provided for public use by the 

National Center for Atmospheric Research. The CESM-LE is an initial condition 

ensemble as each ensemble member is initiated from a control model run with a 

miniscule (O~10−14) perturbation applied to the surface air temperature field. The same 

model physics and external climate forcings are applied to each of the runs, ensuring that 

the differences between the ensemble members are only due to the internal variability of 

the climate system.  

To initialize the ensemble, conditions from a randomly selected January 1 of an 

1,800-year preindustrial control run were used as a starting point. Because it is forced by 

preindustrial climate, the control run contains no historical or future anthropogenic 

climate change. Ensemble member 1 was run from 1850 through 2100. Ensemble 

members 2–35 were all initialized from ensemble member 1’s January 1, 1920 state with 

the miniscule perturbation described above applied to each of them. These members were 

then run until 2100 as well. Each model run uses historical natural and anthropogenic 

climate forcing until 2005 and is then forced using the business-as-usual RCP 8.5 
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scenario through the end of its run in 2100 which is common practice in CMIP modeling. 

This CESM-LE output was obtained from the National Center for Atmospheric Research.   

3.2.2. Dynamical adjustment 

Discretizing the impacts of surface changes on atmospheric variables can be 

difficult due to the impacts of internal climate variability and changes in atmospheric 

circulation patterns on the surface. The dynamic and thermodynamic effects on SAT can 

be separated through a process called “dynamical adjustment” (Deser et al., 2016, Lehner 

et al., 2017, Merrifield et al., 2017). In essence, this separation of effects allows 

influences due to atmospheric circulation (dynamical) and the land surface 

(thermodynamic) to be considered as individual processes. Using dynamical adjustment, 

Deser et al. (2016) diagnosed the externally forced and internally variable components of 

winter SAT warming over North America over the past half-century (Deser et al. 2016). 

Lehner et al. (2017) determined time of emergence of the anthropogenic climate change 

signal in North American and European temperatures, and Merrifield et al. (2017) 

confirmed the “hot-spot” of land-atmosphere interactions over the Great Plains region of 

the south-central United States.  

 The dynamical adjustment process is summarized here and can be found in 

greater detail in Deser et al. (2016). Dynamical adjustment provides a way to subtract the 

influence of the atmospheric flow and the impact of advection on any variable, in this 

case, SAT, to leave only the thermodynamic effect. For a given ensemble member’s (for 

example, ensemble member 1 or EM1) monthly mean atmospheric circulation pattern 

over a selected domain, similar patterns are found within the preindustrial control run 

and, using a Euclidian distance method to determine the level of similarity, the patterns 
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that most resemble the EM1 monthly pattern of interest are chosen. A sufficient number 

of these patterns or analogs (Na) are chosen. Both sea-level pressure (SLP) (Deser et al. 

2016) and 500-hPa height fields (Merrifield et al. 2017) have been used as the basis for 

circulation analogs, with very little sensitivity to the choice of analog type. This study 

uses SLP to represent atmospheric circulation in the computation of analogs.  

From the chosen analogs, a random sample (Ns) is picked and the best fit to the 

target EM1 monthly SLP field is calculated using a linear regression. Weights are applied 

to the Na members based on the strength of their pattern-match with the target ensemble 

field. The resulting SAT field which corresponds to this best-fit SLP pattern is the 

dynamically induced portion of the total SAT field. This subsampling procedure is done a 

number of times (Nr), and the average of all the Nr is considered the estimate of SAT 

anomalies brought about by atmospheric circulation (i.e., the dynamical contribution). 

The Na, Ns, and Nr values chosen for this study are 150, 100, and 50, respectively, as in 

Deser et al. (2016). This procedure is repeated for all 35 ensemble members. Each of the 

dynamical contributions is averaged. This average is subtracted from the total SAT field 

of the ensemble mean and the residual represents the thermodynamic contribution, driven 

primarily by the land surface, and is referred to as the thermodynamic residual or 

thermodynamic SAT from hereon.  

In Deser et al. (2016), each ensemble member’s total thermodynamic residual and 

dynamically adjusted SAT differ only by the ensemble-mean forced dynamical 

contribution, a constant added to the thermodynamic residual to produce the dynamically 

adjusted SAT. Because the differences are a constant, the variability of each of the 

variables between ensemble members does not change. We skip this final step because 
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we focus on surface-based (i.e., thermodynamic) influences on SAT and are not 

interested in the forced dynamical contribution to each ensemble member. We use only 

the thermodynamic residual and compare it to the total SAT trends.   

3.2.3. Permafrost zones 

To investigate the impacts of permafrost type on thermodynamic influences on 

SAT, we classify permafrost regions based on the Permafrost Zonation Index (PZI) 

(Gruber, 2012). The PZI is a high-resolution, gridded (0.05° × 0.05°) permafrost 

classification dataset, created from a global model and based on high-resolution air 

temperatures and elevation. PZI values range between 0.01 and 1.0. The PZI was re-

gridded using a center-averaging technique to match the CESM-LE’s spatial resolution 

(Fig. 3.1). We match these PZI values with the International Permafrost Association’s 

permafrost categories as denoted in their Circum-Arctic Map of Permafrost and Ground 

Ice Conditions (Brown, 1997), describing four terrestrial permafrost categories: 

continuous (90–100% of an area underlain by frozen ground; PZI: 0.9–1.0), 

discontinuous (50–90%; PZI: 0.5–0.89), sporadic (10–50%; PZI: 0.1–0.49), and isolated 

(<10%; PZI: 0.01–0.09) (Permafrost Subcommittee, 1988). 
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Figure 3.1: Regridded permafrost zones across the study region based on Gruber 

(2012)’s Permafrost Zonation Index and the definitions by the Permafrost 

Subcommittee (1988) and Brown et al. (1997). Indicated also are the approximate 

locations of the Ob, Yenisei, and Lena river basins. 

 

3.2.4. Spatial and temporal domains 

This study is focused on Eurasia with two domains used in the dynamical 

adjustment process. We use the larger domain of 20–90N, 0–140W for the SLP analogs 

and the smaller domain of 40–80N, 20E–160W for the dynamical adjustment of SAT. 

The SAT domain covers a substantial portion of Russia, including the Central Siberian 

Plateau. We analyze the spring (March–May) and fall (September–November) seasons 

for three separate time periods: historical: 1976–2005, near-future: 2021–2050, and end-

of-century: 2071–2100. Monthly anomalies are calculated by subtracting the respective 

30-year climatology from the corresponding months within the analysis period. Three-
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month averages of those anomalies are calculated, and 30-year trends are computed using 

a least squares regression. 

 

3.3. Results 

In using the dynamical adjustment methodology, the impacts of the overlying 

atmospheric setup are subtracted from the variable under investigation, in this case, SAT. 

In this study, as in Merrifield et al. (2017), the thermodynamic residual of SAT is tied 

directly to influence from the land surface on SAT. Going a step further, in the 

subsequent results, we tie the impact of permafrost zonation (to represent processes such 

as degradation and deepening of the active layer) to the thermodynamic control on SAT. 

Internal variability of SAT is represented by the variability of SAT values amongst the 35 

CESM-LE members. The ensemble mean SAT is the average of the 35 CESM-LE 

members and is representative of the externally forced climatic response of SAT. 

3.3.1. Thermodynamic impact on Eurasian SAT trends 

3.3.1.1. Spring 

Historical (1976–2005) spring temperature trends vary widely in both magnitude 

and spatial pattern amongst the 35 CESM-LE members, highlighting the impact of 

internal variability on the climate system (Fig. 3.2a). Ensemble members (EMs) such as 

EMs 1 and 10 show region-wide warming while EM 29 shows a majority cooling trend 

across Eurasia. Regional variability is also evident, e.g., EM 18’s warm-cool-warm west-

to-east gradient is flipped from EM 30’s cool-warm-cool pattern. Many of the extremes 

in individual ensemble members are averaged out in the ensemble mean, which 

represents the externally forced response, and shows a moderate region-wide warming 
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outside of subtle cooling primarily in the Ob River basin. The median of grid point 

ensemble mean trends in spring indicates warming of 0.83C/30 yr (range: −0.47–

1.92C/30 yr) during the historical 1976–2005 period.  

 

Figure 3.2: (a) Total and (b) thermodynamic surface air temperature (C/30 yr) 

trends for each CESM-LE ensemble member (1–35) and the ensemble mean (EM) 

for the historical 1976–2005 spring period 

 

Dynamically adjusting the total SAT trends highlights the impacts of 

thermodynamics on SAT in each ensemble member (Fig. 3.2b). Similar regions of 

warming and cooling among the ensemble members show that thermodynamics does not 
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necessarily differ from the total trends. For example, EM 3’s total and thermodynamic 

SAT warming and cooling regions are nearly identical, varying only in magnitude. 

However, the patterns do not match for all EMs. While warming dominates the total SAT 

trends in EM 1, a thermodynamically induced cool region develops south of the Yenisei 

River. Conversely, total SAT trends in EM 23 show cooling across the entirety of the 

Eurasian northern latitudes while thermodynamics produce warming trends across the Ob 

and Yenisei River Basins as well as the Central Siberian Plateau, though the Russian Far 

East still shows thermodynamic cooling. Overall, amplitudes of thermodynamic SAT 

trends are lower in magnitude that the total SAT trends. The median of grid point 

ensemble mean thermodynamic trends falls to 0.65C/30 yr from the 0.83C/30 yr in the 

total SAT trends while the range also decreased (−0.64 to 1.60C/30 yr). 

 To further determine the importance of thermodynamics on the climate system, 

two measures were calculated comparing the total and thermodynamic SAT trends: 

thermodynamic variance retention in the total SAT variance and signal-to-noise ratio. 

The largest variances between the 35 individual ensemble members, representing the 

internal climate variability produced by the CESM-LE, in the historical spring total SAT 

trend data is centered over the areas of the Ob and Yenisei Rivers with variances of over 

4C (Fig. 3.3a). Thermodynamic SAT trend variances are highest in the same region, but 

they are lower in magnitude (~2C) (Fig. 3.3b). Because the variances differ vastly, 

thermodynamics explain little of the region’s SAT trend variability. However, small 

variances in both the total and thermodynamic SAT trends in the mountainous region east 

of the Lena River mean that thermodynamic processes play a large role in SAT 

variability (~80% variance retention) (Fig. 3.3c). This supports the amplified 



 

 81 

temperature-elevation relationships and the thermodynamic mechanisms which are at 

play (Pepin et al., 2015, Guo et al., 2021). 

 Signal-to-noise ratios (SNRs) for the total and thermodynamic residual SAT 

trends (Figs. 3.3d&e) indicate when a climatically forced response has emerged from the 

internal climate variability in the 35 realizations of the CESM-LE. Except for the area 

east of the Lena River, the SNRs of total SAT trends are less than one, indicating that a 

forced (external) response cannot be separated from the background noise of the climate 

system (internal variability) yet during the 1976–2005 historical spring period across 

Eurasia (Fig. 3.3d). Localized thermodynamic signatures, however, do emerge as 

externally forced patterns (Fig. 3.3e). The most notable region of SNRs greater than one 

in the thermodynamic residual SAT trends is the Lena River Delta, a key region of 

Eurasian permafrost degradation where higher soil temperatures lead to shifts in surface 

hydrology of the region (Yang et al., 2002). Other regions with strong thermodynamic 

signals are the Arctic coast of the Far East region of Russia, south of the Central Siberian 

Plateau, and western Russia (Fig. 3.3e). 
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Figure 3.3: Variance across the 35 individual ensemble members in temperature 

trends for historical spring (a) total and (b) thermodynamic SAT and (c) 

thermodynamic variance retention in total SAT variance (1 – ((a–b) / a)). Also 

included are signal-to-noise ratios for (d) total and (e) thermodynamic SAT trends 

 

 Spring increases of total SAT are more consistent amongst EM runs in the near 

future (2021–2050) period (Fig. 3.4a), suggesting decreased internal variability and an 

emergence of external forcing. Some effects of internal climate variability can still be 

seen, as cooling is found in a number of EMs, mainly between the Ob and Yenisei River 

Basins. This provides evidence that external climate forcings play a larger role in Central 

Siberia and the Russian Far East while internal variability, likely aided by topographic 

influences, still dominate the region between the Ob and Yenisei, where the Ural 

Mountains are located. However, once averaged over all EMs, external forcing shows 

warming across the region with a median of 2.24C/30 yr (range: 1.15–4.59C/30 yr). 

Thermodynamic SAT trends also exhibit consistent warming across Eurasia and cool 
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spots are once again in the Ob and Yenisei River Basin region, notably in EMs 14, 26, 

and 28 (Fig. 3.4b). No individual EM median thermodynamic SAT trend is below 

0.90C/30 yr, with ensemble mean grid cells ranging 0.70–4.52C/30 yr. Some median 

trends were negative in the total SAT (Fig. 3.4a), again showing the predominant 

warming effect imparted by thermodynamics on the system. However, additional 

statistics below show that thermodynamics still only play a small part overall in the near 

future spring period (Fig. 3.5). Larger variances in the total SAT trends than in the 

thermodynamic SAT trends lead to thermodynamics explaining less than 40% of the 

variability in total SAT trends across Eurasia, a decrease from the historical spring run in 

all regions except for the Russian Far East (Fig. 53.a–c). Signal to noise ratios reinforce 

that the Ob and Yenisei region is still controlled by natural variability in both total and 

thermodynamic SAT, though external forcings have emerged as the prevailing control on 

thermodynamically induced SAT trends during the period (Figs. 3.5d–e).  
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Figure 3.4: As in Figure 2, but for near future spring total and thermodynamic SAT 

trends 
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Figure 3.5: As in Figure 3 but for near future spring period 

 

 Temperature trends, region-wide and especially in EM regional hotspots (e.g., 

values exceeding 15C/30 yr in the Russian Far East in EM 10) continue to rise in the 

end-of-century (2071–2100) run while cool patches occur sparingly (e.g., Ob and Yenisei 

River Basins again in EMs 2, 3, and 6 and southern Siberia in EM 22) (Fig. 3.6a). The 

median externally forced trend as represented by the ensemble mean decreases to 

2.08C/30 yr in the 2071–2100 period, but the range across the region widens from a 

minimum of 0.82C/30 yr west of the Ob River to a maximum of 8.12C/30 yr in the 

Russian Far East. The warming gradient to the north and east is also evident in the 

ensemble mean of the thermodynamic SAT (Fig. 3.6b). Much like the historical and near 

future periods, total SAT trend variance (Fig. 3.7a) far exceeds that of the thermodynamic 

SAT trends (Fig. 3.7b), leading to small variance retention values across most of Eurasia 
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(Figs. 3.7c). Conversely, SNRs are higher for thermodynamic SAT trends when 

compared to total SAT trends, especially in the Russian Far East (Figs. 3.7d–e).  

 In summary, while the CESM-LE shows increased spring warming on average in 

total SAT and due to thermodynamics, variability across ensemble members shows a 

large amount of internal variability throughout the three time periods, especially in the 

western half of the study domain near the Ob and Yenisei River basins. Positive and 

negative total SAT trends are found amongst the individual EMs in each time period in 

the area surrounding the Ob and Yenisei Rivers, leading to large variances, while 

variance in thermodynamic SAT trends is subdued. This effect is also evident over the 

Central Siberian Plateau and on the Russian Far East coast. SNRs in total SAT trends also 

lag behind those of thermodynamic SAT trends, indicating that forced climate changes 

are more apparent in thermodynamic influences on SAT, but other factors help to control 

the total SAT. These results show that thermodynamic surface changes potentially related 

to permafrost degradation, do not have a large impact on SAT trends in the spring over 

the three thirty-year time periods in this study.  
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Figure 3.6: As in Figure 2, but for end-of-century spring trends 
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Figure 3.7: As in Figure 3, but for end-of-century spring period 

 

3.3.1.2. Fall 

Historical (1976–2005) total SAT trends across the Eurasian continent exhibit 

both warming and cooling trends in all ensemble members (Fig. 3.8a). While cooling 

trends in the spring were primarily found in the Ob and Yenisei River Basins, they are 

focused in the eastern two-thirds of the study area in fall, though, there are exceptions 

(EMs 2, 25, and 33, for example). While warming between 0–2C/30 yr occurs 

predominantly in the interior of Eurasia, exceptionally high trends are primarily on the 

northern coastlines with some EMs having warming only along the coastline while others 

extend inland (EM 19 vs. EM 8). In the ensemble mean, warming across the interior 

ranges 0–2C/30 yr, exceeding 2C/30 yr along the northern coastline with cooling near 
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the coast of the Sea of Okhotsk. The median grid cell mean value is 0.84C/30 yr with a 

range of −0.69–2.90C/30 yr.  

 

Figure 3.8: a) Total and (b) thermodynamic surface air temperature (C/30 yr) for 

each CESM-LE ensemble member and the ensemble mean for the historical fall 

period 

 

Fall thermodynamic SAT trends are noticeably lower among most EMs during the 

historical period in comparison to total SAT trends (Fig. 3.8b), also indicated by the 

quartiles of the grid cell thermodynamic SAT trends relative to total SAT trends across 

EMs (first quartile: −0.60 vs. −0.36C/30 yr; median: −0.01 vs. 0.14C/30 yr; third 
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quartile: 0.36 vs. 0.55C/30 yr). This represents a downward shift of the lowest 

thermodynamic SAT trends (i.e., the lowest thermodynamic SAT trends are smaller than 

the lowest total SAT trends). The opposite occurred in spring, with the lowest 

thermodynamic SAT trends being higher than the lowest total SAT trends. Cooling 

occurs mainly in central Siberia and the Russian Far East in most EMs, though this is not 

consistent across all members (e.g., differences between EMs 2, 14, and 30). Most 

thermodynamic warming is slight (between 0–2C/30 yr) among EMs, with warming 

over 2C/30 yr along the northern coastlines and on the northern part of the Central 

Siberian Plateau. The median grid cell ensemble mean value is less than that of the total 

SAT, at 0.62C/30 yr, but the range is very comparable to the total SAT trends at −0.64–

2.83C/30 yr. 

 Variance in both total and thermodynamic SAT trends increases to the north with 

the large variances in each occurring along the Arctic coastline (Fig. 3.9a–b). The biggest 

thermodynamic influence on the variance of total SAT temperature trends has the same 

northward gradient across the western half of the study region, however, variance is 

thermodynamically induced along the extent of the Lena River (Fig. 3.9c), a region 

dominated by continuous permafrost. SNRs for both total and thermodynamic SAT 

decrease west to east (disregarding the northern coastline) and the cooling along the Sea 

of Okhotsk in both SATs coincides with SNRs substantially below 1.0 (Figs. 3.9d–e). 

This indicates a progression of the emergence of an externally forced climate signal in the 

west to the strength of internal variability in the east. 
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Figure 3.9: Variance across the 35 individual ensemble members in historical fall 

temperature trends for (a) total and (b) thermodynamic SAT and (c) 

thermodynamic variance retention by the total SAT variance. Also included are 

signal-to-noise ratios for (d) total and (e) thermodynamic SAT trends 

 

In the near future period (2021–2050), increasing trends in total SAT are nearly 

consistent across the study area with few exceptions, such as EMs 15 and 28 (Fig. 3.10a). 

However, there is still some spatial variability in warming trends, as moderate (2–4C/30 

yr) warming occurs across the landmass (EM 1), or restricted to a smaller region (EM 

27). Only a few EMs exhibit warming of more than 4C/30 yr in areas other than the 

northern coastline, such as in the Central Siberian Plateau in EMs 9 and 19 and the 

Russian Far East in EM 13. The ensemble mean indicates moderate warming over the 

entire region west of the Western Russian Plain (median: 2.15C/30 yr; range: 1.50–

4.32C/30 yr).  



 

 92 

There are no notably large regions of decreasing trends in thermodynamic SAT in 

the near future period (Fig. 3.10b). More EMs have regions of thermodynamic SAT 

trends >4C/30 yr compared to total SAT, but they encompass a smaller area with EM 9 

showing the largest continuous pattern. The thermodynamic SAT trend ensemble mean 

pattern looks similar to that of the total SAT trend, though there is a northward expansion 

of trends between 0–2C/30 yr over Central Siberia. The ensemble mean median 

thermodynamic SAT trend is 2.03C/30 yr (range: 1.24–4.41C/30 yr), only 0.12C/30 yr 

less than the median from the ensemble mean total SAT trend. This value is much smaller 

than the 0.49C/30 yr that separated total and thermodynamic ensemble mean median 

SAT trends in the spring, suggesting that surface forcing through thermodynamics will 

play a much larger role in SAT in the near-future fall seasons.  
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Figure 3.10: As in Figure 8, but for near future fall SAT trends 

 

The variance patterns of total and thermodynamic SAT trends in the near future 

look fairly similar to the historical period with the same northward gradient and coastal 

maxima (Fig. 3.11a–b). Thermodynamic explained variance of total SAT trends is once 

again high around the Lena River, but also in the area between the Ob and Yenisei Rivers 

(Fig. 3.11c) underlain by discontinuous permafrost, indicating a positive relationship 

between permafrost coverage and thermodynamic influence on SAT. Both total and 

thermodynamic SAT trend SNRs are above 2.0 over the entire landmass, signifying the 
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forced climate signal has emerged from internal variability for both SAT measures (Fig. 

3.11d–e).  

 

Figure 3.11: As in Figure 9, but for the near future fall period 

 

Total SAT warming is still evident across the Eurasian continent at the end of the 

century (2071–2100; Figure 3.12a), though it will be of lower magnitude than in 2021–

2050. Moderate warming between 2–4C/30 yr is evident across all EMs, though its 

location varies and occurs, e.g., along the northern coastline in EM 25, in the Russian Far 

East in EM 13, or widespread as in EM 35. The ensemble mean indicates moderate 

warming from the Ob River to the Russian Far East, with the southern boundary of these 

positive trends being the source regions of the Ob and Lena Rivers. Both the ensemble 

mean grid cell median (1.99C/30 yr) and range (1.28–3.00C/30 yr) decrease relative to 

the 2021–2050 maxima. Thermodynamic SAT trends are also lower in the end-of-century 

in comparison to the near future (Fig. 3.12b). Decreasing trends are found in a few of the 
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EMs, most notably in the region of the Ob and Yenisei Rivers in EM 3. Similar to total 

SAT, EM 35 exhibits the largest warming trends along the northern coastline in the 

region of the Lena River. Moderate ensemble mean thermodynamic SAT trends (2–

4C/30 yr) resemble those of the total SAT trends, though there are differences at the 

western boundary (east of the Yenisei River) and extending to southeastern Russia. The 

ensemble mean grid cell median is comparable to that of the total SAT (1.87C/30 yr; 

range: 1.21–2.63C/30 yr). All of this indicates the continued importance of 

thermodynamics, hypothesized through heat transfer from the ground to near-surface 

atmosphere, on total SAT trends, especially over central Siberia and extending into the 

Russian Far East. 
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Figure 3.12: As in Figure 8, but for end-of-century fall SAT trends 

  

Variance in both total and thermodynamic SAT trends again increases to the north 

in the end-of-century period, with a local maximum on the Central Siberian Plateau rather 

than the northern coastline for the total SAT trend (Fig. 3.13a–b). Higher variance is 

explained by thermodynamics in the far western part of Russia, in the Ob and Yenisei 

River basins, across northern Central Siberia, and over most of the Russian Far East (Fig. 

3.13c). SNR values for both total and thermodynamic SAT trends are well above 1.0 

(Fig. 3.13d–e) as in the near future period, so even though the magnitude of trends 

decreased, they still have emerged from the internal variability of the system.  
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Overall, the changes in total SAT during the fall are more closely tied to 

thermodynamic influence than they were in the spring. In addition, the coupling between 

the total and thermodynamic SAT trends appears to strengthen over the three time 

periods, as ensemble variability decreases across EMs in both total and thermodynamic 

SAT and covariance between the two temperature measures strengthens, especially 

across the northern half of the domain as well as in the major Eurasian river basins. These 

findings suggest that there are surface-based influences on SAT and they will become 

stronger as time passes. Based on the spatial patterns of the SAT trend measures and 

variance retention, permafrost distribution could be a controlling factor on the strength of 

surface-atmosphere energy transfer. Therefore, we look at permafrost next to determine 

whether the projected changes in that cryospheric variable factor into the changing 

thermodynamic surface forcing on total SAT trends. 

 

Figure 3.13: As in Figure 9, but for end-of-century fall period 
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3.3.2. Effects of Permafrost on SAT trends 

Given the difference in warming rates in soil temperatures across different 

permafrost zones (Biskaborn et al., 2019) and expected future permafrost degradation 

across Eurasia (Lawrence et al., 2012), there will likely be a shift in the magnitude of 

energy exchange between the surface and atmosphere across these zones. Hence, to 

quantify the impact of this degradation on SAT trends through thermodynamics, we 

quantify the ensemble mean trend (Table 3.1) of total and thermodynamic SAT, 

thermodynamic variance retention, and SNRs in the continuous, discontinuous, sporadic, 

and isolated permafrost zones. Additionally, we analyze permafrost-free regions, as 

another check to determine if air temperature changes are dependent on frozen ground 

and its future degradation. A Welch’s t-test is used to compare the means between the 

permafrost regions to determine if there are statistical differences between different 

ground thermal regimes. The t-tests are applied to the means of the continuous permafrost 

zone relative to all other zones (i.e., discontinuous, sporadic, isolated, and non-

permafrost) as well as the discontinuous permafrost zone to all zones. The sporadic and 

isolated permafrost zones were only compared to the non-permafrost region.  
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Figure 3.14: Distribution of total (blue) and thermodynamic (pink) SAT trends 

across frozen ground regions for historical (left), near future (center), and end-of-

century (right) periods for (a) spring and (b) fall season 
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Table 3.1 Spring and fall ensemble mean total and thermodynamic (in parentheses) 

SAT trends (C/30 yr) for the five frozen ground regions in the 1976–2005 

(historical), 2021–2050 (near-future), and 2071–2100 (end-of-century) periods 

 

 Spring Fall 

 Continuous Permafrost 

1976–2005 1.07 (0.78) 0.98 (0.92) 

2021–2050 2.50 (2.01) 2.63 (2.52) 

2071–2100 2.77 (2.59) 2.53 (2.22) 

 Discontinuous Permafrost 

1976–2005 0.89 (0.63) 0.55 (0.37) 

2021–2050 2.28 (1.67) 2.27 (2.14) 

2071–2100 2.42 (2.13) 2.15 (1.93) 

 Sporadic Permafrost 

1976–2005 0.67 (0.50) 0.62 (0.39) 

2021–2050 2.11 (1.53) 2.08 (1.87) 

2071–2100 2.04 (1.76) 1.92 (1.72) 

 Isolated Permafrost 

1976–2005 0.67 (0.55) 0.63 (0.43) 

2021–2050 2.16 (1.70) 2.00 (1.86) 

2071–2100 1.97 (1.77) 1.81 (1.75) 

 Non-Permafrost Regions 

1976–2005 0.76 (0.62) 0.89 (0.66) 

2021–2050 2.27 (1.74) 1.90 (1.78) 

2071–2100 1.83 (1.44) 1.85 (1.75) 
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Table 3.2: Statistically significant differences (✓) between individual permafrost 

zones for total (Tot) and thermodynamic (TD) SAT trend ensemble means based on 

Welch’s t-test (95% significance level) 

 

 Spring Fall 

 
1976–

2005 

2021–

2050 

2071–

2100 

1976–

2005 

2021–

2050 

2071–

2100 

 Tot TD Tot TD Tot TD Tot TD Tot TD Tot TD 

Continuous             

vs. none    ✓ ✓ ✓  ✓ ✓ ✓ ✓ ✓ 

vs. isolated    ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

vs. sporadic  ✓  ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

vs. 

discontinuous 

   ✓  ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

Discontinuous             

vs. none     ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

vs. isolated      ✓   ✓ ✓ ✓ ✓ 

vs. sporadic      ✓   ✓ ✓ ✓ ✓ 

Sporadic             

 vs. none      ✓ ✓ ✓ ✓    

Isolated             

vs. none      ✓ ✓ ✓     

 

3.3.2.1. Spring 

The largest variability in both total and thermodynamic SAT trends across the 

frozen ground regions in all of the time periods is in spring, with variability largest in 

total SAT trends (Fig. 3.14). The magnitude of total ensemble mean SAT trends increases 

for the historical and near future periods across all permafrost regions, but at the end of 

the century it only increases over the continuous (2.50 to 2.77C/30 yr) and discontinuous 

(2.28 to 2.42 C/30 yr) zones, while decreasing by 0.07, 0.19, and 0.42C/30 yr in the 

sporadic, isolated, and non-permafrost zones, respectively (Table 3.1). It is not until the 

end-of-century period when the total mean SAT trends over continuous permafrost are 
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significantly different from other studied regions, specifically the non-permafrost, 

isolated, and sporadic zones. However, it remains statistically indistinguishable from the 

discontinuous permafrost zone (Table 3.2). The end-of-century total mean SAT trend in 

the discontinuous zone is only statistically different from the non-permafrost zone.  

In regard to thermodynamic SAT, all regions with permafrost experience an 

increase in the magnitude of thermodynamic ensemble-mean SAT trends across all time 

periods. This signifies the increasing influence of surface and external climate forcing on 

the overall spring SAT signal in permafrost regions (Table 3.1). Thermodynamically, the 

continuous permafrost zone is distinct in terms of SAT trend from all other zones 

beginning in the near future period, while no differences are found between any of the 

lower-concentration permafrost zones. By the end-of-century, however, the continuous 

and discontinuous permafrost zones have statistically different means in spring, as do the 

sporadic and isolated zones in comparison with the non-permafrost zone (Table 3.2). This 

highlights how the ground thermal regime has an increasing influence on spring SATs by 

2100. 
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Table 3.3: Spring and fall ensemble mean thermodynamic variance retention for the 

five frozen ground regions in the 1976–2005 (historical), 2021–2050 (near-future), 

and 2071–2100 (end-of-century) periods 

 

 Spring Fall 

 Continuous Permafrost 

1976–2005 51.9% 74.7% 

2021–2050 28.2% 89.7% 

2071–2100 43.7% 110.1% 

 Discontinuous Permafrost 

1976–2005 34.9% 58.7% 

2021–2050 24.4% 90.9% 

2071–2100 33.3% 76.3% 

 Sporadic Permafrost 

1976–2005 32.8% 54.2% 

2021–2050 24.7% 76.3% 

2071–2100 31.6% 64.5% 

 Isolated Permafrost 

1976–2005 33.4% 61.5% 

2021–2050 29.7% 71.2% 

2071–2100 47.7% 66.4% 

 Non-Permafrost Regions 

1976–2005 36.4% 51.2% 

2021–2050 30.8% 65.6% 

2071–2100 65.2% 67.6% 

   

 

Thermodynamic influence on the variance of SAT is distinctly higher in the 

continuous permafrost zone, especially in the historical and end-of-century periods while 

there is not much difference in the discontinuous, sporadic, and isolated zones (Table 

3.3). However, it still only accounts for about half of the total SAT trend variance during 

those periods. The largest spring thermodynamically induced variance is in the non-

permafrost zone at the end-of-century (65.2%), likely influenced by its decrease in trend 
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magnitude which is not the case for any of the other permafrost zones during that period. 

Thermodynamic SAT trend SNRs are higher than the total in all permafrost zones across 

all time periods in spring, again showing the impact that dynamics have on total SAT 

trends (Table 3.4). While SNRs for both total and thermodynamic SAT trends are less 

than 1.0 during the historical period, an externally forced climate signal begins to emerge 

from the noise in both the total and thermodynamic SAT trends in the near future period, 

with the signal being much stronger in the thermodynamic component. This continues in 

the end-of-century period. As with the explained variance, there is a gap between the 

continuous permafrost zone and the other four zones, especially in the non-permafrost 

zone, in SNRs, notably tied to the thermodynamics (Table 3.4). 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 105 

Table 3.4: Spring and fall ensemble mean total and thermodynamic (in parentheses) 

SNRs for the five frozen ground regions in the 1976–2005 (historical), 2021–2050 

(near-future), and 2071–2100 (end-of-century) periods 

 

 Spring Fall 

 Continuous Permafrost 

1976–2005 0.81 (0.84) 0.81 (0.87) 

2021–2050 1.69 (2.53) 3.02 (3.89) 

2071–2100 1.95 (2.79) 2.87 (2.55) 

 Discontinuous Permafrost 

1976–2005 0.64 (0.79) 0.64 (0.55) 

2021–2050 1.43 (2.12) 3.60 (3.60) 

2071–2100 1.64 (2.48) 3.01 (3.24) 

 Sporadic Permafrost 

1976–2005 0.53 (0.68) 0.92 (0.80) 

2021–2050 1.51 (2.26) 3.93 (4.18) 

2071–2100 1.69 (2.41) 3.16 (3.65) 

 Isolated Permafrost 

1976–2005 0.56 (0.79) 1.00 (0.87) 

2021–2050 1.73 (2.57) 4.02 (4.38) 

2071–2100 1.83 (2.42) 3.24 (3.93) 

 Non-Permafrost Regions 

1976–2005 0.62 (0.82) 1.39 (1.49) 

2021–2050 1.68 (2.37) 3.21 (3.80) 

2071–2100 1.78 (1.86) 2.96 (3.51) 

 

3.3.2.2. Fall 

Total fall SAT temperature trends are very similar in magnitude to spring’s, with 

the exception of the historical period in the continuous and discontinuous permafrost 

zones; however, the within-zone variability in the fall trends is much less when compared 

to spring. Fall thermodynamic SAT trends are comparably higher than those in spring, 

especially in the near future period, and make up a larger proportion of the total SAT 



 

 106 

trend across all permafrost zones (Fig. 3.14). In the ensemble mean, across all time 

periods, both total and thermodynamic SAT trends are statistically distinct from all other 

zones, except when comparing the total SAT trend with the non-permafrost zone during 

the historical period (Tables 3.1 and 3.2). The distinction between the other permafrost 

zones evolves over time as total and thermodynamic SAT trends within the permafrost 

zones become significantly different from the non-permafrost zone in the historical 

period. This separation from the sporadic and isolated permafrost zones is delayed until 

the near future period, indicating a lag in the significance of permafrost degradation’s 

impact on temperature compared with continuous permafrost. Similarly, the sporadic and 

isolated permafrost zones are statistically different in terms of thermodynamic SAT 

trends in the historical period but become indistinguishable from the non-permafrost zone 

in the near future. This does not occur for both the sporadic and isolated permafrost zones 

in terms of total SAT trends until the end-of-century period. These results indicate that 

the geophysical impacts of sporadic and isolated permafrost will either become 

indistinguishable from permafrost-free areas or that the regions may become permafrost-

free themselves. 

Similar to the influences in the ensemble means, retention of variance due to 

thermodynamics in total SAT trends is highest in the fall with the strongest relationships 

in continuous permafrost and, to a lesser extent, discontinuous permafrost (Table 3.3). 

This means that variance in thermodynamics is driving the variance in total temperature 

trends in continuous and discontinuous permafrost regions, suggesting an influence due 

to differences in ground thermal regime. The only zones where the proportion of variance 

due to thermodynamics increases across all three time periods are in continuous and non-
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permafrost zones. The effect is much larger within the continuous permafrost zone where 

thermodynamic SAT trend variance even exceeds that of the total SAT (110.1%) at the 

end-of-century. Notably, thermodynamically induced variance in the other three zones 

increases between the historical and near-future periods (with a high in the discontinuous 

zone of 90.9% induced variance). Variance due to thermodynamics again decreases at the 

end-of-century, perhaps due to lesser permafrost remaining, and its thermodynamic 

impacts weakening. Still, these analyses show that thermodynamics play the largest role 

on total SAT trends in the fall, most notably in continuous permafrost and, to a lesser 

extent, discontinuous permafrost. This influence increases over time, especially in the 

continuous permafrost zone where the largest warming occurs. 

While there are modest SNRs for both total and thermodynamic fall SAT trends 

in the historical period, in the near-future and end-of-century both SNRs are much higher 

than they were during the spring (Table 3.4). While the mean SAT trends are similar or 

even less than in spring, the lower noise (variability) amongst ensemble members results 

in consistent SNRs above 3.0, especially in the zones other that continuous permafrost.  

We find that thermodynamics play a much larger role on total SAT trends in fall, at the 

end of the warm season, compared to spring. Thermodynamics impact more of the mean 

response and cause more of the variability exhibited by the ensemble members. This 

signifies that ground conditions play a much larger role in the near-surface climate across 

Eurasia in fall, and that it is most important in continuous and discontinuous permafrost 

zones where a ground thermal regime transition will likely be still in progress through the 

end of the century. 
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3.4. Discussion and Conclusion 

Using the 35-member CESM Large Ensemble and the technique of dynamical 

adjustment, we investigate the role that thermodynamics play on surface air temperatures 

in Eurasia in spring and fall for three different periods. In combination, these techniques 

allow for a physical interpretation of the simulated SAT trends. This technique has 

previously been used to discretize dynamical impacts on surface quantities (Smoliak et 

al., 2015, Wallace et al., 2012) and separate forced changes from those imparted by 

internal variability (Deser et al. 2016). Here, we used the thermodynamic residual 

(Merrifield et al. 2017) to investigate the ground-based influence on total SAT trends 

which are tied to changing soil thermal regimes due to permafrost degradation. 

Additionally, the effect of the ground thermal regime is examined by analyzing SAT 

trends, variance retention, and signal-to-noise ratios between permafrost zones and non-

permafrost regions. Although spring and fall are both getting longer and frozen ground is 

thawing earlier and freezing later, the climate system’s influences on SAT differ between 

the two seasons and over time. Internal variability and dynamics play a larger role in SAT 

trends in the spring and its effects are noticed through the end of the century. Meanwhile, 

the effects of anthropogenic climate forcing are more apparent in the fall. Additionally, 

the thermodynamic impact of the ground thermal regime on SAT, notably in the 

continuous and discontinuous permafrost zones, is stronger in the fall and is shown to 

increase through the 21st century. Taken in concert, we conclude that permafrost 

degradation in tandem with changing annual freeze/thaw cycles in frozen ground does 

indeed have an influence on the overlying atmosphere and that there are disparate 

seasonal ramifications on how it will feed back onto the climate system. We note here 
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that our permafrost zone definitions are static over the three time periods in our study, 

although continued climate change and permafrost warming will surely alter them. As 

Guo and Wang (2016) note, the largest impacts will first occur at the southern edges of 

permafrost and progress north over time. Because our significant changes are primarily 

located in the northern portion of the continuous and discontinuous permafrost regions, 

we believe this will not substantially impact our findings. Nonetheless, we acknowledge 

the non-stationarity of the permafrost zonation as a limitation. 

 Variability in historical spring SAT trends is linked to dynamics and shifts in 

circulation patterns linked to internal climate factors. This is consistent with previous 

findings from Chen et al. (2016), Chen et al. (2019) which link Eurasian SAT variations 

to Arctic Oscillation-based changed using both atmospheric reanalysis coupled with 

gridded observations and the historical runs from the CMIP5 suite of models, 

respectively. One hypothesis is that the strength of dynamic influence on variability in 

spring SAT trends can be linked to winter precipitation. The largest amount of internal 

variability amongst ensemble members is focused primarily in the Ob and Yenisei River 

Basins as some members show slight positive trends while a number exhibit negative 

SAT trends. That area where internal variability seems to dominate is co-located with 

local maxima of observed spring snowfall. Ye and Lau (2019) note how this snowfall and 

resulting snowmelt can impact soil moisture and fuel subsequent circulation anomalies, 

especially in concurrent months. If spring snowfall and subsequent soil moisture 

anomalies are less, higher temperature extremes may occur across the entirety of Siberia 

as happened in 2020 when a warmer than average winter and early spring led to some 
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Siberian weather stations being 10C above average in the month of May due to an 

anomalous ridging pattern (Copernicus Climate Change Service, 2020). 

This is in contrast with the fall when SAT trends have a stronger link to 

thermodynamics in the historical period and that connection increases in strength as time 

progresses. This is especially evident in continuous permafrost regions and, to a lesser 

extent, discontinuous permafrost. Spring snow cover extent has decreased over the past 

few decades linked to earlier snowmelt (Yeo et al., 2017). Consequently, soil water is 

either directed into river channels as runoff (Tan et al., 2011) or evaporated into the 

overlying air (Chen et al. 2016) earlier in the spring or early summer. This leads to drier 

soils which begin storing energy in the top layers earlier in the year, rather than being 

used in evaporation or being conducted to deeper layers via soil water. Chen et al. (2019) 

have shown this will lead to increasing springtime temperatures in the future with the 

largest increases in northern Eurasia, areas underlain by continuous and discontinuous 

permafrost. With extra weeks in the early season to absorb energy coupled with 

increasing air temperatures, the active layer has (Frauenfeld et al. 2004) and is projected 

to deepen over the rest of this century (Slater and Lawrence 2013) with soil temperatures 

projected to increase most in regions of continuous and discontinuous permafrost 

(Biskaborn et al. 2019). Future projections show a northward progression of degradation, 

as isolated and sporadic permafrost regions fully degrade and disappear first, with 

significant degradation also occurring in discontinuous and continuous permafrost 

regions by 2100 (Guo and Wang, 2016). All of this leads to net heat storage in soil lasting 

through the transition into the cold season (Frauenfeld and Zhang, 2011b), providing a 

source of sensible heat to keep SATs higher into the fall. This is aided by trends towards 
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later snow onset and coverage during October (Brown and Derksen, 2013, Peng et al., 

2013, Estilow et al., 2015) which are likely to persist with continued autumnal warming.  

Given the differing responses between spring and fall, there are separate effects 

on the surface energy budget in each season. Specifically, the fall terrestrial-based, 

thermodynamic warming signal underscores the need to continue to examine geophysical 

impacts on near-surface climate in permafrost regions (Vecellio et al. 2019). While this 

study was conducted in the high latitudes, we note that the use of large ensembles to 

quantify uncertainties in other ‘hotspots’ of land-atmosphere interactions would also be 

advantageous. A deeper understanding is required of the role of how the local energy 

transfers over these larger swaths of thawed land could have non-local consequences, 

perhaps providing a deeper understanding of the nature of Arctic amplification and the 

connecting link between the Arctic and the mid-latitudes. 
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4. SURFACE AND SUB-SURFACE DRIVERS OF AUTUMN TEMPERATURE 

INCREASE OVER EURASIAN PERMAFROST 

 

4.1. Introduction 

The Arctic is a region experiencing amplified climate change in comparison to the 

mid-latitudes and the tropics (IPCC 2013) and is expected to continue to exhibit this 

temperature disparity over the course of the 21st century (Barnes and Polvani 2015). 

Consequences have manifested in the northern cryosphere with focus mostly on 

reductions in sea ice due to its positive feedback back resulting in Arctic amplification 

(Dai et al. 2019; Holland and Bitz 2003; Polyakov et al. 2012). A warmer Arctic has also 

led to permafrost degradation (Biskaborn et al. 2019), but the literature has focused 

mainly on feedbacks relating to carbon released from thawing soils and the subsequent 

biogeochemical cycles (Schuur et al. 2015; Turetsky et al. 2020). A recent bibliographic 

analysis of the permafrost literature showed that while climate change has become the 

prevailing focus of permafrost science, its main emphasis is on carbon-related research 

(Sjöberg et al. 2020). Very little work has been done on the geophysical influences of 

warming soils on the overlying atmosphere in cryospheric regions. In a review of 

literature from the early 2010s, Grosse et al. (2016) highlighted vegetation shifts, 

hydrologic, and biologic impacts which affect the surface energy balance, though the 

surface energy balance and impacts on the overlying atmosphere and climate were not 

analyzed in any detail. Eugster et al. (2000) initially established the basic concepts of 

how the surface energy balance changes due to permafrost degradation and vegetation 

succession. Now, the suite of earth system models that have been developed in recent 
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decades can be used to determine the effects and impacts of permafrost degradation on 

longer scales and in terms of accelerated climate change on the near-surface climate. 

 An increase in permafrost temperatures and associated active layer deepening for 

nearly a century have been shown across Eurasia (Frauenfeld et al. 2004; Streletskiy et al. 

2015). Near-surface soils (down to 3.2 m) in permafrost regions of Russia have shown 

significant recent warming, most notably in continuous permafrost regions where trends 

in minimum soil temperature have outpaced those in maximum soil temperature (Chen et 

al. 2021a), which can exacerbate permafrost instability. Chen et al. (2021a) also 

discovered less warming of shallow soils in discontinuous permafrost where, likely due 

to latent heat effects when soils are closer to 0ºC, phase changes may play a role (Kane et 

al. 2001). The soil warming trends are projected to continue and accelerate in the 21st 

century (Soong et al. 2020). Permafrost degradation not only leads to morphological 

changes to the landscape (e.g., thaw slumps, thermokarst development), but alters the 

ground thermal regime and the surface energy budget via changing below-surface 

temperature and moisture gradients.  

 The partitioning of the surface energy budget and its turbulent fluxes impact the 

amount of energy either retained in the soil or transferred to the near-surface atmosphere, 

which can alter land-atmosphere interactions. Based on a historical analysis, Ford and 

Frauenfeld (2016) found a strong correlation between increased evaporative fraction and 

precipitation over permafrost in Eurasia, due to a shifting partitioning from sensible to 

latent heat fluxes. That same region is projected to be a future hotspot for land-

atmosphere interactions (Dirmeyer et al. 2013) and permafrost type has been shown to 

alter the surface energy budget to modify energy transfer between the ground and near-
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surface atmosphere (Vecellio et al. 2019). Teufel and Sushama (2019) notes a rapid 

transition between wet and dry soil regimes once permafrost degrades, which will alter 

not only the surface energy budget, but also atmospheric variables such as stability and 

convective parameters.  

 Vecellio and Frauenfeld (2021) found that the drivers of observed and projected 

surface air temperature (SAT) increases in the Eurasian high latitudes differ between the 

expanding shoulder seasons of spring and autumn over Eurasia. In spring, dynamical 

influences like atmospheric circulation variability dominate the temperature response, 

while temperature increases in autumn are driven by the land surface via thermodynamic 

influences. Because the autumn surface forcing is strongest in continuous and 

discontinuous permafrost regions and increases over time, we hypothesize that 

permafrost degradation plays an important role. In this study, therefore, we determine 

which specific surface and sub-surface variables control that thermodynamic influence on 

autumn SAT. We first assess trends in the surface energy budget to determine if seasonal 

shifts are occurring and use an information flow methodology to determine whether these 

shifts can account for the larger magnitude of thermodynamic influence during autumn. 

We then examine other variables including soil moisture and snow depth across different 

months to determine where and when surface-based changes play the largest role in 

autumn’s thermodynamic influence on SAT. Similar to Merrifield et al. (2017), we 

develop a descriptive thermodynamic narrative that seeks to account for the covarying 

sub-, near-, and above-surface variables and how they will influence the ground-based 

forcing of autumn SAT over Eurasian permafrost throughout the 21st century. 
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4.2. Data and Methods 

We investigate the role of surface variables on autumn SAT variability over three 

30-year periods, historical (1976 – 2005), near future (2021 – 2050), and end-of-century 

(2071 – 2100) using the National Center for Atmospheric Research’s Community Earth 

System Model’s Large Ensemble (CESM-LE). CESM is a fully coupled earth system 

model, run at a horizontal resolution of 1°. The CESM-LE is a 35-member, initial 

condition ensemble (Kay et al. 2015) where members are identically forced per the 

CMIP5 standard with historical forcing until 2005, and RCP 8.5 from 2006 – 2100. 

Internal variability is created between ensemble members by adding a different order of 

~10−14 °C perturbation to the SAT field of the January 1, 1920 output of the first 

ensemble member, which then serves as the initial condition for the other 34 ensemble 

member runs. Each member can be thought of as a possible climate trajectory due to 

forces inherent within the Earth system while the ensemble mean of all 35 members 

represents the externally forced response. Analysis is focused on this forced response. 

Trends for ensemble mean variables were calculated using a linear least squares 

regression and were considered significant at the 95% confidence level.  

 We use the Permafrost Zonation Index (PZI) developed by Gruber (2012) to 

classify the region by permafrost type and determine the thermodynamic differences 

between these types. The PZI, which has values ranging from 0.01 – 1.0, is used with the 

Permafrost Subcommittee (1988)’s definition of area percentage of frozen ground to 

define the different permafrost classes: continuous (0.90 – 1.0); discontinuous (0.50 – 

0.89), sporadic (0.10 – 0.49), and isolated (0.01 – 0.09). Land areas where there is no PZI 

value is considered to be a non-permafrost region. Based on results from Vecellio and 
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Frauenfeld (2021), we combine the continuous and discontinuous (ContDis) and the 

sporadic and isolated (SporIso) permafrost zones given their similar thermodynamic 

impacts on SAT variability, and also consider the non-permafrost region (NonPF; Figure 

4.1). 

 

Figure 4.1: Study domain containing permafrost region boundaries 

 

To determine the causality of the major driving forces on autumn SAT in each 

ensemble member as well as the forced response, variable time series are analyzed using 

Liang-Kleeman Information Flow (hereafter, IF). Detailed derivations and descriptions 

can be found in Liang (2014) and Liang (2016). IF combines elements of Granger 

causality (Granger 1969) and transfer entropy (Schreiber 2000) to determine the 

magnitude and direction of variable influence based on two single-realization time series. 

IF has been proven to work with both linear and nonlinear systems, as nonlinear systems 

are most commonly represented by a linear one (Liang 2014). It represents a true physical 
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cause-and-effect association between the two variables rather than a statistical one such 

as, e.g., lagged correlation, making the results easier to interpret.  

 The rate of information flowing from one variable time series (X2) to another 

(X1), here denoted as T2 1, is calculated via a statistical estimation of the interaction 

between the variances of X2 and X1 and their differentials and is produced in an easily 

computable formula: 

𝑇2→1 =  
𝐶11𝐶12𝐶2,𝑑1− 𝐶2

12𝐶1,𝑑1

𝐶2
11𝐶22−𝐶11𝐶2

12
                                          (1) 

where Cij is the sample covariance between Xi and Xj and Ci,dj is the covariance between 

Xi and the differential of the time series Xj = 
𝑋𝑗,𝑛+1− 𝑋𝑗 

Δ𝑡
 where t is the time step, which in 

our case is 1 (one year). T2 1 has the units of nats/unit time, where a nat is a unit of 

information or entropy. If T2 1 is zero, it means that X2 has no role in the evolution of X1. 

However, if it is non-zero, X2 is considered causal to X1. As Liang (2014) notes, a 

positive T2 1 means that X2 makes X1 more uncertain, while a negative T2 1 indicates 

stability. In an updated derivation using multidimensional variables, Liang (2018) notes 

the inclusion of a negative in Eq. (1) which indicates predictability (i.e., positive T2 1 

makes processes more unpredictable and vice versa). In addition, Liang (2018) showed 

that the IF between any two variables does not change when other system variables are 

present. In other words, as an example in this study, IF between latent heat flux and 

autumn SAT does not change even though we do not consider the role of other variables 

(i.e., monthly sensible heat flux, snow depth, etc.) in that computation.  

 Liang (2014) also provides the equation for the calculation of IF confidence 

intervals (90% confidence level shown): 
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𝑇2→1 − 1.645 (
𝐶12

𝐶11
)

2
𝜃̂𝑎12

2  , 𝑇2→1 + 1.645 (
𝐶12

𝐶11
)

2
𝜃̂𝑎12 

2               (2)  

where 𝜃̂𝑎12 
2 is retrieved from a Fisher information matrix (see Liang (2014) and references 

therein for more). As in other studies (Stips et al. 2016; Xiao et al. 2020), we deem small 

IFs (absolute values < 0.1 nat/unit time) and IFs with absolute values > 0.1 nat/unit time 

whose confidence interval includes 0.0 nat/unit time as insignificant. To ensure that the 

true variance in T2 1 is not under-represented, we use the 90% confidence interval to test 

for significance (Xiao et al. 2020).  

 We apply the information flow methodology to surface flux variables for the 

months March – November (i.e., the spring, summer, and autumn seasons). We do not 

include the winter given the insulating effect of snow on the coupling between the surface 

and sub-surface with the overlying atmosphere. While snow is still present during the 

spring and fall, the seasons are not characterized by snow’s dampening effect on land-

atmosphere interactions. However, in performing the information flow analysis on the 

effects of snow depth on SATs, the winter season is included as that is when snow is 

most prevalent in the study area.  

4.3. Results 

Across all the regions of interest, temperature trends increase between the 

historical period and near future before experiencing a decrease in the magnitude of 

warming by the end of the century (Table 4.1). In each time period, the ContDis region 

exhibits the largest warming trends, peaking at 0.112°C/yr during the near future period. 

SporIso and NonPF temperature increases in all three periods are much more comparable 

than either are to the ContDis region.  
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Table 4.1 Autumn surface air temperature trends (°C/yr) averaged over the 

ContDis, SporIso, and NonPF regions for the three time periods of interest. All 

trends were significant at the 95% confidence level. 

 Historical Near future End of century 

ContDis 0.044 0.112 0.087 

SporIso 0.026 0.071 0.062 

NonPF 0.029 0.061 0.057 

 

To verify that permafrost soils are accumulating heat to drive the thermodynamic 

responses to surface air temperature, we analyze soil heat content across each region. 

Increases in soil heat content are nearly identical across the spring, summer, and autumn 

seasons for each region (Figure 4.2a–c). Of note, by 2100, ContDis soils contain as much 

heat as soils in the SporIso region did at the start of the analysis, lending credence to the 

hypothesis that ContDis permafrost will experience significant degradation by the end of 

the century. Setting the ContDis region apart, though, is the rate at which it accumulates 

heat. By 2100, soil heat content in the ContDis region is nearly 800 mJ/m2 more than its 

1976 – 2005 average in all seasons, about double the accumulation found in SporIso and 

NonPF soils (Figure 4.2d–f).  
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Figure 4.2: (a–c) Soil heat content in mJ/m2 and (d–f) its anomalies based on the 

1976 – 2005 average for the ContDis, SporIso, and NonPF regions 

 

4.3.1. Surface turbulent fluxes 

Using the IF method, we establish the causality between surface fluxes on autumn 

SATs. Results reveal a shift in how the warm season surface energy balance drives 

autumn SAT over the ContDis region as time progresses. In the historical period, there is 

a significant impact from the changes in sensible heat flux in both summer (0.106 nat/ut) 

and autumn (0.216 nat/ut) on autumn SAT in the region. On a monthly time scale, July 

through October all show significant IF values for the sensible heat flux – autumn SAT 

relationship (Table 4.2). Non-significant IF values are found across all seasons in the 
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latent heat flux analysis, while spring ground heat flux is found to significantly drive 

autumn SATs in the region during the historical period (0.214 nat/ut).  

Table 4.2: Ensemble mean information flow factors from sensible heat flux to 

autumn SAT temperatures across the ContDis, SporIso, and NonPF regions for the 

historical, near future, and end-of century time periods. Bolded numbers represent 

significance at the 90% CI. IFs less than 0.1 cannot be considered significant. 

 

 ContDis SporIso NonPF 

 Hist NF EOC Hist NF EOC Hist NF EOC 

March -0.054 0.032 0.015 -0.008 0.000 0.011 -0.007 0.010 0.117 

April -0.072 0.007 0.058 -0.030 0.046 0.025 0.183 0.098 0.042 

May 0.000 -0.020 -0.014 0.045 0.037 0.037 0.205 -0.044 0.013 

June -0.087 0.101 0.124 0.090 -0.008 -0.115 0.215 0.027 0.080 

July 0.128 0.036 0.037 0.060 -0.009 0.058 0.430 0.122 -0.011 

August 0.249 0.003 -0.067 0.069 0.008 0.091 0.281 0.125 0.064 

September 0.278 -0.043 -0.012 0.001 0.000 0.051 0.371 0.055 0.179 

October 0.137 0.025 0.058 0.115 -0.044 0.024 0.132 0.035 0.067 

November 0.011 0.005 0.013 -0.041 -0.028 -0.021 -0.010 -0.016 -0.042 

          

Spring -0.075 0.044 0.060 0.016 0.127 0.150 0.283 0.056 0.019 

Summer 0.106 0.090 0.070 0.114 -0.012 0.056 0.410 0.138 0.083 

Autumn 0.216 -0.004 0.026 0.000 -0.063 0.034 0.324 0.081 0.198 
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The increased warming seen in autumn SATs in the near future and end-of-1 

century periods is coincident with a switch of influence from summer and autumn 2 

sensible heat flux to a combination of latent and ground heat flux during those seasons 3 

(Tables 4.3 and 4.4). Near-future latent heat fluxes in the summer (0.272 nat/ut) and 4 

autumn (0.398 nat/ut) are the predominant drivers of autumn SAT change, though ground 5 

heat flux IF values are comparable albeit slightly lower in magnitude for those seasons 6 

(0.207 and -0.201 nat/ut, respectively). The negative IF value in the autumn ground heat 7 

flux signifies that it acts as a stabilizing driver of autumn SAT rather than making it more 8 

uncertain (Liang 2014). The end-of-century autumn SATs are again driven by summer 9 

and autumn latent and ground heat fluxes. Summer ground heat flux plays a larger role in 10 

autumn SAT change than latent heat flux (0.244 vs. 0.161 nat/ut), though that 11 

relationship is reversed in autumn as the latent heat flux produces larger IF values in the 12 

concurrent season than ground heat flux (0.264 vs. 0.161 nat/ut).  13 

 While the shift in seasonal drivers is clear in the ContDis region, no comparable 14 

transition is found in the SporIso or NonPF regions. Turbulent fluxes are not significant 15 

drivers of autumn SAT in the SporIso region until the near-future period when summer 16 

and autumn latent fluxes have a large influence (0.448 and 0.386 nat/ut, respectively) 17 

before becoming non-significant at the end of the century. Sensible heat flux significantly 18 

influences autumn SATs in all seasons during the historical period as well as in the 19 

summer in the near future and autumn at the end of century in the NonPF region. 20 

Concurrent autumn latent heat flux is also important in the historical period, though that 21 

relationship does not carry through the rest of the period of study.  22 

 23 
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Table 4.3: Ensemble mean information flow factors from latent heat flux to autumn 24 

SAT temperatures across the ContDis, SporIso, and NonPF regions for the 25 

historical, near future, and end-of century time periods. Bolded numbers represent 26 

significance at the 90% CI. IFs less than 0.1 cannot be considered significant. 27 

 28 

 ContDis SporIso NonPF 

 Hist NF EOC Hist NF EOC Hist NF EOC 

March -0.038 -0.026 0.015 -0.020 -0.176 -0.032 0.193 0.036 0.136 

April -0.023 0.157 -0.017 -0.078 0.100 0.032 0.091 0.163 0.017 

May 0.016 -0.044 0.009 -0.024 -0.008 0.006 0.189 0.108 -0.012 

June -0.020 0.245 0.193 -0.161 0.252 -0.014 0.312 0.024 0.006 

July 0.099 0.121 0.019 -0.019 0.284 0.003 -0.122 -0.006 -0.032 

August 0.146 0.112 0.049 -0.011 0.227 0.033 -0.011 -0.013 -0.011 

September 0.001 0.228 0.102 -0.177 0.195 -0.036 0.107 0.047 0.011 

October -0.110 0.133 0.145 -0.010 0.215 -0.036 0.339 0.115 0.001 

November 0.197 0.270 0.165 0.087 0.130 0.097 0.324 0.088 0.044 

          

Spring -0.006 -0.040 0.012 -0.057 -0.033 0.019 0.206 0.197 0.092 

Summer 0.048 0.272 0.161 -0.085 0.448 0.023 0.024 -0.009 -0.027 

Autumn -0.060 0.398 0.264 -0.112 0.386 -0.057 0.484 0.164 0.064 

29 



 

 

Table 4.4: Ensemble mean information flow factors from ground heat flux to 

autumn SAT temperatures across the ContDis, SporIso, and NonPF regions for the 

historical, near future, and end-of century time periods. Bolded numbers represent 

significance at the 90% CI. IFs less than 0.1 cannot be considered significant.  

 

 ContDis SporIso NonPF 

 Hist NF EOC Hist NF EOC Hist NF EOC 

March -0.005 -0.027 0.003 -0.001 -0.031 0.003 0.003 -0.001 0.096 

April 0.020 -0.020 0.014 0.017 -0.010 -0.003 0.120 0.089 -0.005 

May 0.384 0.159 0.111 0.018 0.004 0.103 -0.009 0.006 -0.042 

June -0.073 0.000 0.151 0.055 0.038 -0.030 -0.014 -0.015 0.002 

July 0.276 0.222 0.098 0.058 -0.030 0.066 -0.073 0.033 -0.001 

August 0.111 0.227 0.042 -0.001 -0.013 -0.024 0.037 0.019 0.091 

September 0.018 -0.078 0.178 -0.020 0.056 -0.030 -0.025 0.015 -0.476 

October 0.020 -0.019 0.026 0.047 -0.003 0.048 -0.001 0.002 0.026 

November -0.074 0.021 0.059 -0.028 0.038 0.010 0.001 0.003 0.012 

          

Spring 0.214 0.017 0.095 0.066 -0.043 0.165 0.014 0.086 0.071 

Summer 0.087 0.207 0.244 0.063 -0.017 0.009 0.021 0.029 0.097 

Autumn -0.079 -0.201 0.161 0.069 0.073 0.048 -0.013 0.020 0.017 

 

 The change in partitioning of energy between the turbulent fluxes provides 

insight as to why a temporal evolution in surface drivers on autumn SAT occurs only in 

the ContDis region (Figure 4.2). Sensible heat flux in the NonPF region increases over 

time in all three seasons, with larger increases compared to the ContDis and SporIso 

regions whose time series nearly mirror each other for each season. As the NonPF region 

has the warmest soils, it makes sense that the magnitude of its sensible heat flux is 

greater than either of the permafrost regions, but of note also is a lack of divergence in 
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the evolution between ContDis and SporIso (Figure 4.3a–c). A similar relationship is 

seen in latent heat flux anomalies, especially in the summer and autumn, as the ContDis 

and SporIso trends once again are nearly identical (Figure 4.3d–f). Noticeable 

differences in the distribution of the surface energy budget across permafrost regions 

develop in terms of ground heat flux, however. In the spring, there are large increases in 

ground heat flux in ContDis over the period of record while little change from the mean 

period occurs in the SporIso region and small decreases in the NonPF region. The 

opposite is evident in summer as larger decreases in ground heat flux occur in the 

ContDis region (i.e., more energy transferred to the surface) compared to smaller 

decreases in the SporIso region and increases in the NonPF region. In autumn, SporIso 

and NonPF follow similar patterns while the ground heat flux in the ContDis region 

increases from the historical period through the near future before declining at the end of 

the 21st century (Figure 4.3g–i).  
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Figure 4.3: Monthly time series of sensible (top row), latent (middle row), and 

ground (bottom row) heat flux anomalies (W m-2) for spring (left), summer 

(center), and autumn (right) for the ContDis, SporIso, and NonPF regions over the 

period 1976 – 2100. Anomalies calculated are departures from the 1976 – 2005 

mean 

 

The SporIso and NonPF regions have noticeably different ground thermal 

regimes than the ContDis region, which is undergoing degradation over the entire 20th 
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and 21st century. It therefore follows that the same transitional relationship is not 

observed. This difference is most clearly exhibited in ground heat flux changes between 

the three regions. It furthermore helps confirm the conclusions of Vecellio and 

Frauenfeld (2021) that thermodynamics are playing a larger role in SAT change in the 

ContDis region over the twentieth and twenty-first centuries in these northern permafrost 

zones, in comparison to the more southern zones or regions where there is no 

permafrost. We therefore focus subsequent analyses on the ContDis region only.  

4.3.2. Role of snow and snowmelt 

To clarify the cause for the shift in the surface energy balance’s influence on 

autumn SATs in Eurasia’s permafrost regions, we further investigate other surface or 

atmospheric impacts on the summer and autumn components of the surface energy 

balance. Specifically, monthly mean snow depth water equivalent is examined due to its 

impacts in high latitudes and snow’s seasonally varying role in influencing the surface 

heat budget (Jan and Painter 2020).  

 In the historical period, ContDis snow depth water equivalent decreases in every 

month and each season, with the largest decreases during summer and autumn. The 

largest decrease is in June with a statistically significant trend of -0.045 cm/yr (Figure 

4.4). Seasonally, summers experience the largest decreases with a trend of -0.033 cm/yr, 

followed by autumn with a -0.023 cm/yr trend, both statistically significant. However, 

seasonal differences in snow depth water equivalent begin to emerge in the near future 

with sharp increases in the winter and spring months, dominated by the monthly trends 
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from January – April (Figure 4.4). It should be noted that snow depth water equivalent in 

winter and spring in the near future period experienced large decreases in the SporIso 

and NonPF regions, again showing a divergence in land surface characteristics between 

zones (not shown). The summer and autumn periods are once again characterized by 

statistically significant decreasing amounts of snow in the ContDis region (-0.020 and -

0.010 cm/yr, respectively) with the bulk of the decrease occurring in June (-0.046 

cm/yr). End-of-century February–April increases in snow depth water equivalent are 

again significant, albeit lower than in the near future. Seasonally, there are no trends. 

Conversely, large decreases in snow depth water equivalent occur in May and June 

during the period. The months of July – September are virtually snow-free by the end of 

the century. Late autumn (October and November) snow trends also decrease at the end 

of the century. Overall, the ContDis region is characterized by increased snow from 

January – April in the future while snow decreases the rest of the months throughout the 

year, leading to a shift in the seasonal snow cycle.  
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Figure 4.4: (a) Monthly snow depth water equivalent and (b) its anomalies in the 

ContDis region over the period 1976 – 2100. Anomalies calculated are departures 

from the 1976 – 2005 mean. 

 

 Using IF analysis to specifically establish the cause-and effect of snow depth 

water equivalent on autumn SATs, we find similarities between significant IFs and the 

significant trends in snow depth water equivalent described above over the historical and 

near future periods (Table 4.5). The large decreases in snow in the summer and autumn 

in the historical period correspond to IFs of 0.572 nat/ut for each season. Monthly IF 

values peak in September with a maximum of 0.623 nat/ut, though IFs are significant 

from June through November. There is a shift in the seasonal timing of significant snow 

to autumn SAT IF values in the near future period, as snow in the months of January – 

July is a dominant influence on autumn SATs. May snow does not significantly 
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influence autumn SAT, which corresponds to the transition between significantly 

increasing (months before May) and decreasing snow depth water equivalent (months 

after May) in the near future (Figure 4.4). While all seasons have IF values over 0.1 

nat/ut, only winter (0.249 nat/ut) and summer (0.186 nat/ut) are significant. Increases in 

winter and spring snow depth water equivalent begin to level off and are no longer 

statistically significant in the end-of-century period, though the anomalies remain well 

above their 1976 – 2005 mean (Figure 4.4b). Continued late-season decreases in snow 

(Figure 4.4) lead to only November being a significant driver (0.247 nat/ut), with both 

summer and autumn seasonal values 0.116 and 0.202 nat/ut, respectively, but 

insignificant. 
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Table 4.5: Ensemble mean IFs for average snow depth water equivalent to autumn 

SAT for the ContDis region in the historical, near future, and end-of century time 

periods. Bolded numbers represent significance at the 90% CI. 

 

 Historical Near Future End of Century 

December 0.146 0.082 0.084 

January 0.022 0.223 0.003 

February -0.041 0.321 0.055 

March -0.038 0.273 0.074 

April -0.037 0.242 -0.002 

May 0.123 0.006 0.029 

June 0.497 0.144 0.118 

July 0.500 0.247 -0.014 

August 0.550 0.078 0.052 

September 0.623 0.079 -0.068 

October 0.566 0.117 0.009 

November 0.443 0.053 0.247 

    

Winter 0.021 0.249 0.002 

Spring -0.009 0.128 0.001 

Summer 0.572 0.186 0.116 

Autumn 0.572 0.115 0.202 

 

 As snowmelt infiltrates the soil column, it can modify the soil thermal regime by 

transporting heat downward, and by increasing soil moisture in the upper layers for 
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increased thermal conductivity into the soil and potential subsequent evaporation. To 

verify this mechanism, we calculate soil moisture trends and find differences in the 

upper soil column as time progresses (Figure 4.5). In May, soil moisture in the layers 

closest to the surface (0.1 – 0.4 m) consistently increases throughout the entire period of 

record, though the magnitudes of those trends decrease as soil depth increases. The 

autumn months of October and November also exhibit soil moisture increases at the 

surface levels, though not until the near-future period. The summer months of July and 

August stand out with largest decreases in soil moisture in the upper layers. At 0.8 m, 

soil moisture increases only in May and June, while values are below their 1976 – 2005 

mean in all other months. At 1.6 m, the largest increases occur in June, while May and, 

to an extent through the mid-21st century, July soil moisture values again are above their 

historical mean value. However, the early spring and autumn months see decreases 

which accelerate after 2050. At 3.2 m, soil moisture increases in all months, leveling off 

by the end of the 21st century. Overall, substantial soil moisture increases occur in the 

months following snowmelt, delayed from May to June deeper in the soil column. These 

increases correspond to the increases also evident in the amount of snow in the region in 

the near future and end-of-century periods. Also noteworthy are the increases in near-

surface soil moisture in the later autumn months of October and November over time. As 

snow trends are decreasing in those months, there may be more rainfall over high-

latitude terrestrial Eurasia increasing soil moisture in the active layer, which remains 

unfrozen longer into the cold season. The increased soil moisture may contribute to a 
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positive feedback whereby the soil stays warmer relative to drier autumn soils in the 

past.  

 

Figure 4.5: Monthly soil moisture anomaly time series (in m3/m3) for six soil levels 

in the ContDis region over 1976 – 2100. Anomalies calculated are departures from 

the 1976 – 2005 mean. 

 

4.4. Constructing a thermodynamic narrative 

The results of this study show that the increasing influence of thermodynamic 

changes at the land surface associated with permafrost degradation in Eurasia, especially 

in regions of continuous and discontinuous permafrost, are closely linked to changes in 
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seasonal snow cover. Large changes in permafrost characteristics in these regions 

compared to regions of less permafrost have already been documented in the Russian 

Arctic drainage basin (Wang et al. 2021). Changes in snow subsequently contribute to a 

surface energy budget switch in the driving factors of autumn SATs, transitioning from a 

predominately sensible heat regime during the historical period, when snow totals 

decreased throughout the year, to a regime driven by a changing latent and ground heat 

flux, tied to winter and spring increases in snow.  

 The increase in snow depth and its water equivalent in winter and spring over 

continuous and discontinuous permafrost in the 21st century results in altered moisture 

pathways for energy transport and exchange in and out of the soil throughout the year. 

Increased snow in winter and spring allows for increased insulation of the soil late into 

spring, with less heat flux to the atmosphere. This causes increased (or less decreased) 

spring ground heat flux which allows soils to stay warmer. The relationship between 

snow and permafrost warming has been well established in the past (Goodrich 1982; 

Stieglitz et al. 2003). While not a direct comparison, the simulations by Jan and Painter 

(2020) indicate more gradual or later-season snowfall could actually cool permafrost 

soils, confirming previous conclusions (Goodrich 1982; Zhang 2005). The results 

presented here contest our general understanding of the impact of the timing of seasonal 

snow cover on the ground thermal regime. The impacts of climate change and a 

lengthening warm season on increasingly warmer soils may decrease the importance of 
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the timing of snow cover on ground temperatures and should be investigated more 

thoroughly.  

 Snowmelt, starting around May/June in the near future period, also has an impact 

on the ground thermal regime. The increase in summertime moisture in the northern 

high-latitudes is also expected to lead to convective available potential energy (Chen et 

al. 2021b) and precipitation increases (Ford and Frauenfeld, 2016) which can become a 

positive feedback to increasing soil moisture, latent heat, and impacts on air temperature 

later into autumn. This multi-step process may explain how increased latent heat used 

for evaporation at the surface could have a warming effect instead of a cooling effect. 

Substantial future summer (June, July, and August) increases in convective precipitation 

are still evident in September. (Figure 4.6). This also supports our results showing 

increased near-surface soil moisture during the autumn, specifically October and 

November even though snowfall is decreasing during those months (Figure 4.4a). 

Localized deep convection replenishes evaporated moisture with rainfall which has been 

shown to transfer its sensible heat into the soil and aid in continued warming via 

subsurface convective heat flow (Kollet et al. 2009; Mekonnen et al. 2021).  
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Figure 4.6: (a) Monthly convective precipitation and (b) its anomalies in the 

ContDis region over the period 1976 – 2100. Anomalies calculated are departures 

from the 1976 – 2005 mean. 

 

While ground heat flux in the ContDis region remains positive during the 

summer throughout the period of study, its departure from the historical average 

becomes more negative as time goes on (Figure 4.3h) with smaller effects at the end of 

the century as well (Figure 4.3i). We can attribute that to the increase in latent heat flux 

and how soil continues to gain heat and increase surface temperature when conductive 

heat flux into the soil is decreased. Increased snowmelt still causes soil heat gain through 

the thermal conductivity of soil moisture, transported to deeper layers as the meltwater 

infiltrates the column, even as energy is used in evaporation and subsequent convective 
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precipitation as described above. Kane et al. (2001) noted the importance of snowmelt 

infiltration as a means of non-conductive heat transfer in frozen soils. Mekonnen et al. 

(2021) modeled the impact of heat from precipitation and general soil water conductivity 

to verify that hydrothermal effects can provide similar magnitude impacts on permafrost 

degradation as air temperature. Increased soil moisture from snowmelt and increased 

summer as well as autumn rainfall causes increased soil heat content and provides 

subsequent energy to increase air temperatures in the extended warm season. Again, the 

effect is shown to be more largely apparent in the ContDis region in comparison to the 

SporIso and NonPF regions discussed earlier through increased emitted longwave 

radiation (Figure 4.7). Longwave radiative influences on surface temperatures in the 

high latitudes have been thoroughly documented in the context of Arctic Ocean sea ice 

decline (Pithan and Mauritsen 2014). A more thorough study of implications of changing 

radiative drivers and feedbacks over Arctic terrestrial areas would be a pertinent avenue 

for future work. 
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Figure 4.7: Emitted longwave radiation anomalies over the ContDis, SporIso, and 

NonPF regions for the period 1976 – 2100. Anomalies calculated are departures 

from the 1976 – 2005 mean. 

 

4.5. Conclusions 

We used information flow (Liang 2014; Liang 2016; Liang 2018), or information 

transfer, based on the concepts of Granger causality, to establish the cause and effect of 

land surface drivers of autumn SAT temperature increases over regions underlain by 

permafrost, previously shown to be thermodynamically induced (Vecellio and 

Frauenfeld 2021). Here, we document a change in the partitioning of turbulent heat 

fluxes on autumn SATs after the historical period, when summer and autumn sensible 

heat fluxes were the dominant drivers of autumn SAT change. In the near-future and 

end-of-century periods, latent and ground heat fluxes will be the dominant drivers of 

autumn SAT. This corresponds to the increase in thermodynamic influence on autumn 

SATs found in Vecellio and Frauenfeld (2021). Changes in latent and ground heat fluxes 
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may thus be larger controlling factors of land-atmosphere coupling than sensible heat 

flux. This is predicated upon a changing seasonal snow cycle in the future, with winter 

and spring increases projected to occur in continuous and discontinuous permafrost 

areas. Subsequent soil warming and resulting local subsurface moisture modifications 

due to both increased convective precipitation and infiltration will play a role through 

the end of the century. This leads to further questions of how land-atmosphere 

interactions may shape the future weather and climate of the high latitudes in Eurasia, as 

soils warm and more energy is transferred between soil and atmosphere. The region was 

previously shown to be a future hotspot for land-atmosphere interactions, similar to the 

central Great Plains of the United States or the Sahel. Future research might consider 

how increased feedbacks will affect local-scale convection or larger-scale synoptic 

circulation in climate scenarios over these large areas of thawing permafrost, based on 

the documented relationships in the current surface-atmosphere hotspots. 
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5. CONCLUSIONS 

This dissertation provided the first study to examine the geophysical impact of 

permafrost degradation on the near-surface climate. First, I confirmed that degrading 

permafrost would have an impact on surface-atmosphere energy exchanges using 

idealized WRF simulations. Based on these results, I used the CESM-LE to determine 

the specific impact of permafrost degradation on SATs over different permafrost zones 

in Eurasia over historical and future time periods. Once determining that surface-based 

influence (i.e., permafrost-related) on SATs was seasonally dependent, I examined the 

specific land-surface and sub-surface drivers of the thermodynamic influence on SATs 

over permafrost in the fall over Eurasia. Altogether, this dissertation finds that the 

geophysical impacts on permafrost degradation influence the local climate system, not 

only at the near surface, but in the upper atmosphere as well. These results show that 

energy exchanges between the surface and atmosphere in permafrost regions must be 

considered in addition to the exchange of terrestrially stored greenhouse gases (i.e., CO2 

and CH4) which has been the focus of most climate-related permafrost degradation 

studies over the last decade. 

5.1. Permafrost regime impact on land-atmosphere interactions 

Four idealized WRF experiments were conducted to investigate the impact of 

differing ground thermal regimes on the surface energy budget, boundary layer, and 

synoptic circulation patterns given both active and quiescent weather conditions. Larger 

sensible heat fluxes were generally found over discontinuous permafrost in comparison 

to continuous permafrost while latent heat fluxes generally had the opposite relationship, 
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though, increased turbulence due to wind and presence of precipitation made differences 

in the active experiment less drastic. Increased moisture flux into the near surface 

atmosphere over continuous permafrost soils inundated with snowmelt and/or 

precipitation lowers lifting condensation levels below boundary layer heights, allowing 

for formation of low clouds and increasing the likelihood for precipitation, even when 

there is no large synoptic forcing present. This highlights the importance of wet soil 

regimes on local climates and how permafrost degradation could alter those local 

climates. Surface changes also altered atmospheric circulation patterns in the 

synoptically active case. The surface low in the discontinuous run was ~3 hPa lower than 

in the continuous run while minimum heights at 500 hPa in the continuous run was ~4 

dam lesser, centered further south by ~3° of latitude, and exhibited a wider swath of 

stronger winds associated with it as compared to its discontinuous counterpart. While 

only run in an idealized state for 72 hours, these model runs provided a proof of concept 

that changing ground conditions do have a geophysical influence throughout the 

atmosphere. Over time, this influence could induce larger scale climatic changes. 

5.2. Influence of permafrost degradation on regional surface air temperature 

The degradation on permafrost, specifically within the Eurasian domain, does 

exhibit an influence on SAT changes through modification of the surface energy budget. 

Chapter 3 showed that the influence of the surface on SATs will become stronger in the 

future as the climate continues to warm and permafrost thaws at a faster rate. However, 

when examining the lengthening shoulder seasons, the thermodynamic, ground-based 

influence on SAT is only present in the fall. Spring warming increases are more variable 
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and tied to synoptic circulation features. Ground control on SATs was primarily focused 

in the continuous permafrost zone and, to a lesser but still significant extent, the 

discontinuous permafrost zone.  

In discretizing the surface and sub-surface drivers of the thermodynamically 

driven SAT increase over continuous and discontinuous permafrost, a transition in the 

importance of turbulent fluxes on surface air temperature over time was found in 

Chapter 4. In the historical period, fall SATs were driven by summer and fall sensible 

heat flux. However, in the twenty-first century, summer and fall latent and ground heat 

fluxes became the primary influence on fall SAT. Increases in winter and spring snow 

water equivalent in the future and subsequent increases in late spring and summer soil 

moisture are the impetus for this transition and larger influence. No other permafrost 

zone (or non-permafrost region) experiences this future increase in snow. This lagged 

yet carried over seasonal effect seems to be the representative factor controlling the 

thermodynamic influence found in the continuous and discontinuous permafrost zones. 

Prolonged snow cover keeps soils warmer in spring and increased meltwater infiltration 

allows for increased heat transfer into the soil due to higher heat conductivity. The 

melting of ground ice likely also plays a role. Increased soil moisture also allows for 

increased evaporation and latent heat release into the near surface atmosphere 

throughout summer and fall. A longer snow-free fall aide in this process as well. 

5.3. Overall contribution and future work 

This dissertation provides a novel study of the geophysical impacts of permafrost 

degradation on the climate system. Previous literature has focused on the impact of 
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carbon release from frozen soils on future surface air temperature change (Schuur et al., 

2015, MacDougall et al., 2012, Schaefer et al., 2014). This study used both numerical 

weather prediction and coupled earth system models to confirm and quantify this 

geophysical, thermodynamic forcing on the local, mesoscale, and synoptic-scale climate. 

The exchange of heat and moisture via turbulent fluxes is essential in the understanding 

of how the climate over transitioning permafrost regions has and will continue to evolve 

in the future. The knowledge produced in this dissertation provides a proof of concept to 

build upon for future studies investigating the changing surface-atmosphere interactions 

in permafrost regions as we progress through the twenty-first century.  

 Increased surface and atmospheric observations, especially over the large, 

isolated regions of Siberia, will be needed to confirm the results of the simulations used 

in this study. Near surface measurements of turbulent fluxes and surface air temperature 

will be important to correlate with the already extensive soil temperature observation 

network to verify the impact of permafrost degradation on surface-atmosphere energy 

exchange. Additionally, boundary layer and upper-air measurements, which are far 

sparser within the region, should be increased to determine the mesoscale and synoptic 

implications of the evolving climatic relationship. Recent studies have shown increases 

in observed lightning strikes in the Arctic (Holzworth et al., 2021) with expected 

increases in CAPE and convective precipitation over Arctic terrestrial regions to 

continue in the future (Chen et al., 2021). With the results of Chapter 2 showing how 

shifting ground thermal regimes can modify heat and moisture transfer into the near-

surface atmosphere and subsequent height parameters associated with convective uplift, 
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finding a quantifiable and observable link between ground conditions and atmospheric 

convection would help to confirm the thermodynamic influence this dissertation has 

ascertained.  

 In the same vein, this research provides reason to re-examine the nature of Arctic 

and mid-latitude connections. The linkages between Arctic warming, specifically over 

the Arctic Ocean, and weather extremes in the mid-latitudes was first proposed by 

Francis and Vavrus (2012) where they provided evidence for a slowing of eastward 

propagation of Rossby waves due to the warming of the high latitudes. While focusing 

on sea ice, they did note that warming and drying of terrestrial lands in the Arctic also 

might have effects on the poleward temperature and 500 hPa height gradient driving this 

linkage during the summer. However, by critiquing and modifying the Francis and 

Vavrus (2012) methodology, Barnes (2013) found that wave phase speeds and 

elongation of 500 hPa heights did not present the significant trends the original 

hypothesis and subsequent evidence were founded upon. A back-and-forth has played 

out in the literature over the past decade, though evidence confirming the Arctic and 

mid-latitude link has become less convincing with more observational data (Blackport 

and Screen, 2020, Riboldi et al., 2020).  

 Shepherd (2014) notes the importance of thermodynamics on the externally 

forced changes in surface air temperature as well as how it works in tandem with large-

scale dynamics on changes in precipitation. The recent abrupt warming over central 

Eurasia (Blackport and Screen, 2020) and projected thermodynamically induced 

warming via permafrost degradation over the region that acts at the terrestrial bridge 
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between the Arctic Ocean and mid-latitudes could be a primary factor in the slowing 

down of this linkage. Future work should examine the sensitivity of the connection 

between the Arctic and mid-latitudes to terrestrial warming and increased land-

atmosphere interactions, specifically over the Eurasian landmass. 

 Lastly, this dissertation did not consider the biophysical impacts that would 

accompany new vegetation growth in northern regions that will have the capacity to 

harbor plant life in the future. Historical observations have shown a greening of 

Northern Hemisphere permafrost regions correlated with deeper active layers and higher 

soil temperatures (Peng et al., 2020). Vegetation encroachment is accompanied by 

changes to surface albedo, hydrology, and turbulent fluxes, all of which can also have 

impacts on land-atmosphere interactions. Studies have long suggested a relationship 

between vegetation boundaries and the position of the Arctic frontal zone which plays a 

substantial role in high-latitude climate (Krebs and Barry, 1970, Liess et al., 2012, 

Snyder and Liess, 2014). Again, sensitivity studies exploring the impact of thawed 

ground versus the impact of vegetation sprouting from that newly thawed ground would 

continue to enhance the knowledge of surface-based influence on the climate system in 

transitioning permafrost zones. 
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