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ABSTRACT 

 

Most incidents in complex systems such as process plants follow incubation 

periods where weak signals exist for a long time. It is necessary to identify and resolve 

weak signals to prevent incidents proactively. Since “weak signal” was not precisely 

defined, the study first proposed its definition. Weak signals were defined as performance 

variabilities of functions whose interactions combine clues or signs giving rise to early 

prediction of a future incident. However, identifying weak signals based on individuals’ 

knowledge tends to be intellectually unmanageable due to complex function interactions 

and noise within the abundance of data in plants.  

To recognize weak signals by their interaction effects, it is a prerequisite to 

systematically understand function interactions that lead to emerging hazards. The study 

developed a novel framework for process plants. The framework started from simulating 

function interactions in process plants through the integration of a human performance 

model, an equipment performance model and a chemical first-principal model based on 

Functional Resonance Analysis Method (FRAM). It was followed by a data-driven 

approach to quantify function couplings and identify the interactions leading to emerging 

hazards based on lift confidence intervals of association rules. The case study of a batch 

process showed the identified interactions could be graphically represented in FRAM with 

quantified function couplings, guiding people to understand how emerging hazards occur 

and take preventive measures. 
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Given abundance of data, challenges exist from selecting appropriate information 

for observing weak signals, evaluating their relevance, to responding. Therefore, the study 

developed a data-driven framework which involves FRAM and machine learning 

techniques to address the challenges. The case study of the same batch process showed 

great potentials for applying the framework in real operations. Given information of the 

potential weak signals that were extracted based on FRAM, probabilities of a selected 

hazard were predicted with high accuracy by Random Forest (RF) to indicate relevance of 

underlying weak signals. For interpretability, a Decision Tree (DT) that approximated the 

RF was developed with high fidelity, unfolding weak signals and corresponding corrective 

actions. 
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CHAPTER I     

INTRODUCTION  

 

1.1 Background and Motivation 

Process safety management (PSM) programs have been implemented over years 

since OSHA developed the PSM standard in 1992 (OSHA, 1992), however incidents still 

occur in process industries such as chemical plants and refineries (Halim & Mannan, 2018; 

Kannan et al., 2016). Today, the fast pace of technological changes brings new hazards 

and increases the complexity and coupling of processes. Therefore, the processes should 

be considered as socio-technical systems rather than solely technical systems, since the 

operations need to be supported by the interactions among technological, human, and 

organizational factors (Leveson, 2004; Perrow, 1999; Rasmussen, 1997). The higher 

complexity arises because of the interactions among different components, which may 

follow simple cause and effect relationships in a small group and aggregate into nonlinear 

and circular relationships leading to emerging failures (Cameron et al., 2017). It is 

important to ask how we can further prevent incidents and to do that we need to understand 

incident mechanism more distinctly.   

 

 Part of this chapter is reprinted with permissions from “Development of a FRAM-based 

framework to identify hazards in a complex system” by Mengxi Yu, Noor Quddus, Costas Kravaris, M. Sam 

Mannan, 2020. Journal of Loss Prevention in the Process Industries, 63, Pages 103994, Copyright 2019 by 

Elsevier Ltd. and from “A data-driven approach of quantifying function couplings and identifying paths 

towards emerging hazards in complex systems” by Mengxi Yu, Madhav Erraguntla, Noor Quddus, Costas 

Kravaris, 2021. Process Safety and Environmental Protection, 150, 2021, Pages 464-477, Copyright 2021 

Institution of Chemical Engineers. Published by Elsevier B.V. 
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Although randomness may play a role, incidents are often not chance-events that 

suddenly occur out of nowhere. Incidents follow incubation periods when chains of 

discrepant events develop and accumulate without notices (Turner & Pidgeon, 1997). If 

early warnings or weak signals are recognized and managed in time, the incidents can be 

prevented (Øien et al., 2011). The disastrous vapor cloud explosion at BP Texas City in 

2005 was a tragic example that resulted from ignorance of weak signals (Hopkins, 2008; 

Le Coze, 2008). The investigation of the incident showed multiple weak signals existed 

in the plant before the incident occurred (Hopkins, 2008). The sight glass for verifying the 

tower level was not functional for years, and the malfunction of the level transmitter was 

identified before the start-up. With these failures, the overfill of the raffinate splitter 

distillation tower could not be noticed easily. Additionally, other weak signals such as 

overtime shifts, insufficient supervision and staffing made the severity even worse and the 

hydrocarbon overfill was not recognized until the pressure raised. However, all these weak 

signals had existed at the plant before the incident but were not recognized and resolved. 

On the other hand, Pasman (2020) recently gave a series of examples in which signals 

were recognized on the work floor but leadership/management did not act upon them. In 

order to prevent incidents, weak signals need to be recognized proactively and resolved as 

early as possible (Drupsteen & Wybo, 2015).  

To recognize weak signals for proactive incident preventions, it is important to 

understand the definition and characteristics of weak signals. The concept of weak signals 

was proposed by Ansoff & McDonnell for strategic planning and management, and weak 

signals were defined as “imprecise early indications about impending, impactful events” 
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(Ansoff & McDonnell, 1990). Based on the definition, researchers emphasized that weak 

signals have crucial meanings for the future and provide a threat or opportunity for a 

business, but they are not mature at the time when they appear (Coffman, 1997; 

Holopainen & Toivonen, 2012). The concept was applied in multiple domains for 

anticipating the future, such as technology foresight (Tabatabaei, 2011), defense (Koivisto 

et al., 2016), and natural disasters (Shelly et al., 2007). In domain of safety, “Weak signal” 

is not a common terminology and is not distinguished with other terminologies such as 

precursors and leading indicators. Therefore, the study was aimed to thoroughly 

understand weak signals in the domain of safety and provide solutions to address 

challenges of recognizing weak signals. 

 

1.2 Dissertation Organization 

The dissertation includes six chapters: 

Chapter I introduces the background, motivation, and organization of this 

dissertation. 

Chapter II contains the literature review and summarizes understandings of weak 

signals in the domain of safety. The literature review shows weak signals have not been 

defined precisely and formally, therefore the definition of “weak signal” is proposed and 

presented in the chapter. Lastly, the chapter summarizes the challenges of identifying 

weak signals and proposes research questions of this study to overcome the challenges. 

Chapter III presents a novel framework to model function interactions in process 

plants. The framework integrates a chemical first-principle model, an equipment 
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performance model and a human performance model based on the system-based 

technique, i.e., Functional Resonance Analysis Method (FRAM) to develop a hybrid 

simulator for simulating possible function interactions. The chapter starts with the 

introduction of FRAM, summarizes the literature review of the models, and presents the 

methodology to develop the hybrid simulator. The application of the framework to a 

hypothetical batch polymerization process is presented in the chapter as a case study. 

Lastly, since the hybrid simulator is utilized as a data generator for the rest of this study 

in Chapters IV and V, the process of the data generation and the data description is also 

provided. 

Chapter IV focuses on developing a data-driven approach to identify function 

interactions that lead to emerging hazards. First, function couplings are quantified based 

on the lift of association rules. Lift confidence intervals are derived from the bootstrap and 

provide information about uncertainties. The interactions leading to emerging hazards are 

identified by merging association rules. Lastly, the interactions are graphically represented 

in FRAM with quantified couplings, guiding people to understand how emerging hazards 

occur and take preventive measures. 

Chapter V presents the developed framework that addresses the challenges from 

identifying weak signals to responding. FRAM is utilized to determine the information to 

be collected for observing weak signals, and machine learning techniques, i.e. Random 

Forest (RF) and Decision Tree (DT) classification models, are developed to evaluate the 

relevance of underlying weak signals, unfold weak signals and corresponding corrective 

actions. 
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Chapter VI summarizes the conclusions of this study and discusses directions for 

future work. 
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CHAPTER II  

WEAK SIGNALS  

 

2.1 Literature Review 

In the domain of safety, Vaughan (1997) defined weak signals as ambiguous 

information not showing clear threats to safety in the study of the Challenger Shuttle Space 

incident. The definition was expanded later; a weak signal was defined as “an anomaly 

that at the time has no clear and direct connection to a potential danger, or an anomaly that 

only occurs once and does not seem likely to occur again” (Vaughan, 2002). The weak 

signals were referred to anomalies at technical levels, such as past in-flight anomalies on 

the Solid Rocket Boosters which warned the flawed design, and the unprecedented cold 

temperature on the day of launching the Challenger which degraded the resilience of the 

O-ring (Vaughan, 2002, 2004). The weak signals were not perceived as a threat or 

managed properly before the incident. Similarly, Weick et al. (1999) defined weak signals 

as anomalies that are observed during operations, only referring to technical issues. Instead 

of only treating weak signals as technical issues, Guillaume (2011) pointed out weak 

signals could be re-occurring technical failures or deficiencies at upper management 

levels, such as work collaboration and risk perception. Guillaume (2011) defined weak 

 

 Part of this chapter is reprinted with permission from “Development of a FRAM-based framework 

to identify hazards in a complex system” by Mengxi Yu, Noor Quddus, Costas Kravaris, M. Sam Mannan, 

2020. Journal of Loss Prevention in the Process Industries, 63, Pages 103994, Copyright 2019 by Elsevier 

Ltd. and from “A data-driven approach of quantifying function couplings and identifying paths towards 

emerging hazards in complex systems” by Mengxi Yu, Madhav Erraguntla, Noor Quddus, Costas Kravaris, 

2021. Process Safety and Environmental Protection, 150, 2021, Pages 464-477, Copyright 2021 Institution 

of Chemical Engineers. Published by Elsevier B.V. 
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signals as the information that can anticipate events but are ambiguous for interpretations. 

Additionally, Hollnagel (2004) proposed a definition of weak signals and revealed insights 

into why weak signals are ambiguous. Within a complex system, multiple functions are 

involved ranging from technological functions, human functions, to organization 

functions. Each function has its own performance variabilities. A weak signal is 

ambiguous since it does not cause detectable effects until it combines with noise and its 

constitution to a hazard is only amplified by the combination (Hollnagel, 2004).  

“Weak signal” is not common terminology in the domain of safety. Besides the 

definitions mentioned above, there are multiple terminologies resembling a similar spirit, 

such as precursors, early warning signals/signs and leading indicators. The terminologies 

bring more confusions to understand what weak signals are. For example, precursors have 

various definitions (Carroll, 2004; Körvers, 2004; Kunreuther et al., 2004; Saleh et al., 

2013), and one of them saying precursors are “re-occurring deviations in operational 

process” (Körvers, 2004), which is the same as the technical weak signals that were 

defined by Guillaume (2011). “Early warning signal” is treated as an interchangeable 

terminology of “weak signal”, which is an early warning of a precursor (Luyk, 2011). 

Additionally, a leading indicator is another form of an early warning to evaluate overall 

safety or risk in a system, as it is a symptom of a deficiency in the safety management 

system, e.g., lack of training of new employees, that in due time could contribute to 

accident. However, it is not interchangeable with a weak signal (Øien et al., 2011), but 

monitoring indicators over time can be used as a trend measure of safety culture and 

organizational health. To utilize leading indicators directly as signals for incident 
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prediction is not feasible, since the correlation between most leading indicators and event 

realization is unknown, vague and unpredictable (Körvers, 2004; Luyk, 2011; Øien et al., 

2011). Instead, the number of weak signals noticed could be a leading indicator of an 

organization (Øien et al., 2011). 

Even though weak signals were defined differently, the characteristics of weak 

signals that were addressed in literature are consistent. First, weak signals emerge a long 

time before incidents and exist as early indications of potential risks of impactful events. 

They can be too early to be precise, but they provide more opportunities to respond 

(Guillaume, 2011; Luyk, 2011). Second, it is difficult to recognize weak signals since they 

cannot be interpreted in isolation. A weak signal seems irrelevant and uncertain to defeat 

a safety system, while its impact becomes noticeable when it combines with other signals 

(Brizon & Wybo, 2009; Hollnagel, 2004; Luyk, 2011). Besides, noise brings challenges 

to connect multiple weak signals. The weak signals only can be interpreted by appropriate 

filtering and processing (Brizon & Wybo, 2009; Guillaume, 2011).  

 

2.2 Proposed Definition of Weak Signals 

Since weak signals have not been defined precisely in the domain of safety, a 

formal definition of weak signals needs to be proposed. Among the existing definitions 

that were mentioned in the previous section, the definition proposed by Hollnagel (2004) 

provided the most clarity through emphasizing multiple sources of weak signals and 

indicating that a weak signal alone could not cause impactful events. However, Hollnagel 

(2004) defined a weak signal and noise as relative terms depending on focuses and stated 
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detectable hazard was caused by the interaction between a weak signal and its noise. 

According to the Cambridge dictionary, a signal is something that “gives a message or a 

warning”. It is more sensible by treating anything representing a sign of a hazard as a 

signal, instead of noise. In view of the definition by Hollnagel (2004) and the 

understandings of weak signals in other literature, this study proposed new definitions of 

weak signals and noise: 

– Weak signals are performance variabilities of technological, organizational, or 

human functions whose interactions combine clues or signs giving rise to early 

prediction of a future unexpected event/incident. 

– Noise is performance variabilities of the functions, which have no or negligible 

impacts on a future event and do not provide information about the future 

event.  

Compared to the definition by Hollnagel (2004), the proposed definition 

differentiates signals and noise depending on whether they contribute to predicting future 

events. Additionally, the definition of weak signals addresses three aspects. First, weak 

signals are not restricted to be at technological level, and it can be performance 

variabilities of human or organization functions. Second, weak signals exist as 

combinations. An individual weak signal does not cause noticeable impacts until it 

interacts with others. Otherwise, it should be treated as a strong signal. Lastly, weak 

signals are early predictors. Even though “early” is a characteristic that has been well 

recognized in existing literature, the scope of weak signals in terms of how early is early 

was rarely clarified. Only Luyk (2011) explicitly defined weak signals needed to be early 
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enough to predict incident precursors, which were precisely defined as “a chain of adverse 

events flowing an initiating off-nominal event and that can lead to an accident” (Saleh et 

al., 2013). According to the concepts of weak signals and precursors, the study further 

defined the characteristic “early” of weak signals precisely. Since precursors are adverse 

events leading to an incident, in order to be early enough to indicate the precursors, weak 

signals are restricted to be conditions that can warn for adverse events. For example, relief 

valve that fails is a precursor event, but unqualified maintenance of the relief valve is a 

condition which can be a weak signal of the failure. 

 

2.3 Challenges of Identifying and Responding to Weak Signals  

2.3.1 Complex Interactions 

The first challenge of identifying and responding to weak signals is related to the 

characteristic that weak signals exist as combinations. Due to complex interactions 

between functions in a socio-technical system, recognizing weak signals based on 

individuals’ knowledge about how they interact can be intellectually unmanageable. 

Therefore, systematic modeling of function interactions that lead to a hazardous scenario 

is a prerequisite. 

To address interactions among a complex system, system-based incident analysis 

techniques such as accident causation model (Accimap) (Rasmussen, 1997), Systems 

Theoretic Accident Modeling and Processes (STAMP) (Leveson, 2011) were developed 

to investigate the emergent failures. A few of them were further extended for proactive 

hazard identifications and eventually overcame some limitations of the conventional 
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hazard identification techniques. Based on the original accident model Accimap, 

Rasmussen et al. developed a proactive strategy for risk management using “generic 

Accimaps” to understand the interactions leading to different critical events (Rasmussen, 

1997; Rasmussen & Suedung, 2000). Another system-based hazard identification 

technique, Systems Theoretic Process Analysis (STPA), was developed by Leveson based 

on STAMP (Cameron et al., 2017; Leveson, 2011). With STPA, hazards and the 

corresponding interactions among the hierarchy levels can be identified. Instead of 

modeling interactions based on a hierarchical structure, Functional Resonance Accident 

Model (FRAM) models interactions by decomposing a complex system into functions 

(Hollnagel, 2017; Patriarca et al., 2020). FRAM is widely used to describe complex 

systems with three categories of functions, i.e., technological, organization, and human 

functions. The rationale behind FRAM is that each function in the system has its 

performance variabilities, and the emerging effect of the performance variabilities can lead 

to a resonance phenomenon, which may cause negative impacts on the system. FRAM has 

flexibilities to model and describe an event that has occurred or an event that may occur 

in the future.  However, these techniques have low degree of automation to describe how 

the interactions in a system lead to hazards, and lack of quantification to describe 

performances of components in a system and how their interactions impact the system 

behavior. Among the system-based techniques, FRAM stands out with evolutions over 

time to improve its automated and quantitative features. Thus, FRAM and its limitations 

are reviewed and presented in subchapter 2.3.1.1. The evolutions of FRAM to address the 

limitations are presented in subchapter 2.3.1.2. 
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2.3.1.1 FRAM and Its Limitations 

Behaviors of a complex system are emerging outcomes that are resulted from the 

aggregated performance of individual functions, and usually cannot be explained by 

simple causal-effect logic. These functions (either technological or organization or 

human) have their performance variabilities, which means they can adjust their behaviors 

to reach a specific objective of the system. The interactions of their performance 

variabilities could cause unexpected events in the system. Steps to identify the functional 

resonance through FRAM has been detailed out by Hollnagel (2017) thus they are briefly 

described as follows, along with the associated limitations: 

Step 1 Identify and describe functions: At this step, all involved functions are 

identified and the system is decomposed into the functions. Each function is represented 

by a hexagon and has six aspects describing the functions (i.e. Input, Precondition, 

Resource, Time, Control, and Output). The interactions among the functions are 

represented by linking the aspects among different functions. With the function 

decomposition method, functions and their associated interactions can be identified step-

by-step in a complex system. As the example of FRAM shown in Figure II-1, the system 

involves five functions. A connection between two functions shows their interaction, 

which is called “upstream-downstream coupling” in FRAM. For example, Function 1 

controls the performance of Function 2. Those functions in shades and with output aspects 

only are called background functions. These functions define the boundary of the system.  
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Figure II-1 An example of FRAM.  

 

 

Step 2 Identification of performance variabilities: Performance variabilities of 

every single function are identified and described by time and precision of the function 

output. Variabilities in terms of both time and precision are described by rough linguistic 

levels for qualitative understanding. For example, the time variability can be described as 

“too early” and the variabilities of the precision can be “precise”.  FRAM does have an 

elaborate method to characterize the variabilities by more aspects, but the aspects are still 

described by linguistic levels. There has not been any limitation of using the qualitative 

way to define performance variabilities so far, but it brings the challenges to the next step. 

Step 3 Aggregation of performance variabilities: Output performance variabilities 

of upstream functions can serve as any aspect except the outcomes of the downstream 

functions. They can either damp, increase, or not impact the outcome performance 
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variabilities of the downstream functions. The limitation of qualitatively defining 

performance variables in the previous step makes the understanding of the aggregated 

effects challenging when a downstream function is affected by multiple upstream 

functions thus requires the quantifications of the damping or amplifying effects from its 

upstream functions. 

Step 4 Consequence and analysis: After performance variabilities are aggregated, 

emerging hazards and their corresponding uncontrollable performance variabilities can be 

identified. The measures to eliminate or mitigate the hazards can be carried out 

accordingly. 

In summary, three main limitations of FRAM are 1) lack of quantitative way to 

describe performance variabilities and function couplings, 2) each instantiation of FRAM 

only can represent an individual scenario, 3) the identification of interactions leading to 

the hazards highly depends on expert judgements and the completeness cannot be 

guaranteed (Frost & Mo, 2014). 

2.3.1.2 Evolutions of FRAM 

To address the first limitation regarding lack of quantitation, Rosa et al. (2015, 

2017) assigned weight factors based on questionnaires to identify the upstream function 

which most impacts a downstream function. Patriarca et al. developed a semi-quantitative 

approach to use FRAM for hazard analysis in a sinter plant and an aviation system 

(Patriarca et al., 2017a; Patriarca et al., 2017b). Ranking scores and probabilistic 

distributions were assigned to the levels of timing and precision for functions, and the 

Monte Carlo simulation was used to obtain indices for functions in different scenarios. A 
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similar approach was also used to develop a matrix representation of function couplings 

by Patriarca et al. (2018) and Köpke et al. (2020). The semi-quantitative method provided 

relative understanding of coupling effects, but it was still based on the linguistic 

description of time and precision. Besides, the studies only focused on quantifying the 

coupling between a single upstream function and its downstream function, rather than 

aggregated couplings from multiple upstream functions. Due to interactions in a complex 

system, an aggregated effect of multiple upstream functions can be stronger than that of 

any of them. Meanwhile, it is also possible that the deviation of an upstream function can 

be dampened by other functions, thus the impact of the upstream function is weakened. 

Appropriate quantification of performance variabilities and upstream-downstream 

couplings is essential to understand interactions leading to emerging hazards, especially 

in process industries where productions involve nonlinear and complex kinetics.  

Additionally, to overcome the second and the third limitations, FRAM has been 

integrated with model checking (Duan et al., 2015; Yang & Tian, 2015; Zheng & Tian, 

2015; Zheng et al., 2016). Model checking, a formal verification technique, can identify 

multiple potential paths leading to hazards, and it can be used to understand interactions 

systemically and automatedly through computing, rather than sole reliance on expert 

judgements. However, the studies have limitations in terms of qualitatively defining states 

as finite states. The combination of FRAM and model checking are applicable in the 

domains that are driven by discrete events, such as the aviation and manufacturing 

processes, but they are limited to be applied in process industries. Besides, researchers 

conducted studies of simulating the whole FRAM to identify possible interactions in 
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complex systems. Smoczyński et al. (2018) simulated function interactions in a 

transportation system to speed up the boarding process and Asadzadeh and Azadeh (2014) 

simulated the interactions between human and organization functions to understand how 

maintenance activities were impacted. However, the studies are only applicable to the 

systems with discrete events.  

Operations in process industries are usually hybrid systems involving continuous 

production and discrete events such as process and operator behaviors. Precise 

descriptions of such operations need to be supported by kinetics and thermodynamics, 

rather than by simply using qualitative finite states. FRAM is an outstanding technique for 

understanding complex systems, but to take advantage of it to improve process safety, a 

novel methodology based on FRAM is needed.  

2.3.1.3 Research Question 1  

As discussed above, applications of FRAM in process industries still have 

limitations even though researchers have integrated the original FRAM with other 

techniques to improve its automation and quantification. Thus, the first research question 

to be answered in this study is:  

- How can the system-based technique, FRAM, describe function interactions 

leading to potential hazards in process industry quantitatively and 

automatically? 

2.3.2 Existence with Noise 

Another challenge of identifying weak signals is related to its existence with noise. 

Given the rapid development of computing technologies in the past decades, digitized 
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process plants have the capability to collect a tremendous amount of various types of data 

from process operations, control rooms, business and information systems (Pasman, 2020; 

Qin, 2014; Xu et al., 2015). The abundance of data creates values for industries such as 

tailoring products and services, but also brings a lot of noise making weak signals hardly 

be picked up and connected.  

2.3.2.1 Life cycle of weak signals 

The life cycle from identifying to acting on weak signals consists of three stages 

(Brizon & Wybo, 2009; Holopainen & Toivonen, 2012; Rossel, 2009).  

1. First, weak signals need to be observed in the system. This stage requires an 

organization to collect data of weak signals so they can be monitored for further 

evaluations.  

2. The second stage is evaluating the relevance of weak signals. At this stage, weak 

signals need to be interpreted based on knowledge and context to recognize their 

indications of future events. In most cases, one who interprets weak signals is not 

the one who has power to act. Therefore, the relevance needs to be evaluated so 

that one can transmit the existence of weak signals to decision-makers when one 

thinks the relevance is strong enough or it meets any criterion in organizational 

standards.  

3. Once the existence of weak signals is transmitted to decision-makers, decision-

makers can determine whether to act on the weak signals and decide how to 

prioritize actions based on the significance of weak signals.  
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Unfortunately, coexistence of weak signals and noise in the large pool of 

information in today’s digitized plants brings challenges throughout the entire life cycle.  

First, information to be collected in a system depends on the purpose of uses and 

knowledge. Selecting appropriate information to be collected and observed for identifying 

weak signals can screen out large portion of noise, as well as ensure all the potential 

sources of weak signals that are relevant to a selected hazard become observable in the 

first stage of the life cycle. Therefore, a technique is necessary to guide organizations to 

decide what information to be collected and observed for identifying weak signals. As 

discussed earlier, FRAM is a system-based technique to model function interactions, thus 

it could be a solution to address the challenge in the first stage by identifying those 

functions that are relevant to a selected hazard as the potential sources of weak signals.  

Next, even though potential sources of weak signals are observable, it is still 

subjective to identify actual weak signals and evaluate their relevance based on awareness 

of individuals and their knowledge about function interactions in the system. Only a few 

studies (Brizon & Wybo, 2009; Guillaume, 2011; Körvers, 2004; Luyk, 2011) were 

conducted aiming to help industries improve abilities to identify weak signals, but the 

studies mainly focused on improving organizational management qualitatively, instead of 

developing techniques to identify weak signals and quantify their relevance to hazards 

proactively. 

Without solutions to overcome the challenges for the first two stages, it cannot 

guarantee weak signals are identified and transmitted to decision-makers with an 

explanation of significance. Furthermore, it is also doubtful whether responses to weak 
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signals are effective without appropriate interpretations. Thus, it requires advanced 

techniques to help industries identify weak signals from abundance of data and provide 

guidance about effective responses to prevent incidents proactively. 

2.3.2.1 Learning from historical data 

Learning from past anomalies and incidents plays a critical role in identifying and 

interpreting weak signals (Brizon & Wybo, 2009; Guillaume, 2011), but advanced 

techniques are necessary to extract the knowledge from massive historical data. Machine 

learning techniques have caught increasing attention in the past decades for item 

classification and pattern recognition. They learn patterns from existing data then make 

predictions on future events (Ge et al., 2017; Han et al., 2011; Xu et al., 2015). In process 

industry, machine learning techniques are widely applied using process data for process 

and quality monitoring, fault identification and as soft sensor (Qin, 2014). However, other 

valuable information to identify weak signals such as equipment failures, quality-related 

issues, and performance measurement (Haji‐Kazemi & Andersen, 2013; Körvers, 2004) 

was seldom utilized to predict process incidents. Instead, such information was commonly 

used for preventing occupational incidents. Table II-1 summarizes the studies which 

applied classification algorithms to extract knowledge from historical data. Most studies 

in the table utilized only historical incident data for understanding causes and 

consequences of past incidents, rather than predicting occurrences of potential incidents. 

On the other hand, data of both safe operations and incidents was used by (Goh & Chua, 

2013; Goh et al., 2018; Poh et al., 2018; Sarkar et al., 2018) and the studies showed 

promising results of predicting incident occurrences relying on potential weak signals such 
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as safety management elements. Therefore, applications of machine learning techniques 

in process industries should consider a wider range of data beyond process data to 

recognize and respond to existing weak signals in plants. 

2.3.2.2 Research Question 2 

 According to the discussions above, FRAM could be a solution to identify 

potential sources of weak signals and preliminarily screen out noise. Additionally, past 

studies of applying machine learning techniques for occupational safety showed great 

potentials of machine learning techniques to identify and respond to weak signals in 

process industries. Therefore, the second research question to be answered in this study 

is:   

- How FRAM and machine learning techniques can be utilized together to 

address challenges throughout the life cycle of weak signals?  
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Table II-1 Applications of machine learning techniques for preventing occupational incidents 

 

Literature Domain Data Outcome Algorithms 

Bevilacqua et al. 

(2008) 

Petrochemical Incident data only Predict incident categories, identify 

underlying causal factors 

DT 

Rivas et al. (2011) Mining and 

construction 

Incident data only Predict event types, identify underlying 

causal factors 

DT, SVM, 

LR, BN 

Goh and Chua (2013) Construction Inspection data, 

Incident data 

Predict incident occurrences and 

severities, identify critical safety 

management elements  

NN 

Mistikoglu et al. 

(2015) 

Construction Incident data only Predict incident severities, identify 

underlying causal factors 

DT 

Sarkar et al. (2016) Steel plant Incident data only Predict incident categories, identify 

underlying factors 

DT 

Tixier et al. (2016) Construction Incident data only Predict incident consequences  ET 

Goh et al. (2018) Construction Survey and observation Predict safety class of workers, identify 

underlying causal factors 

DT, NN, 

KNN, SVM, 

LR, NB, ET 

Poh et al. (2018) Construction Inspection data,  

Project-related data, 

Incident data 

Predict incident occurrences DT, KNN, 

SVM, LR, ET 

Sarkar et al. (2018) Construction Inspection data,  

Incident data 

Predict incident occurrences, identify 

underlying causal factors 

ET 

Kang and Ryu (2019) Construction Incident data only Predict incident categories, identify 

underlying causal factors 

ET 

Kakhki et al. (2019) Agribusiness Incident data only Predict incident categories SVM, NB, 

ET 

DT: decision tree, ET: ensemble model based on decision trees, KNN: k-nearest neighbors, SVM: support vector machine, 

LR: logistic regression, NB: Naïve Bayes, BN: Bayesian networks, NN: neural network 
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CHAPTER III  

MODELING FUNCTION INTERACTIONS BASED ON FRAM  

 

3.1 Introduction 

As indicated by Research Question 1, function interactions in process plants need 

to be automated and quantified, which requires simulations using mathematical models. 

This chapter presents the development of a framework to show how a human performance 

model, an equipment performance model and a first-principal model of a chemical process 

can be integrated into a hybrid-simulator to simulate possible interactions between 

functions. This chapter contains reviews of existing human performance models and 

equipment performance models and the selection of appropriate models to be utilized for 

simulations. First-principle models depend on processes thus it is selected for the specific 

process of a case study. These models are theoretical and only for demonstrating the 

framework, but they can be enhanced based on real-world information.  

On the other hand, as indicated by Research Question 2, machine learning 

techniques need to be developed for identifying weak signals and a data source is needed 

for extracting such patterns. When historical data collected from plants is unavailable or 

limited, synthetic data generated from the hybrid simulator can be a time- and cost-

 

 Part of this chapter is reprinted with permission from “Development of a FRAM-based framework 

to identify hazards in a complex system” by Mengxi Yu, Noor Quddus, Costas Kravaris, M. Sam Mannan, 

2020. Journal of Loss Prevention in the Process Industries, 63, Pages 103994, Copyright 2019 by Elsevier 

Ltd. and from “A data-driven approach of quantifying function couplings and identifying paths towards 

emerging hazards in complex systems” by Mengxi Yu, Madhav Erraguntla, Noor Quddus, Costas Kravaris, 

2021. Process Safety and Environmental Protection, 150, 2021, Pages 464-477, Copyright 2021 Institution 

of Chemical Engineers. Published by Elsevier B.V. 
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effective alternate. Therefore, without data from real plants in this study, synthetic data of 

a case study process was generated from the developed hybrid-simulator.  

The implementation of the hybrid simulator for data generation is explained in 

details in this chapter and the description of the synthetic data is provided. The synthetic 

data will be further used as the data source for the work of Chapter IV and Chapter V.  

 

3.2 Framework Overview 

Figure III-1 overviews the framework to model function interactions in a complex 

system based on FRAM. The functions that are involved in the system and their 

performance variabilities were first identified. Due to limitations of the FRAM application 

in process industry, only Step 1 and Step 2 of FRAM were used. Additionally, instead of 

solely using linguistic levels to describe performance variabilities in the Step 2, 

quantitative descriptions were allowed if they were applicable. After functions and their 

performance variabilities were identified, an equipment performance model, a human 

performance model and a chemical first-principle model were integrated to describe 

interactions between the functions. Then, a hybrid simulator that integrates both discrete 

events and continuous process, was built to simulate the interactions within the complex 

system. The stochastic performance of functions was simulated based on sampling 

strategies. Therefore, the hybrid simulator could simulate interactions between functions 

and generate synthetic data for further analysis. 

Besides, the overview provides the flowchart of model integration. In a complex 

system such as a chemical plant, organization functions impact human functions, which 
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further affect the physical chemical process. The human performance model namely 

Cognitive Reliability and Error Analysis Method (CREAM) was used to describe such 

impacts. Inputs to the CREAM model are levels of performance shaping factors (PSFs), 

which describe performances of organization functions. Based on the CREAM model, 

occurrences of generic failures and their probabilities can be obtained. Additionally, 

performance variabilities of human functions corresponding to a specific generic failure 

can be identified. Probabilities of generic failure occurrences and corresponding 

performance variabilities are used during simulation to sample human performances, 

which directly impact process variables in the chemical process.  Similarly, organization 

functions such as Preventive Maintenance (PM) impact equipment performances, which 

further impact the physical chemical process. In the study, a PM model namely age-

reduction based imperfect model was applied to describe the impact of PM on equipment 

performance. Given a PM schedule of equipment as the input, the equipment performance 

model was used to obtain corresponding cumulative failure probabilities during the 

operating life of the equipment. The cumulative failure probabilities were used in 

simulations to sample equipment performance, which would directly impact process 

variables in the chemical process. Finally, given process variables depending on human 

and equipment function, first principle model was used to model interactions of process 

variables.  
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Figure III-1 Framework to model function interactions in a process plant 
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3.3 Human Performance Model 

Humans have critical functions in the process industries such as starting-up a 

process, monitoring and responding to an abnormal situation. Failures of these functions 

may lead to disastrous incidents. Statistics shows that most of the incidents in the process 

industries involve human failures (Kariuki & Löwe, 2007). Many techniques on human 

reliability analysis (HRA) have been developed for years to analyze human failures to 

define failure scenarios and their probabilities. However, the HRA is always conducted 

separately with conventional process hazard analysis, and only a few studies (Ávila et al., 

2013; Kariuki & Löwe, 2007; Kennedy & Kirwan, 1998; Schurman & Fleger, 1994) 

integrated them. In the study, existing HRA techniques (Bell & Holroyd, 2009; CCPS, 

1994; Embrey et al., 1984; Gertman et al., 2005; Hollnagel, 1998; Jahangiri et al., 2016; 

Kirwan, 1992a, 1992b, 1996; Massaiu & Paltrinieri, 2016; Yang et al., 1997) were 

reviewed. 

Cognitive Reliability and Error Analysis Method (CREAM) was selected for this 

study to model human performance based on four criteria: 1) Performance shaping factors 

(PSFs): Generally, an HRA starts with a nominal human failure probability of a (sub-) 

task, then the nominal probability would be adjusted according to PSFs. PSFs may be 

named in different ways. For example, they are called as error-producing conditions 

(EPCs) in Human Error Assessment and Reduction Technique (HEART), or Common 

Performance Conditions (CPCs) in CREAM. However, they are conceptually similar in 

terms of adjusting probabilities of human failures. PSFs that are covered in different 

techniques vary. To select a technique that is more practical to be used, the technique with 
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a concise set of PSFs to describe organization performance is desired; 2) Dependencies 

among PSFs are considered; 3) Flexibility: an HRA technique with rigorous instructions 

and low flexibility is desirable to ensure consistent analysis; 4) Application in process 

industries: many HRA techniques are developed for nuclear plants specifically such as 

Technique for Human Error-Rate Prediction (THERP) and Justification of Human Error 

Data Information (JHEDI). Thus, the desirable technique is expected to have extended 

applications in process industry. The characteristics of some common techniques based 

on the four criteria are summarized in Table III-1.   

CREAM allows detailed analysis of human failure types based on cognitive 

functions instead of only categorizing human behaviors by binary success and failure. The 

CPCs correspond to organization functions and their levels will lead to human failures 

with different probabilities. The steps to use CREAM are identifying cognitive demands 

of the task to be analyzed, identifying most likely cognitive failures, and determine the 

corresponding failure probabilities based on CPC levels. Potential failure types with their 

nominal probabilities by different cognitive functions are provided in Table III-2. 

After appropriate failure types are identified, the corresponding nominal 

probabilities can be adjusted by multiplying weight factors of the CPC levels. The weight 

factors, which are greater than 1, increase nominal probabilities, while those which are 

less than 1 reduce nominal probabilities, and those which are equal to 1 indicate that 

nominal probabilities will not be changed. The weight factors are provided in Table III-3. 

The probability of a generic failure type is calculated by Equation III-1. Inversely, the 

probability of not encountering a failure type is calculated by Equation III-2. 
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Probability (failure type j) = ∏ WFi ∗ NPj
9
i=1     (Equation III-1) 

Probability (no failure type j) = 1 – Probability (failure type j)  (Equation III-2) 

where WFi  is weight factor of the applicable level of CPC i and NPj  is the nominal 

probability of failure type j 
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Table III-1 Comparisons among HRA Techniques 

HRA Technique PSF 
PSF 

Dependency 
Flexibility 

Application in 

Process Industries 

Reference 

SLIM-MAUD No defined set of PSFs Considered High Yes (CCPS, 1994; Embrey et 

al., 1984; Kirwan, 1996) 

THERP Over 60 PSFs Considered High Yes (Kirwan, 1992a, 1992b, 

1996)  

JHEDI PSF determined  

by questions 

Not considered Low No (Bell & Holroyd, 2009; 

Kirwan, 1996) 

HEART 32 EPCs Not considered High Yes (Bell & Holroyd, 2009; 

Kirwan, 1996; Massaiu & 

Paltrinieri, 2016) 

SPAR-H 8 PSFs Not considered Low No (Gertman et al., 2005; 

Jahangiri et al., 2016)  

CREAM 9 CPCs Considered Low Yes  (Hollnagel, 1998) 

HCR No defined set of PSF Not considered High No  (Yang et al., 1997)  
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Table III-2 Nominal probabilities of generic failure types by cognitive functions 

(Hollnagel, 1998) 

Cognitive Function Generic Failure Type Nominal Probability 

Observation 

O1 Wrong object observed 0.003 

O2 Wrong identification 0.070 

O3 Observation not made 0.070 

Interpretation 

I1 Faulty diagnosis 0.200 

I2 Decision error 0.010 

I3 Delayed interpretation 0.010 

Planning 
P1 Priority Error 0.010 

P2 Inadequate Plan 0.010 

Execution 

E1 Action of wrong type 0.003 

E2 Action of wrong time 0.003 

E3 Action on wrong object 0.0005 

E4 Action out of sequence 0.003 

E5 Missed action 0.030 

 

 

Table III-3 Weight factors of CPC levels by cognitive functions (Hollnagel, 1998) 

CPC Level O I P E 

Adequacy of 

organization 

Very efficient (1) 1 1 0.8 0.8 

Efficient (2) 1 1 1 1 

Inefficient (3) 1 1 1.2 1.2 

Deficient (4) 1 1 2 2 

Working conditions Advantageous (1) 0.8 0.8 1 0.8 

Compatible (2) 1 1 1 1 

Incompatible (3) 2 2 1 2 

Adequacy of MMI 

and operational 

support 

Supportive (1) 0.5 1 1 0.5 

Adequate (2) 1 1 1 1 

Tolerable (3) 1 1 1 1 

Inappropriate (4) 5 1 1 5 

Availability of 

procedure/plans 

Appropriate (1) 0.8 1 0.5 0.8 

Acceptable (2) 1 1 1 1 

Inappropriate (3) 2 1 5 2 

Number of 

simultaneous goals 

Fewer than capacity (1) 1 1 1 1 

Matching current capacity (2) 1 1 1 1 

More than capacity (3) 2 2 5 2 

         *O: observation, I- interpretation, P- plan, E- execution 
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Table III-3 Continued  

CPC Level O I P E 
Available time Adequate (1) 0.5 0.5 0.5 0.5 

Temporarily inadequate (2) 1 1 1 1 

Continuously inadequate (3) 5 5 5 5 

Time of day Day-time (adjusted) (1) 1 1 1 1 

Night-time (unadjusted) (2) 1.2 1.2 1.2 1.2 

Adequacy of training Adequate, high experience (1) 0.8 0.5 0.5 0.8 

Adequate, low experience (2) 1 1 1 1 

Inadequate (3) 2 5 5 2 

Crew collaboration Very efficient (1) 0.5 0.5 0.5 0.5 

Efficient (2) 1 1 1 1 

Inefficient (3) 1 1 1 1 

Deficient (4) 2 2 2 5 

*O: observation, I- interpretation, P- plan, E- execution 

 

 

One important point of discussion is that whether CREAM is obsolete since the original 

developer disclaimed that CREAM was outdated in 2012. The reason was that it only considers 

one component, human, in a complex system, and only considers human failures, instead of the 

performance variabilities of humans. However, it was still selected in the current study because of 

the way it was used. The study was based on FRAM to understand the system qualitatively from 

the functional viewpoint. CREAM was only used as a part of the framework. Interactions among 

different functions in a complex system were modeled by integrating CREAM with an equipment 

performance model and a chemical process model based on the first principles. Additionally, even 

though the CREAM only considers generic failure types, it provides enough guidance for people 

to understand how generic failures occur. Thus, the study first identified the generic failures based 

on the original CREAM, then analyzed them further to identify the performance variabilities in 

terms of failure as shown in the case study, and the successes of humans were also considered as 
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indicated by Eqn. III-2. It should be noted that CREAM is still commonly recognized in different 

fields since 2012 (Akyuz & Celik, 2015; Chen et al., 2019; Shokria, 2017; Zhou et al., 2018). 

 

3.4 Equipment Performance Model 

Malfunctions or failures of critical equipment in chemical processes can lead to hazardous 

loss of containment. The organizations in plants are responsible for planning maintenance 

activities to maintain equipment performance and prevent malfunctions and failures. Most of the 

incidents in plants are contributed by improper maintenance (Nguyen et al., 2008) and less than 

80% of scheduled preventive maintenances (PMs) for safety-critical equipment are carried out as 

planned in process industries according to the insights from the industry professionals (Brewer, 

2016). Thus, one part of the study was to model equipment performance variabilities with different 

schedules to carry out PMs.  

To study how equipment performance is impacted by PMs in practice, the study first 

reviewed existing PM models. Based on the physical conditions of equipment that could be 

restored by a PM, PMs typically can be categorized to perfect maintenance (as good as new), 

imperfect maintenance, minimal maintenance (as bad as old), worse maintenance (worse than old), 

and worst maintenance (make equipment fail) (Carlo & Arleo, 2017; Pham & Wang, 1996). 

Among the categories, imperfect maintenance is the most realistic one since it restores the 

equipment to the state between as good as new and as bad as old. Many studies of modeling 

imperfect maintenance have been developed (Carlo & Arleo, 2017; Pham & Wang, 1996; 

Valdez‐Flores & Feldman, 1989). The models are categorized into hazard-rate based, age-

reduction based, hybrid model, and damage level reduction-based model, based on different 

theoretical assumptions. Due to inadequate knowledge of the underlying physics of different 
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equipment, models need to be validated based on failure data before being applied in reality (Liu 

et al., 2012). Thus, age-reduction based imperfect PM model was used in the study as an example 

to illustrate the framework. 

Age-reduction factor is used in age-reduction based imperfect model to indicate how PM 

improves equipment performance by reducing its effective age. Each time when 𝑖𝑡ℎ  PM is 

conducted, the effective age of the equipment 𝑦𝑖 is reduced to ξ𝑖𝑦𝑖 where ξ𝑖  is the age-reduction 

factor of the 𝑖𝑡ℎ  PM, in the range of [0,1] (Lin et al., 2015). Even though the original purpose of 

the imperfect PM models is to develop optimal PM schedules, it can be used to study the impact 

of not complying optimal PM schedules on equipment performance by adjusting the age-reduction 

factor accordingly.  

In the study, equipment performance under two extreme cases was studied. The two cases 

were 1) all the PMs being carried out as scheduled, and 2) no PM being carried out. In the first 

case, the age-reduction factor is assumed as a constant ξ to obtain the optimal PM schedule, while 

in the second case, the age-reduction factor is assumed as 1 to indicate that there is no effective 

age reduction since no PM is conducted. Additionally, common assumptions of the model are 1) 

providing minimal repair with negligible repair time if a failure occurs after a PM but before the 

next one. 2) assuming the equipment is deteriorating and the failure rate is monotonically 

increasing with time. With the assumptions, the failure rate of equipment is expressed as λ(t) =

 𝛼𝛽𝑡𝛽−1, where 𝛼 is the scale parameter of the Weibull power law, and β is the deterioration rate.  

𝛽 is assumed to be greater than 1 to model the deteriorating stage of equipment. The relevant 

formulas to simulate the two extreme cases are illustrated as follows.  

Case 1 PMs being carried out as the optimal PM schedule (Lin et al., 2015) : The optimal 

PM schedule ensures that the conditional reliability of the equipment is greater than its 
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predetermined critical reliability threshold 𝑟𝑐 . Given 𝑟𝑐, the effective age 𝑦𝑖   that is right before the 

𝑖𝑡ℎ  PM is carried out is calculated by Equation III-3. Equation III-4 is used to calculate the time 

interval 𝑥𝑖 between the (𝑖 − 1)𝑡ℎand the 𝑖𝑡ℎ  PM. 

𝑦𝑖 = [−
ln (𝑟𝑐)

α
]1/β          (Equation III-3) 

𝑥𝑖  =  (1 −  ξ)[−
ln (𝑟𝑐)

α
]1/β         (Equation III-4) 

The cumulative failure probability (𝐹) after (𝑖 − 1)𝑡ℎ PM in terms of effective age t is  

𝐹 = 1 − 𝑅 = 1 − exp [−α(tβ + (i − 1)(1 − ξβ)yi
β)]    (Equation III-5) 

for  ξ𝑦𝑖−1 ≤ 𝑡 ≤  𝑦𝑖, where 𝑖 = 1,2,3, … , 𝑁𝑝𝑚, and 𝑁𝑝𝑚 is the number of the PMs that are 

scheduled during the operating time, 𝑅 is the cumulative reliability. 

Expected number of equipment failures during the operating time is  

𝑁(𝑡) = α ∑ [yi
β − ξ yi

β]
Npm
i=1          (Equation III-6) 

Effective age (𝑡) is converted to the operating time (𝑇) by the piecewise function in 

Equation III-7. 

𝑇 = (𝑖 − 1) ∗ 𝑥𝑖 + 𝑡 − ξ𝑦𝑖 , 𝑓𝑜𝑟 ξ𝑦𝑖−1 ≤ 𝑡 ≤ 𝑦𝑖      (Equation III-7) 

Case 2 no PM being carried out: When no PM is being carried out, the age-reduction factor 

ξ is equal to 1 indicating no age reduction, thus the effective age t is the same as the real operating 

time. The general formulas in Case 1 can be simplified as follows. 

𝐹 = 1 − 𝑅 = exp [−αtβ]       (Equation III-8) 

𝑁(𝑡) = ∫ λ(t)dt
t

0
= αtβ       (Equation III-9) 
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3.5 First-principle Model of Polymerization Process 

A first-principle model describes interactions of the process variables in a chemical 

process. In the study, a hypothetical industrial-scale batch process of poly-methyl methacrylate 

(PMMA) was selected as a case study due to its runaway hazard during the free radical 

polymerization process (Chiu et al., 1983; Soroush & Kravaris, 1993; Wright & Kravaris, 1997). 

This subchapter presents the first-principle model of the polymerization process. Figure III-2 

shows the Process Flow Diagram (PFD) of the process, which was adopted based on (Soroush & 

Kravaris, 1993; Wright & Kravaris, 1997).  

 

 

 

Figure III-2 Process Flow Diagram of a hypothetical PMMA batch process 
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PMMA is produced through the solution polymerization with methyl methacrylate (MMA) 

as the monomer, toluene as the solvent, and azobis(isobutyronitrile) (AIBN) as the initiator. Since 

the polymerization mechanism is highly complex and is detailed out in (Soroush & Kravaris, 

1993), only mass balances of the process are provided as follows.  

dCm

𝑑𝑡
= (1 + ε ∗

Cm

Cm0
) ∗ [−Cm ∗ ξ

0
∗ (kp +  kcm)]    (Equation III-10) 

dCi

𝑑𝑡
= −kiCi + ε ∗

Cm

Cm0
∗ [−Cm ∗ ξ

0
∗ (kp +  kcm)]    (Equation III-11) 

where Cm is monomer concentration, Cm0 is initial monomer concentration, ε is volume 

change factor, 𝑘𝑝 is rate constant of propagation, 𝑘𝑖 is rate constant of imitation, 𝑘𝑐𝑚  is the rate 

constant of chain transfer to monomer, and ξ
0
 is total concentration of live polymer chains. 

The temperature of the reactant (𝑇𝑟) is controlled by a Proportional Integral (PI) controller 

with the back-calculation anti-windup technique (see Figure III-3).  

 

 

 

Figure III-3 Heating/Cooling Control System 

 

 

The controller is with gain 𝑘𝑐 =28.4, time constant 𝜏𝐼 = 268, and back-calculation gain 𝑘𝑏 

= 0.04 (Bohn & Atherton, 1995; Wright & Kravaris, 1997). The controller measures 𝑇𝑟 and outputs 
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the corresponding jacket temperature that is needed (𝑇𝑖,𝑠𝑒𝑡 ) based on the deviations from the 

reference reactant temperature profile ( 𝑇𝑟𝑒𝑓 ). In the case that the 𝑇𝑖,𝑠𝑒𝑡  exceeds the feasible 

temperature range of the utility water, 𝑇𝑖,𝑐𝑜𝑛𝑠𝑡 is the final reference temperature to take the feasible 

range into account. 𝑇𝑖,𝑐𝑜𝑛𝑠𝑡 is used to adjust the cooling water flow rate (𝐹𝑐𝑤) and the power of the 

heater (𝑃) to ensure the reactor is operated following the predetermined temperature profile. The 

optimal temperature profile of the 8-hour batch process in Wright and Kravaris (1997) was used 

as the 𝑇𝑟𝑒𝑓. Energy balances of the reactor are shown as Equation III-12 and III-13 (Soroush & 

Kravaris, 1992). 

dTr

dt
=

−ΔHpkpξ0CmV

c∗m
+

U0(a+(1−a)∗exp (−bxm
c

)∗A0(1+ εxm)

c∗m
(Tj − Tr)       (Equation III-12) 

dTj

dt
=

U0(a+(1−a)∗exp (−bxm
c

) ∗A0(1+ εxm)∗(Tr−Tj)

VjρjCpj
+

P−Fcw(Tj−Tcw)ρjCpj

VjρjCpj
     (Equation III-13) 

where 𝑇𝑗 is the temperature of reactor jacket, 𝛥𝐻𝑝 is the heat of propagation reaction, 𝑉 is volume 

of the reactor, 𝑐 is the heat capacity of the reactant, 𝑚 is the mass of the reactant, 𝑈0 is the initial 

overall heat transfer coefficient, 𝑥𝑚 is monomer conversion rate, 𝐴0 is the initial heat transfer area, 

𝑉𝑗 is the volume of the reactor jacket, 𝜌𝑗 is the density of water, 𝐶𝑝𝑗 is the heat capacity of water, 

𝑇𝑐𝑤 is the temperature of the utility cooling water, and 𝑎, 𝑏, 𝑐 are empirical coefficients to calculate 

the overall heat transfer coefficient. According to the design of the heating/cooling control system, 

the energy to be generated/removed is  

u = Cpj ∗ ρj ∗ Fcw_max ∗ (Ti,const − Tj)       (Equation III-14) 

and it can be applied to the coordination rules in (Soroush & Kravaris, 1992) to set the  𝐹𝑐𝑤 and 𝑃 

of the  Heating/Cooling control system. The formulas and values to derive the kinetic parameters 
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are available in (Soroush & Kravaris, 1993). Other physical parameters that are involved in the 

process are provided in Table III-4.  

 

 

Table III-4 Values of Physical Parameters for the Polymerization Process 

Parameter  Value Parameter  Value 

Volume of the reactor, 𝑉 37.85 m3 Initial heat transfer 

area, 𝐴0 

52.95 m2 

Volume of the reactor 

jacket, 𝑉𝑗 

3.405 m3 Heat capacity of water, 

𝐶𝑝𝑗 

4.19 kJ/kg/K 

Density of water, 𝜌𝑗 103 kg/m3 Empirical coefficient, 𝑎 0.2 

Initial overall heat 

transfer coefficient, 𝑈0 

0.4543 kJ/Km2s Empirical coefficient, 𝑏 7 

Empirical coefficient, 𝑐 3 

 

 

3.6 Hybrid Simulator 

Interactions among functions can be described qualitatively by the FRAM, but to 

understand the interactions quantitatively, a simulator needs to be developed to integrate the 

models that were mentioned above. The process involves discrete events such as operator actions 

and equipment failures, as well as continuous events such as the reaction mechanism. The hybrid 

simulator was built by using Simulink and Stateflow, two modules in MATLAB. They can model 

continuous and discrete processes accordingly and be integrated in the uniform MATLAB 

environment (Bonabeau, 2002; Papakonstantinou et al., 2011, 2012; Pascal & Sahbani, 2000; 

Zhang et al., 2013; Zhang et al., 2007). 

Additionally, the process involves both stochastic and deterministic events. Human 

performance and equipment performance are stochastic depending on the probabilistic human and 

equipment performance models, while the reaction itself is a deterministic evolution of the process 
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parameters (Zhang et al., 2013). By simulating the process along the operating time, thousands of 

batches can be produced in years. Human behaviors can be sampled during each batch, leading to 

a large sample size. However, the sample size of the equipment failures is relatively small since 

equipment failures occur rarely based on the expected number of failures. Given different sample 

sizes, random sampling was used to sample human behaviors, while Latin Hypercube Sampling 

(LHS) was used to sample equipment failures. Random sampling can reflect the real distribution 

of the sampled variable when the sample size is large, but it is not when the sample size is small. 

Instead, LHS is a constrained sampling method following the stratified manner, thus it ensures the 

samples are generated from different portions under the distribution (McKay et al., 1979). 

Equipment failures can be sampled by sampling the timestamps when equipment failures occur 

based on the cumulative failure distribution. The sample size is the same as the expected number 

of failures 𝑁. The cumulative failure probability for 𝑛𝑡ℎ failure Pn can be obtained by Equation III-

15 (Wyss & Jorgensen, 1998) and the corresponding timestamp of 𝑛𝑡ℎ equipment failure can be 

obtained by taking the inverse of the sampled cumulative failure probability. 

Pn =
1

N
∗ Un +

n−1

N
         (Equation III-15) 

where 𝑛 =  1,2,3 … 𝑁,  𝑈𝑛  is the 𝑛𝑡ℎ  sample that is randomly sampled from the uniform 

distribution in [0,1]. 

 

3.7 Case Study: Batch Polymerization Process 

The subchapter provides the case study of the hypothetical PMMA batch process to 

illustrate how models can be integrated into a hybrid simulator for modeling function interactions. 
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The process in Figure III-2 is operated by one field operator (FO) and one control room operator 

(CRO) in each batch. The operating procedure is below:  

1. The FO loads 742-kg initiator to the powder transfer system (PTS) 

2. The control room operator enters the initial monomer concentration, which is 3.66 

kgmol/m3 on the control panel. The batch size V0 = 37.09 m3 is not allowed to be 

customized by the operator thus the corresponding initial solvent concentration is 

automatically calculated by the program. 

3. The CRO authorizes the automatic solvent charging process. 

4. The solvent is added to the reactor by the automatic solvent charging process. 

5. The CRO starts the agitator. 

6. The CRO authorizes the automatic monomer charging process. 

7. The monomer is added to the reactor by the automatic monomer charging process.  

8. After the monomer is added to the reactor, the CRO checks the remote level display. If 

the amount of the reactant that is added into the reactor is not the same as the amount 

that the recipe requires, the CRO adjusts the reactant amount in the reactor. 

9. The CRO circulates the utility cooling water to the reactor jacket. 

10. Heating/Cooling system controls the reactant temperature based on the preset reactor 

temperature profile.  

11. The CRO monitors the reactant temperature and remotely adds the initiator from the 

PTS to the reactor at the optimal initial temperature, 295K. 

12. After the batch runs for 8 hours, the reaction mass is transferred for further treatment. 
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3.7.1 Functions and Performance Variabilities 

FRAM was applied first to understand the interactions among the functions qualitatively. 

Since the full-scale FRAM of the batch process could involve many functions, only essential 

functions to illustrate the framework are discussed in this study. The FRAM of the system is shown 

in Figure III-4, with organizational functions colored in blue, human functions colored in purple, 

and technological functions colored in green. The FRAM was constructed using the FRAM Model 

Visualizer software (Hill & Hollnagel, 2016). The function descriptions and their performance 

variabilities are summarized in Tables III-5, III-6, and III-7 by function categories. Instead of 

describing performance variabilities in the FRAM solely using linguistic levels, the performance 

variabilities of functions were described quantitatively if they were applicable. In the original 

FRAM, performance variabilities can be described in terms of precision and time. As a case study 

for demonstration, performance variabilities in this study were only described in terms of precision, 

and performances of some functions were assumed to be invariant. In the tables, the functions with 

invariant performance are labeled with *. 
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Figure III-4 FRAM analysis of MMA polymerization process. Organization functions are in blue. Human functions are 

in purple. Technological functions are in green. Shaded functions in grey represent the boundary of the system.   
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Organization functions in FRAM and their performance variabilities are summarized in 

Table III-5. The functions are CPCs in CREAM and their performance variabilities are consistent 

with levels of CPCs in CREAM. The performance variabilities of the functions “Adequacy of 

organization”, and “Operating procedure in place for control room operator/field operator” were 

neglected and assumed to be at constant levels since they could vary infrequently compared to 

other CPCs. The variabilities of “Crew collaboration” and “MMI and operational support for 

control room operator/field operator” were neglected for the purpose of the simplification since 

the impacts of their performance on their downstream human functions would require detailed 

analysis of information processing.  
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Table III-5 Descriptions of organization functions and performance variabilities 
Organization Function Description Performance Variabilities 

Adequacy of organization* Quality of supports and resources provided 

by the organization 

Efficient 

Available time of field operator Time pressure for field operator Adequate, Temporarily inadequate, 

Continuously inadequate  

Available time of control room operator Time pressure for control room operator Adequate, Temporarily inadequate, 

Continuously inadequate  

Crew Collaboration* Quality of collaboration between crew 

members 

Efficient 

MMI and operational support for 

control room operator* 

Quality of man-machine interface and 

supports provided for control room operator 

Adequate 

MMI and operational support for field 

operator* 

Quality of man-machine interface and 

supports provided for field operator 

Adequate 

Operating procedure in place for control 

room* 

Availability of operating procedure and 

guidance for control room operator’s tasks 

Acceptable 

Operating procedure in place for field 

operator* 

Availability of operating procedure and 

guidance for field operator’s tasks 

Acceptable 

Shift schedule (time of day) Shift time when the task is carried out Day-time, Night-time 

Simultaneous goals of control room 

operator 

Number of tasks that control room operator 

must attend to 

Fewer than capacity, Matching current 

capacity, More than capacity 

Simultaneous goals on field Number of tasks that field operator must 

attend to 

Fewer than capacity, Matching current 

capacity, More than capacity 

Training and experience of control room 

operator 

Training and experience levels of control 

room operator 

Adequate training and high experience, 

Adequate training and low experience, 

Inadequate training 

*Represents functions whose performance are assumed to be invariant 
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Table III-5 Continued 

Organization Function Description Performance Variabilities 

Training and experience of field 

operator 

Training and experience levels of field 

operator 

Adequate training and high experience, 

Adequate training and low experience, 

Inadequate training 

Working condition in control room Working conditions in control room such as 

noise and lighting 

Advantageous, Compatible, Incompatible 

Working condition on field Working conditions on field such as noise 

and lighting 

Advantageous, Compatible, Incompatible 

Utility pump A is maintained Preventive maintenance (PM) of utility pump 

A 

“PMs being carried out as optimal PM 

schedule”, “no PM being carried out” 

*Represents functions whose performance are assumed to be invariant 
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Human functions and their performance variabilities are summarized in Table III- 

6. The human functions that were assumed to be carried out as the procedure required in 

this study did not have variable performance. The performance variabilities of the rest of 

human functions were identified based on the generic failure types in CREAM. According 

to the procedure, the control room operator only needed to enter the initial monomer 

concentration on the control panel manually. Typing error could occur if the operator 

pressed the keys out of sequence. The control panel was designed to allow 3-digit inputs 

and only allowed the inputs to vary in the range of [3.20, 4.11] for safety reasons. When 

the control operator checked the remote level display after raw materials were added into 

the reactor, if the typing error did occur, the likely failures could be faulty diagnosis or not 

making an observation, which made the process start with the wrong amount of raw 

materials. Otherwise, the wrong amount could be adjusted before the process started. If 

no typing error occurred, it was likely the control room operator did not verify the remote 

level display, but it would not cause any hazardous situation fortunately.  On the other 

hand, the field operator could load a wrong amount of the initiator, and based on the expert 

judgements, the possible range of the loading could be in the range of 742 (± 5%) kg. It 

was likely the field operator forgot to load the initiator before a batch. Since the 

polymerization process could not occur if no initiator was loaded and could not lead to 

any hazardous situation, the scenario of missed action was neglected.  
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Table III-6 Descriptions of human functions and performance variabilities 
Human Function Description Performance Variabilities 

Enter recipe of the batch  Control room operator enters three-digit monomer 

concentration on the control panel 

Monomer concentration is range 

from 3.20 to 4.11 kgmol /m3 

Authorize to add solvent* Control room operator authorizes to add solvent through 

the automatic feeding system 

Carried out as the procedure 

requires 

Check remote level display Control room operator checks remote level displays to 

ensure the amount of solvent and monomer added is the 

same as the procedure requires 

Faulty diagnosis, Observation 

not made, No failure 

Authorize to add monomer* Control room operator authorizes to add monomer 

through the automatic feeding system 

Carried out as the procedure 

requires  

Authorize to add initiator* Control room operator authorizes to add initiator through 

the automatic feeding system 

Carried out as the procedure 

requires  

Field operator loads initiator 

to PTS 

Field operator loads the initiator to PTS The mass of the initiator is 

range from 705 to 780 kg 

Start agitator to mix 

reactants* 

Control room operator starts the agitator remotely Carried out as the procedure 

requires 

Circulate water in jacket* Control room operator circulates water into the reactor 

jacket remotely 

Carried out as the procedure 

requires 

Transfer product for further 

treatment* 

Field operator transfers products for further treatment Carried out as the procedure 

requires 

* Represents functions whose performance are assumed to be invariant 
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Regarding technological functions, their performance variabilities did not require 

identifications by expert judgements since they are deterministic based on first principles, 

the controller design, and capabilities of equipment. The technological functions and their 

performance variabilities are summarized in Table III-7. The performance variabilities of 

the functions with * were neglected in the current scope of the study, which means they 

were assumed to be functional and carried out as how they were designed. 
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Table III-7 Descriptions of technological functions and performance variabilities 
Technological Function Description Performance Variabilities 

Initiate exothermic 

reaction 

Reaction is initiated to synthesis 

polymer product 

Reactant temperature is decided by mass and energy 

balances 

Utility water pump A Pump utility water to the reactor jacket 

to cool down reactant temperature when 

necessary 

Pump is functional, Pump breaks down 

Heating/Cooling control Heating/cooling control system to 

control reactant temperature 

Performance variabilities are decided by the design of 

the control system 

Heater* Provide heat to the reactor when 

necessary 

Heater is functional 

Reactor Condition of the reactor The reactor is under clean condition, The reactor has 

fouling which reduces overall heat transfer coefficient 

by 20% 

Storage of solvent* Store enough solvent at an appropriate 

temperature to be fed into the reactor 

Enough solvent is stored at the optimal temperature to 

start a batch reaction 

Storage of monomer* Store enough monomer at an 

appropriate temperature to be fed into 

the reactor 

Enough monomer is stored at the optimal temperature 

to start a batch reaction 

Add initiator through 

PTS 

PTS releases initiator to the reactor PTS is functional to add initiator that is loaded by 

field operator to the reactor (i.e. mass of initiator 

added ranges from 705 to 780 kg) 

*Represents functions whose performance are assumed to be invariant 
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Table III-7 Continued 

Technological Function Description Performance Variabilities 

Add solvent Add solvent to the reactor by the 

automatic feeding system 

The feeding system is functional to add solvent into 

reactor based on the recipe that entered (i.e. solvent 

concentration ranges from 5.03 to 5.94 kgmol/m3) 

Add monomer Add monomer to the reactor by the 

automatic feeding system 

The feeding system is functional to add monomer into 

reactor based on the recipe that entered (i.e. Monomer 

concentration ranges from 3.20 to 4.11 kgmol/m3) 

Utility water pump B* Pump utility water to reactor jacket 

before a reaction starts 

Pump B is functional 

Utility water* Availability of utility water Utility water is available at a constant temperature 

*Represents functions whose performance are assumed to be invariant 
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3.7.2 Implementation of Hybrid Simulator 

After the possible performance variabilities were identified, the hybrid simulator 

was built to model the interactions among the functions and understand the corresponding 

aggregated effects when functions have various performances. The schematic diagram of 

the simulator is shown in Figure III-5. The simulator was divided into five sections:  

Section A was to simulate the performance of the human functions “Enter recipe 

of the batch”, and “Check remote level display” that were carried out by the control room 

operator. The section started from the organizational CPC levels that would impact the 

control room operator’s behavior and output the initial monomer concentration (Cm0) to 

start the process.  

Section B was to simulate the performance of the human function “Field operator 

loads the initiator to the PTS”. The section started from the CPC levels that would 

influence the field operator’s performance and output the mass of the initiator (mi0) to start 

the process.  

Section C was to simulate the polymerization process based on the first-principles 

given Cm0 and mi0 from section A and B, and the performance of utility pump A, which 

was simulated in section D.  

Section D was to simulate the performance of the utility pump A, given the 

performance of the function “Utility pump A is maintained”, which could be “PMs being 

carried out as optimal PM schedule” and “no PM being carried out”.  

To improve the computational efficiency of data generation, Section E was to 

disable Section C for skipping the simulations of the 8-hr process under the most common 
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conditions, i.e., when the initial reactant composition was the same as the procedure 

requires and utility pump failure did not occur within a batch.  

Regarding the time sequence of simulating the sections in a batch, section A and 

B was executed and provided their outputs at the simulation time = 0s, then the outputs 

were held as constants until the simulation of the polymerization process was completed. 

Section E took the outputs from sections A and B as its inputs, and was executed at 

simulation time = 1s. Then, the output condition from section E determined whether 

section C was to be executed. When the execution of section C was enabled based on the 

output conditions of section E, the execution started from the simulation time at 2s and 

lasts for 28800s (8 hours), i.e., ends at 28802s. Section D was executed at t = 0 to provide 

information of equipment performance to section E then ran simultaneously with section 

C.  

Since the Simulink and Stateflow modules only simulate the process batch by 

batch with assigned parameters, besides the sections in the schematic diagram, there was 

a separate MATLAB script which pseudo-randomly assigned the values for CPC levels to 

initiate the process, sampled the timestamps of pump A failure, simulated the process with 

a 5-year operating time and output interested variables. The MATLAB script is provided 

in Appendix A.  

The detailed explanations of the simulator are provided as follows and codes of 

Matlab functions for all the sections are provided in Appendix B.  
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Figure III-5 Schematic diagram of the hybrid simulator 
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In section A, the simulation started from the CPC levels that would impact the 

behaviors of the control room operator. According to the performance variabilities that 

were identified above, the CPC levels were coded to ordinal variables as shown in Table 

III-3 and randomly sampled from uniform distributions for each batch to represent the 

performance variabilities of the organization functions. Once the CPC levels were 

randomly sampled, they were sent to the “Weight Calculation” block to calculate the 

weights for updating the nominal probabilities of feasible errors. According to “Generic 

Failure Occurrence” in Table III-2, three types of feasible errors were execution, 

interpretation, and observation.  Within the block “Enter recipe of the batch”, the nominal 

probability of the execution error was updated by the execution weights, and the 

occurrence of E4 was randomly sampled based on the updated probability. Based on the 

occurrence of E4, a simulated initial monomer concentration that was entered on the 

control panel (Cm0_cp) was generated according to the performance variabilities that were 

identified. The simulated occurrence of E4 was then taken as an input to simulate the 

performance variabilities of the function “Check remote level display”. Depending on 

whether E4 occurred, the error modes of the failure occurrence were simulated by 

sampling the modified probabilities of interpretation and observation errors. The possible 

failure occurrences in Table III-2 were coded as shown in Table III-8.  
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Figure III-6 Detailed schematic of section A 
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Table III-8 Codes of failure occurrences for the human function “Check 

remote level display” 

Human Function Failure Occurrence Code of Failure Occurrence 

(I1O3_errormode) 

Check remote 

level display 

If typing error occurs 

Faulty diagnosis (I1) I1O3_errormode = 11 

Observation not made (O3) I1O3_errormode = 13 

No failure I1O3_errormode = 10 

If no typing error occurs 

Observation not made (O3) I1O3_errormode = 1 

No failure I1O3_errormode = 0 

 

 

The monomer with the initial monomer concentration to start the batch (Cm0) was 

added to the reactor by the function “Add monomer”, which was impacted by its upstream 

functions “Enter recipe of the batch” and “Check remote level display”. Thus, the 

upstream-downstream coupling was simulated by the Stateflow chart in Figure III-6, 

which had Cm0_cp and Interpretation/Observation failure occurrence (I1O3_errormode) 

as inputs and Cm0 as the output. Given the Cm0_cp, if the I1O3_errormode=0, 1 or 10, the 

batch would start with Cm0 as 3.66 kgmol/m3. Otherwise, the batch would start with the 

Cm0 that was originally entered on the control panel. The output of the Stateflow chart, 

Cm0, was sent to section E as a variable to determine whether Section C was enabled and 

was also sent section C as an input variable of the batch process. 

Similarly, as shown in Figure III-7, section B started from the randomly sampled 

CPC levels that would impact the performance of the field operator. Since both the field 

operator and the control room operator worked in the same organization and during the 

same shift, the simulated CPC levels of “Crew collaboration”, “Time of day” and 
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“Adequacy of organization” for both operators were the same.  The CPC levels were used 

to sample the failure occurrences based on Table III-2. Finally, the corresponding mi0 was 

simulated as the output of section B. The output was sent to section E as a variable to 

determine whether Section C was enabled and was sent to section C as an input variable 

of the batch process. 
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Figure III-7 Detailed schematic of section B 

 

 

 



 

59 

 

Section C simulated the temperature profile of a batch process based on the first-

principle model. This section was built as an embedded system containing two 

subsystems. Figure III-8 shows the outer subsystem and Figure III-9 shows the inner 

subsystem. The main purpose of the outer system was to provide the time constraint 

through the input port ‘clock_time’ and ensured section C was executed at the simulation 

time = 2s when it was enabled by section E, as explained earlier. Additionally, the outer 

subsystem took outputs from other sections and transferred them to the inner subsystem 

to simulate the batch process. 

As shown in Figure III-8, the input of the section required the initial concentration 

of monomer (Cm0) and the initial mass of initiator (mi0), which were outputs from section 

A and B accordingly and represented by the input ports ‘Cm0’, and ‘mass_i0’ in the figure. 

Additionally, the reactant temperature of the batch process depended on the performance 

of the utility pump A, whose maximum utility water flow rate (Fcw_max) was the output of 

Section D and was represented by the input port ‘Fcwmax’. These inputs were sent to the 

inner system that was shown in Figure III-9 and became the process variables of the 

polymerization process. The inner system was constructed based on the first-principle 

model in subchapter 3.4. 
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Figure III-8 Detailed schematic of the outer subsystem in Section C 
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Figure III-9 Detailed schematic of the inner subsystem in Section C 
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Figure III-10 shows the detailed schematic of section D. The performance of the 

utility pump depended on PM plans. Given a pre-determined PM plan, the timestamps of 

pump failures were simulated by LHS. In the study, the lifetime of the pump was assumed 

to be 43800 hours (5 years), with β = 1.2, the characteristic life = 10000 hours, and the 

corresponding α = 1.58*10-5. The optimal PM plan was scheduled based on rc = 0.7 and ξ 

= 0.7. Therefore, to study the impact of PMs on the pump performance, the batch process 

was simulated with 5-year scale for both case 1 “PMs being carried out as the optimal PM 

schedule”, and case 2 “PM not being carried out”. In the section, the simulated timestamps 

of pump failures for each case were fed into the block “failuretime”. The block was 

programmed to be updated as the earliest timestamp of the pump failure which was later 

than the service time of the previous batch (block “prev_servicetime”). During the first 

batch in a 5-year scale, the earliest failure time was first fed into the block “failuretime” 

and the block “prev_servicetime” was initiated from 0. As the batch ran, the service time 

of the pump was accumulated by integrating the time when the utility water was pumped 

to control the reactant temperature. When the first batch was completed, the total service 

time of the first batch would be set as the value of block “prev_servicetime” for the next 

batch. By comparing the timestamps of the pump failures and the service times, the pump 

performances were simulated in the Stateflow chart. The pump was capable of pumping 

water at Fcw_max = 0.04413 m3/s when it worked. When the total service time of the pump 

equaled a timestamp of the pump failure, the pump broke down and the Fcw_max became 0 

m3/s. With the simulation of the pump performance, Fcw_max was sent to section C as an 

input variable of the process simulation. Besides, before each batch process started, 
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“failuretime” and “prev_servicetime” were sent to Section E to determine whether a pump 

failure would occur during the batch.  
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Figure III-10 Detailed schematic of Section D
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Figure III-11 shows the detailed schematic of Section E. As mentioned, Section E 

was to skip the process simulation in Section C under the most common conditions, i.e., 

when the initial reactant composition was the same as the procedure required and utility 

pump failure did not occur within a batch. As shown in Figure III-11, when 

- duration of the batch system (‘batch_duration”) + the service time of the 

previous batch (“prev_servicetime”) < the simulated timestamp of pump 

failure AND, 

- initial concentration of the monomer was the same as the recipe required, i.e., 

Cm0 = 3.66 AND, 

- initial mass of the initiator was the same as the recipe required, i.e., mass_i0 

=742, 

the simulation of the batch would be terminated by the block “STOP”. Otherwise, when 

the condition was false, section C was enabled and the polymerization process was 

simulated. The system was simulated by pre-defining the performance of “Reactor” (i.e., 

pre-defining the overall heat transfer coefficient in the first principle model) so that 

simulation could be skipped under two conditions: 1) initial reactant composition was 

same as the procedure required, no utility pump failure, and the reactor was under a clean 

condition and 2) initial reactant composition was same as the procedure required, no utility 

pump failure, and the reactor had fouling that reduced the overall heat transfer coefficient 

by 20%. Datasets for the two conditions had been generated in advance so they could be 

loaded into the output data when the simulations of the batches were terminated by section 

E.  
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Figure III-11 Detailed schematic of Section E 

 

 

3.7.3 Synthetic Data Generation  

As mentioned previously, since the hybrid simulator only simulated the process 

batch by batch with assigned parameters, the separate MATLAB script which was created 

to initialize the hybrid simulator was also used to export the output data. The parameters 

to be assigned in the script corresponded to the performances of the background functions 

in the FRAM in Figure III-4, which only have output aspects. However, performances of 

the background functions could vary with different time scales. For example, the 

performance of the function “Utility pump A is maintained”, representing PM schedule of 

the pump, depended on the pump’s operating time in years, while performances of the 

functions such as “Training and experience of control room operator” depended on shift 

personnel thus could vary every batch. In order to simulate interactions between the 
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functions which impacted the system with various time scales, the system was simulated 

in a time-series manner up to the longest time scale. In the study, the system was simulated 

with a 5-year time span, which was the utility pump’s operating life, assuming there were 

3650 batches in every 5-year time span. 

Additionally, performances of the function “Utility pump A is maintained” and the 

function “Reactor” needed to be pre-defined for a 5-year simulation in the separate 

MATLAB script and Section C in the hybrid simulator accordingly. Thus, the simulations 

were conducted under four cases and 219,000 batch operations were simulated for each 

case, which was 876,000 batch operations in total. The simulation matrix is provided in 

Table III-12. The simulations were conducted by using clusters of High-Performance 

Research Computing (HPRC) at Texas A&M University, College Station, TX. 

 

 

Case # Performance of the function 

“Utility pump A is maintained” 

Performance of the 

function “Reactor” 

# of 

batches  

1 “PMs being carried out as 

optimal PM schedule” 

The reactor is under clean 

condition 

219,000 

2 “PMs being carried out as 

optimal PM schedule” 

The reactor has fouling 

which reduces overall heat 

transfer coefficient by 20% 

219,000 

3 “no PM being carried out” The reactor is under clean 

condition 

219,000 

4 “no PM being carried out” The reactor has fouling 

which reduces overall heat 

transfer coefficient by 20% 

219,000 

Figure III-12 Simulation matrix 
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The output data of the simulation contained the variables that represented function 

performances. As shown in Tables III-5, 6 and 7, some functions were considered to have 

invariant performance as the system was designed. These functions did not impact 

performance variabilities of its downstream function and did not impact the aggregated 

couplings on the downstream function. Figure III-13 shows the simplified FRAM by 

removing these functions. Thus, the variables which represented the performances of the 

functions in the simplified FRAM were exported in the output data. Table III-9 shows 

output variables that were exported from the simulations, as well as variable types and 

descriptions corresponding to the functions in the simplified FRAM. Performances of the 

functions “Initiate exothermic reaction”, “Heating/Cooling Control”, and “Utility water 

pump A” varied after the polymerization process started, thus performances of these 

functions were exported as time-series data of an 8-hr batch operation. On the other hand, 

performances of the rest of the functions only varied batch by batch, thus they were 

exported as single values for a batch. The output data will be further processed and used 

as data sources of the work in Chapters IV and V. 
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Figure III-13 Simplified FRAM with 20 functions after functions with invariant performance were removed. Red 

circles indicate where an upstream function was removed. Organization functions are in blue. Human functions are in 

purple. Technological functions are in green. Shaded functions in grey represent the boundary of the system.
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Table III-9 Output variables from simulations representing performances of functions  
Function Variables Variable type   Variable Description 

Enter recipe of the batch  Cm0_cp Numerical Monomer concentration that is entered 

on the control panel 

Check remote level display I1O3_error Categorical Human error occurrences and error 

modes 

Field operator loads initiator to PTS mass_i0 Numerical Mass of initiator that is loaded into the 

PTS 

Available time of control room 

operator 

avai_time_1 Categorical Levels of available time 

Available time of field operator avai_time_2 Categorical 

Shift schedule (time of day) time_of_day Categorical Time to carry out tasks 

Simultaneous goals of control room 

operator 

no_simu_goal_1 Categorical Levels of simultaneous goals 

Simultaneous goals of field operator no_simu_goal_2 Categorical 

Training and experience of control 

room operator 

ade_training_1 Categorical Levels of training and experience 

Training and experience of field 

operator 

ade_training_2 Categorical 

Working condition in control room work_cond_1 Categorical Levels of working condition 

Working condition on field work_cond_2 Categorical 

Utility pump A is maintained pm Boolean Whether PM is carried out as scheduled 

Initiate exothermic reaction T Numerical Reactant temperature (time-series) 

Utility water pump A Fcw_max Numerical Maximum utility water flow rate (time-

series) 
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Table III-9 Continued 

Function Variables Variable type  

 
Variable Description 

Heating/Cooling control Power Numerical Power of heater (time-series) 

  Fcw Numerical Utility water flow rate (time-series) 

Reactor fouling Boolean Whether the reactor has a fouling 

condition 

Add initiator through PTS mass_i0 Numerical Mass of initiator that starts a reaction 

Add solvent Cs0 Numerical Concentration of solvent that starts a 

reaction 

Add monomer Cm0 Numerical Concentration of monomer that starts a 

reaction 



 

72 

 

3.8 Summary 

It has been discussed in subchapter 2.3.1 that FRAM still has limitations for 

applications in process industries in terms of quantification and automation. Without 

quantification of performance variabilities, upstream-downstream couplings cannot be 

aggregated appropriately, resulting in misunderstandings of the interactions that lead to 

emerging hazards. Additionally, in order to improve the automation of FRAM applications 

in process industries, modeling function interactions in a hybrid system is necessary. 

This chapter presents the framework which allows quantifying performance 

variabilities and model function interactions through integrating a human performance 

model, an equipment performance model, and a first-principle model. A hybrid simulator 

has been established to simulate possible function interactions thus manual efforts to 

analyze function interactions can be significantly reduced. With the data generated from 

the hybrid simulator, the framework provides fundamentals to further quantify upstream-

downstream couplings and identify the interactions leading to emerging hazards 

automatically through a data-driven approach. 
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CHAPTER IV  

IDENTIFY FUNCTION INTERACTIONS LEADING TO EMERGING HAZARDS  

 

4.1 Introduction 

In a complex system, each function has performance variabilities. In traditional 

methods of hazard analysis such as domino and swiss cheese models, focuses are those 

performance variabilities that contribute to negative outcomes (Hollnagel, 2017). 

However, it is also important to realize some functions perform in a way to achieve the 

success of the system, even though the outcome is negative. Compared to the traditional 

analysis methods, the rationale of the FRAM is to treat behaviors of a complex system as 

resonance phenomena. The resonance results from interactions of the functions that can 

perform in either a positive or negative way (Hollnagel, 2017). Instead of only 

emphasizing malfunctions and failure modes, the FRAM also identifies couplings of 

performance variabilities which potentially lead to hazards when a system is functioning. 

The identified couplings are helpful to understand how the resonance occurs by looking 

at the underlying causation relationships. But when no root causes can be addressed, the 

ways of managing the couplings could be beyond looking at the cause-effect links, 

including isolating the dependencies or weakening resonance effects through dampening 

 

 Part of this chapter is reprinted with permission from “Development of a FRAM-based framework 

to identify hazards in a complex system” by Mengxi Yu, Noor Quddus, Costas Kravaris, M. Sam Mannan, 

2020. Journal of Loss Prevention in the Process Industries, 63, Pages 103994, Copyright 2019 by Elsevier 

Ltd. and from “A data-driven approach of quantifying function couplings and identifying paths towards 

emerging hazards in complex systems” by Mengxi Yu, Madhav Erraguntla, Noor Quddus, Costas Kravaris, 

2021. Process Safety and Environmental Protection, 150, 2021, Pages 464-477, Copyright 2021 Institution 

of Chemical Engineers. Published by Elsevier B.V. 
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the performance variability which has negative outcomes or amplifying the one which has 

positive outcomes (Hollnagel, 2017; Patriarca et al., 2018).  

However, FRAM is originated as a qualitative technique. In order to understand 

how functions interact in process plants, the work presented in previous chapter has 

provided solutions to quantify performance variabilities of functions and simulate function 

interactions through a hybrid simulator, which brings opportunities to further understand 

how functions interact leading to potential hazard scenarios. However, simulations can 

generate a large amount of data, which is challenging to interpret manually. The number 

of possible interactions among the functions could exponentially increases as more 

functions are involved in the system. Extraction of useful information and knowledge from 

the simulated data requires data mining techniques. Therefore, this chapter aims to identify 

function interactions leading to emerging hazards based on FRAM by providing a data-

driven solution.  

 

4.2 Framework Overview 

Figure IV-1 shows the overview of the framework to identify the interactions 

leading to hazard scenarios in a complex system.  First, information of possible function 

interactions in the system were collected. Functions involved in the selected system and 

their performance variabilities were identified based on FRAM, then the data of possible 

function interactions could be synthesized from simulations through the framework 

developed in chapter III or collected from fields. Next, upstream-downstream function 

couplings were quantified by association rule mining and the bootstrap. Lastly, to interpret 
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and manage the performance variabilities leading to emerging hazards, paths leading to 

the hazards were identified by post-processing association rules. The paths would show 

how performance variabilities of functions interact and provide guidance for people to 

prevent emerging hazards.  

Chapter III has presented the details about generating data through modeling 

functions in a hybrid simulator, therefore the chapter focuses on quantifying function 

couplings and identifying paths leading to hazard scenarios. The work of this chapter is 

demonstrated via the same case study of the batch polymerization process in Chapter III 

and by utilizing the synthesized data from Chapter III. 

 

 

 

Figure IV-1 Framework overview 
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4.3 Quantify Function Couplings in FRAM 

4.3.1 Association Rule Mining 

In order to understand the interactions that are relevant to hazard scenarios, 

association rule mining was applied to identify the couplings among upstream and 

downstream functions. Association rule mining has been widely applied by researchers to 

identify causation relationships or patterns from incident records (Anand et al., 2006; 

Bevilacqua & Ciarapica, 2018; Cheng et al., 2010; Hu & Guo, 2016; Keren et al., 2006; 

Verma et al., 2014). It finds the associations by exhaustively searching combinations of 

attribute values, which are called as item sets. The attribute values in the item sets are split 

to antecedents and consequents of rules. The rules that are generated from the association 

rule mining are formatted as A=>C, where A is the antecedent set and C is the consequent 

set. In the context of the study, the item sets to be searched were combinations of function 

performances. 

The association between A and C is commonly described by three metrics: support, 

confidence, and lift (Han et al., 2011). Their formulars are shown as follows. 

Support (A=> C) = Probability (A ∩ C)    (Equation IV-1) 

Confidence (A => C) = Probability (C | A)  

= 
Probability (A ∩ C)

Probability (A)
    (Equation IV-2) 

Lift (A=> C) = 
Probability (A ∩ C)

(Probability(A) Probability (C))
    (Equation IV-3) 

Support and confidence are the most common metrics that are used to find strong 

association rules based on their minimum thresholds. When exploring frequent patterns in 
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the contexts such as market analysis, large values of support and confidence indicate 

strong associations. However, they are not proper metrics given the context of the study 

to study hazardous situations. Hazardous situations occur more rarely compared to normal 

situations, but the interactions that lead to hazardous situations are more meaningful for 

the purpose of hazard identification. With the consequent set being a rare hazardous 

situation, whose frequency is extremely low, the values of the two metrics are expected to 

be extremely low as well. Additionally, when the consequent set is a normal situation, the 

frequency of the consequent set is high leading to high values of support and confidence, 

regardless of what interactions are shown in the antecedent set. Thus, support and 

confidence do not help with identifying the interactions leading to normal situations either. 

Instead of relying on support and confidence, lift value was used to study the interactions 

between an antecedent set and a consequent set since the lift value is scaled by the 

frequency of the consequent set. When lift (A=> C) =1, the occurrences of A and C are 

independent. When lift (A=> C) > 1, the occurrences of A is positively associated with 

occurrences of C, and C occurs more frequently when A is present. When lift (A=> C) < 

1, the occurrences of A and C are negatively associated, and C occurs less frequently when 

A is present (Han et al., 2011).  

The MLxtend library in python programming was applied to find frequent item 

sets based on Apriori algorithm and extract association rules (Raschka, 2018). Apriori 

algorithm extracts frequent item sets based on a minimum support threshold. If the 

frequency of any subset of a frequent itemset is smaller than the minimum support 

threshold, the frequent itemset will be neglected to further generate association rules (Han 
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et al., 2011). There is no explicit rule of thumb to set the minimum threshold for rule 

extractions, since the threshold setting depends on contexts of studies, available amount 

of data and different perceptions of meaningful rules (Verma et al., 2014).  

In the study, to extract the interesting rules which were related to the rare abnormal 

situations, the minimum support threshold was set as the inverse of the data size, meaning 

that the co-occurrence frequency of an antecedent and consequent was at least 1. The 

minimum lift threshold was set as 1 to find all the positive associations. In order to quantify 

upstream-downstream couplings, association rule mining was only applied between a 

downstream function and its directly connected upstream functions. Taken the FRAM in 

Figure II-1 as an example, association rule mining would be only conducted (1) between 

functions 1, 2, and 3, (2) between Function 2 and 4, and (3) between function 4 and 5. 

Additionally, since the rule mining process does not distinguish upstream and downstream 

functions, antecedents of rules could contain performances of downstream functions while 

consequents could contain performances of upstream functions. Therefore, another rule 

extraction step was conducted to obtain the rules whose antecedents were upstream 

functions and consequents were downstream functions. Lastly, lift values of such 

association rules were used to indicate the couplings between upstream and downstream 

functions. 

4.3.2 Confidence Intervals of Lift by the Bootstrap 

Lift is a descriptive metric to represent the associations between antecedents and 

consequents in a given dataset. The calculation of lift solely depends on the statistics in 

the given data and does not address uncertainties related to randomness in the dataset. To 
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develop lift CIs, the bootstrap was applied. The bootstrap is a widely applicable statistical 

method to estimate the sampling distribution of a metric, such as a statistic or a model 

parameter (Bruce & Bruce, 2017; James et al., 2013; Wehrens et al., 2000). It does not 

involve any assumption about data or metrics such as being normally distributed (Bruce 

& Bruce, 2017). The bootstrap is a process of empirical sampling with replacements from 

the original dataset for multiple times. The interested metric is obtained from each 

empirical sampling. Thus, with sufficient iterations of sampling, the distribution of the 

metric can be obtained and CI of the metric can be further calculated (Wehrens et al., 

2000).  

Figure IV-2 shows the process of the bootstrap embedded with association rule 

mining. Starting with the categorized synthetic data with m records, the bootstrap process 

was replicated for n times to obtain m-size sample data each time. R represents the set of 

association rules which were extracted from the original dataset, and Ri represents a rule 

in the R. By calculating the lift of Ri from each bootstrapped sample, an empirical 

distribution consisted of n lifts was obtained for the Ri, which would be used to obtain the 

lift CI for the Ri. Exceptions occurred when the combination of the antecedent and 

consequent of Ri only occurred a few times in the original dataset, thus the rule would not 

show up in some bootstrapped replicates. In such cases, the lift CI from n bootstrap 

replicates did not exist. The nonexistent CI indicates such rules are not supported by 

enough data in the given dataset thus become unstable (Waitman et al., 2006). Such rules 

were not considered for further analysis in the study to illustrate the methodology but 

reliable lift CIs for such rules can be easily obtained by expanding the size of the synthetic 
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data through more simulations. Lastly, for the rules which had n lifts from the bootstrap 

replicates, percentile CIs of their lifts were derived through Equation IV-4 (Efron & 

Tibshirani, 1994). 𝑙∗ represents the distribution of the lift that derived from the bootstrap 

replicates for an association rule. With the confidence level at 1-2α, the lower limit of 

confidence interval (𝑙%,𝑙𝑜𝑤 ) is 100* αth empirical percentile, and the upper limit (𝑙%,𝑢𝑝 ) 

is 100*(1-α)th empirical percentile.  

[�̂�%,𝒍𝒐𝒘, �̂�%,𝒖𝒑] = [�̂�∗(𝜶), �̂�∗(𝟏−𝜶)]     (Equation IV-4) 

In the study, the percentile confidence interval of lift value was derived from 1,000 

bootstrap replicates at 99% CI. 

 

 

 

Figure IV-2 The bootstrap process to obtain the percentile confidence 

interval of lift 
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4.4 Interpret and Manage Performance Variabilities 

To ease the process of interpreting and managing the performance variabilities, 

rules were postprocessed through two steps: removing redundant rules and identifying the 

paths leading to hazard scenarios. For instance, a rule was redundant when it contained 

more elements in the antecedent than another rule but did not provide additional 

information (Batbarai & Naidu, 2014; Jiawei & Yongjian, 1999). The metrics to remove 

redundant rules could be different depending on the context. Given the context of the 

study, a rule was removed when the rule had additional upstream function performances 

in the antecedent than another rule had but did not show increased couplings with the same 

downstream function performance. Assuming there were two rules containing the same 

downstream function performance: 

Rule 1:  A1, A2 → C, lift CI = [Lift_low_1, Lift_high_1]  

Rule 2:  A1, A2, A3 → C, lift CI = [Lift_low_2, Lift_high_2]  

Rule 2 was redundant if  

(Lift_high_2 < Lift_low_1) or;              (Equation IV-5) 

(Lift_high_2 = Lift_high_1) and (Lift_low_2 = Lift_low_1)          (Equation IV-6) 

However, the removal process would not remove all redundant rules. For example, 

it was possible to derive Rule 2 whose Lift_low_2 > Lift_high_1. In this case, Rule 1 could 

be redundant depending on how much its lift CI was increased by adding the element A3 

to its antecedent. For example, 

Rule 1 was redundant if Lift_low_2 was much greater than Lift_high_1, 
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Rule 2 was redundant if Lift_low_2 and Lift_high_2 were slightly greater than 

Lift_high_1.  

A quantitative criterion was needed to define “much” and “slightly” for refining the 

removal process but has not been defined at the current stage of the study. The only 

purpose of removing redundant rules was to reduce the number of interactions that were 

identified thus reduced the manual efforts for reviewing. Since the study focused on how 

interactions could be identified rather than minimizing redundant interactions, rules were 

removed conservatively based on the conditions in Equations IV-5 and IV-6.  

After removing such redundant rules, rules were merged to form hazard paths. For 

instance, C was the hazardous performance of the target function, and performances of 

two upstream functions, A1 and A2, impacted C positively. To identify the paths leading 

to C, rules whose consequents were A1 or A2 would be extracted and merged with A1, 

A2 → C. The merging process was stopped until the furthest upstream functions in the 

system were reached, or the functions which performed as desired in a normal operation 

were reached. After a few iterations, paths leading to the hazardous scenario C were 

identified. Such paths with quantified couplings are essential to understand how the 

hazardous scenario occurs, as well as guide people to determine appropriate measures to 

prevent the paths from emerging in operations.  

 

4.5 Coupling and Causation 

As mentioned earlier, FRAM is a technique to identify function couplings leading 

to a resonance scenario. Even though further analysis of managing resonance effects could 
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include identification of underlying causation relationships, it is critical to understand 

causality inferences from couplings need expert knowledge or contextual information. 

Pearl and Mackenzie (2018) proposed a three-step ladder of causation theory, including 

association at the bottom ladder, intervention at the middle, and counterfactual analysis at 

the top. Association is from observations, which permits inferences and predictions of 

future events. Association could be observed between X and Y when they have a cause-

effect relationship or they share a common cause. Explicit causal analysis  requires further 

steps to investigate the association between X and Y in a changing context (Pearl, 2010; 

Pearl & Mackenzie, 2018), such as how Y is changed along with changes of X (i.e. 

intervention), and whether Y can occur due to other factors when X does not occur (i.e. 

counterfactuals). In a complex system, a hazard scenario is a result of function 

interactions. The scenarios could occur even when some functions work as desired to 

dampen the undesired resonance rather than contribute to the hazard. The scope of the 

study was to be consistent with the FRAM and to identify the function couplings 

potentially leading to hazard scenarios. The couplings would show significant beliefs 

about occurrences of hazard scenarios and provide guidance for further causal analysis. 

 

4.6 Case Study: Batch Polymerization Process 

Uncontrollable temperature excursions in batch polymerization process could 

develop to fires and explosions very quickly. This section is to illustrate how the 

interactions leading to hazardous temperature excursions were identified through a data-

driven approach based on association rule mining. The batch polymerization process 
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which has been used as the case study in Chapter III was also used for the illustration in 

this chapter. The synthetic data of 879,000 batch operations was processed and utilized 

for the analysis in this chapter. 

4.6.1 Data Description 

Table III-9 provided descriptions of raw data that was generated from simulations. 

As the table showed, performances of functions were collected in different formats. For 

example, performance of the function “Initiate exothermic reaction” was collected as time-

series temperature during an 8-hour batch, while performance of the function “Enter recipe 

of the batch” was collected as a single value in a batch. The raw data needed to be 

processed to apply association rule mining. Features could be extracted from the time-

series data depending on study interests. For example, the maximum temperature of a 

batch operation was extracted as the interested performance of the function “Initiate 

exothermic reaction” in the study. Additionally, since the variables that were extracted 

from the simulated data were a mix of numerical and categorical variables, the numerical 

variables were discretized to categorical values to apply the association rule mining 

algorithm. The output variables in Table III-9 has been processed and the corresponding 

new variables are provided in Table IV-1. Temperature excursions were defined when the 

maximum temperature of a batch operation was 10% higher than that during a normal 

operation. 
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Table IV-1 Processed output variables representing performances of functions 

Function Variables Variable Description Values and Descriptions of Variables 
Enter recipe of the 

batch  

Cm0_cp Monomer concentration that 

is entered on the control 

panel 

0: recipe amount 1: less than recipe amount 

2: more than recipe amount 

Check remote level 

display 

I1O3_error Human error occurrences and 

error modes 

0: no human error 1: faulty diagnosis 2: 

observation missed 

Field operator loads 

initiator to PTS 

mass_i0 Mass of initiator that is 

loaded into the PTS 

0: recipe amount 1: less than recipe amount 

2: more than recipe amount 

Available time of 

control room operator 

avai_time_1 Levels of available time 1: adequate 2: temporarily inadequate 3: 

continuously inadequate 
 Available time of field 

operator 

avai_time_2 

Shift schedule (time 

of day) 

time_of_day Time to carry out tasks 1: day-time 2: night-time 

Simultaneous goals of 

control room operator 

no_simu_goal_1 Levels of simultaneous goals 1: fewer than capacity 2: matching current 

capacity 3: more than capacity 

Simultaneous goals of 

field operator 

no_simu_goal_2 

Training and 

experience of control 

room operator 

ade_training_1 Levels of training and 

experience 

1: adequate training and high experience 2: 

adequate training and low experience 3: 

inadequate training Training and 

experience of field 

operator 

ade_training_2 

Working condition in 

control room 
work_cond_1 Levels of working condition 1: advantageous 2: compatible 3: 

incompatible 

Working condition on 

field 
work_cond_2 
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Table IV-1 Continued 

Function Variables Variable Description Values and Descriptions of Variables 

Utility pump A is 

maintained 

pm Whether PM is carried out as 

scheduled 

0: no pm carried out 1: pm was carried out 

as scheduled 

Initiate exothermic 

reaction 

max_temp Maximum temperature of 

reaction 

0: no temperature excursion 1: temperature 

excursion occurs 

Utility water pump A pumpfail Whether the pump fails 0: pump does not fail 1: pump fails 

Heating/Cooling 

control 

heat_kJ Total heat provided in kJ 0: same as the heat provided during normal 

operation 1: less than the heat provided 

during normal operation 2: more than the 

heat provided during normal operation 

  cooling_water_m3 Total cooling water supplied 

in m3 

0: same as the cooling water provided 

during normal operation 1: less than the 

cooling water provided during normal 

operation 2: more than the cooling water 

provided during normal operation 

Reactor fouling Whether the reactor has a 

fouling condition 

0: no fouling 1: fouling exists 

Add initiator through 

PTS 

mass_i0 Mass of initiator that starts a 

reaction 

0: recipe amount 1: less than recipe amount 

2: more than recipe amount 

Add solvent Cs0 Concentration of solvent that 

starts a reaction 

0: recipe amount 1: less than recipe amount 

2: more than recipe amount 

Add monomer Cm0 Concentration of monomer 

that starts a reaction 

0: recipe amount 1: less than recipe amount 

2: more than recipe amount 
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4.6.2 Quantification of function couplings by lift CI 

Effects of function couplings are difficult to be manually estimated, especially 

when multiple functions are involved and impact downstream functions in different ways. 

Therefore, it is necessary to find a quantitative measure of function couplings. In order to 

investigate whether lift can be used as the quantitative measure, the relationship between 

lift and function couplings needs to be analyzed through the comparison with ground 

truths or theoretically known couplings. Human performance modeling method that was 

used by the simulator is CREAM, which models the interactions between organization and 

human functions (Hollnagel, 1998). In CREAM, a weight is assigned to the performance 

of an organization to describe its coupling with a specific human performance. An 

aggregated coupling of multiple organization functions on a human performance is 

defined as the product of the weights as shown in Equation III-1. The product of weights 

is the theoretical coupling thus it was compared with lift.  

As an example, couplings between the human function “Enter recipe of the batch” 

and its upstream organization functions were analyzed to compare lifts with the theoretical 

couplings. In CREAM, weights are assigned for the execution error, which covers the 

cases when the monomer concentration that entered on the control panel was less or more 

than the recipe amount. Thus, an additional performance of “Enter recipe of the batch” 

was categorized temporarily as “incorrect amount”. Lift CIs were obtained from the rules 

whose consequents were “incorrect amount” and antecedents were the performances of its 

upstream organization functions. Since multiple rules could have antecedents 

corresponding to the same product of weights, the rules were grouped by the product of 
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weights, and the maximum upper limit and the minimum lower limit of lift CIs were 

extracted from each group. Figure IV-3 plots the lift CI limits with the products of weights 

and shows strong positive correlations. 

 

 

 

Figure IV-3 Comparison between lift CI limits and theoretical couplings (i.e., 

product of weights derived from the CREAM) 

 

 

 Additionally, in the cases that multiple rules were with the same product of 

weights, lift CIs of such rules were plotted by their products of weights as comparisons. 

As examples, Figure IV-4 a and b show lift CIs of the rules whose product of weights were 
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8 and 20 accordingly. For the rules with the same product of weights, lifts obtained from 

the entire dataset (represented by dots) fluctuated, but with the CIs, a common range of 

lifts could be found corresponding to a product of weights.  

Summarizing, the patterns in Figure IV-3 and IV-4 showed lift CIs can quantitively 

represent the couplings between upstream and downstream functions. 
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Figure IV-4 Comparison between lift CIs of association rules with the same theoretical couplings (i.e. the same 

product of weights derived from the CREAM) 
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In the studied system, theoretical couplings between functions were unknown 

except for the ones that were modeled by the CREAM. It was similar to realities where 

theoretical couplings are unknown and a data-driven approach to quantify couplings is 

essential. Given the positive correlations between lift CIs and the theoretical couplings 

modeled by the CREAM, association rule mining was conducted between the directly 

connected upstream-downstream functions to demonstrate the interpretations of lift CIs. 

Since the performance “temperature excursion occurs” (“max_temp = 1”) of the function 

“Initiate exothermic reaction” was the hazard scenario of interest, rules for the consequent 

“max_temp =1” were first extracted. Table IV-2 provides all the rules, which contained 

individual upstream function performances and showed positive associations, to 

understand which upstream function performance had the strongest coupling with 

temperature excursions. Descriptions of upstream functions or antecedents have been 

provided in Table IV-1. Some important interpretations of the rules are discussed below: 

• Table IV-2 shows “Cm0 = 2” and “Cs0 = 1” had the strongest coupling with 

temperature excursions (i.e. rule 1 and rule 2). Their lift CI were exactly the same 

indicating they had the same coupling strengths with temperature excursions, 

which was consistent with the fact that the initial monomer and solvent 

concentrations were dependent in the system.  

• On the other hand, rule 7 shows when the function “Add initiator through PTS” 

added the initiator with the recipe amount, the performance very weakly coupled 

with temperature excursions according to the narrow lift CI around 1. However, 

when the antecedent shows the fewer amount of initiator started the reaction 
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(“mass_i0 = 1”) in rule 8, lift at 1.36 indicates the antecedent had positive 

couplings with temperature excursions, which was contrary to the reaction 

kinetics. This was an example that explained well why uncertainty information 

provided by CI is critical for interpreting rules. Even though the lift of rule 8 is 

greater than 1, its CI is wide-ranging from 0.59 to 2.2, indicating the dataset could 

not provide enough evidence to conclude how the fewer mass of the initiator was 

coupled with temperature excursion. More data will be needed to quantify the 

coupling more precisely.  

• Rule 5 with the antecedent “fouling = 1” shows fouling in the reactor was coupled 

with temperature excursions, but the coupling was much weaker compared to the 

couplings with “Cm0 = 2” and “Cs0 = 1”.  

• The rules mentioned so far were straightforward since there was no complex 

relationship and the couplings could be easily explained based on the knowledge 

of the system. However, regarding the rest of the rules (i.e., rule 3, 4, and 6) in 

Table IV-2, whose antecedents are performances of the function “Heat/Cooling 

Control”, the closed loop between the functions “Heat/Cooling Control” and 

“Initiate exothermic reaction” made the interpretation of the rules less intuitive. 

For example, rule 3 indicates less heat provided by the control system was strongly 

coupled with temperature excursions. It would be spurious to simply interpret the 

coupling as a causation relationship. 
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Table IV-2 Association rules between temperature excursion (“max_temp = 

1”) and its upstream functions 

Rule # Antecedent Consequent Lift Lift CI 

1 Cm0 = 2 max_temp = 1 75.4 [71.23, 79.62] 

2 Cs0 = 1 max_temp = 1 75.4 [71.23, 79.62] 

3 heat_kJ=1 max_temp = 1 68.04 [66.04, 70.16] 

4 coolingwater_m3 = 1 max_temp = 1 42.5 [39.48, 45.23] 

5 fouling =1 max_temp = 1 1.54 [1.49, 1.59] 

6 coolingwater_m3 = 2 max_temp = 1 1.14 [1.09, 1.2] 

7 mass_i0 = 0 max_temp = 1 1(rounded) [0.99, 1.01] 

8 mass_i0 = 1 max_temp = 1 1.36 [0.59,2.2] 

 

 

To better understand the interactions between the functions “Heat/Cooling 

Control” and “Initiate exothermic reaction” within the loop, association rule mining was 

conducted to extract the rules whose consequents were the performances of the function 

“Heat/Cooling Control”. As Figure III-13 shows, upstream functions of the function 

“Heating/Cooling Control” were “Initiate exothermic reaction” and “Utility water pump 

A”. Thus, the rules, which contained the performances of the two upstream functions as 

their antecedents, were extracted and provided in Table IV-3.  

Since lift measures couplings instead of causation, expert knowledge is needed to 

interpret the rules based on the knowledge of the system. Especially when functions are 

mutually coupled in a loop, symmetric rules can be generated since lift only measures 
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mutual dependencies and does not change when the antecedent and consequent simply 

switch orders. Expert inputs are needed to interpret the causations hidden in the symmetric 

rules. For example, rule 3 in both Table IV-2 and Table IV-3 is a pair of symmetric rules. 

According to the design of the heating/cooling control system, less heat will be provided 

by the control system when the reactant temperature is higher than the normal temperature. 

Thus, rule 3 in Table IV-3 with temperature excursions “max_temp = 1” as the antecedent 

is in the format which is consistent with the underlying causality. Similarly, rule 4 in Table 

IV-2 and rule 6 in Table IV-3 are symmetric, showing temperature excursions were 

coupled with less cooling water provided by the heat/cooling control system (“cooling 

water_m3_1”). The rules indicate temperature excursions were very likely to occur if more 

cooling could not be provided by the control system when reactant temperature exceeded 

the normal temperature. Another pair of symmetric rules is rule 6 in Table IV-2 and rule 

8 in Table IV-3, showing the associations between “max_temp = 1” and “cooling 

water_m3_2”. The heat/cooling control system was designed to provide more cooling 

water when the temperature in the reactor was higher than the normal temperature. Thus, 

the associations between the two function performances were consistent with the design. 

However, given the lifts are slightly greater than 1, it indicates providing more cooling 

water could not completely prevent temperature excursions. The couplings highlight even 

though the performance of “cooling water_m3_2” had positive impacts on the temperature 

control, it could not always dampen the performance variability of “initiate exothermic 

reaction” to avoid temperature excursions.  
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Besides, expert knowledge is needed to identify spurious associations within the 

loop. Spurious associations refer to the relationships between components which are 

associated without direct causal relationships. Rule 1 and Rule 2 in Table IV-3 shows the 

coupling between pump failure (“pumpfail =1”) and less heat provided by the heat/cooling 

control system (“heat_kJ_1”). However, the performance of the function “Utility water 

pump A” did not impact the total heat provided by the control system based on the system 

design. The two performances were associated since pump failures could cause 

“cooling_water_m3_1” (i.e., rule 5 in Table IV-3) which further could cause “max_temp 

=1” (i.e., rule 4 in Table IV-2 and rule 6 in Table IV-3 ), meanwhile, “max_temp =1” 

could result in “heat_kJ_1” (i.e.,  rule 3s in Table IV-2 and IV-3) regardless of whether 

“max_temp=1” was caused by “pumpfail=1”.   

 

 

Table IV-3 Association rules whose consequents are performances of the 

function “Heat/Cooling Control” 

Rule # Antecedent Consequents Lift Lift CI 

1 

pumpfail = 1,  

max_temp =1 

heat_kJ_1 

79.05 [77.26, 81.21] 

2 pumpfail = 1 76.22 [74.01, 78.54] 

3 max_temp=1 68.04 [66.04, 70.16] 
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Table IV-3 Continued 

Rule # Antecedent Consequents Lift Lift CI 

4 

pumpfail = 1, 

max_temp =1 

cooling water_m3_1 

89.09 [85.47, 92.67] 

5 pumpfail = 1 82.51 [79.02, 86.04] 

6 max_temp=1 42.5 [39.48, 45.23] 

7 

pumpfail = 0,  

max_temp = 1 cooling water_m3_2 

1.98 [1.98, 1.99] 

8 max_temp = 1 1.14 [1.09, 1.2] 

 

 

As discussed above, even though expert inputs are needed to ensure rules are 

interpreted appropriately, quantified couplings by association rule mining provide 

guidance to identify contributing factors of the hazard and bring to light the emerging 

hazardous scenario which is resulted from both positive and negative performances of 

upstream functions. In addition, another benefit from quantified couplings is to identify 

the most important couplings. In Table IV-3, lift of rule 4 is about twice the lift of rule 6, 

meaning rule 4 is much more important since it simply contains an extra function 

performance in the antecedent and shows a much stronger association with the consequent. 

On the other hand, compared to rule 5, rule 4 contains an extra function performance in 

the antecedent but results in a very similar association which is only about 8% higher. 

Comparing these three rules, rule 5 is the most important one reflecting the strong 

association between pump failures and “cooling water_m3_1”. To minimize manual 
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efforts in identifying important couplings, the automatic process of reducing rule 

redundancy need to be finetuned in the future. 

4.6.3 Example paths leading to potential temperature excursions 

In order to understand how performance variabilities of functions could spread 

within the system and lead to the hazard scenario, association rules that were extracted 

between the performances of directly connected functions were further merged to identify 

the paths of such spread. As discussed previously, there were some redundant rules such 

as rule 4 and rule 6 in Table IV-3 existing in the current study. Merging of such redundant 

rules led to redundant paths, which requires further removals in the future. This subchapter 

provides example paths that were identified to explain how they can be interpreted and 

used for managing the hazard, as well as shows examples to discuss the existence of 

redundant paths. 

The first example of the paths, as shown in Figure IV-5, consists of 7 functions, 

indicating temperature excursions are likely to occur once the performances of the 7 

functions are known. The path in Figure IV-5 is a part of Figure III-13, only showing 

necessary connections for representing an instantiation of the temperature excursion. In 

the figure, performances of the functions are labeled next to the connections that are 

originated from the “output” aspects. Descriptions of the performances are available in 

Table IV-1. The process of merging rules for path identification started from identifying 

the rules that showed positive associations with temperature excursions. In Figure IV-5, 

such rule had the antecedent containing the performances “Cm0=0”, “mass_i0=0”, 

“fouling = 0” and “cooling water_m3=1”. Next, the rule was merged with the rules which 
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had the individual performances as consequents. For instance, the rule which had “cooling 

water_m3 = 1” as the consequent and “pumpfail = 1” as the antecedent was involved in 

the path. The step-by-step rule merging could be a few iterations, till the furthest upstream 

functions in the system or the functions that perform as desired in normal operation were 

reached. The functions at the boundary of a path were shaded in grey. Besides, for the 

functions which were connected with upstream functions, lift CIs were shown in brackets 

to show the couplings with their upstream functions quantitively.  

 

 

 

Figure IV-5 First path leading to the temperature excursion “max_temp = 1”. 

Function performances are provided on the connections that are originated from the 

output (O) aspects. Lift CI which quantifies the couplings between the directly 

connected functions are shown in brackets. Functions shaded in grey represent the 

boundary of the path. 
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In Figure IV-5, a strong coupling between temperature excursions with the 

combination of its upstream functions’ performances was indicated by the lift CI at 

[336.81, 390.75]. The combination shows when the functions “Add monomer”, “Add 

initiator through PTS” and “Reactor” performed as desired, temperature excursions were 

likely to occur when the function “Heating/Cooling Control” provided less cooling water 

(“cooling water_m3 =1”). The performance “cooling water_m3 = 1” was strongly coupled 

with pump failures with lift CI at [79.02, 86.04]. Additionally, no PM being carried out 

(“pm = 0”) was coupled with pump failures but the lift CI at [1.15, 1.30] shows the 

coupling was relatively weak. It indicates no PM being carried out was not a dominant 

factor leading to pump failures. As the path shows, temperature excursions were resonant 

results of the interactions of the functions including those performing as desired. 

According to the path identified, several measures could be considered to manage the 

performance of “Initiate exothermic reaction”, such as designing the reactor with more 

heat transfer efficiency, adjusting the recipe to make the process inherently safer, 

integrating barriers other than PM to prevent pump failures or providing a back-up pump 

for redundancy.   

 Figure IV-6 shows another example path, which involves more complicated 

function couplings than the previous one. The example highlights the contribution of 

association rule mining in identifying the paths whose complexity could be beyond direct 

observations. Among the upstream functions connecting to the function “Initiate 

exothermic reaction” in the path, the function “Add monomer” overcharged the monomer 

to the reactor (“Cm0 = 2”) and the function “Reactor” had fouling (“fouling = 1”). Both 
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performance variabilities increased the likelihood of temperature excursions. On the other 

hand, the function “Add initiator through PTS” added the initiator as the recipe required 

(“mass_i0 = 0”) therefore it did not have a coupling effect on temperature excursions when 

it was considered alone. Additionally, since the function “Heating/Cooling Control” 

controlled the reactant temperature through a feedback loop, it performed as both upstream 

and downstream function of the function “Initiate exothermic reactions”. When the 

function “Heating/Cooling Control” was treated as the downstream function, “cooling 

water m3 = 2” was coupled with temperature excursion with the lift CI [1.09,1.20]. It 

indicates that even when more cooling water was provided by “Heating/Cooling Control”, 

a few temperature excursions cases still occurred. On the other hand, when the function 

“Heating/Cooling Control” was treated as the upstream function, the lift CI [144.41, 

161.0] revealed one of the cases when “cooling water_m3_2” failed to control the reactant 

temperature. The case occurred when upstream functions had the performances “Cm0=2”, 

“fouling = 1” and “mass_i0=0” and led to an aggregated effect which could not be 

dampened by “cooling water_m3_2”. Simply the small group of function couplings 

suggested that the process can be improved not only by avoiding the performance such as 

the overcharge of the monomer, but by increasing cooling efficiency from the control 

system.  

Additionally, the path covers how “Cm0 =2” emerged from the performance 

variabilities of its upstream functions. In a batch operation, the CRO entered the initial 

monomer concentration on the control panel then verified the recipe that was entered 

through the function of “Check remote level display”. Ideally, if a human error occurred 
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and ended up with a larger monomer concentration (“Cm0_cp = 2”) being entered on the 

control panel, the verification function was expected to fix the error then started the batch 

operation with the required monomer concentration through the function “Add monomer”. 

However, the identified path shows the upstream function couplings, which could cause 

the performance “Cm0_cp = 2”, could also bring variabilities to the function “Check 

remote level display”. In the identified path, five organization functions impacted the 

functions “Enter recipe of the batch” and “Check remote level display”. Two of 

organization functions (i.e., “Shift schedule” and “Working condition in control room”) 

had the performances at the most competent levels, while the other three functions had the 

performances at the poorest levels. The aggregated coupling of the five functions showed 

a positive association with both “Cm0_cp =2” and missed observation (“I1O3_error = 2”), 

with lift CI at [2.64, 4.02] and [3.30,3.35] accordingly. It indicates the aggregated effect 

of the five organization functions led to the undesired performances of both downstream 

functions. The undesired performances were strongly coupled with “Cm0 =2” of the 

function “Add monomer” further, which could start the reaction with the overcharged 

monomer. The identified path shows the function “Check remote level display” was not 

always an effective control aspect of the function “Add monomer”. In order to manage the 

performance of the function “Add monomer”, it is important to ensure the coupling of the 

five organization functions positively impact the performance of function “Check remote 

level display”. Otherwise, additional functions should be integrated to control the 

performance of “Add monomer”. 
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As discussed earlier, association rule mining generated redundant rules which 

resulted in redundant paths leading to the hazard scenario. Figure IV-7 shows a redundant 

path with respect to the path in Figure IV-6. Compared to the path in Figure IV-6, the 

redundant path does not involve the function “Enter recipe of the batch”. Without knowing 

the performance of “Enter recipe of the batch”, valuable information was lost to 

understand how the performance “Cm0 =2” of the function “Add monomer” occurred. 

Correspondingly, two rules were found as follows by comparing Figure IV-7 to IV-6:  

Rule 1 (Figure IV-7):  

I1O3_error=2 => Cm0=2, lift CI = [1.37,1.48] 

Rule 2 (Figure IV-6):  

I1O3_error=2, Cm0_cp=2 => Cm0 =2, lift CI = [138.98,147.40] 

As discussed in subchapter 4.3, Rule 1 is redundant. With the loss of information, 

the lift CI between the performance “Cm0 =2” and its upstream function performance was 

reduced significantly from [138.98, 147.40] to [1.37, 1.48]. Therefore, the path in Figure 

IV-6 is a more complete path to show how the hazard emerged and the path in Figure IV-

7 is redundant. The limitation regarding the redundancies of rules and paths needs to be 

resolved in the future to minimize manual efforts in reviewing the identified paths. 
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Figure IV-6 Second path leading to the temperature excursion “max_temp =1”. Function performances are 

provided on the connections that are originated from the output (O) aspects. Lift CI which quantifies the couplings 

between the directly connected functions are shown in brackets. Functions shaded in grey represent the boundary of 

the path.  
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Figure IV-7 Redundant path leading to the temperature excursion “max_temp = 1” with respect to the path in 

Figure IV-6. Function performances are provided on the connections that are originated from the output (O) aspects. 

Lift CI which quantifies the couplings between the directly connected functions are shown in brackets. Functions shaded 

in grey represent the boundary of the path.  
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4.7 Summary 

FRAM allows qualitative analysis of function interactions in a complex system by 

function decompositions, but it is still difficult to estimate aggregated effects of functions 

especially when upstream functions impact a downstream function in different ways. With 

the development of the framework to simulate possible function interactions in Chapter 

III, function couplings can be quantified through data-driven approaches to identify the 

interactions leading to potential hazards.  

The work in this chapter showed how the lift of association rules quantified 

upstream-downstream function couplings. Lift CI was derived through the bootstrap 

process to provide uncertainty information of the quantification process. The comparison 

between lift CIs and the corresponding theoretical couplings showed strong positive 

correlations thus indicated lift CI is a quantitative metric of function couplings. More 

importantly, paths leading to hazard scenarios were identified by merging association 

rules. Graphical representations of the paths with quantified couplings showed how hazard 

scenarios emerged thus guided people to take measures to manage undesired outcomes. 

The work also indicated the need for future work to improve its feasibility in the real world 

such as finetuning the process of removing redundant rules and paths.  
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CHAPTER V  

IDENTIFICATION AND RESPONSE TO WEAK SIGNALS 

 

5.1 Introduction 

As discussed in subchapter 2.3.2, due to the abundance of information collected in 

today’s digitalized plants, the coexistence of weak signals and noise brings challenges 

throughout the entire life cycle from observing, evaluating, and responding to weak 

signals. It is intellectually unmanageable to identify and respond to weak signals only 

based on individuals’ knowledge and experience. The work in this chapter is to develop a 

novel framework to provide techniques that address challenges during the life cycle. 

 

5.2 Framework Overview 

This subchapter provides an overview of the framework. Figure V-1 compares the 

life cycle of weak signals and the developed framework side by side. The techniques that 

address challenges during each stage of the life cycle are listed correspondingly. To ensure 

the information regarding potential sources of weak signals were collected by an 

organization, the framework is started from utilizing a system-based technique, i.e., 

FRAM, to identify potential sources of weak signals. FRAM is a graphical representation 

of a complex system and allows identifying functions and their interactions in the system. 

With a constructed FRAM for a system, it is straightforward to visualize the upstream 

functions that set the boundary of the system. Such functions are the ones that could bring 

the initial performance variabilities to the system. Therefore, their performances are 
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potential weak signals. Information of the potential weak signals can be collected from 

actual operations or synthesized from simulations. Once performances of these potential 

sources of weak signals are collected, machine learning techniques are utilized for 

evaluation. A Random Forest (RF) model is developed and calibrated to estimate the 

probability of the occurrence of a selected hazard scenario. The estimated probability is a 

quantitative indication of the relevance of underlying weak signals and provides 

quantitative information for people to decide whether the weak signals are necessary to 

respond to. In the cases when the probability exceeds a pre-defined acceptable threshold, 

it indicates underlying weak signals are relevant enough to call for actions. However, RF 

is not interpretable. To identify the weak signals contributing to occurrences of a 

hazardous scenario, a Decision Tree (DT) is further developed by mimicking the 

knowledge learned by the RF. The hierarchy of nodes in a DT can reflect relative 

significances of the weak signals, thus the DT is used as a guideline to prioritize responses 

to the weak signals.   
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Figure V-1 Framework corresponding to the life cycle of weak signals 

 

 

5.3 Identify potential sources of weak signals based on FRAM 

Understanding function interactions in a complex system is a prerequisite to 

systemically identify potential sources of weak signals and to ensure useful information is 

fed into machine learning techniques. FRAM is a system-based technique of modeling 

function interactions, such as cause-effect, control of one by another, passing information 

on, etc., and has been increasingly adopted in industrial environments in recent years 

(Patriarca et al., 2020). The standard application of FRAM has four steps: 1. Identify and 

describe functions 2. Identify performance variabilities of functions 3. Aggregate 

performance variabilities to evaluate function couplings 4. Manage uncontrolled 

performance variabilities leading to undesired outcomes. As a recent review of FRAM 
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applications shows, which step of FRAM can be up to during an application could vary 

depending on the user’s purposes (Patriarca et al., 2020).  

In the context of the study, only the first two steps are needed to decide potential 

sources of weak signals of a selected hazard. In the first step, technological, human and 

organization functions that are involved in the system are identified. As Figure II-1 shows, 

those functions which only have active Output aspects, are called background functions 

that define the boundary of a system. These functions could bring initial performance 

variabilities to the system. The background functions form a preliminary set to identify 

potential sources of weak signals. The first round of refining the preliminary set is to 

remove the background functions which are not sources of weak signals based on the 

proposed definition in subchapter 2.2. Depending on the analysis scope of a system, it is 

possible to have background functions whose performances are actual events instead of 

conditions. As mentioned earlier in subchapter 2.2, weak signals are conditions which are 

early enough to indicate precursor events. Therefore, performances of these background 

functions are not early enough to be called weak signals and these functions should be 

excluded from the potential sources of weak signals.  

In the second step of FRAM, performance variabilities of functions in the system 

need to be identified. Given the context of the study, only performance variabilities of 

background functions need to be identified instead of all the functions in the system. 

Identifying performance variabilities provides the second round of refinement to finalize 

potential sources of weak signals. If performance of a background function does not vary, 

it only provides constant context information and does not have impacts on predicting 
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occurrences of a hazard scenario. Therefore, such functions can be excluded from potential 

sources of weak signals. After the two rounds of refinement, potential sources of weak 

signals can be identified, and their information should be collected and utilized for 

identifying weak signals. 

 

5.4 Random Forest (RF) 

Various classification algorithms exist. Performances of algorithms highly depend 

on nature of data thus no strict procedure exists to decide which is the best classifier before 

supervisory experimenting and comparing performances on test data. Past studies in Table 

II-1 covered most classification algorithms. Since an algorithm that performs better than 

another one in a study can perform worse in a different study, the objective of this study 

was to explore how a classification algorithm can identify weak signals with promising 

performances, instead of finding the best classifiers through exhaustive experimenting. 

The top commonly used algorithms in the domain of safety were the non-parametric 

classification models: Decision Trees (DT) and ensemble models based on multiple 

decision trees (ET). DT consists of decision nodes with branches and leaf nodes as the 

outputs. The number of decision nodes in the longest branch is the depth of the decision 

tree. DT is popularly applied since it is easily interpretable, which is very critical to 

understand the underlying factors of incidents. However, it has a few limitations regarding 

its performance in predicting classes and probabilities. First, DT is unstable meaning that 

a small variation in the training dataset may result in a different tree. Second, when classes 

are unbalanced, a typical condition when classifying normal operations versus incidents, 
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DT could overfit as it is highly biased towards a dominant class (Pedregosa et al., 2011). 

Additionally, DT is grown to derive homogeneous leaves, thus the probability of a class 

that is observed in a leaf is shifted towards 0 or 1 (Zadrozny & Elkan, 2001). Hence, DT 

is not good for estimating probabilities. Instead, compared to using a single DT, ET is 

more robust since classifications are predicted by combining the results of multiple DTs. 

RF is a typical ensemble model of randomly chosen sub-spaces, hence independent trees 

using the randomly re-sampled bootstrap bagging strategy. To deal with an extreme 

imbalance issue, extended versions of RF, i.e., Balanced Random Forest (BRF) and 

Weighted Random Forest (WRF) have been developed to apply class balancing strategies 

during the training process (Chen et al., 2004). Additionally, RF improves probability 

estimation by ensemble and results in a smoother probability estimation (Chawla & 

Cieslak, 2006). Thus, both BRF and WRF were trained and evaluated in the study for class 

and probability predictions. BRF was implemented by using the imbalanced-learn toolbox 

and WRF was implemented by using the scikit-learn library (Lemaître et al., 2017; 

Pedregosa et al., 2011).   

Since BRF and WRF work similarly to a standard RF except for built-in class 

balancing strategies, Figure V-2 shows a generalized training process of RF and Figure V-

3 shows a generalized process of predicting a new instance (Breiman, 2001; Pedregosa et 

al., 2011). During the training process of a standard RF, a bootstrap data sample is sampled 

from training data to train each individual DT. An individual DT is trained through the 

training induction process where the input feature space is recursively partitioned to find 

the most homogeneous splits. The quality of a node split is determined by an impurity 
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function, which is commonly measured based on Gini Index (Pedregosa et al., 2011). 

Equation V-1 shows the formula of Gini Index in node m, which contains samples 

represented by 𝑄𝑚. The proportion of class k in node m is represented by 𝑝𝑚𝑘. A smaller 

Gini Index indicates a better separation of different classes. Equation V-2 shows the 

impurity function based on the Gini Index when a feature value θ is used as a split 

candidate. 𝑁𝑚 is the number of samples in node m, and 𝑁𝑚
𝑙𝑒𝑓𝑡

 is the number in the left split 

generated from node m, and 𝑁𝑚
𝑟𝑖𝑔ℎ𝑡

 the same in the right split. 𝐺(𝑄𝑚
𝑙𝑒𝑓𝑡(𝜃)) is the Gini 

Index of the left split, and 𝐺(𝑄𝑚
𝑟𝑖𝑔ℎ𝑡(𝜃)) is the Gini Index of the right split. The optimal θ 

for splitting node m is the one that minimizes the impurity function. 

𝐺(𝑄𝑚) = ∑ 𝑝𝑚𝑘(1 −𝑘 𝑝𝑚𝑘)      (Equation V-1) 

𝐺(𝑄𝑚, 𝜃) =
𝑁𝑚

𝑙𝑒𝑓𝑡

𝑁𝑚
∗ 𝐺 (𝑄𝑚

𝑙𝑒𝑓𝑡(𝜃)) +
𝑁𝑚

𝑟𝑖𝑔ℎ𝑡

𝑁𝑚
∗ 𝐺 (𝑄𝑚

𝑟𝑖𝑔ℎ𝑡(𝜃))  (Equation V-2) 

During a prediction process, probabilities of classes are estimated at terminal nodes 

in individual DTs. The probability of a class in a single tree is defined as the fraction of 

the class in the training samples in its terminal node. Lastly, class probabilities estimated 

from all the trees are averaged and the class with the highest average probability is voted 

as the final class.  
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Figure V-2 Training process of a Random Forest with n trees 

 

 

 

Figure V-3 Process of predicting a test instance by a trained Random Forest 

with n trees 
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BRF and WRF take into account balancing strategies at different stages during the 

training and prediction process. Table V-1 compares the algorithms with a standard RF 

(Chen et al., 2004; Lemaître et al., 2017; Pedregosa et al., 2011). WRF assigns a higher 

weight to the minority class to make the weighted number of the samples balanced with 

the number of majority class samples. The weight is applied to the step of training 

induction by plugging weighted numbers of samples into the impurity function to find 

optimal splits. Besides, it is also applied to the step of probability estimation. Regarding 

BRF, the classes are balanced during the step of sampling data for individual trees. A 

bootstrap sample of training data is first drawn then samples of the majority class are 

under-sampled to achieve the class ratio at 1:1. Therefore, training samples for individual 

trees contain balanced classes. The steps of training induction and prediction work in the 

same way as the standard RF.  

Basic metrics to evaluate classification performance are accuracy, 

misclassification rate, recall, specificity and precision (Saito & Rehmsmeier, 2015). 

However, the choice of metric depends on class distributions in datasets and objectives to 

achieve. Accuracy and misclassification rate are commonly used to evaluate classification 

performance. They work well when classes in the dataset are approximately balanced. 

However, when the class distribution is extremely skewed, the metrics have biases toward 

the majority class and are not appropriate to evaluate predictions on the minority classes. 

To evaluate predictions for a specific class when the positive class is the minority and the 

negative class is the majority, specificity measures accurate predictions among the 

majority class, while recall, which is also called as sensitivity and true positive rate, 
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measures accurate predictions among the minority class (Douzas et al., 2018). Precision 

measures how many predicted positive classes are true positive classes. According to the 

context of the study to predict low frequency but high consequence events, false negative 

prediction is much more costly than false positive ones. Therefore, recall was used as the 

metric to evaluate the performance of RF. 

 

 

Table V-1 Comparison between basic RF, Weighed Random Forest (WRF), 

and Balanced Random Forest (BRF) 
 

Basic RF WRF BRF 

Sample data 

for individual 

trees 

Draw a bootstrap 

sample from 

training data 

Draw a bootstrap 

sample from training 

data 

Draw a bootstrap 

sample from training 

data then under-

sample the majority 

class to achieve the 

class ratio of 1:1 

Training 

induction 

Split a node based 

on the impurity 

function in 

Equation V-2 

Split a node based on 

the impurity function 

in Equation V-2 but 

the numbers of 

samples in Equation 

V-2 are replaced with 

weighted sums 

Split a node based on 

the impurity function 

in Equation V-2 

Probability 

estimation 

Fraction of classes 

at a leaf node 

Weighted fraction of 

classes at a leaf node 

Fraction of classes at 

a leaf node 

 

 

5.5 Probability calibration 

Besides class prediction, probability estimation is crucial for making decisions and 

evaluating conditional risk (Zadrozny & Elkan, 2001; Zhong & Kwok, 2013), especially 
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for those rare events with large uncertainties and asymmetric, hence high costs (Wallace 

& Dahabreh, 2012). Classification algorithms predict classes based on the ranking of class 

probabilities. However, it was recognized that the probabilities that are estimated by most 

classification algorithms are not accurate conditional probabilities (Dal Pozzolo et al., 

2015; Niculescu-Mizil & Caruana, 2005; Wallace & Dahabreh, 2012; Zadrozny & Elkan, 

2001). The probabilities that are estimated from classification algorithms are based on raw 

training samples. For example, as the previous section explained, the probability of a class 

that is estimated from a DT is the fraction of the class within the training samples in its 

terminal node. Especially with imbalanced classes, balancing techniques are used to 

improve classification performance by modifying the skewed distribution of the training 

dataset, which results in a biased probability estimation since training and testing samples 

are not drawn from the same distribution any more (Wallace & Dahabreh, 2012). Thus, 

calibration is needed to map the probability values predicted by classifiers to corrected 

posterior class probabilities. Platt scaling and isotonic regression are two commonly used 

calibration methods for binary classification problems. Empirical studies showed these 

calibration methods improve probability estimations of different classification algorithms 

including RFs (Caruana et al., 2008; Caruana & Niculescu-Mizil, 2006). There is no 

absolute winner between the two techniques (Caruana et al., 2008). Platt scaling is 

parametric assuming the calibration function follows a sigmoid-shape, while non-

parametric isotonic regression can be more generally applied (Platt, 1999; Zadrozny & 

Elkan, 2001, 2002). The study used isotonic regression since it outperforms Platt scaling 

on most problems (Caruana et al., 2008). To avoid overfitting isotonic regression, the 
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dataset for calibration needs to be independent of the dataset for training the classifier, 

while the data size for calibration needs to be large enough, at least 1000 samples (Caruana 

et al., 2008; Niculescu-Mizil & Caruana, 2005).  

In reality, the true class probabilities are usually unknown, therefore the 

performance of calibration is evaluated by comparing calibrated probabilities with 

empirical ones from observations via a reliability curve (Niculescu-Mizil & Caruana, 

2005). A hypothetical calibration curve is shown in Figure V-4 for demonstration. The x-

axis represents the mean value of calibrated probabilities of a class in a bin, while y-axis 

represents the fraction of the class in a bin. The calibration curve is derived by first 

discretizing the calibrated probabilities into bins. The demonstration shows the bins with 

the bin width = 0.1. The observations with the calibrated probabilities between 0 and 0.1 

fall in the first bin, between 0.1 and 0.2 fall in the second bin, and so on. For each bin, the 

mean value of the calibrated probabilities that are fallen in a single bin is calculated, as 

well as the fraction of the class among the observations in the bin. The mean value and the 

fraction in a bin are plotted against each other as a dot. For an ideally calibrated model, all 

the points are expected to be on the dash diagonal line, meaning the fraction of the class 

from observations is equal to its calibrated probability from predictions. To evaluate the 

calibration performance quantitively, coefficient of determination (R2) was used to 

describe how well the calibration curve is fitted to the ideal calibration curve. 
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Figure V-4 Demonstration of a hypothetical calibration curve 

 

 

5.6 Decision Tree (DT) to interpret weak signals 

DT is weak for predicting classes and probabilities, but it is an effective method to 

interpret underlying causations of a prediction. For incident prevention, predicting 

occurrences of incidents is not enough since people need guidance to identify and interpret 

the underlying weak signals to take effective measures. DT has been used as a rule 

extraction tool of black-box models (Augasta & Kathirvalavakumar, 2012; Barakat & 

Bradley, 2010; Bastani et al., 2017; Han et al., 2014; He et al., 2006), so that powerful 

predictability of black-box models such as RF can be utilized together with the 

interpretability of DT. Even though a DT cannot be an explainer to reveal what a black-
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box model actually does, it can be an approximation of a trained black-box model (Rudin, 

2019). The DT that approximates the performance of a black-box model combines the 

predictability of the black-box model and how a prediction is made. Thus, DT was 

developed to extract rules from a trained RF model in the study.  

There are mainly three types of rule extraction methods using DT, namely 

pedagogical, decompositional and eclectic approaches (Barakat & Bradley, 2010). A 

pedagogical approach mimics the learning of a black-box model and is independent of 

black-box algorithms. It has been extensively utilized to extract rules from RF, NN and 

SVM. In the pedagogical approach, the classes in the original training data are replaced 

with the classes predicted by a black-box model. The input features in the original dataset 

and the predicted classes become an artificial dataset to develop the DT, thus the DT infers 

the knowledge that has been learned by the black-box model. Studies showed DT 

successfully maintains similar classification performance of black-box models through 

mimic-learning (Baesens et al., 2003; Bastani et al., 2017; He et al., 2006). Unlike a 

pedagogical approach, decompositional and eclectic approaches need partial information 

from black-box models such as support vectors of a SVM and weights in a NN. Since a 

pedagogical approach outperformed decompositional and eclectic approaches from 

multiple aspects such as computational costs and classification performances (Augasta & 

Kathirvalavakumar, 2012), it was utilized in the study to extract rules from RF. The 

process of developing the DT are explained in chapter 5.7.  

To evaluate the extent to which the rules in a DT mimic the learning of a RF, 

fidelity was used as the evaluation metric (Barakat & Bradley, 2010; Bastani et al., 2017; 
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Guidotti et al., 2018). For a classification problem, fidelity is the percentage of the samples 

whose classifications by the black-box model agree with the classifications by the DT. 

Given potential sources of weak signals as input features to develop a DT, branches 

in the DT unfold the interactions between weak signals that lead to the predictions of 

incidents. Since DT is a global model which extracts most impacting rules from entire 

training data (Du et al., 2019; Yang et al., 2018), the weak signals in such a branch could 

be a subset of weak signals depending on the context under which the DT is developed. 

The interaction between the subset of weak signals is significant enough to indicate an 

occurrence of incident. Those input features which are not involved in a branch could be 

weak signals whose interactions are relatively less important than the ones involved in the 

branch, or could be noise which has negligible impact on incident predictions in any 

context. Additionally, relative significances of weak signals can be indicated by the 

hierarchy of the DT. Typically, the feature at the top node is the most influencing 

(Bevilacqua et al., 2008; James et al., 2013). The hierarchical structure provides guidance 

for people to prioritize responses to prevent weak signals from impacting safety 

performance.  

 

5.7 Development of machine learning models 

5.7.1 Development of RF and probability calibration 

Figure V-5 shows the flowchart of developing BRF and WRF and calibrating their 

class probabilities. Given the full dataset for identifying weak signals, the dataset was split 

into training data and test data. The training data was utilized to train and validate a RF 
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through 3-fold cross-validation. In each iteration out of the three, 2/3 of the training data 

was used for training and the rest 1/3 was used for validation. To obtain an optimal model, 

hyperparameters need to be tuned. The hyperparameters of BRF and WRF that were tuned 

in the study are listed in Table V-3. Before the training process started, ranges of the 

hyperparameters were specified constituting a hyperparameter space. The strategy of 

hyperparameter tuning was to randomly search the hyperparameter space. The randomized 

searching strategy was proved to be more effective to find an optimal model compared to 

the exhaustive grid search (Bergstra & Bengio, 2012; Mantovani et al., 2015). Every time 

when a new set of hyperparameters was searched from the space, a corresponding model 

was trained and validated through the 3-fold cross-validation. After a specified number of 

searches, the hyperparameters which provided the best classification performance on a 

hold-out dataset were selected as the optimal hyperparameters. Finally, all training data 

was used to train the RF with the optimal hyperparameters to derive the optimal model for 

predicting new instances. As mentioned in subchapter 5.4, the recall was the performance 

metric to select the optimal model. RandomizedSearchCV in the scikit-learn library was 

used in the study for the process of hyperparameter tuning and model selection. Classes 

of the test data were predicted by the optimal model to evaluate the model performance 

on unseen data.  
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Table V-2 Hyperparameters in WRF and BRF (Pedregosa et al., 2011) 

Hyperparameters Description 

n_estimators Number of trees in the forest 

Max_features Number of features to be considered when looking for the 

best split 

Max_depths Maximum depth of a tree in the forest 

Min_samples_split Minimum number of samples that is required to split an 

intermediate node 

Min_samples_leaf Minimum number of samples that is required at a leaf 

node 
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Figure V-5 Training and evaluation process of a Random Forest and 

probability calibration 

 

 

For probability calibration, a dataset that is independent of the training data is 

needed. However, in the case when there is only a limited number of samples, holding out 

a large number of samples only for the calibration reduces the size of training data and 

may impact classification performance. An alternative approach to utilize the training data 
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more efficiently is to utilize k-fold cross-validation. During each iteration, all the training 

samples except the hold-out dataset are used to train the classifier, then the hold-out dataset 

can be utilized as an independent dataset to calibrate the probability (Boström, 2008; 

Pedregosa et al., 2011). Since all the training data had already been used to develop the 

optimal RF, instead of using the model directly, only the hyperparameters of the optimal 

RF were used to further obtain calibrated probabilities. Same as the cross-validation for 

training the optimal RF, training samples were split into 3 folds. For each split 𝑖, where 

𝑖=1,2,3, the two folds for training fitted a RF i with the optimal hyperparameters, and the 

hold-out fold was used to calibrate probabilities that had been predicted by the RF i. The 

final calibrated probability of an instance was the average of calibrated probabilities that 

were predicted by the three RFs. The process of probability calibration was implemented 

through CalibratedClassifierCV in the scikit-learn library (Pedregosa et al., 2011). Lastly, 

the test data was used again to evaluate the calibration performance through the coefficient 

of determination (R2) between the actual calibration curve and the ideal one.  

5.7.2 Development of DT to extract rules from a trained RF 

In order to develop a DT to approximate the prediction performance of a trained 

RF, the DT needs to be trained and evaluated with an artificial training dataset whose input 

features are the same as the original training data, but the classes are predictions by the 

trained RF. Thus, the training data that had been used for developing the RF was kept the 

same for developing the DT. As Figure V-6 shows, the same training dataset was first 

treated as an unlabeled dataset and their classes were predicted by the trained RF. The 

actual classes in the training data were replaced by the predicted classes to become the 
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artificial training dataset for developing the DT. Following a similar method of training 

and validating as the RF, the process of hyperparameter tuning and model selection was 

conducted by the randomized search and 3-fold cross-validation using 

RandomizedSearchCV in the scikit-learn library. The hyperparameters to be tuned for a 

DT were the same as the hyperparameters in Table V-3 except that “n_estimators” was 

not applicable since DT only contains a single tree. To evaluate the performance of the 

DT that approximated the trained RF, fidelity was calculated by comparing the predicted 

classes by the DT with those by the trained RF. 
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Figure V-6 Training and evaluation process of a Decision Tree to extract rules 

from a trained Random Forest 

 

 

5.8 Case Study: Batch Polymerization Process 

The batch polymerization process studied in previous chapters was used as the case 

study for the work. Identification of weak signals that could lead to potential temperature 
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excursions was demonstrated, and corrective actions for responses were suggested to 

illustrate the application of the framework. 

5.8.1 Potential sources of weak signals 

The system of the case study was analyzed by FRAM to identify the involved 

functions and their performance variabilities. Details of the FRAM analysis were provided 

in subchapter 3.7.1. As explained in subchapter 2.2, potential sources of weak signals are 

the functions that have various performances and at the boundary of the FRAM. Figure 

III-13 shows the simplified FRAM after the functions with invariant performance were 

removed. Red circles indicate where an upstream function had been removed. The shaded 

functions were at the boundary of the FRAM thus they were identified as the potential 

sources of weak signals. The information of their performances was collected to ensure 

actual weak signals were observable. The potential sources of weak signals and their 

possible performance variabilities were extracted from the FRAM analysis in subchapter 

3.7.1 and provided in Table V-3.    

 

 

Table V-3 Potential sources of weak signals 

Potential Sources of Weak Signals Performance Variabilities 

Available time of field operator Adequate, Temporarily inadequate, 

Continuously inadequate 

Available time of control room operator Adequate, Temporarily inadequate, 

Continuously inadequate 

Shift Schedule (time of day) Day-Time, Night-time 

Simultaneous goals of control room 

operator 

Fewer than capacity, Matching current 

capacity, More than capacity 
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Table V-3 Continued 

Potential Sources of Weak Signals Performance Variabilities 

Simultaneous goals on field Fewer than capacity, Matching current 

capacity, More than capacity 

Training and experience of control room 

operator 

Adequate training and high experience, 

Adequate training and low experience, 

Inadequate training 

Training and experience of field operator Adequate training and high experience, 

Adequate training and low experience, 

Inadequate training 

Working condition in control room Advantageous, Compatible, Incompatible 

Working condition on field Advantageous, Compatible, Incompatible 

Utility pump A is maintained “PMs being carried out as optimal PM 

schedule”, “no PM being carried out” 

Reactor Reactor is under clean condition, Reactor 

has fouling which reduces overall heat 

transfer coefficient by 20% 

 

 

5.8.2 Data Description 

To identify weak signals that are related to potential temperature excursions in the 

batch process, information of the potential sources of weak signals was collected as input 

features for machine learning models. Data of the reactant temperature, which is the 

performance of the function “Initiate exothermic reaction”, was collected to describe the 

target classes. The data that had been synthesized through the hybrid simulator in 

subchapter 3.7.3 was processed for the analysis in this chapter. First, since the reactant 

temperature was collected as time-series data in a batch. The maximum reactant 

temperature was extracted from batch reactions to assign the target classes. Additionally, 

instead of directly predicting hazardous temperature excursions, a broader class 
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“temperature deviation” was predicted. The rationale was the way temperature deviations 

occur is similar to that of temperature excursions, but occurrences of former are more 

frequent, so that for classification modeling a smaller dataset suffices. Lastly, strong 

signals may exist in the potential sources of weak signals, which needed to be excluded 

from the input features. A strong signal is a performance that can indicate occurrences of 

temperature deviations by itself instead of by interacting with others. If such strong signals 

were used as input features to develop a classification model, the classification model 

would treat the strong signals as important features while impacts of weak signals would 

be overshadowed. As Table V-3 shows, the function “Reactor” is a potential source of 

weak signals, but its performance “Reactor has fouling which reduces overall heat transfer 

coefficient by 20%” is a strong signal. According to the domain knowledge, it is well 

recognized that fouling is a typical fault that results in temperature deviations (Chylla & 

Haase, 1993; Crowley & Choi, 1996; Kim et al., 1993; Wieme et al., 2007). Thus, the data 

of the batches under the reactor fouling conditions was excluded for developing 

classification models. 

The final data for developing classification models was from 438,000 batch 

operations where the reactor was under a clean condition. Data of a batch was represented 

as a row/sample in the dataset. The samples of no temperature deviation and of 

temperature deviations were at the ratio of 32.6:1. The dataset was split into two datasets 

– 21,900 samples for training and 416,100 samples for testing. The input features and 

classes are described in Table V-4. The classes regarding temperature deviations were 

assigned based on the maximum reactant temperature in a batch. Since no process noise 
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was considered during the simulation, class 1 (temperature deviation occurs) was assigned 

when the maximum reactant temperature of a batch was not exactly the same as that of a 

batch under a normal operation. Otherwise, class 0 (no temperature deviation occurs) was 

assigned. 

 

 

Table V-4 Input features and classes that were used to develop a Random 

Forest and a Decision Tree 
Input Feature (Variable) Values 

Available time of control room operator 

 (avai_time_1) 

1: Adequate 

2: Temporarily inadequate 

3: Continuously inadequate 

Available time of field operator  

(avai_time_2) 

1: Adequate 

2: Temporarily inadequate 

3: Continuously inadequate 

Shift Schedule  

(time_of_day) 

1: Day-time 

2: Night-time 

Simultaneous goals of control room 

operator  

(no_simu_goal_1) 

1: Fewer than capacity 

2: Matching current capacity 

3: More than capacity 

Simultaneous goals of field operator  

(no_simu_goal_2) 

1: Fewer than capacity 

2: Matching current capacity 

3: More than capacity 

Training and experience of control room 

operator 

(ade_training_1) 

1: Adequate training and high experience 

2: Adequate training and low experience 

3: Inadequate training 

Training and experience of field operator 

(ade_training_2) 

1: Adequate training and high experience 

2: Adequate training and low experience 

3: Inadequate training 

Working condition in control room  

(work_cond_1) 

1: Advantageous 

2: Compatible 

3: Incompatible 
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Table V-4 Continued 

Input Feature (Variable) Values 

Working condition on field  

(work_cond_2) 

1: Advantageous 

2: Compatible 

3: Incompatible 

Maintenance of Utility Pump A  

(pm) 

0: no pm carried out 

1: pm was carried out as scheduled 

Classes Values 

no temperature deviation occurs 0 

temperature deviation occurs 1 

 

 

5.8.3 Classification 

BRF and WRF for predicting occurrences of temperature deviations were trained 

and evaluated. Hyperparameters were tuned through the randomized search with 3-fold 

cross-validations. Ranges of the hyperparameters for the randomized search were 

provided in Table V-5. The optimal set of the hyperparameters was derived from 200 

searches within the feature space.  

 

 

Table V-5 Range of hyperparameters that were tuned for a RF 

Hyperparameters Ranges 

n_estimators Integers in [100,500] 

Max_features [3, 5, 7, 9] 

Max_depths Integers in [3,11] 

Min_samples split 26 evenly spaced numbers over [102,202] 

Min_samples_leaf 26 evenly spaced numbers over [50,100] 
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Due to randomness during a training process such as random searching the 

hyperparameter space and random selection of features to find best split nodes in an 

individual tree, repeating the same training process multiple times could lead to various 

performances of BRF and WRF. To compare performances of BRF and WRF on 

predicting temperature deviations, the training process was repeated three times for both 

BRF and WRF. Table V-6 shows the three trained BRFs and WRFs, with corresponding 

hyperparameters. Their performances on the test data were provided in terms of recall and 

precision of class 1. According to the table, BRFs have higher recalls than WRFs 

indicating BRFs predicted class 1 cases more successfully. However, precisions of class 

1 of all the six models are 5%, indicating only 5% of predicted class 1 are true class 1, and 

the rest are false positive alarms. The low precision was expected since predictions were 

made based on weak signals, whose characteristic is predicting early but always not 

precisely enough. Due to the characteristic of weak signals, class predictions are not 

reliable enough. Probability estimation is needed to tell how likely a temperature deviation 

would occur and inform the relevance of the underlying weak signals. 
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Table V-6 Performances of Balanced Random Forests (BRFs) and Weighted Random Forests (WRFs) 
 

Recall of 

Class 1 

Precision 

of Class 

1 

n_estimators Max_features Max_depths Min_samples_split Min_samples_leaf 

BRF 1 0.83 0.05 367 9 7 114 92 

BRF 2 0.85 0.05 459 9 6 166 98 

BRF 3* 0.85* 0.05 297 9 4 118 100 

WRF 1 0.78 0.05 440 7 3 102 88 

WRF 2 0.79 0.05 273 9 3 138 54 

WRF 3 0.78 0.05 472 9 3 158 76 

* The model used for further analysis 
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5.8.4 Probability calibration 

Since all BRFs performed similarly and better than WRFs, any BRF model of the 

three could be used for further probability estimation. In the study, BRF 3 was used. Figure 

V-7 shows the calibration curve to compare the mean of calibrated probabilities of class 1 

in bins with the empirical probabilities which were the observed fraction of class 1 in the 

bins. The performance was evaluated using the test data. The bin width was 0.02 which 

was determined based on the number of samples in bins to ensure there were not too few 

samples for estimating an empirical probability in a bin. Correspondingly, the histogram 

in Figure V-8 shows the number of samples in the same bins. Figure V-7 shows that the 

calibrated probabilities were near the ideal calibration with R2 = 0.96. The calibrated 

probabilities deviated from the ideal calibration in those bins which corresponded to larger 

probabilities. Correspondingly, Figure V-8 shows the bins for the larger probabilities 

contained much fewer samples. Since the instances with higher probabilities of class 1 

were rarer than those with lower probabilities, the calibrated probabilities based on 

observed fractions can be less precise.  
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Figure V-7 Calibration curve of the model BRF 3 

 

 

 

Figure V-8 Number of samples within the bins for plotting the calibration 

curve 

 

 

5.8.5 Identification of weak signals via DT 

DT was developed to approximate the performance of BRF 3 then identify actual 

weak signals leading to potential temperature deviations. The training dataset for 
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developing the DT was the training dataset that had been used for developing the BRF, 

whose original classes were replaced with the predicted classes by the BRF. The ratio of 

class 0 to class 1 in the artificial training dataset was 1:1.2, which is nearly balanced, 

therefore the performance metric for tuning hyperparameters of DT was changed from 

recall of class 1 to accuracy, which is the same as fidelity. Ranges of the hyperparameters 

for the randomized search are provided in Table V-7 and the optimal hyperparameters 

were derived from 200 searches. Since the same training process may lead to different 

DTs due to randomness in the training process, DTs were developed by repeating the same 

training process three times to understand how different DTs would affect identifying and 

responding to weak signals.  

 

 

Table V-7 Range of hyperparameters that were tuned for a DT 

Hyperparameters Ranges 

Max_features [3, 5, 7, 9] 

Max_depths Integers in [3,11] 

Min_samples_split 26 evenly spaced numbers over [102,202] 

Min_samples_leaf 26 evenly spaced numbers over [50,100] 

 

 

Developed DTs are listed in Table V-8. The training process resulted in DTs with 

consistent results. All the DTs had the same performance with 99.91% fidelity on the test 

data, indicating the DTs approximated the performance of the BRF very well. The three 

DTs had two different structures as shown in Figure V-9. However, the structures 
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contained redundant intermediate nodes whose splits led to the same classes thus such 

nodes were pruned. Figure V-10 shows the pruned tree structures. Given the same/similar 

model performance, a smaller tree is desirable since it provides more compact descriptions 

about how a prediction is made (Mehta et al., 1995; Narodytska et al., 2018) thus could 

guide people to find more effective responses. Therefore, the DT in Figure V-10 b was 

used as the DT to identify actual weak signals. A detailed investigation regarding how the 

two different tree structures affected identifying and responding to weak signals will be 

discussed in the next section. In the DT in Figure V-10 b, the blue paths led to predicted 

class 1 and showed interactions between actual weak signals that indicate potential 

temperature deviations. Additionally, since the strong signal “Reactor is under fouling 

condition” had been excluded to avoid overshadowing impacts of weak signals, the DT 

was developed under the context when “Reactor is under clean condition”. “Reactor is 

under clean condition” was an additional weak signal which interacted with the 

performance variabilities in each path. For example, the top of the DT indicates 

occurrences of temperature deviation were predicted when “avai_time_1 <= 2.5” was false 

(i.e., “Available time of control room operator is continuously inadequate”). The 

performance was relatively strong under the context of “Reactor is under clean condition”, 

but “Available time of control room operator is continuously inadequate” and “Reactor is 

under clean condition” were together considered as weak signals since temperature 

deviations only could be predicted when they interacted. According to the DT, two groups 

of weak signals leading to the predicted temperature deviation were identified in the case 

study: 
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Group 1: Available time of control room operator is continuously inadequate (i.e., 

“avai_time_1” <=2.5 is false), Reactor is under clean condition 

Group 2: Available time of control room operator is adequate or temporarily 

inadequate (i.e., “avai_time_1” <=2.5 is True), Available time of field operator is 

continuously inadequate (i.e., “avai_time_2” <=2.5 is false), Reactor is under clean 

condition 

 

 

Table V-8 Performances of DTs 
 

Fidelity Max_features Max_depths Min_samples_split Min_samples_leaf 

DT 1 99.91% 7 7 166 62 

DT 2 99.91% 9 9 174 76 

DT 3 99.91% 9 5 154 68 
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Figure V-9 DTs that are developed from the same training process. Figure a is the structure of DT1 in Table V-8. 

Figure b is the structure of DT2 and DT3 in Table V-8.  Nodes in red circles are redundant nodes whose splits lead to the 

same classes
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Figure V-10 DTs after pruning redundant nodes. Figure a is the pruned 

structure of DT1 in Table V-8. Figure b is the pruned structure of DT2 and DT3 in 

Table V-8. 

 

 

5.8.6 Demonstration of the framework using a test instance 

The chapter is to utilize a test instance for demonstrating how the BRF and the DT 

are integrated together, as well as for investigating how different DT structures affect the 

decision-making process. The flowchart in Figure V-11 summarizes the steps of the 

framework application. Once the information of potential weak signals is collected, it 

becomes the input information of the developed models.  First, the DT is used to predict 

the occurrence of the temperature deviation to alert users about the existence of weak 

signals. If the prediction is that temperature deviation occurs, the probability of the 

occurrence is further predicted by the BRF to evaluate the relevance of underlying weak 
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signals. If the probability exceeds a pre-determined threshold, weak signals need to be 

identified to take corrective actions. The underlying weak signals can be identified by 

visualizing the DT and corrective actions can be made and prioritized based on the 

hierarchy of the DT. As explained in subchapter 5.6, the weak signals that are identified 

could be a subset of weak signals whose interactions are significant enough to predict the 

occurrence of the temperature deviation. After corrective actions are made, the input 

information can be updated and the process is repeated till the temperature deviation is not 

predicted or the probability of the temperature deviation does not exceed the pre-

determined threshold. 

 

 

 

Figure V-11 Flowchart of applying the framework for decision-making 
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Table V-9 shows an example test instance. The collected information of potential 

weak signals is listed as input features, and the corresponding values and descriptions are 

also listed.  

 

 

Table V-9 Input features of a test instance for demonstration 

Input features Value Description 

work_cond_1  3 Working condition in control room is 

incompatible 

no_simu_goal_1  3 Simultaneous goals of control room operator 

are more than capacity 

avai_time_1  3 Available time of control room operator is 

continuously inadequate 

time_of_day  2 Night-time 

ade_training_1  3 Training and experience of control room 

operator is inadequate 

work_cond_2  2 Working condition on field is compatible 

no_simu_goal_2 2 Simultaneous goals of control room operator 

match current capacity 

avai_time_2 3 Available time of field operator is continuously 

inadequate 

ade_training_2 3 Training and experience of field operator is 

inadequate 

pm 0 No Preventive Maintenance of utility pump is 

carried out 
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The framework is demonstrated based on the DT that was shown in Figure V-10 

b. The weak signals that were identified from the DT and the corresponding probability of 

the temperature deviation for the test instance are summarized in Table V-10 as “Iteration 

0”. According to the DT in Figure V-10 b, corrective actions can be made through multiple 

iterations till the probability is reduced to a pre-determined threshold. Table V-10 

summarizes two iterations of the corrective actions. The column “corrective actions” 

shows the corrective actions that can be made, relative to the original test instance. Details 

of utilizing the framework for the instance is described below. 

• The prediction by the DT is “temperature deviation occurs” (Class 1).  

• The probability of the temperature deviation predicted by the BRF is 0.163, indicating 

relatively high relevance between the underlying weak signals and the prediction. 

• Figure V-12 shows the path in red with the label “Iteration 0”.  As the path shows, the 

weak signals of the temperature deviation for the specific test instance are 

“avai_time_1 =3” (i.e., “Available time of control room operator is continuously 

inadequate”), as well as “Reactor is under clean condition” which is involved in the 

interaction as a context. 

• A pre-determined threshold is not given in the study since it needs a detailed risk 

assessment. Assuming the probability exceeds a pre-determined threshold, corrective 

actions can be made to reduce the probability till it becomes lower than the threshold. 

• As the path shows, “avai_time_1” is at the top of the DT indicating it is the most 

impacting feature. It is at a poor performance level which satisfies the condition of the 

right split of the node and leads to the terminal node “class = 1”. The first iteration of 
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corrective actions is to improve the performance level of “avai_time_1” from level 3 

to 2, which significantly reduces the probability to 0.038. The corresponding decision 

path after the corrective action is made is shown in yellow in Figure V-12 and labeled 

as “Iteration 1”. The weak signals corresponding to the prediction “class 1” are 

“avai_time_1 =2”, “avai_time_2 = 3” and “Reactor is under clean condition”. 

• To further reduce the probability, the next corrective actions can be made through 

improving “avai_time_2” since it is the second top node in the DT. In the second 

iteration, besides the corrective actions that has been made to “avai_time_1”, 

“avai_time_2” is improved from level 3 to level 2. The corresponding path after the 

corrective action is made is shown in green and is labeled as “Iteration 2” in the figure. 

The prediction is class 0, which ends the further iteration of the flow chart in Figure 

V-12. 

• To provide more insights on the prediction of class 0, the probability of temperature 

deviation is estimated and is as low as 0.0142. The weak signals leading to the 

prediction of class 0 are “avai_time_1 =2”, “avai_time_2 =2”, and “Reactor is under 

clean condition”. 

• In case when an organization still needs to reduce the probability even though class 0 

is predicted at the iteration 2, RF and DT models can be developed under the context 

when “Reactor is under clean condition”, “avai_time_1 ≤ 2.5”, and “avai_time_2 ≤ 

2.5” thus the weak signals which have been overshadowed in the current context can 

be further revealed and acted upon. 
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Similarly, the same flowchart is walked through using the DT in Figure V-10 a to 

investigate how different DTs impact the identification of weak signals and responses. 

Table V-11 shows iterations of corrective actions, along with corresponding predicted 

class, probability, and weak signals of temperature deviations. Corresponding paths are 

colored in Figure V-13. 
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Table V-10 Iterations of corrective actions based on the decision tree in Figure V-10 b, with corresponding 

predicted class, probability, and weak signals of temperature deviations (class 1) 

Iteration Corrective actions Predicted class Probability Weak signals 

0 NA 1 0.163 avai_time_1 =3, reactor is under 

clean condition 

1 avai_time_1 improved from level 3 to 2 1 0.038 avai_time_1 =2, avai_time_2= 3, 

reactor is under clean condition 

2 avai_time_1 improve from level 3 to 2 

avai_time_2 improve from level 3 to 2 

0 0.0142 avai_time_1 =2, avai_time_2 =2, 

reactor is under clean condition 

 

 

 

Figure V-12 DT in Figure V-10 b with prediction paths corresponding to iterative corrective actions 
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Table V-11 Iterations of corrective actions based on the decision tree in Figure V-10 a, with corresponding 

predicted class, probability, and weak signals of temperature deviations (class 1) 

Iteration Corrective actions Predicted class Probability Weak signals 

0 NA 1 0.163 avai_time_1 =3, reactor is under 

clean condition 

1 avai_time_1 improved from level 3 to 2 1 0.038 avai_time_1 =2, time_of_day = 2, 

ade_training_1 =3, avai_time_2= 3, 

reactor is under clean condition 

2 avai_time_1 improve from level 3 to 2 

time_of_day improve from level 2 to 1 

1 0.030 avai_time_1 =2, time_of_day = 1, 

avai_time_2 =3, reactor is under 

clean condition 

3 avai_time_1 improve from level 3 to 2 

time_of_day improve from level 2 to 1 

avai_time_2 improve from level 3 to 2 

0 0.0138 avai_time_1 =2, time_of_day = 1, 

avai_time_2 =2, reactor is under 

clean condition 
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Figure V-13 Decision tree in Figure V-10 a with prediction paths of iterative 

corrective actions. 

 

 

Compared last iterations of both DTs, the probabilities of temperature deviations 

are reduced to the approximately same level after iterative corrective actions. However, 

based on the hierarchy of the larger decision tree, an additional iteration (i.e., Iteration 2 

in Table V-11) to improve the performance level of “time_of_day” is indicated but the 

iteration only reduces the probability by 0.008 compared to its previous iteration. In the 

larger decision tree, the impact of “time_of_day” is actually less critical than 

“avai_time_2”, which is at the same depth of the smaller decision tree. The difference 

between the tree structures is due to the limitation of the DT training process which has 

unstable node selection. For example, one of the hyperparameters that was tuned is 
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“max_feature”, which determines the number of features to be considered during each 

node splitting. The node split candidates were randomly selected from all input features 

based on “max_feature” to find the one which could separate the classes best, thus 

different node split candidates could lead to different tree structures even though the same 

training process was used. The comparison between the two DTs agrees with the statement 

that a smaller tree is desirable when performances of trees are similar (Mehta et al., 1995; 

Narodytska et al., 2018). The demonstration also shows a smaller tree can guide people to 

find more effective corrective actions. 

 

5.9 Summary 

Proactive incident prevention requires the identification of weak signals and 

appropriate responses to the weak signals. This chapter presented the development of a 

framework based on FRAM and machine learning techniques, which provided explicit 

guidance for people throughout the entire life cycle of weak signals from identifying to 

responding. The case study of a hypothetical batch process showed great potentials for 

applying the framework in real operations. Given the information of the potential weak 

signals that were extracted based on FRAM, probabilities of a selected hazard were 

predicted with high accuracy by the RF. Underlying weak signals and the corresponding 

corrective actions were identified from the DT. In order to improve the feasibility of the 

framework to be applied in real operations, several directions of future work can be 

explored such as investigating the stability of DT that is related to changes in training 

samples and expanding the scope of the framework from studying a single hazard to 
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multiple hazards. Detailed discussions about the future work will be presented in Chapter 

VI. 
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CHAPTER VI  

CONCLUSIONS AND FUTURE WORK  

 

6.1 Conclusions 

Most incidents in complex systems such as process plants are not-chance events 

and weak signals emerge a long time before incidents occur. To prevent incidents 

proactively, the dissertation aimed to understand the challenges of identifying and 

responding to weak signals and address them by developing data-driven solutions. The 

contributions and conclusions are summarized as follows: 

Definition and characteristics of weak signals in the domain of safety were 

critically reviewed and formal definitions of weak signals and noise were proposed in 

Chapter II due to the imprecise definitions in the existing literatures. The proposed 

definition of weak signals emphasizes three aspects of weak signals:  

- Weak signals can be performance variabilities of technological, human, or 

organization functions. 

- Weak signals exist as combinations to indicate noticeable consequences. 

- Weak signals give rise to early prediction of future incidents, and “early” are 

precisely defined to be early enough to indicate precursors. 

 

 Part of this chapter is reprinted with permission from “Development of a FRAM-based framework 

to identify hazards in a complex system” by Mengxi Yu, Noor Quddus, Costas Kravaris, M. Sam Mannan, 

2020. Journal of Loss Prevention in the Process Industries, 63, Pages 103994, Copyright 2019 by Elsevier 

Ltd. and from “A data-driven approach of quantifying function couplings and identifying paths towards 

emerging hazards in complex systems” by Mengxi Yu, Madhav Erraguntla, Noor Quddus, Costas Kravaris, 

2021. Process Safety and Environmental Protection, 150, 2021, Pages 464-477, Copyright 2021 Institution 

of Chemical Engineers. Published by Elsevier B.V. 
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Due to the complex interactions in process industries, it could be intellectually 

unmanageable to recognize how weak signals interact and lead to emerging hazards. The 

system-based technique FRAM is a promising technique for understanding interactions in 

a complex system but has low degrees of automation and quantification for applications 

in process plants. Therefore, the work in Chapter III and Chapter IV answered the first 

research question regarding the limitations of FRAM to understand interactions in process 

plants. 

 The work in Chapter III developed a framework based on FRAM to simulate 

possible function interactions in process plants. The conclusions of the work in Chapter 

III are:  

- Function interactions in process plants can be modeled based on FRAM, 

by integrating a human performance model, an equipment performance 

model, and a first-principle model into a hybrid simulator. 

- The hybrid simulator is capable to describe performance variabilities of a 

function quantitatively and generate data of possible interactions for further 

analysis.  

With the data of possible function interactions that were generated from 

simulations, Chapter VI presented the framework to identify those interactions leading to 

potential hazards. The conclusions of the work in Chapter VI were justified by the case 

study of a batch polymerization process and are summarized below: 

- Lifts of association rules quantify upstream-downstream couplings. 
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- Lift confidence intervals provide uncertainties which address the randomness 

in data and provide references to evaluate whether the quantifications are 

supported by sufficient data. 

- Interactions leading to hazard scenarios can be identified by merging 

association rules and their graphical representations with quantified couplings 

guide people to understand how emerging hazards occur and take preventive 

measures. 

Besides, another challenge of recognizing weak signals is due to the existence of 

noise. Given the abundance of information in plants, weak signals are hard to be picked 

up. The work in Chapter V developed a data-driven framework that involves techniques 

from identifying, evaluating, and responding to weak signals. The conclusions of the work 

were justified by the case study of a batch polymerization process and are summarized 

below:  

- FRAM can be used to identify potential sources of weak signals, from which 

machine learning techniques can further identify actual weak signals. 

- BRF can predict occurrences of a rare hazard scenario with high recall and 

predict probabilities of the occurrences with high accuracy to indicate 

relevance of underlying weak signals. 

- DT approximates the performance of BRF with high fidelity to predict 

occurrences of the hazard scenario. The interpretable DT shows weak signals 

and can provide guidance to respond to weak signals based on its hierarchy. 
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6.2 Future Work 

In order to improve the feasibility of the framework to be applied in real operations, 

several directions of future work are discussed in this chapter. 

6.2.1 Modeling function interactions 

In Chapter III, the models that were integrated into the framework are theoretical 

models. To apply the framework in the industry, expert judgments or appropriate data are 

required to make necessary adjustments. For example, the equipment performance model 

and its parameters could be adjusted based on failure data. The nominal probabilities of 

generic failure types and weights of the CPCs that are used in CREAM could be modified 

based on real operations. Ranges of the probabilities could be integrated to capture more 

uncertainties of both equipment and human performance variabilities. 

6.2.2 Function interactions leading to hazards 

In Chapter IV, redundant rules were only removed conservatively in the study thus 

resulted in redundant paths which still requires manual efforts to identify the critical ones. 

The criteria for the automatic removal of redundant rules need to be further finetuned to 

achieve a concise set of the paths. Additionally, for the purpose of demonstration, 

numerical performance variabilities were categorized based on deviations from the desired 

performance. In the future, the numerical performance variabilities could be further 

discretized to provide deeper insights into safety constraints of the system. Lastly, 

computational time to extract association rules increases exponentially as a system 

expands. Future work can be done to improve efficiency of rule extractions. For example, 

an algorithm can be developed to only generate the association rules whose antecedents 
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are upstream functions and consequents are downstream functions, instead of extracting 

such rules through additional filtering steps. 

Regarding the depth of understanding emerging hazard, the observed data alone 

cannot identify the causal relationship in the function coupling and the domain knowledge 

was used to make the causal inference from the function coupling to establish the path to 

a hazard scenario. As Pearl explained in his ladder of causation, a causal analysis is 

required to investigate the complete causal relationship among the functions in a changing 

context, requiring a model at the intervention or counterfactual levels (Pearl, 2010; Pearl 

& Mackenzie, 2018). The transition from association to causal inferences by utilizing data-

driven approach can be further investigated in future work. 

6.2.3 Identification of weak signals 

DT is widely applied since it is easily interpretable, but it could be unstable. There 

are two perspectives of the instability. First, given the same set of training samples, DT 

could have different structures due to randomness in the training process. Such perspective 

has been discussed and investigated in the study concluding a smaller tree provides more 

compact decision paths and more effective corrective actions. The other perspective of the 

instability is related to changes in training samples. Small changes in training samples may 

lead to a different tree. If some candidate split nodes have similar importance to distinguish 

classes, the resultant tree structure could be sensitive to small changes where a slightly 

inferior node split in one tree becomes slightly superior in another tree (Li & Belford, 

2002). The instability is highly dependent on training samples (Aluja-Banet & Nafria, 

2003), therefore a systematic investigation is recommended for future work, regarding 
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how much difference in a specific training data that the Decision Tree algorithm can 

tolerate.  

Additionally, since the study aimed to develop a novel framework by utilizing 

machine learning techniques to identify and respond to weak signals, the focus was to 

address how different techniques can be integrated together to overcome challenges 

throughout the life cycle of weak signals, instead of optimizing a specific machine learning 

algorithm. A DT algorithm based on a more stable node splitting method could be an 

alternative to the current one. The study utilized the most classic DT algorithm, which 

measures impurity in a node by Gini Index and recursively partitions a feature space, while 

a few researchers proposed DT algorithms that have the potentials to improve the stability 

of a DT but have not been extensively studied and commonly applied (Dwyer & Holte, 

2007; Guggari et al., 2018; Last et al., 2002; Mirzamomen & Kangavari, 2017). 

The probability that is predicted by RF is a quantitative measure to alert people 

about the relevance of underlying weak signals. An acceptable threshold should be pre-

defined by an organization to call for responses to the weak signals, therefore individuals 

explicitly know whether they need to act on the weak signals or report to decision-makers 

at upper management levels. Determination of the threshold depends on the consequences 

of selected hazards, as well as the commitment of an organization to improve safety 

proactively such as expenses for responding to weak signals. Given predicted 

probabilities, a risk-based and/or cost-based measure could be further developed to 

determine whether responses to weak signals are needed.  
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Finally, the framework was developed based on binary classification problems 

which only addressed a single hazard each time. Extending the framework for multi-

classification problems to deal with multiple hazards could improve its generalizations in 

operations. 
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APPENDIX A 

MATLAB CODE FOR SIMULATION 

A.1 Simulate Batches During a 5-year Operating Time 

%% set seed number 
seed = %set an integer 
s = RandStream('mt19937ar','Seed', seed); 
RandStream.setGlobalStream(s); 

  
%% sample failure time of utility water pump based on preventive 

maintenance schedule  

%%%%%%%% use code in A.2 and A.3 here accordingly%%%%%%%%%%%%%%%%% 

 
%% initialize matrices to save data 
n=3650; % 3650 batches in a 5-year operating time 
servicetimematrix = 10^20*ones(1,n); 
variables = 10^20*ones(28801,8,n);%8 logged time-series signals: 

timestamp, Fcw_max, Cm, Tj, T, Ci, Fcw, Power  
ini_c = 10^20*ones(n,15); % 15 variables to initiate a batch operation 

  
%% run simulation 
for i =1:n % %run simulator for n times, based on simulation input 

objects 
in(i) = Simulink.SimulationInput('hybridsimulator');  

  
% assign pump failure timestamp to the block 'failuretime' 
if i==1  

 

in(i)=in(i).setBlockParameter('hybridsimulator/prev_servicetime',

'Value','0'); % when 1st batch starts, assign service time of 

previous batches 0 to the block 'prev_servicetime' ; 
index (i) = find(floor(failtimelist_sort)>0,1); % find the index 

of the smallest failure timestamp which is greater than 0 
in(i)= 

in(i).setBlockParameter('hybridsimulator/failuretime','Value',num

2str(failtimelist_sort(index(i)))); % assign the failure 

timestamp which is corresponding to the index to the block 

'failuretime' 
elseif i>1 && 

~isempty(find(floor(failtimelist_sort)>sum(servicetimematrix(1:i-

1)),1)) %if a sampled failure timestamp that is greater the sum of 

service time of previous batches can be found 
        

in(i)=in(i).setBlockParameter('hybridsimulator/prev_servicetime',

'Value',num2str(sum(servicetimematrix(1:i-1)))); % assign service 

time of previous batches to the block 'prev_servicetime' 
index(i) = 

find(floor(failtimelist_sort)>sum(servicetimematrix(1:i-1)),1); % 
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find the index of the smallest failure timestamp which is greater 

than sum of service time of previous batches 
in(i) = 

in(i).setBlockParameter('hybridsimulator/failuretime','Value',num

2str(failtimelist_sort(index(i)))); % assign the failure 

timestamp which is corresponding to the index to the block 

'failuretime' 
else %%if a sampled failure timestamp that is greater the sum of 

service time of previous batches cannot be found 
       

in(i)=in(i).setBlockParameter('hybridsimulator/prev_servicetime',

'Value',num2str(sum(servicetimematrix(1:i-1)))); % assign service 

time of previous batches to the block 'prev_servicetime' 
      index(i) = 0; % assign 0 to the index 

in(i) = 

in(i).setBlockParameter('hybridsimulator/failuretime','Value','0'

); %assign 0 to the block of 'failuretime' 
end 

  
%sample performance levels of organization functions and assign the 

values to corresponding blocks 
%control room operator  
in(i) 

=in(i).setBlockParameter('hybridsimulator/ade_org','Value',num2str('2')

); 
in(i) 

=in(i).setBlockParameter('hybridsimulator/work_cond','Value',num2str(ra

ndi(3))); 
in(i) 

=in(i).setBlockParameter('hybridsimulator/avai_MMI','Value',num2str('2'

));   
in(i) 

=in(i).setBlockParameter('hybridsimulator/avai_proc','Value',num2str('2

')); 
in(i) 

=in(i).setBlockParameter('hybridsimulator/no_simu_goal','Value',num2str

(randi(3))); 
in(i) 

=in(i).setBlockParameter('hybridsimulator/avai_time','Value',num2str(ra

ndi(3))); 
in(i) 

=in(i).setBlockParameter('hybridsimulator/time_of_day','Value',num2str(

randi(2))); 
in(i) 

=in(i).setBlockParameter('hybridsimulator/ade_training','Value',num2str

(randi(3))); 
in(i) 

=in(i).setBlockParameter('hybridsimulator/crew_collab','Value',num2str(

'2')); 
%field_operator 
in(i) 

=in(i).setBlockParameter('hybridsimulator/ade_org2','Value',num2str('2'

)); 
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in(i) 

=in(i).setBlockParameter('hybridsimulator/work_cond2','Value',num2str(r

andi(3))); 
in(i) 

=in(i).setBlockParameter('hybridsimulator/avai_MMI2','Value',num2str('2

'));   
in(i) 

=in(i).setBlockParameter('hybridsimulator/avai_proc2','Value',num2str('

2')); 
in(i) 

=in(i).setBlockParameter('hybridsimulator/no_simu_goal2','Value',num2st

r(randi(3))); 
in(i) 

=in(i).setBlockParameter('hybridsimulator/avai_time2','Value',num2str(r

andi(3))); 
in(i) 

=in(i).setBlockParameter('hybridsimulator/ade_training2','Value',num2st

r(randi(3))); 
in(i) 

=in(i).setBlockParameter('hybridsimulator/crew_collab2','Value',num2str

('2')); 

  
%start simulation and write data to workspace  
simout(i)=sim(in(i)); 

  
% when simulation of a normal batch is skipped (as section E designed 

in the hybrid simulator),  
% load variables during a normal condition which are extracted in 

advance 
normal= load('variables_normal.mat'); 
if isempty(simout(1,i).logsout{1}.Values.Time) 

servicetimematrix(:,i)= 2.419305555548399e+04; % service time of 

utility pump during a normal condition 
    variables(:,:,i)= normal.variables; 
else 
    % if the simulation of a batch is not skipped 

result(i)= simout(1,i).get('service_time'); %extract time-series 

cumulative service time that is saved in workspace 
servicetime(i)=max(result(i).Data); % extract the maximum service 

time as the total service time of a batch  
servicetimematrix(:,i)= servicetime(i); % write the maximum service 

time to matrix 
variables(:,1,i)=simout(1,i).logsout{1}.Values.Time; % extract 

timestamps from workspace 
    for ind=1:7 % extract other time-series variables from workspace 

    variables(:,ind+1,i)=simout(1,i).logsout{ind}.Values.Data; 
    end 
end 
end 

  
%% export data from the hybrid simulator 
% store variables which initiate a batch and are not changed along the 

process 
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for i =1:n 
ini_c(i,:)=[i,...  
    simout(1,i).Cm0_Cp.Data,...  
    simout(1,i).E4_error.Data,... 
    simout(1,i).I1O3_error.Data,... 
    simout(1,i).CPC_level.work_cond.Data,... 
    simout(1,i).CPC_level.no_simu_goal.Data,... 
    simout(1,i).CPC_level.avai_time.Data,... 
    simout(1,i).CPC_level.time_of_day.Data,... 
    simout(1,i).CPC_level.ade_training.Data,... 
    simout(1,i).failure_time.Data,... 
    simout(1,i).mass_i0.Data,... 
    simout(1,i).CPC_level2.work_cond2.Data,... 
    simout(1,i).CPC_level2.no_simu_goal2.Data,... 
    simout(1,i).CPC_level2.avai_time2.Data,... 
    simout(1,i).CPC_level2.ade_training2.Data]; 

end 
save(sprintf('ini_c_s%d.mat',seed),'ini_c','-v7.3') 
%store time-series variables 
save(sprintf('variables_s%d.mat',seed),'variables','-v7.3') 

 

A.2 Sample Timestamps of Utility Pump Failures (No PM) 

t_life= 0:1/3600:43800; % discretize 43800-hr(5-year) operating time of 

pump in seconds 
beta = 1.2; %deterioration rate 
eta=10000; %characteristic life in hours 
alpha = 1/(eta^beta);% scale parameter 
F_nopm=1-exp(-alpha*(t_life.^beta)); % cumulative failure rate 

(Equation III-8) 
Nr_nopm=round(alpha*(43800)^beta); % expected number of failures 

(Equation III-9) 

  
%% use LHS to sample failure timestamps based on Nr_nopm 
for j=1:Nr_nopm 

P_LHS(j)=F_nopm(1)+(1-F_nopm(1))/Nr_nopm*(rand+(j-1)); % sampled 

cumulative failure probability for n_th failure (Equation III-15) 
end 
t_life_inv=interp1(F_nopm,t_life,P_LHS,'linear');   % calculate 

timestamps of failures based on sampled cumulative failure probability 
t_life_inv(isnan(t_life_inv))=4.6*10^4; % represent all the failure 

timestamps beyond the 5-year range 
failtimelist_sort= t_life_inv.*3600; %convert unit of timestamps of 

failures from hours to seconds 
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A.3 Sample Timestamps of Utility Pump Failures (Optimal PM) 

t_life= 0:1/3600:43800; %discretize 43800-hr(5-year) operating time of 

pump  
beta = 1.2; % deterioration rate 
eta=10000; % characteristic life in hours 
alpha = 1/(eta^beta); %scale parameter 
rc=0.7; %critical reliability 
ksi=0.7; %improvement factor 

  
yi=(-log(rc)/alpha)^(1/beta); %effective age right before a PM(Equation 

III-3) 
x1=yi; %time interval between 0 and 1st PM 
xi=(1-ksi)*yi; % time interval between two consecutive PMs after 1st PM 

  
% calculate cumulative reliability based on Equation III-5 
% As the Equation III-5 shown, the cumulative reliability is a periodic 
% function, the for loop below is to derive cumulative reliability 

during the operating time between two consecutive PMs. 
% To calculate # of PMs during 43800 hrs 
    % n is number of PMs 
    % x1+(n-1)*xi=43800 -> n = 32.1381, 
    % thus 32 PMs can be conducted until the 5-year operating time ends 
for i=1:length(t_life) 

if t_life(i)>=0 && t_life(i) < x1 % before 1st PM 
    t(i) = t_life(i);   
    R(i) = exp(-alpha*((t(i))^beta)); 
elseif t_life(i)>= x1 && t_life(i) < x1+xi % between 1st and 2nd 

PMs 
    t(i) = t_life(i)-x1+ksi*yi;  
    R(i)= exp (-alpha*((t(i))^beta+(1-ksi^beta)*yi^beta)); 
elseif  t_life(i)>= x1+xi && t_life(i) < x1+2*xi % between 2nd 

and 3rd PMs 
    t(i) = t_life(i)-x1-(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+2*(1-ksi^beta)*yi^beta)); 
elseif t_life(i)>= x1+2*xi && t_life(i) < x1+3*xi  
    t(i) = t_life(i)-x1-2*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+3*(1-ksi^beta)*yi^beta)); 
elseif t_life(i)>= x1+3*xi && t_life(i) < x1+4*xi  
    t(i) = t_life(i)-x1-3*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+4*(1-ksi^beta)*yi^beta)); 
elseif t_life(i)>= x1+4*xi && t_life(i) < x1+5*xi  
    t(i) = t_life(i)-x1-4*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+5*(1-ksi^beta)*yi^beta)); 
elseif t_life(i)>= x1+5*xi && t_life(i) < x1+6*xi  
    t(i) = t_life(i)-x1-5*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+6*(1-ksi^beta)*yi^beta)); 
elseif t_life(i)>= x1+6*xi && t_life(i) < x1+7*xi  
    t(i) = t_life(i)-x1-6*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+7*(1-ksi^beta)*yi^beta));   
elseif t_life(i)>= x1+7*xi && t_life(i) < x1+8*xi  
    t(i) = t_life(i)-x1-7*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+8*(1-ksi^beta)*yi^beta)); 
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elseif t_life(i)>= x1+8*xi && t_life(i) < x1+9*xi  
    t(i) = t_life(i)-x1-8*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+9*(1-ksi^beta)*yi^beta)); 

  
elseif t_life(i)>= x1+9*xi && t_life(i) < x1+10*xi  
    t(i) = t_life(i)-x1-9*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+10*(1-ksi^beta)*yi^beta)); 

     
elseif t_life(i)>= x1+10*xi && t_life(i) < x1+11*xi  
    t(i) = t_life(i)-x1-10*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+11*(1-ksi^beta)*yi^beta)); 

     
elseif t_life(i)>= x1+11*xi && t_life(i) < x1+12*xi  
    t(i) = t_life(i)-x1-11*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+12*(1-ksi^beta)*yi^beta)); 

     
elseif t_life(i)>= x1+12*xi && t_life(i) < x1+13*xi  
    t(i) = t_life(i)-x1-12*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+13*(1-ksi^beta)*yi^beta));    

     
elseif t_life(i)>= x1+13*xi && t_life(i) < x1+14*xi  
    t(i) = t_life(i)-x1-13*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+14*(1-ksi^beta)*yi^beta));       

  
elseif t_life(i)>= x1+14*xi && t_life(i) < x1+15*xi  
    t(i) = t_life(i)-x1-14*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+15*(1-ksi^beta)*yi^beta));    

     
elseif t_life(i)>= x1+15*xi && t_life(i) < x1+16*xi  
    t(i) = t_life(i)-x1-15*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+16*(1-ksi^beta)*yi^beta));  

     
elseif t_life(i)>= x1+16*xi && t_life(i) < x1+17*xi  
    t(i) = t_life(i)-x1-16*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+17*(1-ksi^beta)*yi^beta));    

     
elseif t_life(i)>= x1+17*xi && t_life(i) < x1+18*xi  
    t(i) = t_life(i)-x1-17*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+18*(1-ksi^beta)*yi^beta));    

     
elseif t_life(i)>= x1+18*xi && t_life(i) < x1+19*xi  
    t(i) = t_life(i)-x1-18*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+19*(1-ksi^beta)*yi^beta));   

  
elseif t_life(i)>= x1+19*xi && t_life(i) < x1+20*xi  
    t(i) = t_life(i)-x1-19*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+20*(1-ksi^beta)*yi^beta));   

  
elseif t_life(i)>= x1+20*xi && t_life(i) < x1+21*xi  
    t(i) = t_life(i)-x1-20*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+21*(1-ksi^beta)*yi^beta));       
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elseif t_life(i)>= x1+21*xi && t_life(i) < x1+22*xi  
    t(i) = t_life(i)-x1-21*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+22*(1-ksi^beta)*yi^beta));   

  
elseif t_life(i)>= x1+22*xi && t_life(i) < x1+23*xi  
    t(i) = t_life(i)-x1-22*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+23*(1-ksi^beta)*yi^beta));      

  
elseif t_life(i)>= x1+23*xi && t_life(i) < x1+24*xi  
    t(i) = t_life(i)-x1-23*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+24*(1-ksi^beta)*yi^beta));   

  
elseif t_life(i)>= x1+24*xi && t_life(i) < x1+25*xi  
    t(i) = t_life(i)-x1-24*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+25*(1-ksi^beta)*yi^beta));   

  
elseif t_life(i)>= x1+25*xi && t_life(i) < x1+26*xi  
    t(i) = t_life(i)-x1-25*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+26*(1-ksi^beta)*yi^beta));   

     
elseif t_life(i)>= x1+26*xi && t_life(i) < x1+27*xi  
    t(i) = t_life(i)-x1-26*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+27*(1-ksi^beta)*yi^beta));       

  
elseif t_life(i)>= x1+27*xi && t_life(i) < x1+28*xi  
    t(i) = t_life(i)-x1-27*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+28*(1-ksi^beta)*yi^beta));      

  
elseif t_life(i)>= x1+28*xi && t_life(i) < x1+29*xi  
    t(i) = t_life(i)-x1-28*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+29*(1-ksi^beta)*yi^beta));    

     
elseif t_life(i)>= x1+29*xi && t_life(i) < x1+30*xi  
    t(i) = t_life(i)-x1-29*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+30*(1-ksi^beta)*yi^beta));    

     
elseif t_life(i)>= x1+30*xi && t_life(i) < x1+31*xi  % between 31 

and 32 PMs 
    t(i) = t_life(i)-x1-30*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+31*(1-ksi^beta)*yi^beta));       

  
else % after 32th PM is conducted 
    t(i) = t_life(i)-x1-31*(1-ksi)*yi+ksi*yi; 
    R(i)=exp(-alpha*((t(i))^beta+32*(1-ksi^beta)*yi^beta));            

end 
F_withpm(i) = 1-R(i); %cumulative failure rate after (i-1)th PM 

(Equation III-5) 
end 
t_end=43800-x1-31*(1-ksi)*yi+ksi*yi; %the effective age when 43800 hrs 

is reached (Equation III-7) 
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Nr_withpm = round(alpha*((yi^beta-0^beta)+31*(yi^beta-

(ksi*yi)^beta)+(t_end^beta-(ksi*yi)^beta))); %% expected number of 

failures (Equation III-6) 

  
%% use LHS to sample failure timestamps based Nr_withpm 
for j=1:Nr_withpm 

P_LHS(j)=F_withpm(1)+(1-F_withpm(1))/Nr_withpm*(rand+(j-1));% 

sampled cumulative failure probability for n_th failure (Equation 

III-15) 
end 
t_life_inv=interp1(F_withpm,t_life,P_LHS,'linear');% calculate 

timestamps of failures based on sampled cumulative failure probability 
t_life_inv(isnan(t_life_inv))=4.6*10^4;% represent all the failure 

timestamps beyond the 5-year range 
failtimelist_sort= t_life_inv.*3600; %convert unit of timestamps of 

failures from hours to seconds 
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APPENDIX B 

MATLAB FUNCTIONS IN THE HYBRID SIMULATOR 

B.1 Matlab Functions in Figure III-6 

1. Matlab function in the block “Execution” 

function Exe_weights = weights_of_E(CPC) 
% weigthts from CREAM model  
e_weights = ... 
    [0.8 1.0 1.2 2.0;... 
     0.8 1.0 2.0 NaN;... 
     0.5 1.0 1.0 5.0;... 
     0.8 1.0 2.0 NaN;... 
     1.0 1.0 2.0 NaN;... 
     0.5 1.0 5.0 NaN;... 
     1.0 1.2 NaN NaN;... 
     0.8 1.0 2.0 NaN;... 
     0.5 1.0 1.0 5.0]; 
% calculate product of weights    
Exe_weights = e_weights(1,CPC(1))*... 
                   e_weights(2,CPC(2))*... 
                   e_weights(3,CPC(3))*... 
                   e_weights(4,CPC(4))*... 
                   e_weights(5,CPC(5))*... 
                   e_weights(6,CPC(6))*... 
                   e_weights(7,CPC(7))*... 
                   e_weights(8,CPC(8))*... 
                   e_weights(9,CPC(9)); 

 

2. Matlab function in the block “Interpretation” 

function Int_weights = weights_of_I(CPC) 

% weigthts from CREAM model 
i_weights = ... 
    [1.0 1.0 1.0 1.0;... 
     0.8 1.0 2.0 NaN;... 
     1.0 1.0 1.0 1.0;... 
     1.0 1.0 1.0 NaN;... 
     1.0 1.0 2.0 NaN;... 
     0.5 1.0 5.0 NaN;... 
     1.0 1.2 NaN NaN;... 
     0.5 1.0 5.0 NaN;... 
     0.5 1.0 1.0 2.0]; 
% calculate product of weights 
Int_weights = i_weights(1,CPC(1))*... 
                   i_weights(2,CPC(2))*... 
                   i_weights(3,CPC(3))*... 
                   i_weights(4,CPC(4))*... 
                   i_weights(5,CPC(5))*... 
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                   i_weights(6,CPC(6))*... 
                   i_weights(7,CPC(7))*... 
                   i_weights(8,CPC(8))*... 
                   i_weights(9,CPC(9)); 

 

3. Matlab function in the block “Observation” 

function Obs_weights = weights_of_O(CPC) 

% weigthts from CREAM model 
o_weights = ... 
    [1.0 1.0 1.0 1.0;... 
     0.8 1.0 2.0 NaN;... 
     0.5 1.0 1.0 5.0;... 
     0.8 1.0 2.0 NaN;... 
     1.0 1.0 2.0 NaN;... 
     0.5 1.0 5.0 NaN;... 
     1.0 1.2 NaN NaN;... 
     0.8 1.0 2.0 NaN;... 
     0.5 1.0 1.0 2.0]; 
% calculate product of weights     
Obs_weights = o_weights(1,CPC(1))*... 
                   o_weights(2,CPC(2))*... 
                   o_weights(3,CPC(3))*... 
                   o_weights(4,CPC(4))*... 
                   o_weights(5,CPC(5))*... 
                   o_weights(6,CPC(6))*... 
                   o_weights(7,CPC(7))*... 
                   o_weights(8,CPC(8))*... 
                   o_weights(9,CPC(9)); 

 

4. Matlab function in the block “E4 Occurrence”  

function E4_error = E4_error_occurence(Exe_weights) 
coder.extrinsic('E4_error_occur') %E4_error_occur is an extrinsic 

function 
E4_error=0; %to initialize 
E4_error = E4_error_occur(Exe_weights); 
end 

 

5. Extrinsic function “E4_error_occur” 

function error = E4_error_occur(Exe_weights) 
NP_E4=0.003; % nominal probability of error mode E4 
error_prob_E4 = Exe_weights*NP_E4; 
if error_prob_E4 >0 && error_prob_E4<1  
   error_prob_E4 = error_prob_E4; 
elseif error_prob_E4 <=0  
       error_prob_E4 =0.000001; 
else 
    error_prob_E4=0.999999; 
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end 
error = randsample((0:1),1,true,[1-error_prob_E4, error_prob_E4]); 
end 

 

6. Matlab function in the block “Sample Cm0_cp”  

function Cm0_cp= sample_Cm0(E4_error) 
coder.extrinsic('sampleCm0') %sampleCm0 is an extrinsic function 
Cm0_cp=0; %to initialize 
Cm0_cp=sampleCm0(E4_error); 
end 

 

7. Extrinsic function “sampleCm0” 

function Cm0 = sampleCm0(error) 
if error == 0 
    Cm0=3.66; 
else 
    %sample possible initial monomer concentration with uniform 
    %distribution 
    possibleCm=[3.20:0.01:3.65,3.67:0.01:4.11]; 
    Cm0=randsample(possibleCm,1,true); 
 End 

 

8. Matlab function in the block “Modified Probability”  

function [prob_I1,prob_O3] = I1O3_prob(Int_weights,Obs_weights) 
NP_I1=0.2; %nominal probability of error mode I1  
NP_O3=0.07; %nominal probability of error mode O3 
prob_I1 = Int_weights*NP_I1; % modified probability of I1 
prob_O3 = Obs_weights*NP_O3; % modified probability of O3 
    if prob_I1 >0 && prob_I1<1  
       prob_I1 = prob_I1; 
    elseif prob_I1<=0 
        prob_I1=0.000001; 
    else 
        prob_I1=0.999999; 
    end 

     
    if prob_O3 >0 && prob_O3<1  
       prob_O3 = prob_O3; 
    elseif prob_O3<=0 
        prob_O3 = 0.000001; 
    else 
       prob_O3=0.999999; 
    end 
end 
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9. Matlab function in the block “I1O3_error mode”  

function I1O3_errormode = error_mode(prob_I1,prob_O3,E1_error) 
coder.extrinsic('I1O3_error') %I1O3_error is an extrinsic function 
coder.extrinsic('O3_error') %O3_error is an extrinsic function 
I1O3_errormode = 0; %to initialize 
if E1_error==1 
   I1O3_errormode = I1O3_error(prob_I1,prob_O3); 
else 
   I1O3_errormode = O3_error(prob_O3); 
end 
end 

 

10. Extrinsic function “I1O3_error” 

function I1O3_errormode = I1O3_error(prob_I1, prob_O3) 
% prob_I1 represents occurrence probability of error mode I1 
% prob_O3 represents occurrence probability of error mode O3 
% prob_I1O3 represents the probability when none of I1 and O3 occurs 
probI1O3=1-prob_I1-prob_O3;  
if probI1O3 > 0 && probI1O3 < 1 
    probI1O3 = probI1O3; 
elseif probI1O3<=0 
    probI1O3=0.000001; 
else  
    probI1O3=0.999999; 
end 
probvector = [prob_I1, prob_O3, probI1O3]; 
I1O3_errormode = randsample([11,13,10],1, true, probvector); 

 

11. Extrinsic function “O3_error” 

function O3_error = O3_error(prob_O3) 
O3_error = randsample((0:1),1,true,[1-prob_O3 , prob_O3 ]); 
End 

 

B.2 Matlab Functions in Figure III-7 

1. Matlab function in the block “Weight calculation”  

function Exe_weights_field = weights_of_E_field(CPC2) 
e_weights_field = ... 
    [0.8 1.0 1.2 2.0;... 
     0.8 1.0 2.0 NaN;... 
     0.5 1.0 1.0 5.0;... 
     0.8 1.0 2.0 NaN;... 
     1.0 1.0 2.0 NaN;... 
     0.5 1.0 5.0 NaN;... 
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     1.0 1.2 NaN NaN;... 
     0.8 1.0 2.0 NaN;... 
     0.5 1.0 1.0 5.0]; 
Exe_weights_field = e_weights_field(1,CPC2(1))*... 
                   e_weights_field(2,CPC2(2))*... 
                   e_weights_field(3,CPC2(3))*... 
                   e_weights_field(4,CPC2(4))*... 
                   e_weights_field(5,CPC2(5))*... 
                   e_weights_field(6,CPC2(6))*... 
                   e_weights_field(7,CPC2(7))*... 
                   e_weights_field(8,CPC2(8))*... 
                   e_weights_field(9,CPC2(9)); 

 

2. Matlab function in the block “Modified Probability” 
 

function prob_E1_field = E_prob(Exe_weights_field) 
E1_error=0; %to initialize 
NP_E1=0.003; % nominal probability of error mode E1 
prob_E1_field = Exe_weights_field*NP_E1; 
    if prob_E1_field >0 && prob_E1_field<1  
       prob_E1_field = prob_E1_field; 
    elseif prob_E1_field <=0 
        prob_E1_field = 0.000001; 
    else 
       prob_E1_field = 0.999999; 
    end 
end 

 

3. Matlab function in the block “Sample mi0” 
 

function mass_i0 = sample_m_i0(prob_E1_field) 
coder.extrinsic('sample_m_i0') % sample_m_i0 is an extrinsic function 
mass_i0=0; %to initialize 
mass_i0=sample_m_i0(prob_E1_field); 
end 

 

4. Extrinsic function “sample_m_i0” 

 
function mass_i0 = sample_m_i0(E1_field) 
probvector = [E1_field,(1-E1_field)]; 
field_E_error = randsample([1,0],1,true,probvector); 
if field_E_error ==1 
   possible_mass_i0= [705:1:741,743:1:780]; %sample from uniform 

distribution 
   mass_i0 = randsample(possible_mass_i0,1,true); 
else 
    mass_i0=742; 
end 
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B.3 Matlab Functions in Figure III-9 

1. Matlab function in the block “calc_Ci0” 

function Ci0 = calc_Ci0(mass_i0,MW_i, V0) 
% calculate initial concentration of initiator 
Ci0=mass_i0/V0/MW_i; 

 

2. Matlab function in the block “initial_conc” 

function [Cs0,c,m]= initialconc(T0,Cm0,Ci0,cp_m,cp_s, MW_i, MW_m, MW_s, 

V0) 
rou_m=915.1; 
rou_s=842; 
rou_i=915; 
% calculate initial concentration of solvent 
Cs0=(V0-Cm0*V0*MW_m/rou_m)*rou_s/MW_s/V0; 
% calculate mass of reactants 
mass_s=Cs0*V0*MW_s; 
mass_i=Ci0*V0*MW_i; 
mass_m=Cm0*V0*MW_m; 
m=mass_s+mass_i+mass_m; 
% calculate heat capacity of reactants 
cp_i=1.449; 
cp_m = 1.6736; 
cp_s = 2.2384; 
c=(cp_m*mass_m+cp_s*mass_s+cp_i*mass_i)/(mass_i+mass_m+mass_s); 

 

3. Matlab function in the block “optimal_temp” 

function T_opt= optimal_temp(time_s_clock) 
time_s=time_s_clock-2; %time_s is how long has process been started 
%fitted profile of reactant temperature(Wright & Kravaris, 1997) 
if time_s>=0 && time_s<=0.4914*3600  
   T_opt = 71.616*(time_s/3600)+295.36; 
 else 
   T_opt= 0.0033*(time_s/3600)^6 - 0.0755*(time_s/3600)^5 + 

0.6633*(time_s/3600)^4 - 2.8532*(time_s/3600)^3 + 

6.7167*(time_s/3600)^2 - 10.108*(time_s/3600) + 334.2; 
end 
end 

 

4. Matlab function in the block “process” (Soroush & Kravaris, 1992, 1993) 

function [dCmdt,dCidt,dTdt,dTjdt] = process(T0,Cm0,Cs0,Ci,Cm,T_j,MW_m, 

MW_s,R,Z_p0, Z_theta_p,Z_fm, E_p0, E_fm, Z_i, E_i,Z_t0, E_t0,rou_p, 

Z_theta_t, f, E_theta_t, E_theta_p, A_area0, delta_Hp,a_coeff, b_coeff, 

c_coeff, T,U0,Vj,c_water,rou_j, T_gp, B, T_cw, u_modified, Ci0, rou_i, 

MW_i, V0, m, c) 
    rou_m=9.151*10^2; % density of monomer 
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    rou_s=8.420*10^2; % density of solvent 
    epslon= Cm0*MW_m/rou_m*(rou_m/rou_p-1); %volumn expansion factor 
    A=0.168-(8.21*10^(-6))*(T-T_gp)^2; % temperature-dependent 

parameter in gel effect 
    V=(1+epslon)*Cm0*V0/(Cm0+epslon*Cm); % volumn of reacting mixture 
    Cs=Cs0*V0/V; % concentration of solvent 
    k_i=Z_i*exp(-E_i/(R*T));% reaction rate constant for initiation 

reaction 
    k_t0= Z_t0*exp(-E_t0/(R*T)); % reaction rate constant for 

termination at zero conversion 
    k_theta_t=Ci0*Z_theta_t*exp(-E_theta_t/(R*T)); %temperature and 

initiator loading concentration dependent parameter 
    k_p0= Z_p0*exp(-E_p0/(R*T)); %  reaction rate constant for 

propagation at zero conversion 
    k_theta_p= Z_theta_p*exp(-E_theta_p/(R*T)); %temperature-dependent 

parameter in gel effect model 
    k_fm= Z_fm*exp(-E_fm/(R*T)); % reaction rate constant for chain 

transfer to monomer 
    phi_p=(MW_m/(1+epslon)*(Cm0-Cm)/rou_p)/[MW_m/(1+epslon)*(Cm0-

Cm)/rou_p+Cm*MW_m/rou_m+Cs*MW_s/rou_s];%volume fraction of dead polymer  
    D=exp(2.3*(1-phi_p)/(A+B*(1-phi_p))); % dead polymer chain 
    

ksi_0=((2*f*k_i*Ci*k_t0)/(D*k_theta_t)+sqrt(abs((2*f*k_i*Ci*k_t0/D/k_th

eta_t)^2+4*k_t0*2*f*k_i*Ci)))/(2*k_t0);% molar concentrations of live 

polymer chains 
    k_t=k_t0/(1+k_t0*ksi_0/k_theta_t/D); % reaction rate constant for 

termination 
    x_m=(Cm0*V0-Cm*V)/(Cm0*V0); % monomer fraction 
    A_area=A_area0*(1+epslon*x_m); % effective heat-transfer area of 

reactor 
    k_p=k_p0/(1+k_p0*ksi_0/k_theta_p/D);% reaction rate constant for 

propagation 
    % mass balance 
    dCmdt=(1+epslon*Cm/Cm0)*(-Cm*ksi_0)*(k_p+k_fm); 
    dCidt=-1*k_i*Ci+epslon*Ci/Cm0*(-Cm*ksi_0)*(k_p+k_fm); 
    % heat transfer coefficient 
    U=U0*[a_coeff+(1-a_coeff)*exp(-b_coeff*((x_m)^c_coeff))]; % no 

fouling 
    % U=0.8* U0*[a_coeff+(1-a_coeff)*exp(-b_coeff*((x_m)^c_coeff))]; 

with fouling 
    % energy balance 
    dTdt=(-delta_Hp)*k_p*ksi_0*Cm*V/(c*m)+U*A_area*(T_j-T)/(c*m); 
    dTjdt=U*A_area*(T-

T_j)/(Vj*rou_j*c_water)+u_modified/(c_water*Vj*rou_j); 
end 
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5. Matlab function in the block “coordination”  

function [u,u_modified,Power,Fcw]  = 

cordination(T_j,T_isetpoint,c_water, rou_j,T_cw, Fcwmax, Power_max) 
% coordination rules of heating/cooling control system (Soroush & 

Kravaris, 1992) 
u=(T_isetpoint-T_j)*c_water*44.13; % energy that is need to be 

generated/removed by heating/cooling control system 
if u>=0 && u< Power_max 
    Power=u; 
elseif u>=Power_max 
    Power=Power_max; 
else 
    Power=0; 
end 

  
if u<0 && u>=-Fcwmax*c_water*rou_j*(T_j-T_cw) 
    Fcw= -u/[c_water*rou_j*(T_j-T_cw)]; 
elseif  u<-Fcwmax*c_water*rou_j*(T_j-T_cw) 
    Fcw= Fcwmax; 
 else 
    Fcw=0; 
end 
u_modified=Power-Fcw*c_water*rou_j*(T_j-T_cw);% actual energy 

generated/removed by heating/cooling control system 
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APPENDIX C  

INPUT PARAMTERS FOR SIMULATION 

Parameter values are from (Baillagou & Soong, 1985a, 1985b; Soroush & Kravaris, 

1992, 1993; Wright & Kravaris, 1997) 

A_area0 = 52.95; % reactor volumn (m^3) 

B = 0.03; %constant parameter in gel effect 

E_fm = 74479; % activation energy for chain transfer to monomer 

(kJ/kgmol) 

E_i = 128770; % activation energy for initiation (kJ/kgmol)  

E_p0 = 18283; % activation energy for propagation at zero conversion 

(kJ/kgmol) 

E_t0 = 2944.2; % activation energy for termination at zero conversion 

(kJ/kgmol) 

E_theta_p = 117000; % activation energy for the parameter k_theta_p 

(kJ/kgmol) 

E_theta_t = 145840; % activation energy for the parameter k_theta_t 

(kJ/kgmol) 

MW_i = 164.21; % molecular weight of initiator (kg/kgmol)  

MW_m = 100.12; % molecular weight of monomer (kg/kgmol)  

MW_s = 92.14; % molecular weight of solvent (kg/kgmol)  

R = 8.314; % ideal gas constant (kJ/K/kgmol) 

T_cw = 288; % cooling water temperature (K) 

T_gp = 387.2; %glass transition temperature of PMMA (K) 

U0 = 0.4543; % initial overall heat transfer coefficient (kJ/m^2/s/K) 

V0 = 37.09; % volume of initial reactant mixture (m^3) 

Vj = 3.405; % volume of reactor jacket (m^3) 
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Z_fm = 4.661E+9; % frequency factors for chain transfer to monomer 

reactions (m^3/kgmol/s) 

Z_i = 1.0532999999999999E+15; %frequency factor for initiation 

reactions (1/s) 

Z_p0 = 491669.99999999994;% frequency factor for the reaction rate 

constant k_theta_p0 (m^3/kgmol/s) 

Z_t0 = 9.8E+7; % frequency factor for the reaction rate constant k_t0 

(m^3/kgmol/s) 

Z_theta_p = 3.0233E+13; % frequency factor for the reaction rate 

constant k_theta_p (m^3/kgmol/s) 

Z_theta_t = 1.454E+20; % frequency factor for the reaction rate 

constant k_theta_t (m^3/kgmol/s) 

delta_Hp = - 57800; % heat of propagation reaction (kJ/kgmol) 

f = 0.58; % initiator efficiency 

m0 = 3405; % mass in jacket (kg) 

% coefficients to calculate overall heat-transfer coefficient 

a_coeff = 0.2; 

b_coeff = 7; 

c_coeff = 3; 

% heat capacity (kJ/kg/K) 

c_water = 4.19; 

cp_m = 1.6736; 

cp_s = 2.2384; 

cp_i = 1.449 

%density (kg/m^3)  

rou_m= 915.1; 

rou_s= 842; 
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rou_i = 915; 

rou_j = 1000; 

rou_p = 1200; 

 


