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ABSTRACT

The BOundary Layer Turbulence (BOLT-II) flight experiment proposed by the Air Force Office

of Scientific Research (AFOSR) is a joint collaboration between academia, industry, and govern-

ment partners to advance the understanding of hypersonic boundary layer turbulence on a concave

surface with highly swept leading edges. To perform such a test at hypersonic speeds a large

amount of aerodynamic analysis must be done before flight to assess the mechanical and thermal

loads expected on the vehicle and analyze what effects they could have on the vehicle being flown.

One of the largest challenges when performing these analyses is quantifying thermal loading on

the transition between BOLT-II and the rocket system being flown on. To analyze these thermal

loads a set of computational fluid dynamics (CFD) simulations were performed in the US3D code

using structured grids generated in the Pointwise meshing software. A convergence study was per-

formed on a quarter-symmetry mesh to iteratively design a mesh with the ability to simultaneously

capture the laminar sub-layer and generate grid independent solutions of wall heat flux. The re-

search in this thesis focuses on using these CFD simulations to quantify heat flux on the fairing and

payload bay at critical points identified on the BOLT-II flight test trajectory in support of thermal

protection (TPS) calculations at the Calspan-University of Buffalo Research Center (CUBRC) and

Johns Hopkins University Applied Physics Laboratory (JHAPL). To determine the dependence of

heat flux results on the selected turbulence models additional CFD simulations were run using an

alternate turbulence model to quantify the difference in heat flux calculated using the two turbu-

lence models. To analyze the validity of heat flux data CFD results were compared to heat flux

calculated from wind tunnel tests on a 25 percent scale model of BOLT-II, the fairing, and sections

of the payload bay using IR thermography and a 1D heat flux analysis code. This comparison

showed agreement between major heat flux features observed in CFD and wind tunnel tests pro-

viding evidence that qualitatively supports CFD results. From these results recommendations are

made concerning further tests that could be performed to improve information gained from this

study.
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NOMENCLATURE

CFD Computational Fluid Dynamics

BOLT-II BOundary Layer Turbulence flight experiment

TPS Thermal Protection System

AFOSR Air Force Office of Scientific Research

CUBRC Calspan University of Buffalo Research Center

JHAPL Johns Hopkins University Applied Physics Laboratory

US3D Unstructured 3D CFD code

CFL Courant number

M∞ Free stream Mach number

U∞ Free stream velocity magnitude

~V Velocity vector

u X-component of velocity

v Y-component of velocity

w Z-component of velocity

α Z-axis angle of attack

β Y-axis angle of attack

Re Reynolds number

St Stanton number

L Characteristic length

qw Wall heat flux

ρ Density

ρ∞ Free stream density
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T Temperature

T∞ Free stream temperature

Tw Wall temperature

Taw Adiabatic wall temperature

p pressure

p∞ Free stream pressure

R Ideal gas constant for air

µ Dynamic viscosity

µ0 Reference dynamic viscosity

S Sutherland temperature

γ Ratio of specific heats

Y+ Dimensionless wall distance ("y plus")

h Specific enthalpy

k Thermal conductivity

cp Specific heat at constant pressure

ξ Thermal diffusivity

δ Boundary layer height
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1. INTRODUCTION

1.1 Motivation

When designing and analyzing hypersonic vehicles understanding the effects of the boundary

layer is critical due to its influence on aerodynamic heating, the mechanical loads experienced in

flight, shock-boundary layer interaction, and turbulence around the vehicle. The mechanisms of

turbulence in hypersonic flow are still not fully understood making rigorous analysis of these pa-

rameters expensive and difficult in many cases [1]. Most modern analysis methods for hypersonics

rely on a combination of computational models and wind tunnel tests however each of these meth-

ods can still introduce degrees of uncertainty compared to actual flight conditions. The BOundary

Layer Turbulence (BOLT-II) flight experiment is an attempt to reduce some of these uncertainties

and further advance the understanding of turbulence at hypersonic speeds.

1.2 Background

The BOLT-II flight test is a unique collaboration between academia, industry, and government

to improve the understanding of, and ability to model, hypersonic boundary layer turbulence on a

concave surface with highly swept leading edges. The data produced by the BOLT-II flight test,

and subsequent analyses of that data, will serve as a scientific heat flux benchmark for hypersonic

turbulence which can be used to improve future works in hypersonics. Views of the BOLT-II

geometry are shown in Figure 1.1 and the flight test vehicle is shown in Figure 1.2.

1



Figure 1.1: The BOLT-II experimental geometry

BOLT-II

Fairing

Payload bay

TU-758 Malemute

Terrier Mk.12

Figure 1.2: The BOLT-II flight test vehicle
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39.37" 19.69" 66.37"

17.26"

Figure 1.3: Geometry simulated in the BOLT-II heating study dimensioned in inches

The BOLT-II flight geometry was developed as a continuation of the BOLT geometry and is

second derivative continuous across the surface of the vehicle to allow the flow to naturally form a

turbulent boundary layer. The BOLT geometry was designed to present many unique challenges in

aerodynamic modeling with its concave surfaces and highly swept leading edges [2]. The unique

shape of the BOLT-II geometry specifically induces crossflow instabilities making it difficult to

predict turbulent flow features using current methods [3].

The most basic explanation of why boundary layer heat flux is a significant factor at hypersonic

speeds is due to to the amount of kinetic energy contained by the free stream. To enforce the no-

slip condition on the wall of the vehicle the velocity must be reduced to zero in the boundary layer

leading to the large amount of kinetic energy transforming to different forms, such as enthalpy, to

satisfy the first law of thermodynamics [4][5]. One of the ways this energy transfer is manifested

is by increasing the temperature of the fluid which often makes the temperature of the fluid near

the wall much higher than that of the wall itself leading to net heat transfer into the wall [6]. While

the concepts driving boundary layer heat transfer are easily explained on a basic level modeling

and analyzing the behavior of boundary layers and heat flux is often not as simple.

In its simplest and earliest form the analysis of a boundary layer was performed for a steady

3



state incompressible 2D flow over a flat plate with a laminar boundary layer [7]. For these flows it

is assumed that the effects of viscosity are confined to a thin boundary layer near the surface of the

wall [6]. The general setup of this system is illustrated in Figure 1.4.

X

Y
u(y)

U∞

δ(x)

Figure 1.4: Boundary layer of a flat plate

From the assumptions for this system and the no-slip and no-penetration boundary conditions at

the wall the full set of Navier Stokes equations can be simplified to the boundary layer equations.

This set of equations was proposed by Ludwig Prandtl in 1904 and is the basis of many of the

theories used when studying boundary layers [7][8]. The reduced equations are shown below

where Equation 1.1 is continuity, Equation 1.2 is X-momentum, Equation 1.3 is Y-momentum,

and Equation 1.4 stems from the energy equation.

∂u

∂x
+
∂v

∂y
= 0 (1.1)

ρu
∂u

∂x
+ ρv

∂u

∂y
= −∂p

∂x
+ µ

∂2u

∂y2
(1.2)

∂p

∂y
= 0 (1.3)

ρu
∂h

∂x
+ ρv

∂h

∂y
= k

∂2T

∂y2
+ u

∂p

∂x
+ µ
(∂u
∂y

)2
(1.4)

An iterative method to solve for boundary layer characteristics from these equations was pro-

posed a few years later by Blasius in 1908 using self-similar solutions [9]. Over the years a large

number of different iterative methods used to solve the boundary layer equations has been pro-
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posed which have been tailored to have varying degrees of accuracy and to be applicable to many

different systems. The book Viscous Fluid Flows by White [6] contains information on a large

number of these solution methods.

Further advances in boundary layer analysis were made in 1938 by Von Karman and Tsien

when integral forms of the boundary layer equations were used to analyze control volumes con-

taining the boundary layer [10]. Solving a boundary layer using the integral form of the equations

leads to a more general analysis method allowing for analysis of both turbulent and laminar flows.

Analyzing the energy equation for the boundary layer using integration leads to a general equation

for heat flux evaluated at the surface of the wall which is summarized by Equation 1.5.

qw = k
(∂T
∂y

)
w

(1.5)

This equation leads to an important insight concerning the differences in heat flux for laminar

and turbulent boundary layers. From studies of turbulence it is known that turbulent flows mix and

interact at a higher rate than an equivalent laminar flow [1][5]. This higher rate of interaction leads

to a shorter distance being needed to satisfy the wall boundary conditions creating higher gradients

and leading to higher magnitudes of shear and heat flux at the wall in turbulent flows [5].

As higher flight speeds continued to emerge in fluid mechanics and a broader range of flight

conditions needed to be evaluated more approximate methods were introduced to analyze bound-

ary layers and the heat flux stemming from them in a wider set of conditions. In 1956 methods

to approximate heat flux in both laminar and turbulent high speed flows were introduced by Van

Driest [11]. From use of both experimental data and previous work in fluid mechanics Van Dri-

est further broke down the behavior of heat flux and derived estimates for the Stanton number,

Reynolds analogy factor, and recovery factor across a wide range of flow conditions. This work

provides a significant knowledge base useful for estimating heat flux in compressible flowfields

with either laminar or turbulent boundary layers for flat plates and stagnation points but does not
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give results for more complex geometries. Many approximate methods to calculate heat flux for

high speed flight have been developed over the years which are documented by DeJarnette, Hamil-

ton, Weilmuenster, and Cheatwood in [12].

The latest advances in heat flux modeling were introduced in 1986 when CFD simulations

were used to model the flowfield around a full vehicle for the first time [13]. In this work Shang

and Scherr used CFD simulations to model the aerodynamics and heat flux on a hypersonic air-

craft during re-entry obtaining solutions with good agreement to experimental data [14]. Using

CFD simulations to model aerodynamic effects provides a large number of advantages over the

previously discussed methods. Unlike the approximate methods CFD simulations allow fully 3D

flowfields around complex geometries to be analyzed while making few assumptions to the under-

lying equations [15]. The lack of assumptions to the Navier Stokes equations also increases the

fidelity of solutions achieved from CFD since the full set of equations are applied throughout the

flowfield being simulated [4].

Modern advances in digital computing have only increased the usefulness of CFD simulations

allowing larger and more complex simulations to be performed than ever before [15]. The advances

in computing power have also been further supported by research on CFD and the development

of higher fidelity turbulence models, more powerful solution algorithms covering a broad range of

applications, and more accurate numerical methods reducing errors and numerical dissipation [16].

The diverse toolset available in modern CFD codes allows for high fidelity heat flux calculations

to be performed rapidly using parallelized computing which is utilized heavily for this work.

1.3 Research Objectives

The objective of this research is to implement a set of CFD simulations to calculate heat flux

values near the fairing and payload bay for the BOLT-II flight test in support of thermal protection

(TPS) calculations at CUBRC and JHAPL. The research presented will use multiple critical points

identified along the simulated trajectory to simulate flight accurate heat flux in the CFD simulations

6



performed. Data from this analysis describing the magnitude and distribution of heat flux expected

in flight will be used in conjunction with data from JHAPL in support of vehicle design efforts at

CUBRC. These results are being used to ensure a 30% factor of safety for thermal protection on

the BOLT-II flight vehicle allowing it to survive the thermal loads that will be encountered during

hypersonic flight.
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2. METHODOLOGY

2.1 Simulation Geometry

The geometry modeled for the CFD simulations being performed was intentionally shortened

from the full flight vehicle to account for known information and to improve the computational

efficiency of the simulations. Government partners on the BOLT-II flight test have previously

identified the necessary thermal performance characteristics of the second stage TU-758 Malemute

rocket making its inclusion in the simulation geometry unnecessary. Additionally since the Navier-

Stokes equations are hyperbolic above Mach 1 removing a downstream component of the flight

vehicle will not affect any upstream part of the solution. Because of this it was determined that the

simulation geometry only needed to include the BOLT-II flight test vehicle, the BOLT-II fairing,

and the payload bay as seen in Figure 1.3.

2.2 Computational Toolbox

2.2.1 US3D

The US3D software is a CFD code developed by professor Graham Candler’s research group

at the University of Minnesota. This CFD solver is completely parallelized and offers a diverse

toolset for accurately analyzing high speed flowfields on complex geometries [17]. For the purpose

of predicting turbulent effects on the BOLT-II geometry the US3D CFD solver is desirable to use

due to its ability to use many different solvers with low amounts of numerical dissipation and its

ability to easily tailor the solver properties to fit each simulation.

The solvers used in US3D for these simulations were chosen to accurately and efficiently simu-

late the physics relevant to the turbulent heat flux being simulated. Since the free stream conditions

being considered exist in the lower portion of the hypersonic speed regime the flow can still be con-

sidered to not be chemically reactive and therefore a perfect gas equation of state was implemented

for these simulations. Iterations for the simulations were performed using implicit DPLR time in-
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tegration on 6 sub-iterations with time steps determined based on user defined CFL numbers. For

these simulations it was found to be advantageous for residual stability to ramp the CFL number

smoothly from 0.08 to 1750 over the course of the first 6000 iterations. Inviscid fluxes were set

to be 2nd order in space and were calculated using modified Steger-Warming flux vector split-

ting and 2nd order MUSCL flux extrapolation. For simulating turbulent effects a compressible

Spalart-Allmaras turbulence model was used for the simulations. To address differences in heat

flux values based on the turbulence model being used one simulation was also run a second time

using a Menter SST turbulence model for comparison.

2.2.2 Pointwise

Pointwise is a mesh generation software specializing in CFD mesh generation. This mesh gen-

eration software offers a large variety of tools and element types that can be used for the definition

and discretization of the control volume to be solved by a CFD code. Due to the level of detail

needed to accurately simulate the flowfield around the regions of interest as well as the desire to

have low numerical dissipation and short iteration times generating a structured mesh was deter-

mined to be the most ideal approach.

To work through generating a mesh for the simulations a two part iterative study was used to

tailor both the wall Y+ characteristics and the grid convergence based on wall heat flux. Since

all free stream conditions being run for the study were in the hypersonic speed regime the outer

boundary of the control volume being meshed was chosen to closely follow the shock coming off

of a quarter-symmetry geometry at Mach 5 and Re/L = 40 × 106 1
m

. The first part of the grid

tailoring process involved tailoring the distribution and number of cells normal to the wall of the

vehicle until a wall Y+ value of 1 or lower was achieved across the surface of the vehicle. From

here a convergence study was run increasing the cell density of the mesh until the wall heat flux

values on a steady state solution did not significantly change with further grid density at which

point the grid was said to be converged. The converged mesh generated using these methods was

used to simulate all of the free stream conditions used for the heating studies.
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2.3 Simulation Conditions

For the CFD simulations run three of the free stream conditions were pulled from points iden-

tified along the flight trajectory representing the highest Mach numbers and the highest Reynolds

numbers expected in flight during both ascent and descent. The fourth free stream condition used

was a point of intense heat flux identified previously by industry partners along the BOLT-II flight

trajectory at Re/L = 35×106 1
m

. From previous analyses an isothermal wall temperature of 450 K

was chosen to be a reasonable condition for the heat transfer simulations being performed. For each

simulation the free stream temperature was also chosen to be a constant at 220 Kelvin. This was

done to eliminate free stream temperature as a variable affecting heat flux and to allow free stream

conditions to be completely defined by a choice of Mach number and Reynolds number from the

trajectory using Sutherland’s Law for air and the definition of Reynolds number in Equation 2.1

and Equation 2.2 respectively.

µ = µ0

( T
T0

)3/2(T0 + S

T + S

)
(2.1)

Re

L
=
ρ∞M∞

√
γRT∞

µ
(2.2)

For the heating study performed a set of 20 CFD simulations were run. Free stream conditions

calculated from the trajectory that were used for the heating simulations are summarized in Table

2.1. For each free stream condition listed in Table 2.1 a set of 5 angles of attack were simulated

based off of the expected maximum angles seen in trajectory simulations. A summary of these

angles of attack is listed in Table 2.2. For the angles of attack and conditions of each simulation

the velocity components of the free stream in 3D space are described by Equation 2.3.
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Re
L

[
1
m

]
M∞ p∞ [Pa] ρ∞

[
kg
m3

]
T∞ [K] Tw [K]

40×106 5.10 23984 0.380 220 450

35×106 5.14 20848 0.330 220 450

20×106 5.70 10730 0.169 220 450

15×106 6.00 7645 0.121 220 450

Table 2.1: Free stream conditions for heat flux simulations

Condition α [deg.] β [deg.]

1 0 0

2 2 0

3 4 0

4 0 2

5 0 4

Table 2.2: Angles of attack applied to free stream conditions


u

v

w

 = U∞


cos(α) cos(β)

sin(α) cos(β)

− sin(β)

 (2.3)

In addition to these simulation one additional simulation was run to investigate the dependence

of the results on the turbulence model being used. For the turbulence model dependence simulation

the condition ofRe/L = 35×106 1
m

and α = 4◦ was used and all solver settings were kept constant

besides the turbulence model which was switched from compressible Spalart-Allmaras to Menter
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SST. The difference between heat flux values measured was calculated using Equation 2.4.

%Difference =
(qw)SpalartAllmaras − (qw)MenterSST

(qw)SpalartAllmaras

× 100% (2.4)

2.4 Wind Tunnel Tests

To further model the flow characteristics and patterns of heat flux near the fairing and payload

bay wind tunnel tests were conducted on a 25% scale model of the flight geometry. The wind

tunnel model used for these tests was manufactured on a 3D printer from polycarbonate material

and included the BOLT-II flight vehicle, the fairing, the conical transition of the payload bay, and

a small length of the cylindrical section of the payload bay. The wind tunnel model can be seen in

Figure 2.1.

(a) Side view (b) Top view

Figure 2.1: Wind tunnel model of the BOLT-II flight configuration

Wind tunnel tests on this model were conduced in the Actively Controlled Expansion (ACE)

wind tunnel. ACE is a conventional wind tunnel with the ability to vary Mach numbers by manually

adjusting the height of the nozzle throat [18]. The test section of ACE is 0.69 meters long and has

a cross section 0.23 meters in width with a height of 0.36 meters. A diagram of the ACE wind

tunnel can be seen in Figure 2.2 which is reprinted from [19].
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Figure 2.2: Diagram of the ACE wind tunnel (reprinted from [19])

To obtain heat flux data in wind tunnel tests infrared thermography was conducted using a FLIR

SC8100 camera. The raw data describing time histories of the surface temperatures on the model

was analyzed in MATLAB using the NAL 1D heat flux code. This code was developed to post

process IR images from wind tunnel tests for the HIFiRE-5 flight test [20]. The code was modified

for use with the BOLT-I flight test and is also being used in wind tunnel tests for the BOLT-II flight

test [21].

For the 1D heat flux code data of temperature at the surface for each time step is known from

the IR camera. For a 1D temperature profile Equation 2.5 explains the time transient behavior that

will occur. In the code a constant thickness of material is assumed and this length of material is

discretized spatially. Using a 1st order forward finite difference for time and a 2nd order central

finite difference for the spatial component the temperature at each point within the material can

be propagated forward in time using Equation 2.6 with the thermal diffusivity being described by

Equation 2.7.

∂T

∂t
= ξ

∂2T

∂x2
(2.5)

T i+1
j − 2T i

j

∆t
= ξ

T i
j+1 − T i

j + T i
j−1

∆x2
(2.6)

ξ =
k

ρcp
(2.7)

For these equations the superscript i denotes the time step of each variable and the subscript j

denotes the spatial position of each variable relative to the current time step and spatial point being
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analyzed respectively. At each time step the boundary condition applied is that the temperature

at the wall is the temperature from the IR image at that time step and the initial temperature dis-

tribution at the first time step is isothermal across each 1D cross section. Heat flux to the wall is

calculated at each time step using the temperature profile and a 2 point forward finite difference

seen in Equation 2.8. Material properties for the polycarbonate used in these calculations are listed

in Table 2.3.

qw = k
3T i

w − 2T i
w+1 + T i

w+2

2∆x
(2.8)

Material k [ W
m2K

] cp [ J
kgK

] ρ [ kg
m3 ]

Polycarbonate 0.19 1200 1200

Table 2.3: Material properties of polycarbonate used in the 1D heat flux code

For the wind tunnel tests performed a Mach number of 5.7 was used to allow for comparisons

with the set of CFD simulations run at the same Mach number. Comparisons between the heat flux

characteristics in wind tunnel testing and CFD simulations were used to characterize the validity

of CFD data obtained from this study.

Because the flight conditions and scales being used for CFD simulations are drastically dif-

ferent than the wind tunnel conditions the magnitudes of heat flux obtained from the two are not

directly comparable. To resolve this problem one additional CFD simulation was run at ACE wind

tunnel conditions with a 25% scale version of the heating study mesh being used to match the 25%

scale wind tunnel model. The conditions run for this simulation are summarized in Table 2.4.
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Re
L

[
1
m

]
M∞ U∞

[
m
s

]
p∞ [Pa] ρ∞

[
kg
m3

]
T∞ [K] Tw [K]

6.5×106 5.70 870.1 477 0.0285 58 300

Table 2.4: CFD conditions used to simulate the ACE wind tunnel

Free stream conditions used in this simulation were obtained from data recorded by the ACE

wind tunnel sensor array during the wind tunnel tests. The wall temperature of 300 K was chosen

to match the approximate initial temperature of the model during the wind tunnel test and has been

used in previous works by industry partners to simulate wind tunnel conditions [22]. To resolve

the differences between the isothermal wall temperature in CFD and the variable wall temperature

in wind tunnel tests the Stanton number was used for comparison in place of dimensional heat flux.

The Stanton number was calculated for both CFD and wind tunnel tests using Equation 2.9 where

Taw is the adiabatic wall temperature which was calculated using Equation 2.10. Wind tunnel

conditions used in these calculations are listed in Table 2.5.

St =
qw

ρ∞U∞cp(Taw − Tw)
(2.9)

Taw = T∞

(
1 +

γ − 1

2
M2
∞

)
(2.10)

Re
L

[
1
m

]
M∞ T∞ [K] ρ∞

[
kg
m3

]
U∞

[
m
s

]
Taw [K]

6.5× 106 5.69 58 0.0285 867.4 432.4

Table 2.5: ACE wind tunnel conditions used for calculations
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3. RESULTS

3.1 Grid Convergence Study

In the process of generating a converged mesh for the heat flux simulations it was found that

the wall spacing needed to achieve Y+ values near 1 ended up being significantly smaller than ex-

pected. The Y+ numbers tended to be significantly larger around the fairing and payload transition

and a wall spacing of 1 × 10−8 meters with 200 cells in the wall normal direction was required

universally to achieve low enough Y+ values in these simulations as seen in Figure 3.1.

Figure 3.1: Wall Y+ values on final mesh at Re/L = 40× 106 1
m

The cell density of the quarter symmetry grid was also found to produce grid converged wall

heat flux with around 15 million cells as seen in Figure 3.2. The wall heat flux values in the

test simulations showed insignificant change between 15 million and 30 million cells. The 15

million cell mesh that was generated using this process was therefore deemed to be significantly

grid converged and capable of accurately resolving the flowfields being investigated. This grid

was used for all subsequent heating simulations performed and was mirrored across the necessary

symmetry planes to handle angles of attack.
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Figure 3.2: Convergence of heat flux with grid density

3.2 Heating Study

From the simulations that were run a common pattern was observed for the locations of maxi-

mum heat flux. The heat flux pattern shown in Figure 3.3 is very similar to the heat flux observed in

all of the cases investigated and will be used to point out details and major features of the emergent

behavior.
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Figure 3.3: Heat flux at Re/L = 35× 106 1
m

and α = β = 0

On the BOLT-II fairing two areas of high heat flux exist, one in the gutter region and the other

just behind the test surface. These two areas of high heat flux on the fairing exist in all simulations

that were run with the area behind the test surface always having a higher magnitude of heat flux

than the area behind the gutter. On the payload bay the region with the highest heat flux was always

at the end of the conical transition just above and below the low radius curves of the fairing. While

this one spot of the payload bay experiences the most intense heat flux it is worth noting that a large

proportion of the conical transition experiences high heat flux as well. On the cylindrical portion

of the payload bay behind these regions heat flux was always found to be much less significant.

As the angle of attack increases in α the free stream becomes more incident to the test surface
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on the -Y side of the vehicle. The flow being more incident to this surface causes an increase in

heat transfer on the -Y side of the geometry which can be seen in Figure 3.4.

(a) α = 0◦ (b) α = 2◦ (c) α = 4◦

Figure 3.4: Heat flux evolving in α at Re/L = 15× 106 1
m

As the angle of attack increases not only does the heat flux increase on incident surfaces but it

also increases significantly at the lower of the two spots on the payload bay. To understand why

this heat flux spot on the payload bay increases so significantly with α the reason the spot exists

must be investigated. Further observation of the flow characteristics close to this region reveal

that as flow crosses the end of the BOLT-II flight vehicle the boundary layer that was previously

running along the leading edge rapidly expands as it moves along the fairing as seen in Figure

3.5. Streamlines coming directly from the leading edge at the end of BOLT-II then flow until they

interact with the conical section of the payload bay in the area of these max heat flux spots which

is shown in Figure 3.6.
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Figure 3.5: Boundary layer expansion along payload for α = β = 0 and Re/L = 20× 106 1
m
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Figure 3.6: Leading edge streamline propagation for α = β = 0 and Re/L = 20× 106 1
m

The streamlines coming off of this leading edge are part of a wingtip vorticy which is caused

by the deflection imparted to the fluid by the vehicle. The vorticity coming from this leading edge

interacts with the payload bay and causes the area of intense heat flux that is observed. This also

explains why angles of attack in α cause significant increases in heat flux at that point. When

at an angle of attack the vehicle imparts a greater deflection on the fluid increasing the vorticity

generated on the leading edge that can act on the payload bay. This can be seen as the streamlines

in Figure 3.7 deforming more severely with increasing α and by the increased expansion of the

boundary layer with increasing α shown in Figure 3.8.
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(a) α = 2◦ (b) α = 4◦

Figure 3.7: Streamline propagation in α for Re/L = 20× 106 1
m
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(a) α = 2◦ (b) α = 4◦

Figure 3.8: Boundary layer expansion in α for Re/L = 20× 106 1
m

As the angle of attack increases in β the free stream becomes more incident to the gutter causing

an increase in the magnitude of heat flux in the gutter and causing flow features on the test surface

to shift off center as can be seen in Figure 3.9.

(a) β = 0◦ (b) β = 2◦ (c) β = 4◦

Figure 3.9: Heat flux evolving in β at Re/L = 40× 106 1
m
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With a portion of the flow being incident to the gutter the values of heat flux measured in

the fairing’s gutter came close to those measured on the fairing behind the test surface but never

surpassed them. As β increases the payload’s max heat flux spot also exhibits a slight behavioral

change. In Figure 3.3 it is observed that the spot of maximum heat flux on the payload is broken

up into an upper spot and a lower spot which are closer to the test surface and gutter respectively.

So far each max heat flux measurement on the payload has been on the lower of these two spots

but for simulations at β = 4◦ the maximum heat flux occurs at the upper spot. This change can be

seen as β progresses in Figure 3.10.

(a) β = 0◦ (b) β = 2◦ (c) β = 4◦

Figure 3.10: Heat flux evolving in β at Re/L = 15× 106 1
m

As β increases flow from the gutter is increasingly pushed in the -Z direction due to the compo-

nent of the free stream incident to the gutter. At β = 4◦ this incident component is strong enough

to cause flow to jump over the low radius edge of the fairing as seen in Figure 3.11. Similar to

the previously described mechanisms for α this deflection of streamlines with increasing β creates

vorticity which interacts with the payload on the upper of the two max heat flux points. This in-

teraction is what causes the switch in behavior making the upper spot have a higher magnitude of

heat flux.
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(a) β = 2◦ (b) β = 4◦

Figure 3.11: Streamline propagation in β for Re/L = 20× 106 1
m

The maximum heat flux magnitude expected in flight, for the four free stream conditions tested,

was found on both the fairing and the payload bay. Heat flux values for the fairing can be found in

Figure 3.12 and heat flux values for the payload bay can be found in Figure 3.13.
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(a) Fairing α (b) Fairing β

Figure 3.12: Maximum heat flux values on the fairing

(a) Payload bay α (b) Payload bay β

Figure 3.13: Maximum heat flux values on the payload bay

To assess the dependency of these predictions on the turbulence model being used the sim-

ulation for Re/L = 35 × 106 1
m

at α = 4◦ was simulated a second time using the Menter SST

turbulence model but keeping every other setting the same. As seen in Figure 3.14 the solutions
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generated by the simulations are nearly identical. The maximum heat flux values from the solution

to this simulation are also recorded in Figure 3.12 and Figure 3.13 and both have less than a 0.1%

difference from the corresponding value found using Spalart-Allmaras.

(a) Spalart-Allmaras (original) (b) Menter SST (dependence study)

Figure 3.14: Cases from the turbulence model independence study

3.3 Heating Study Verification

Data from the wind tunnel tests performed was post processed to show heat flux on the surface

of the model. Comparing the patterns of heat flux observed in wind tunnel tests to the patterns of

heat flux in steady state CFD simulations similar overall behavior can be observed.
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Figure 3.15: Test surface view of ACE wind tunnel test heat flux

Figure 3.16: Test surface view of CFD heat flux at Re/L = 20× 106 1
m
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The heat flux seen behind the BOLT-II test surface in wind tunnel data exhibited patterns similar

to those in CFD which can be seen in Figure 3.15 and Figure 3.16 respectively. On the fairing

directly behind the test surface the region of maximum heat flux is slightly offset from the center-

line which is the same behavior observed in CFD. On the conical section of the payload bay the

heat flux also seems to behave as predicted by the CFD simulation forming a wedge of higher

magnitude heat flux slightly offset from the lower magnitude median.

Figure 3.17: Gutter view of ACE wind tunnel test heat flux
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Figure 3.18: Gutter view of CFD heat flux at Re/L = 20× 106 1
m

The heat flux patterns observed behind the BOLT-II gutter in wind tunnel testing and CFD are

shown in Figure 3.17 and Figure 3.18 respectively. The heat flux pattern in wind tunnel tests on the

fairing directly behind the flight test vehicle is extremely similar to that seen in CFD simulations

with lower heat flux along the center-line and a wedge of heat flux avoiding the low radius curve

separating the gutter and test surface. Unlike the figures of heat flux from CFD simulations the

patterns of heat flux observed on the payload bay’s conical transition in wind tunnel tests did not

exhibit as distinct of a separation between features and instead the heat flux features tended to

blend together as seen in Figure 3.17. Further into the wind tunnel run at a Reynolds number of

Re
L

= 6.9 × 106 1
m

these heat flux features did become slightly more distinct and can be seen in

Figure 3.19.
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Figure 3.19: ACE wind tunnel test heat flux zoomed in on payload bay
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Figure 3.20: Major heat flux features from ACE wind tunnel testing

To further separate the heat flux features identified important features have been color coded

in Figure 3.20. The first feature to see is the upper vorticity interaction feature just behind the low

radius edge of the fairing which is enclosed in green. This feature is separated from the other two

features below it by a slightly decreased section of heat flux and directly follows the low radius

edge which is identified by the blue line on the upper left. The other two features are the lower high

heat flux feature and the off-median wedge which become much less distinct in the wind tunnel

and blend together in heat flux results. The lower vorticity interaction feature, enclosed in black,

and the off-median wedge, enclosed in cyan, were separated by a slight decrease in heat flux at the

end of the model which is not easy to see. This slight decrease at the end can be followed in the

-X direction to find the tip of the wedge at the beginning of the two features next to the tip of the

black triangle enclosing it. Identifying the off-median wedge enclosed in cyan follows from the

identification of the lower vorticity feature.
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Figure 3.21: Test surface view of ACE wind tunnel Stanton number at Re/L = 6.5× 106 1
m

Figure 3.22: Test surface view of CFD Stanton number at ACE conditions
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Figure 3.23: Gutter view of ACE wind tunnel Stanton number at Re/L = 6.5× 106 1
m

Figure 3.24: Gutter view of CFD Stanton number at ACE conditions
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Stanton number data from ACE wind tunnel testing and the CFD simulation run at ACE con-

ditions were similar in both pattern and magnitude however it was noted that the CFD simulation

slightly over-predicted the magnitude of heat flux relative to wind tunnel data. It is also noted that

CFD tends to propagate heat flux features further along the surface compared to wind tunnel tests.

This propagation is especially apparent when observing the wedge of heat flux on the Y side of

the conical transition just behind the fairing which dissipates and smooths out in wind tunnel tests,

as observed in Figure 3.21, but extends across the transition in CFD results, shown in Figure 3.22.

The gutter view of Stanton number for ACE results in Figure 3.23 and for CFD results in Figure

3.24 reveals that the lower Reynolds number in wind tunnel testing did have an effect on the heat

flux features seen when compared to trajectory based conditions. These figures show agreement

in the merging of the lower heat flux feature caused by leading edge vorticity and the off-median

heat flux wedge at these lower Reynolds numbers.

While reviewing the results from wind tunnel tests two sources of error affecting the results

were identified. The first source of error identified was that the wind tunnel tests were run at a

slightly non-zero angle of attack but compared to CFD simulations with no angle of attack. For

both wind tunnel runs shown heat flux features were slightly angled and slightly greater in magni-

tude on one side leading to the identification of this error. The second source of error identified is

due to imperfections in the glass on the ACE wind tunnel which are circled in Figure 3.25. Due to

optical phenomena affecting the IR camera the results of the heat flux code in the region of these

imperfections are distorted.
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Figure 3.25: ACE wind tunnel glass imperfections

In all comparisons made major heat flux features identified in steady state CFD solutions were

also observed in heat flux calculated from wind tunnel test data. This correlation between ACE

wind tunnel test results and CFD data provides qualitative evidence supporting the results found

using CFD.
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4. CONCLUSIONS AND RECOMMENDATIONS

The goal of this work was to model heat flux on the BOLT-II flight test vehicle in the vicinity

of the fairing and payload bay using CFD simulations to support thermal protection calculations

being performed at CUBRC and JHAPL. These simulations were performed using the US3D CFD

code to analyze flowfields on structured grids generated in Pointwise.

4.1 Conclusions

CFD simulations were performed for the conditions listed in Table 2.1 and Table 2.2 based on

critical points identified along the simulated BOLT-II trajectory and a previously identified condi-

tion of intense heat flux. These simulations revealed that a significant amount of heat flux occurs

on the conical transition of the payload bay downstream from the low radius edge of the fairing

and that very little heat flux occurs on the cylindrical section of the payload bay behind the con-

ical transition. Further investigation of the flowfield revealed that as flow moves along the low

radius edge of the fairing the boundary layer experiences significant deformation and that wingtip

vorticity from the BOLT-II flight vehicle directly interacts with, and causes, the spots of intense

heat flux on the payload bay. Angles of attack in both α and β increase heat flux at these spots by

creating increased amounts leading edge vorticity. Heat flux observed on the fairing was highest

behind the BOLT-II test surface and followed patterns that were a direct continuation of heat flux

on BOLT-II. Angles of attack in α created the most significant increases in heat flux at this spot

due to the component of flow made incident to the test surface and the fairing behind it. For each

simulation the maximum heat flux observed on the payload bay and fairing were recorded.

To establish the dependence of CFD heat flux results on the turbulence model being used one

simulation condition was run a second time using a diferent turbulence model. Comparisons of so-

lutions found using the two different turbulence models showed good agreeance and the maximum

heat flux values on both the fairing and payload bay were found to have less than a 0.1% difference
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between the two simulations.

Further comparisons of CFD heat flux results were made to wind tunnel tests which were

conducted using a 25% scale model of the geometry of interest on the flight vehicle. Heat flux

data was calculated for wind tunnel tests using IR imaging techniques and a 1D heat flux code.

Comparing this to CFD at trajectory conditions it was observed that all major heat flux features

seen in CFD could be identified in wind tunnel tests. To allow for direct comparison of CFD and

wind tunnel test data a 25% scale mesh was run in CFD using wind tunnel test conditions in the

free stream and the Stanton number at the wall was calculated for CFD and wind tunnel results

to account for boundary condition differences at the wall. Comparison of the results showed that

CFD slightly over-predicts heat flux at the wall but obtains results at a similar magnitude and

correctly predicts all heat flux patterns observed in wind tunnel tests. Although features observed

were found to be much less distinct, the heat flux data from wind tunnel tests exhibited the same

major features as heat flux in all CFD simulations. The agreement of all major heat flux features

between these two tests provides qualitative evidence supporting the results obtained from CFD

simulations.

4.2 Recommendations

The current analysis performed limited the angles of attack to being purely in α or purely in

β. To gain an understanding of the heat flux behavior at mixed angles of attack it is recommended

that a more detailed set of angles is run including simulations with angles of attack in both α and

β.
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